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ABSTRACT

A HIERARCHIC RANDOM UTILITY MODEL FOR WAGERS

By

Robert Gurney

The 104 Ss made choices from 100 trinary decision problems. It
was hypothesized that such choice would be a process of probabilis-
tically choosing one of six decision rules. The dependent variable
was a Bayesian estimate of the probability of choosing one of these
rules, maximum expected value (EV). Independent variables were:
sex (A), order of presentation of decision problems (B), whether or
not S heard a lecture on EV (c), whether the EV choice was high risk
or low risk (D), and whether the range of EV's for the wagers in a
decision problem was large or small (E).

As significant main effects, the EV rule was used more by males
(p < .01), by Ss who heard the EV lecture (p < .05, one-tailed), in
problems for which the EV choice was low risk (p < .001), and for
probléms having large EV ranges (p < .001). The statistically signif-
icant interactions were A X B X C (p < .05), AXCXE (p< .05),
DXE (p<.001), and C XD XE (p< .001). These results could not
be attributed to arithmetically erroneous use of the EV rule.

It was concluded that the model helped to explicate the choice
process but erroneously predicted no interaction between EV and risk

characteristics of alternatives.
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INTRODUCTION

The juxtaposition of actual and optimal human behavior is wide-
spread throughout psychology. The psychotherapist's questions of how
a client behaves, how he ought to behave in order to satisfy criteria
of efficiency, and how to change the client's behavior from the
former to the latter are questions asked in all fields of human psy-
chology. In this sense the layman who identifies psychology with
clinical psychology is no more in error than the initiate who tells
him he's wrong.

Marschak (1964) has noted that students of choice behavior also
ask the psychotherapeutic questions. How do people choose? How
would a rational man choose? And what are the conditions affecting
the rationality of an actual choice? Hierarchic random utility
models (HRUMs) describe contexts in which all three questions may be
simul taneously considered.

HRUMs are random utility models, RUMs, (Block & Marschak, 1960;
Becker, DeGrgot, & Marschak, 1963a; Luce & Suppes, 1965) for which
the set of alternatives is a set of decision rules. With respect to
the decision problem, a decision maker using a HRUM must, in fact,
make a choice from each of two sets of alternatives. One of these

sets is the set of decision rules, denoted R . The other set is
T

the set from which a choice is made by the decision maker using a
decision rule. Denote this second set T. For example, consider

1
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someone buying a roast. The set T includes all the roasts available
at the time of purchase. The various rules for selecting a roast

specify R . R might include such alternatives as: ''Buy a leg of
T T

lamb if it doesn't cost more than 99¢/1b; otherwise buy the best
looking ham you can find;" or '"Close your eyes and randomly pick a
chuck roast.'" While not always easy to do, it is essential to main-

tain a distinction between T and R . In empirical applications it
T

is typically the case that choice from R is a covert process while
T

choice from T is overt. Choice from R is overt only to the extent
T

that the decision maker expresses his rule for choice and the experi-

menter listens. Temporally, choice from R precedes choice from T.
T

Formally, let T be a set of alternatives, having subsets A,
B, . . . and elements x, y, . . . Denote the number of elements in
A as n(A). ADeflning a decision problem as the necessity of choosing
one element from a set A, a ''decision rule'" Is any set of instruc-
tions (i.e., a program) that leads to a solution of a decision
problem. More specifically, a decision rule at least implies a
probability distribution specifying choice probabilities for any
errorless user of the rule. That is,

(1) a "decision rule,”" R , implies p where
i,A i,A

(2) p :A~>[0,1] such thatz p (x) =1.
i,A xeA i,A

From the customary dichotomization of choice models into ''alge-

braic' and '"probabilistic' (Luce & Suppes, 1965), it follows that
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R is algebraic if it partitions A into k x's and n(A) - k y's
i, A

such that p (x) = 1/kand p (y) = 0. It is probabilistic if it
i,A i,A

satisfies (1) and (2), is not algebraic, and specifies a technique
(such as using a random number table) for converting choice proba-
bilities into a choice. This last requirement is true of algebraic

rules only when k > 1. Finally, the set of all rules, R , IS
i,A

denoted R , has subsets S , and a probability distribution P,
A A

defined by (3).

(3) P:R +[0,1] such that 2 P(R ) =1.
A i i,A

P(R ) is the probability with which the rule R is chosen for
i,A i,A

making a choice from A.
As a RUM, a HRUM involves assuming that each rule is assigned

a utility by a random variable, U . Then (3) is equivalent to (4).
i

(4) PR )=P{U(R ) >U(R ) forR andall R inR}.
i,A i i,A i J,A iA j,A A

In other words, the probability of choosing a decision rule is
specified by the probability with which that rule is most highly
evaluated relative to the other rules. For formal reasons, it is

assumed that no rule in the set R has zero probability of being
A

chosen.

(5) P(R ) # 0, for all i.
i,A

This assumption (5) could also be interpreted as part of the defini-

tion of R .
A
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With assertions (1) through (5), the definition of HRUM readily
follows. From (1) and (2), the probability of choosing an alternative
is always conditional on the rule used. By (5) the conditional,

P(x[R ) exists. Since the R 's are simply elements of R , they
i,A i,A A

partition R ; hence, choice probabilities are given by (6), the
A

definition of the HRUM.

(6) p(x,A) = £ p(x|R )P(R ).
i i,A i,A

Verbally, a HRUM asserts that when a decision maker encounters
a decision problem, he seeks a rule by which to make a choice.
According to variable criteria, he evaluates the rules and picks one
which seems to be optimal. He then makes a choice from A by applying
the selected rule.

While HRUMs are relatively weak models, they are not without
implications. |In this section we shall explore some of these. In
order to do so, however, we shall require the definition of a
"trivial' choice set as a choice set having only one alternative.

Theorem 1 states the first result. While this implication Is
not very sensational, it does indicate one of the ways in which
HRUMs are able to incorporate other models of choice. The theorem
implies that for any model of choice, there is a HRUM having iden-

tical choice probabilities.

Theorem 1: For every distribution of choice probabilities, there is

at least a trivial HRUM.

Proof: Let p':A - [0,1] such that £ p'(x) = 1.
xeA
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For p' define a rule, R , instructing the decision maker
L] A
’

to choose from A according to p'.

Finally, let R = {R }, a trivial choice set.

A <A
Then, by (4), PR ) =P(U (R ) >U (R }
"A . "A j J’A
=PUR )>U (R )
. A . A
= 1.0,

and by (6), p(x,A) = p(x|R PR ) =p(x|R ) = p'(x,A).
A LA A

The value of Theorem 1 is primarily empirical. It indicates
that HRUMs help us to abandon research designed to demonstrate the
adequacy or inadequacy of a specific model. By equating various

models with rules in R, it follows that a HRUM using decision
A

maker may, in fact, behave according to several different rules in

a sequence of choices. Since it is highly unlikely that any of our
models are accurate for describing long sequences of decisions,
HRUMs enable us to analyze such choice behavior as functions of many
of our models. That some way in which to combine our models is an
eventual necessity has been indicated by many studies. For example,
behavior in the early trials of probability learning seems qulite
different from behavior after many hundreds of trials. The findings
of Siegel, Siegel, and Andrews (1964) and Edwards (1961), for
example, indicate that even if one Insists that this behavior is
governed by a subjective expected utility (SEU) strategy, the
strategy changes over time. Similarly, Davidson, Suppes, and

Siegel (1957) found that subjects were sometimes conservative in




6
their choices and sometimes extravagant but never consistently one
or the other. This points to the need for a probabllity distribution
over rules specifying high risk and low risk behavior. Theorem |
implies that HRUMs may be useful for coping with this kind of diffi-
culty.

Theorem 2 is of theoretlic iInterest. Perhaps, the most elegant
probabilistic choice model avallable today Is Amos Tversky's (1971,
1972a,b) "elimination by aspects'' (EBA) model. Theorem 2 specifies
conditions under which a nontrivial HRUM Is an EBA. By noting that
the theorem Implies the EBA to be a special case of the HRUM and
that both the Luce (1959) and Restle (1961) models are speclal cases
of the EBA, It follows that the Luce and Restle models are also

speclal cases of nontrivial HRUMs.

U'(R' A)
Theorem 2: If (a) all U >0 and P(R ) = : and
J 1,A tUR )
J J JA

if (b) for any R InR, p (x) =0 for at least one x ¢ A, and
1,A A I,A

If (c) for any subset B of A such that B = {x e A|p(Xx|R ) ¥ O} =
|

{x e Alp(x|R ) ¥#0}, p = p , then the HRUM satisfying (a),
J’A '.A JDA

(b), and (c) 1s an EBA,

Proof: Let {B }be the set of proper subsets of A such that for any
k

B, there exists at least one R In R for which
1,A A

p(x o BIR' A) #0forall xinBand ply 4 B|R ) =0
A

for all y 4 B.
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Partition R into subsets S so that if R e S , then

A k,A i,A k,A
R eS if and only if p(x|[R ) = p(x|R ) for all
A kA i,A JHA

x e A.

By the definition of B and the partitioning of R , each §
k A k,A

corresponds to one and only one B .
k

Let ¥(B ) = ¢ U (R ). That is, the ¥-value of a
k R €S i i,A
i, a k,A
subset is the sum of the utilities of the rules that define

the subset.

Then, since S partitions R , Z¥(B ) = U (R ).

As a result of condition (a) and the definition of S , It
k,A
follows that & PR )=P(S )=vw(B)/ zv(B).
R €S i,A k,A k h h

i,A k,A
Finally, since choosing a rule is equivalent to choosing a
subset with a probability distribution defined over its

elements,

p(x|B) =p(x|]s ) =p(x|R eSS ).
k k,A i,A  k,A

Then by substitution into the definition of the HRUM,

p(x,A) = zp(x|R )P(R )
i i,A i,A

= Ip(x|s )P(s )
k k,A k,A

Ip(x|B )¥(B )
k k k

tv(B )
h h



which is the EBA.

Corollary 2a: Every Luce model is a nontrivial HRUM.

Proof: See Tversky (1971).

Corollary 2b: A HRUM satisfying conditions (a), (b), and (c) of

Theorem 2 and defined on a set A for which n(A) = 2 is a Restle model.

Proof: See Tversky (1971).

Corollary 2c: A HRUM satisfying conditions (a) and (b) of Theorem 2

and satisfying the condition that all R e R are algebraic, is an
1,A A

EBA.

Proof: This follows directly from the definition of algebraic rules
(see page 3) which implies that if all rules are algebraic, condition
(c) of Theorem 2 must be true.

Corollary 2c has many implications about the various algebraic
models of choice. For example, suppose a declision maker consistently
uses an SEU rule but the component utilities or probabilities or both
are variable. In essence this would mean that he has a whole set of
SEU decision rules from which to choose. |f he chooses these rules
(or equivalently}if he chooses the utility and/or probability func-
tions that specify the rules) according to a Luce moael, his data
will indicate that he is uslng an EBA.

It should be apparent from Theorem 2 and its corollaries that
the HRUM provides an excellent context for comparatlve analysis of
available models of choice. The HRUM is Integrative to the extent

that it employs notions common to much of decision theory. This Is
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first reflected in the fact that RUM is the basis of the definition
of the HRUM. The RUM is probably the most frequently encountered
class of choice models. Second, the notlon of ''utility' while not
defined on alternatives, is still an essential concept for the model.
O0f considerable interest is the HRUM's postulation of a choice
prior to a choice from ACT. This idea, like so many others, seems

to originate in The theory of games and economic behavior (von

Neumann & Morgenstern, 194k4; see also Luce & Raiffa, 1957). |In that
work the rational game player's main decision is not to make a choice
at each move of the play but rather to select a strategy (or exhaus-
tive decision rule) for specifying choices. In game theoretic terms,
the decision problem is defined on the normal form of the game. In
a sense the HRUM is a generalization of the game theqretlc approach
applied to individual choice behavior. It generalizes that theory by

not insisting that R include all possible ways of making a choice.
A

It also places fewer restrictions on P(R ) than does game theory.
i,A

On the other hand, nontrivial HRUMs imply, by assertion (5), that

no element of R has zero probability. That is, if R Is a strategy
A A

set for a game, a pure strategy solution would be impossible. This

is not, of course, the case with a trivial HRUM in which R contains
A

only the minimax rule.

Another class of models postulating a set of decision rules is
'""heuristic'' decision theory (Newell, Shaw, & Simon, 1963; Simon,
1960). Choice from sets of heuristics or 'rules of thumb" s prior

to choice from offered alternatives. A similar emphasis on decision
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rules is to be found elsewhere (e.g., Yntema & Torgerson, 1961) in
the literature on automated decision making.

In addition to analyses defining prior choice sets as sets of
decision rules, some theorists and researchers (Becker et al., 1963a;
Gurney, Phillips, Messé, & Lane, 1970; Tversky, 1971, 1972a,b) have
defined the prior choice set as a set of aspects or attributes char-
acterizing alternatives. With the exception of the Gurney et al.
model, attribute analysts differ from rule theorists in placing less
emphasis on specification of the elements of the prior choice set.

To conclude this theoretic discussion, reconsider the questions
concerning actual vs. optimal choice. Since there seems to be no
clear consensus on the meaning of ''optimal choice'' (Shelly & Bryan,
1964), it must be realized that to any one of the measﬁres here sug-
gested, there are objections.

0f the three measures to be offered, the one that follows most

easily from a HRUM requires a definition of some rule, R , as
OPT

somehow best. There may, of course, be several rules satisfying

this requirement. Denoting the set of all such rules as S , then
OPT

OPT = P(S ) measures the extent to which a sequence of choices
1 OPT

coincides with those that might be made by a master or wizard of

choice. For a specific decision maker, 1 - OPT measures the extent
|

to which actual behavior deviates from optimal and, consequently,

the extent to which ''therapy' is needed. Moreover, changes in OPT
1

as a result of therapy or training measures the extent to which
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training has been beneficial or detrimental.
With respect to the HRUM, the other two measures of optimality,

OPT and OPT , are probably determinants of the utility functions,
2 3

U (R ), rather than consequences of these functions (as is the case
i i,A

with OPT ). Both OPT and OPT require assigning to each alternative,
1 2 3

x e A, a number that reflects the excellence of the alternative. De-
note this number W(x), the worth of x. Then if a decision maker
chooses ¢ e A, W(c) reflects the value of his actual behavior,

W (x) represents the value of optimal behavior, and W  (x) - W(c)
max max

represents the extent to which training might prove beneficial. More-
over, changes in W(c) as a result of training would indicate the
worthwhileness of the training. It makes some sense, therefore, to

let OPT = W(c).
' 2

While OPT is a relatively conventional index of optimality,
2

OPT has been largely ignored by formal decision theory. It has its
3

roots in the suggestion that the amount of effort involved in making
a decision affects the value of a choice (Edwards, 1954; Simons,
1957). Specifically, assume that the value of a choice varies in-
versely with the amount of effort, E, and directly with the value,
W(c). (For a contrary viewpoint, see Lawrence & Festinger, 1962.)

Then, let OPT = W(c)/ E. While estimation of E could be an extremely
3

complicated process, the problem can be simplified for empirical

purposes by defining OPT' as the ratio of the sum over a sequence of
3
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choices of W(c) divided by the time it takes to make the choices.
Unfortunately, this measure is considerably more difficult to apply
to a concrete case than are either of the other two. The reason

for this difficulty is that OPT varies not only with W(c) but also
3 : v

with E. Since E depends on the behavior of the decision maker, there
is no obvious way in which to ascertain the maximum value of the

index. If, for example, OPT after training is the same as it was

before training, this could indicate that the training procedure was
worthless, that the individual prior to training was already func-
tioning at optimum, or both. On the other hand, the measure Is so
compellingly reasonable that it should not be rejected out of hand.

Of the three measures, OPT is probably the most generally
]

applicable. OPT and OPT , however, are easily obtalned in decision
. 2 3 A

contexts for which consequences are economic. OPT corresponds to
2

the notion of a salary or piecework wage while OPT' corresponds to

3

an hourly wage. In the formulation by exchange theorists (e.g.,

Thibaut & Kelley, 1959), OPT is most closely related to the
2

""rewards'' concept, while OPT combines ''rewards'' with ''costs."

3

OPT is relatively peculiar to the HRUM formulation.
1

In order to explore the empirical applicability of HRUM theory,
the model was focused on a group of subjects choosing from wager

sets similar to those used by Becker et al. (1963b). OPT was
1
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defined to be the probability with which a subject would use an

expected value decision rule, R . R instructs its user to choose
1 1

a wager having the largest expected value or mean relative to the

means of the other wagers offered. OPT and OPT' were also defined
2 3

in order to serve as possible qualifications of any conclusions

about optimality based on findings for OPT . OPT was defined as
] 2

the average of the expected values for choices made by a subject.

OPT' was OPT divided by the time it took the subject to make his
3 2

choices.
The hypotheses are simple and straightforward. Hypothesis 1

asserts that instruction in the use of R increases the likelihood
1

with which it is, in fact, used. |In accord with the preceding dis-
cussion, this is the therapeutic hypothesis.

Hypothesis 1: Instruction in the use of R increases OPT .
OPT 1

The second hypothesis asserts that when the expected values of
wagers in a choice set differ by relatively large amounts, the

probability of using R is larger than when the expected values do
1

not differ by much. That is, the probability of using the optimal
rule increases as the wisdom of so doing increases.

Hypothesis 2: OPT is larger when the expected values of alterna-
|

tives have a large range than when the range is small.

Hypothesis 3 states that OPT should differ as a function of
1

time. No directionality is asserted since there seem to be good



14

reasons for believing the difference to be in either direction. On one
hand, experience with decision problems could be expected to lead to an

increase in optimal behavior. On the other hand, use of R is probably
1

quite fatiguing. This fatigue might reduce OPT .
1

Hypothesis 3: OPT in the first half of a sequence of decisions differs
1

from OPT in the second half of the sequence.
]

Specification of the HRUM for the situation being investigated

involved specifying R and P. The definition of R was accomplished
A A

partially by guessing and partially by interviewing subjects. The

resultant R contains six rules: R = the expected value (EV) rule;

A 1
R = the "hunch" rule, a generalization of ''event matching'' (Simon, 1959);
2
R = low risk; R = moderate risk; R = high risk; and R = random selec-
3 L 5 6
tion.

The EV rule, R , was historically the first seriously considered
1

decision rule (Savage, 1954). Today the model has largely been replaced

by the "Expected Utility' (EU), '"Subjective Expected Utility' (SEU),

'"'Subjective Expected Value'" (SEV), ''Nonadditive Subjective Expected

Utility" (NSEU), and 'Nonadditive Subjective Expected Value'" (NSEV) models

(Savage, 1954; Edwards, 1968; Lindman, 1966).
Formally, let

W = a wager, [(0 , P(e)), (o
1

, Pe)), . . . ] where
i il 2 )

i2

E = a set of [probabilistic] events e , e , e, . . .,
1 2 3
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P(e ) = the probability with which e occurs,
J J

IP(e ) = 1.0, and
j .

o = the outcome if W were chosen and e were to occur.
ij o J
Then, the EV rule instructs its user to choose that W for which

.

? o..P(e.) is maximal. This rule is typically included in analyses only
J J
as a baseline from which to estimate the extent to which other models
improve predictability.

There are cases, however, in which the corresponding EV model provides
a respectable fit to data. For three of eleven prisoners at Jackson
State Prison in Michigan, the EV yielded almost perfect predictions of
their choices in a relatively complex set of gambles (Tversky, 1967).
Also, contrary to the Suppes and Walsh (1959) conclusion that their own
model had ''clear predictive superiority' over EV, DeGroot (1963) has
argued that the Suppes and Walsh data indicate that for some subjects the
EV model is better. In particular, by considering only predictions from
the Suppes and Walsh model and from EV that disagree with one another,
EV makes more accurate predictions for four out of eight subjects. A
similar conclusion pertains for data from the Royden, Suppes, and Walsh
(1959) study. In that case, the authors' model was a better predictor
for only six of thirteen (or of sixteen if one includes the three subjects
omitted from the analysis) subjects than was EV. In short, while EV is
no longer fashionable, evidence that it does not play an important role
in decision making is lacking. Rather, some of the evidence indicates
that EV is still a potenttally useful concept for describing actual

behavior as well as optimal.
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The "hunch'' rule, R , has received little explicit attention except
2

under the guise of ''event matching'' (Simon, 1959) or ''probability
matching'’ (Siegel et al., 1964). This decision rule is of theoretic
interest because it contradicts two common ideas in decision theory.
These are the '"'lack of illusion' principle (Pfanzagl, 1968; also,
Becker EE.EL:- 1963a) and the assumed necessity of an interval scale for
risky choice (Luce & Suppes, 1965).

The underlying notion of hunch rules is that the decision maker
converts risky decision problems to riskless problems by guessing which

of the set of probabilistic events will occur. For some e e E, he
J

assumes P(e ) = 1. He then chooses that wager for which o is maximal.
J i

Common examples of this rule are even or probability matching and the
gambler's fallacy (Lindman & Edwards, 1961) or the Monte Carlo fallacy
(Cohen, 1964). While there is debate about the appropriate use of the
phrase ''gambler's fallacy' (Cohen, 1964), the various definitions agree
that the gambler sometimes changes P(e) values as a function of previously
occurring events. For example, if a gambler playing roulette has bet

on red (or rouge) for a large number of times in sequence and has lost
every time, the fallacy leads him to believe that P(red) for the next

bet is virtually 1.0.

To see how the hunch rule, R , contradicts the lack of illusion
2

principle, consider the two games in Figures | and 2. The lack of
illusion principle asserts that the arrangements of payoffs in a wager
does not affect the decision process. Suppose that subjects are playing

in a Davidson, Suppes, and Siegel (1957) casino. A die is rolled on
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W
|
ZEJ 10
Z0J ]
Figure 1.
Game 1.
W
1
ZEJ ]
Z0J 10
Figure 2.

Game 2.
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three sides of which Is the nonsense syllable ZEJ. The other three
sldes have the syllable Z0J. According to the casino operators, the
subjective probability of ZEJ occurring Is equal to the subjective
probability 6f Z0J occurring. Now suppose the decision maker de-
cides thaf P(ZEJ) 1s 1.0 (perhaps, due to a Monte Carlo fallacy).

Then, in game 1, he will choose W while In gamé 2, he will choose
I ,

W . In other words, for an R user It does make a difference how
2 2

the payoffs are arranged. While thls consequence is probably of
most importance In sequential gambling with feedback after each
bet, it can also be formulated within the context of sequential
Independence. Suppose, for examplé, that It Is, In fact, true on
every trial that the declsion maker believes the probabllity of
ZEJ to be equal to the probability of ZOJ. He can stil] eliminate
the riskiness of the problem by probabllity matching the events
ZEJ and Z0J. He simply flips an unbiased coin. |[|f it comes up
heads, he lets P(ZEJ) = 1. |If It comes up tails, he lets P(Z0J) = 1.
Then, fully aware of the riskiness of the problem and of his tech-
nique, he behaves as If the problem has no risk by making hls
decisfion on the basis of the coin toss.

The second principle of decision theory violated by R s
2

stated by Luce and Suppes (1965).
Once uncertainty In the consequences is admitted,
no ordinal theory of choice can be satisfactory.
The simplest sorts of example suffice to make
this fact clear. (Pp. 281-282)
They then cite as examples a standard gambling experiment and

decislions about insurance policies. Consider the Insurance problem.
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Typically what one is insuring against, at the time of buying the
policy, is an unlikely event. Insurance buyers behave as If the
catastrophe will, in fact, happen. Once they make thls assumption,
they require only an ordinal scale of preference (E:S:’ 1'd
rather have Allstate foot the bill than me). Similarly, the non-
buyers need only an ordinal scale (e.g., I'd rather spend the
money myself than give the Citizens' Man a fling). In short, while
an all-encompassing theory of choice probably requires more than
ordinality, the hunch rule can stand as an ordinal model of risky
choice. The examples cited by Luce and Suppes do not present prob-

lems to an R user.
2

The three '"risk' rules, R , R, and R , may be considered as a
3 4 5

unit. They direct the decislon maker to attend to the same general
aspect of the alternatives. This aspect is the spread (g:g:, range

or variance) of the outcomes, o . R directs the decision maker
ij 3

to choose the wager having smallest spread; Rk implies choosing

medium spread; and R implies choosing maximum spread. Moreover,
5

the rules are defined relative to one another. The fact that there
are three rules is an artifact of the triadic decision problems
presented to the subjects. Had the decision problems been binary,
there would be only two rules. Had they involved twenty alterna-
tives, there may wel]l have been twenty risk taking rules. The
reason for this situational specification of the number of risk
taking rules is related to ''unfolding theory' (Coombs, 1964;

Coombs & Pruitt, 1961). Theories of choice are based on the
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assumption that a decision maker attempts to maximize something

(Edwards, 1954). For rule R and rule R , the “sométhings" to be
1 2

maximized are invariant across decision makers. The R ‘''something'
1

Is the EV of a wager. For the R this ''something'' is the value
2

associated with a wager when some specific event occurs. R through

3

R , on the other hand, have a ''something'' that depends on the de-

5
cision maker. In terms of unfolding theory, the ''‘something' Iis
proximity of actual to the 'ideal" variénce of the payoffs within
the wager. Each decision maker selects the wager whose variance is
closest to his '"ideal." That this ''ideal' point varies from subject
to subject no doubt is one of the reasons for the popular tendency
to use risk taking as a personality variable (g:g,, Kogan & Wallach,
1964). Contrary to this tendency, there is evidence that subjects
are not consistently high or low risk takers (Davidson Eﬁ.ﬂl"
1957). Rather they vary from one extreme to the other, Including
the points in between.

The R through R rules are in a somewhat different spirit than
3 5

unfolding theory. The notion underlying these rules is that the
ideal point is largely determined by the decision problem I[tself.
Suppose there are two decision problems. In the first problem,

the wagers have risk values (g,g:, range or variance) of 5, 10,

and 15. In the second problem, the values are 15, 20, and 25.
Instead of postulating an Ideal point, the present formulation pos-

tulates an ideal relative position. An R user would choose the

3
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wager whose value is smallest relative to the values of the other

two wagers. An Rh user would choose the wager having the middle

value; and an R user would choose the wager having the largest

5
value. The absolute values associated with the wagers are irrele-
vant. For example, in the first problem the wager with value 15
would be high risk while in the second problem, the wager with
value 15 is low risk.

The last rule in R , the random selection rule R , is typlcally
A 6

not discussed. Yet, interviews with subjects often reveal that
subjects do use this decision rule. It Is also easy to show that

for some decision problems the measure OPT Indicates that R6 is an
3

optimal decision rule. |f one makes the reasonable assumption that

R 1Is the easiest rule to use, then E will be minimal. Since OPT =

6 6 3
W(c)/ E, it follows that if W(c) is the same for all possible
choices (as would be true, for example, if W(c) were the EV of the
alternative and the decision problem were a game of roulette), and

W(c) >0, then OPT would be maximal when E is minimal. That is,
3

OPT would be largest for an individual choosing randomly. Depend-
3

ing on the nature of the W(c) and E distributions for various sets
of rules and decision problems, R would often yield the largest
6 .

OPT value.
3

In addition to this specification of R , the application of the
A
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HRUM requires specification of the P(R ) values. The most closely
I,A

related attempt to estimate the extent to which various decision
rules are used is that of Kogan and Wallach (1964). They presented
subjects with 66 binary choice problems, each alternative of which

was a wager. Their set R contained five risk taking rules. Rather
A

than estimating probabilities, their measures were the number of
times subjects chose alternatives specified by the rules. Suppose,
for example, that for a specific problem with alternatives x and vy,

an R, R, or R user would choose x while an R or R user would

12 3 b 5
choose y. |If a subject chose x, he would get one point for each of
the first three rules and no points for the other two. These points
were then summed and the resulting totals used as Indices of the
extent to which each rule was used. In spite of the generally high
quality of this study, Kogan and Wallach's technique for measuring
these variables is quite unsatisfactory. The amount of overlap or
dependence present in their measures makes it impossible to know
what is, in fact, represented by any specific score.

The technique used in the present study suffers.from the same
difficulty as the Kogan and Wallach technique but considerably less
so. The technique employs a Bayesian formula defined on each choice

made by a subject. |If there were no two rules in R having the
A

same probability distributions for a decision problem, it would

make sense to use (6).
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P(cholce[R )P(R )
(6) P(R |choice) = i,A i,A
i,A

Z P(choice|R )P(R )
J JHA JHA

However, because of the way in which Becker et al.(1963b) decision

problems are constructed, it is always the case that either R and
1

R or R and R specify the same choice with probability 1.0. This
3 ] 5

implies that using (6) would lead to probable distortion of

P(R |cholce) because of subjects using R or R . In order to
1,A 3 5

reduce this distortion, the present technique first estimates the

probability with which a choice indicates that either R or R is
1 3

being used or, in the second case, that either R or R is being
1 5

used. Then, by making a convenient assumption about the use of

R and R , the probability of using R and one of the other two
3 5 1

rules is separated into two components--one being the probability

of R conditional on the data and the other being the conditional
1

probability of either R or R . The result for R constitutes the
3 5 1

dependent variable, an estimate of OPT .
1

The decision problems fall into eight partitioning categories,

denoted by subscripts f, g, and h. Let h = 1 when R and R
1 3

specify the same choice, and h = 2 when R and R specify the
1 5

same choice. Assume that the prior probabllities, P(R ) are all
1,A.
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identical, as in (7).

(7 PR )=PR )=PR )=PR )=P(R )=PR )=1/6.
1,A 2,A 3,A b,A 5,A 6,A

The effect of assuming equality of the prior probabilities in (7)
Is to minimize the variance of resultant posterior probabllities.

A more realistic technique would involve beginning with assumption
(7) but then iteratively equating the priors In (7) with posteriors
obtained by the estimation procedure. This Iterative procedure,
however, would have the undesirable property of giving too little

"weight to decision rules R and R . Then, for any decislion problem
2

in the present study, the posterior probabilities are given by (8)

and (9).

(8) P (R UR |choice) =
fgl 1 3

P(choice|R UR)
] 3

P(choice|[R UR) +1/2 ¢ P(choice|R )
1 3 |=2a"’536 i

(99 P (R U R |choice) =
fg2 1 5

P(choice|R UR)
] 5

P(choice R JUR) + 1/2 ¢ P(choice|R )
1 5 i=2,3,4,6 i

In order to separate the rules, assume that on the average the

probability of either R or R is independent of h, as in (10)
3 5

where P indicates a mean.

(10) P (R |choice) =P (R |choice) and
fgl 3 fg2 3

P (R |cholce) =P (R |choice).
fgl 5 fg2 §
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That is, a subject using a risk rule for a choice is using only a
risk rule. He is not using risk in combination with an EV rule.
If there were a [used] rule that combined EV with the spread of

wagers, R would require redefinition.
A

Since the decision problems in a group fgl are matched with
the problems in a group fg2 only as an aggregate, it is necessary
to work with expected values. Again using P to indicate mean

probabilities, the formulae used for estimating P(R ) are given
1,A

by (11) and (12).

(11) P (R |choice) = P (R UR |choice) - F (R |choice).
fgl 1 fgl 1 3 fg2 3

(12) P (R |choice) =P (R U R |choice) - P (R |choice).
fg2 1 fg2 1 5 fgl 5

The other values needed are the various P(choice|R )'s. For all

rules except R and R , these values are given by the definitions
2 6

of the rules. For R it is assumed that a subject selects any
2

e e E with an equal probability. For R it is assumed that each
i ‘ 6

choice from A is equally likely (1,3,, for the three choices
possible in a Becker et al. decision problem, each has probability

1/3 for an R user).



PROCEDURE

Subjects

Subjects (§§) were 104 undergraduates at Michigan State University.
They were members of a subject pool recruited from a newspaper advertise-
ment by the Cooperation/Conflict Research Group. There were 52 females
and 52 males. Thirteen Ss of each sex were randomly assigned to each of
four conditions.
Apparatus

A PDP8/1 computer controlled presentation of stimuli and recording
of responses. Peripheral apparatus included a tape recorder and head-
phones, a slide projector and screen, a three choice response box, and a
numerical response keyboard. The 8 inch by 11 inch projection screen
was on a table and approximately three féet in front of S. The two
response boxes were also on the table, between the screen and §S.
Method

The experimental design was a six factor experiment with repeated
measures on three of the factors. The three between Ss variables were
sex, order of presentation, and hearing or not hearing a lecture on the
EV technique. The three within variables were EV Risk, EV Range, and
Problem Sequence Number, all of which are explained below.

Experimental Ss began their session by listening to the following
lecture on using an EV decision rule.

This lecture introduces you to one of many techniques

for making decisions while gambling. Some psychologists
believe that you will use this technique. Other

26



27

psychologists believe that you will not use

this technique. We are interested in determining
which of these psychologists is correct. It is
important to us only that you understand what the
technique is. Whether or not you actually use it
is up to you.

This method is called the '"Average Winnings'
technique. It has this title because its
application involves calculating arithmetic
averages. An average is the sum of a set of
numbers divided by the number of numbers added

up. For example, to find the average of the
numbers 3 and 7, you add 3 to 7 to get 10 and

then divide by 2. Since 10 divided by 2 is 5, the
average of 3 and 7 is 5. As a slightly more
difficult example, what is the average of 3, 7,
and 12? The sum of these numbers would be 3 + 7 +
12, which is 22. Since 22 divided by 3 is 7 1/3,
the average of 3, 7, and 12 must be 7 1/3. So an
average is simply the sum of a set of numbers
divided by the number of numbers in the set.

The Average Winnings technique provides an answer

to a common question. Which betting scheme or wager
should be chosen if there are several wagers available?
The answer involves calculating an average for each
wager. Then you find the wager that has the largest
average. This wager with the largest average is the
wager that should be chosen.

For example, suppose that for some game there are

only two possible wagers. One wager is characterized

by the numbers 3 and 7 while the other is characterized
by 3, 3, and 7. Which bet or wager should you choose?

To use the Average Winnings technique, you first
calculate the average for each wager. Since the first
wager involves the numbers 3 and 7, its average must

be its sum, 10 divided by 2. This means the average

for the first wager is 5. The second wager involves
three numbers, 3, 3, and 7. The average of these numbers
must equal the sum, 3 + 3 + 7 = 13, divided by 3. The
average for the second wager, therefore, is 4 1/3. Since
the first wager had an average of 5, someone using the
Average Winnings technique would choose the first wager
because 5 is larger than 4 1/3.

Let's summarize what has been said. First, an average
is the sum of a set of numbers divided by the number

of numbers in the set. Second, the Average Winnings
technique involves first calculating the average of each
wager that could possibly be chosen. Then the gambler
ought to choose the wager having the highest average.
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But now we are left with the question, what are

the numbers assoclated with a wager? Once we have

these numbers, we know what to do--calculate the

average for each wager, then pick the wager having the
largest average. But average of what? What specifically
are the numbers associated with a wager?

Without going into elaborate detail, these numbers are
possible winnings. Each winning represents the amount
of money a gambler wins if something happens. For
example, suppose a gambler is flipping coins. |f the
coin comes up heads, he wins $5. |If it comes up tails,
he wins $3. Then the winnings associated with this
wager are 5 and 3. To get the average winning for

the wager, first add 5 and 3 which equals 8. Then divide
this sum by 2 which results in the average winning
being 4. If the gambler had a choice between this
wager and another wager having an average of 2, the
Average Winnings technique would instruct him to choose
the wager whose average is 4. Four is larger than 2.

Let's summarize the steps involved in using the Average
Winnings technique. First, you list each and every
winning associated with each wager. Second, you calculate
the average winnings for each wager. To do this you

just add up all the winnings listed for a specific wager,
then divide by the number of winnings added up. You

must do this for each wager. Finally, you choose the
wager having the largest average winnings.

Remember it is up to you whether or not you use this
technique. It is Important to us only that you under-
stand what the technique is.

If you understand the Average Winnings technique, press
button "'A'"' when the ready light goes on. If you do not
understand, press button ''B'".

A1l Ss then took a test of basic arithmetic and understanding of
simple gambling problems (Appendix A). For Control Ss this test began
the session. This test served to familiarize S with the equipment In
addition to providing information about S's aptitude for coping with such
problems.

After the test, S listened to taped instructions for responding to

the Becker et al. decision problems. These Instructions are in Appendix

B. Briefly, the Instructions told S that he would receive no feedback
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until the end of the experiment. At that time, one decision problem
would be randomly selected and he would receive five cents for each point
he won in that problem.

Each of the presented problems contained three wagers, W , W , and
1 2

W , involving four payoffs, w, x, y, and z. See Appendix C for problems
3

as presented. The payoffs were always such that 0 <w < x <y < z. W
1

was a fifty fifty chance of winning w or winning z. For W there was a
2

.5 chance of winning x and a .5 chance of winning y. W was a .25

probability of winning any one of the four payoffs. This problem struc-

ture implied that an R choice would never be W , an R choice would be
1 3 3

W , an R choice would be W , and an R choice would be W . Except for
2 4 3 5 1

reward sets corresponding to Becker et al.'s set 21, fifty of the one
hundred reward sets in the present study were equivalent to those used by
Becker et al. except that they were incremented by one point to eliminate
payoffs of zero. The payoffs for set 21 were increased by 2 points in
order to have a maximum payoff of 100 points. Each problem was presented
in two arrangements. These arrangements were random except for the
stipulation (not of immediate relevance to the present study) that for

one of each pair of arrangements an R user would never select W . The
2 2

other 50 problems (25 pairs) were transformations of the Becker et al.
problems. The payoffs w and z were the same in the transformed problems
as they were in the original. Also, y - x was kept constant. The

transformation involved increasing the discrepancy between EV(W ) and
1
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Table 1.

Transformed Reward Sets

Becker et al. (1963b) Set W,z Transformed x,y
] 4,90 L4 ,78
2 1,73 9,43
3 2, 16 18,42
L 1 63 25,59
5 6],89 78,84
6 21,57 32,56
7 3,45 7,29
8 3.8 10,56
9 23,79 29,57

10 4,88 17,45
11 30,62 45,59
12 5,55 25,49
13 9,51 14,30
14 17,85 18,72
15 7,91 14,66
16 15,89 70,74
17 24,56 43,53
18 22,94 25,71
19 5,63 15,27
20 7,77 15,75
21 4,100 37,91
22 4,72 19,23
23 17,43 27,4
24 3 33 13,31
25 1,37 4,22
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EV(W ). If EV(W ) were the larger EV for a problem, x and y were
2 1

decreased by one half the x - w interval. |If EV(W ) were larger, then
2

x and y were increased by one half the z - y interval. Table | presents
the results of these transformations. The effect of this transforming

the payoffs was to hold EV(W ) constant, hold both the variance of W
' 1 1

and the variance of W constant, but move EV(W ) farther away from EV(W ).
2 2 1

This defined the within variable, EV Range, for testing hypothesis 2.
The decision problem slides were presented in two orders, Order 2

being the reverse of Order 1. This defined the between variable Order.

The two within variables in addition to EV Range were EV Risk (whether

the R choice was also the R choice or was the R choice), and Sequence
] 2 5

Number (defined by dividing the problems in each Range-Risk category
into two sets, one being roughly the problems having’sequence numbers 1
through 50 and the other having numbers 51 through 100).

When S completed the 100 choices, he was given a short break during
which time he was interviewed about how he had made his decisions. After
the intervie@, he calculated the arithmetic mean of all 150 distinct
wagers he had been offered in the preceding part. For ethical reasons,
he was instructed to work on this part only as long as feasible. Finally,

S received his payoff.



RESULTS

Results of this study fall under two headings. Under the first
heading are findings centrally related to the experimental design.

These include testing whether the dependent variable, OPT , satisfied
1

the definition of probabilities and the results of an analysis of
variance, including a test of the three formally stated hypotheses.
The second set of results are peripheral to the experimental design
but have important bearing on the interpretation of analysis of vari-
ance results. These peripheral results answer the questions of the

extent to which OPT values were distorted by computational errors,
1

the relationship between OPT and the other two optimality indices,
1

OPT and OPT', and the degree of correspondence between parameter
2 3

estimates and interview results.

Central Results

Estimated OPT values for each of the eight conditions for each
1

of the 104 Ss are in Appendix D. Since these values are interpreted
to be probabilities, the fact that 42 of the 832 values are negative
numbers suggests a difficulty with the dependent variable. In order
to determine whether these negative values could be attributed to
chance, t tests were performed. To perform these tests it was assumed

that a negative OPT indicated a zero probability of choosing R .
] 1

32
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From assumptions (11) and (12), this was equivalent to stating the

null hypothesis that P (R UR ) =P(R)or P (R UR) =P (R), which-
] 2 3 1 5. 5

ever pertained to the specific estimate being tested. Since these
hypotheses were assumptions of the HRUM for wagers, the most powerful
of conventional tests of proportion differences were used. First, the

estimates of P(R UR ), P(R), P(R UR ), and P(R ) were divided by
1 3 3 1 5 5

their maximum possible values, .82, .69, .72, and .56, respectively.
(That the maximum values were not 1.0 was a joint result of the parameter
estimation procedure, g.v., pp. 21-25, and the decision problems,
Appendix C). The effect of this correction was to increase the power
of each test. The power was also increased by using the corrected
estimates to estimate population variances rather than the conventional
but conservative value of .25 as the estimate. In spite of these ef-
forts, assumptions (11) and (12) could not be rejected. Out of 42

one tailed.t tests, each with 23 degrees of freedom, only four were
significant at the .10 level. None were significant beyond the .05
level. Since these results were approximately what would be expected

if the null hypotheses were true, the negative OPT values may be
1

attributed to chance fluctuations in the parametef estimates.

Table 2 presents the results of an analysis of variance including
all independent variables except Sequence Number. This variable was
eliminated becahse, in the original analysis, it was statistically
significant only as a main effect. Its conclusion in Table 2 would
double the length of the table and concomitantly increase the diffi-
culty of understanding the table's contents. The results of the

original analysis, including Sequence Nﬁmber, are in Appendix E.
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Table 2.

Analysis of Variance Summary Table

Source df Mean Square | F
Sex (A) 1 1.140604 7.9857*%
Order (B) ] .200075 1.4008
EV Lecture (C) ] .551958 3.86L44
AXB 1 .287558 2.0133
AXC ] .040849 .2860
BXC ] .Q27506. .1926
AXBXC 1 . 704694 . h.9338*
Subjects (S), error 96 .142830 |
EV Risk (D) 1 1.062732 199.0507***
AXD | 1 .001582 .2963
BXD 1 .002764 5177
CXD 1 ~.000637 1193
AXBXD 1 .000004 .0007.

‘ AXCXD 1 .000357 .0669
BXCXD 1 .000064 .0120.
AXBXCXD 1 .005508 1.0316
DXS, error 96 .005339
EV Range (E) 1 3.501568 185.1016%%*
AXE 1 .059088 3.1236
BXE ] .032270 1.7058
CXE | 033035 1.7463
AXBXE 1 .006980 .3690
AXCXE ] .099801 5.2757*%

BXCXE 1 .003968 .2098
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D

X

X

Source

BXCXE

S, error

E

D X

E X

Note.

* signifies p < .05.

E

D

CXDXE

S

’

X

X

X

E

E

E

error

Sedest signifies p < .00‘,
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Table 2 (cont'd.)

df
1
96

1
96

Mean Square
.014580
.018917
.066354
.001245
.000460
.036929
.007579

.000083

.000477
.000057

.002980

22.

12

** signifies p < .01, and

.7707

2703***

1178
. 1544
. 394lyx sk
.5437
.0279
.1601
.0191
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Simple effects analyses relevant to the statistically significant
interactions of Table 2 may be found in Appendix F. It is to be
noted that because of the large number of degrees of freedom for the
error estimates of the analysis of variance, these estimates were also
used for the simple effects analyses. This eliminated the necessity
of making additional assumptions for pooling the estimates.

The first hypothesis of this study was that Ss who heard the

experimental lecture on the EV rule would have a larger OPT mean
1

than would control Ss who did not hear.the lecture. This implied a
directional planned comparison. While EV Lecture was not statistically
significant in the undirectional analysis of variance, the directional
test was significant at the .05 level (t = 1.966, df = 94).

The second hypothesis also implied a directional test. This
hypothesis asserted that the larger the differences between the EV's

of the wagers in a decision problem, the larger would OPT be. This
1

variable corresponds to EV Range in Table 2. This hypothesis was
strongly supported (t = 13.605, df = 94, p < .001).
The third hypothesis stated that there is a difference between

OPT in early decision trials and OPT in later trials. Unlike the
1 1

first two hypotheses, this was not directional. The independent
variable in the original analysis of variance (see Appendix E) that
corresponded to the independent variable of this hypothesis was Order
X Sequence Number. The F-ratio for this interaction was only 1.58
which was not significant.

Before delving more deeply into effects of independent variables

on OPT , there is a preliminary note. The OPT values evidence large
1 1
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individual differences among Ss. This is reflected in the fact that

over fifty percent of the variance of OPT can be attributed to the
]

one source, Subjects (S). Consequently, while individual differences
may subsequently be ignored, they constitute the overriding fact of
these data.

O0f the three variables Sex, Order, and EV Risk for which no for-
mal hypotheses were stated, EV Risk may be considered first--primarily
because its significant main effect may have been a contrived result.
It would have been surprising, in fact, if EV Risk had not had a
significant effect. The reason for this would involve simultaneous
consideration of the parameter estimation technique, the four decision

rules, R , R, R and R, and the specific matrices describing the
1 2 3 5

decision problems. Bypassing this morass of complexity, the end re-

sult is the conclusion that when R and R specify the same choice,
1 5

OPT has a smaller maximum value (about .72) than when R and R
1 ] 3

specify the same choice (in which case the maximum is about .82). The
difference of about .10 between the maximum values was reflected in the

obtained OPT means for the two levels of EV Risk. When R and R
1 ] 3

specified the same choice, the OPT mean was equal to .3952. When R
i 1

and R specified the same choice, the mean was equal to .2943. Yet,
5

while coincidence of the obtained difference, .1011, with the differ-
ence of .10 between maxima seems initially to resolve the problem of
why D had a significant main effect, there is a perspective from which

the D effect was not simply an artifact. |In order to be consistent



38
with the previous evaluation of negative OPT values, the appropriate
1
correction for differences between maxima would be to correct the

obtained OPT means and look for a zero difference between the ad-
]

justed values. As before, this correction involved dividing each

OPT mean by its maximum possible value. For problems in which R and
] 1

R specified the same choice, the adjusted OPT mean = .4700. Where
3 ]

R and R specified the same choice, the new mean = .4088. For the

I 5
analysis of variance, this correction reduced the mean square for D
from 1.062732 to .389526. It concomitantly increased the error term
from .005339 to about .009742. The resultant F-ratio, however, was
still significant beyond the .001 level (F = 39.9843, df = 1,94).
The end result of analyzing the effect of EV Risk is serious
doubt about the validity of the HRUM for wagers. |If attention is re-

stricted to only the two techniques used for adjusting OPT means for
1

the two levels of EV Risk, then it is impossible to reconcile the nega-

tive OPT values discussed earlier with the present analysis of vari-
]

ance findings. Either finding alone could be explained by one tech-
nique or the other. The additive technique (i.e., taking the differ-
ence between maxima into account) resolved the analysis of variance
finding but would have led to rejection of assumptions (11) and (12)
if the analogous, but considerably less reasonable, correction had

been applied to the negative OPT values. On the other hand, the
1

multiplicative technique ( .e., dividing obtained values by their

.
|
—
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theoretic maxima) resolved the negative OPT difficulties but did
1

not eliminate the main effect of D. Consequently, having used either
the additive or ﬁultiplicative correction technique, the two sets of
results could not be simultaneously justified within the HRUM for
wagers. Rather the evidence has indicated that sometimes EV and risk
characteristics of a decision problem had a combinatorial influence

on choice. The specific nature of this influence was dependent on
vhich adjustment technique was used. |If additive, either the presence
of high EV had aversive properties or its absence had attractive prop-
erties. |If multiplicative, high EV and low risk mutually increased an
alternative's attractiveness more than high EV and high risk did.
Since the conclusion from the additive correction is relatively unrea-
sonable, it may be assumed that the multiplicative correction was the
more reasonable of the two and that its implication is more accurate
than that of the additive correction.

That OPT scores were influenced by risk characteristics was also
1

indicated by significant EV Risk X EV Range and EV Lecture X EV Risk

A EV Pange interactions (see Table 2). The simple effects analyses
indicated that for the control group, there was an EV Risk X EV Range
(p < .001) interaction not present in the experimental group and for
large £V Range, there was an EV Lecture X EV Risk (p < .05) inter-
action not present for small EV Range. Since the simple EV Risk X

tY Range interaction effect was the stronger of the two simple inter-
actions, the control group EV Risk X EV Range matrix was compared with
that of the experimental group. This comparison led to the conclusion

that the control, large range, R choice mean was larger than it would

3
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Table 3.

OPT Means for EV Lecture X EV Risk X EV Range
]

R Choice R Choice
3 5

Small Range Large Range Small Range Large Range
Control .237579 .482996 .178019 .335254
Experimental .344530 .516613 .252434 .411663
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be if there were no interaction and the control, small range, R

3
choice mean was smaller (see Table 3). By subtracting about .045
from the former and adding .045 to the latter, the EV Risk X EV Range
and EV Lecture X EV Risk X EV Range interactions, together with the
two simple interactions, would be virtually eliminated.
While the law of parsimony points toward focusing explanation of
the EV Risk X EV Range and EV Lecture X EV Risk X EV Range inter-

actions on the two deviant means for the control Ss when the R choice
1

is low risk, the explanation would be inappropriate to the data.
Clarification of this assertion must await analysis of the Sex X EV
Lecture X EV Range interaction. At that time, it will be clear that
the means of the EV Lecture X EV Risk X EV Range interaction are most
reasonably divided into three sets rather than one deviant and one
nondeviant set. These three sets were the two control, low risk means,
the two control, high risk means, and the four experimental means--
the latter being itself broken down by the Sex X EV Lecture X EV Range
interaction.

On the basis of the main and interaction effects involving EV
Risk, it must be concluded that the HRUM for wagers needs revision.

The data have indicated that the probability with which R was used
1

was affected by risk characteristics of the decision problems. More-
over, the effect of these risk characteristics was itself influenced

by the experimental treatment (EV Lecture) and the size of difference
between EV's of offered alternatives (EV Range). This stands in con-
tradiction to the notion that Ss selected one and only one of the six

rules in R . Empirically, either the set R contained additional
A A
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rules that were combinations of EV and risk rules or the defined EV
and risk rules were not defined with sufficient complexity to describe
actual behavior.

In addition to EV Risk, the other variable for which no formal
hypotheses were stated but which clearly played an important role in
the analysis of variance results was Sex. As a main effect it was
significant at the .0l level. |In interaction with Order and EV
Lecture and in interaction with EV Lecture and EV Range, it was sig-

nificant at the .05 level. The overall mean of OPT for males was
1

.3972 while for females the mean was .2925.
The Sex X Order X EV Lecture Interaction was the most complex of

the significant interaction effects. Table 4 presents the mean OPT
: 1

values for each of the eight groups defined by these variables. The
simple effects analyses indicated statistically significant effects
for Sex for the Order 1 level of Order (p < .01), the experimental
level of EV Lecture (p < .05), and the Order 1, experimental level of
Order X EV Lecture (p < .001). Order was significant (p < .05) only
for experimental females. EV Lecture was significant (p < .05) for
Order 1 males and Order 2 females. Finally, Sex X Order was signifi-
cant (p < .05) for experimental Ss. As already noted, the error term
for these effects was extremely large. |t was the mean square for

Subjects in Table 2 and contains over half the OPT variance. Conse-
1

quently, the significant simple effects implied extremely large dif-

ferences between the OPT means (see Table 4).
1

The role played by Order in this interaction seems largely
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Table 4.

OPT Means for Sex X Order X EV Lecture
|

Males Females
Experimental Control Experimental Control
Order 1 .480967 . 322252 .221515 .267088
Order 2 .406208 .379567 116550 .264941
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attributable to the EV ranges of each order's initial decision prob-
lems. In spite of randomization procedures, these ranges differed
considerably from one another (see Appendix C for decision problems).
For Order 1 the differences between maximum and minimum EV values for
the first five problems were 1, 3, 1, 6 and 4. For Order 2 the cor-
responding values were 5, 6, 20, 12, and 20. |If experience with
these initial problems had a lasting effect, there would be reason

to expect the two orders to produce different OPT means. This was
1

significantly (p < .05) the case for experimental females. The dif-

ference between their OPT means was .195. Only for control females
1

was it clearly not the case. On the other hand, it could be argued
that risk characteristics of initial problems for the two orders may

have affected the OPT values. For Order 1, the variances of the five
1

initial problems were 9, 841, 289, 324, and 144. For Order 2, the cor-
responding variances were 289, 1156, 4, 729, and 4. |If these variances
were averaged or ranked énd then averaged to control for the difference
in variability of these variances, Order 2 EV choices had slightly

larger variances than did Order 1. On this basis, then, using R for
1

Order 1 would imply encountering lower risk than using R for Order 2.
1

Following more directly from the HRUM, however, would be the question

of whether or not the R choices were also R or were R . From this

] 3 5
perspective, Order 1's initial problems were slightly higher risk.

Two of the five R choices were also R while for Order 2 only one of
] 5

the five was a high risk choice. It seems, however, that from either
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perspective, the orders do not differ enough with respect to average

variance or proportion of R choices to account for the large differ-

5

ences found in Sex X Order X EV Lecture. The only risk characteristic
that clearly differentiates between the orders is the variability of
the variances--Order 2's being more variable than Order 1's. Arguing
against explaining the Order effect with a risk interpretation was the
additional fact that while EV Lecture did interact with EV Risk (see
Table 3), Sex apparently did not. Whether or not the high EV choice
was also low risk or was high risk did not differentially affect the
two sexes (see Table 2). If anything, the data suggested that females
were more low risk takers, more moderate risk takers, and more high
risk takers than were the males (see Table 9). Only the difference

for moderate risk, however, was significant (for R , low risk, t =

3

1.0748; for R , moderate risk, t = 2.6280, p < .02; for R , high risk,
b 5

t = 1.5082).

For the other variables, Sex and EV Lecture, involved in the Sex
X Order X EV Lecture interaction, the simple effects analyses and
Table 4 indicate the extent to which it is impossible to make any
simple statements about these variables. Both the largest and small-
est sex differences were for experimental Ss--the largest being for
Order 1 (.26), the smallest for Order 2 (.01). For control Ss, on
the other hand, the larger difference was for Order 2 (.11) while the
smaller was for Order 1 (.05). For EV Lecture, differences between

control and experimental OPT means divided the Sex X Order matrix
1

into two groups. The larger differences for EV Lecture were found for
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Table 5.

OPT Means for Sex X EV Lecture X EV Range
]

Males Females
Small Range Large Range Small Range Large Range
Control .253814 . 448005 .161784 .370245
Experimental .333356 .553819 .263608 . 374457
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Order 1 males (.16) and Order 2 females (.15). The smaller differ-
ences groups were Order 2 males (.03) and Order 1 females (.05).
The Sex X EV Lecture X EV Range interaction may be attributed to

the OPT mean for experimental females responding to problems having
]

a large EV range (see Table 5). |f this mean, .374k4, were increased

by about .10, the original and simple interaction effects (EV Lecture

X EV Range for females and Sex X EV Range for experimental Ss) would
disappear. |If the other groups (males and control females) were used
as a standard, then, experimental females did not increase their proba-

bility of using R for large EV range problems as much as was to be
1

expected.

Table 6 presents means for the nonsignificant Sex X EV Lecture X
EV Risk X EV Range interaction. It was previously asserted that the
EV Lecture X EV Risk X EV Range effect (Table 3) could not be under-
stood apart from the Sex X EV Lecture X EV Range effect. Considering
only EV Lecture X EV Risk X EV Range seemed to indicate that control
Ss responding to problems having a high EV but low risk alternative
produced data deviant from the rest. Yet, the Sex X EV Lecture X EV
Range interaction showed that combination of experimental males with
experimental females distorted the data of Table 3. Similarly, the
Sex X EV Lecture X EV Range interaction was itself distorted by com-

bining data for problems for which R and R specified the same choice
] 3

with data for R and R choice problems. Together the Sex X EV Lecture
1 5

X EV Range and EV Lecture X EV Risk X EV Range effects pointed to the

means of Table 6.
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Table 6.

OPT Means for Sex X EV Lecture X EV Risk X EV Range
1

R Choice R Choice
3 5

Small Range Large Range Small Range Large Range

Control
~ Males .288691 .522396 .218937 .373641
Females . 186467 . 443595 .137101 .296894

Experimental
Males .381669 .606214 .285044 .501424

Females .307392 .427012 .219824 .321902
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These means only moderately qualify the assertion that experi-

mental females had a comparatively small difference between OPT means
1

for large and small EV ranges. The qualification is that experimental
females did not differ very much from control Ss responding to problems

for which R and R specified the same choice.

1 5
Table 6 also indicates that the EV Lecture X EV Risk X EV Range

interaction could not be attributed solely to OPT means for control
1

Ss responding to R choice problems. The difference between those

3
means for large and small EV range was very close to the difference
for experimental males. On the other hand, control Ss differed from
experimental Ss in having smaller large range, small range differences

for R choice problems than they had for R choice problems.
5 3

By combining the analysis of variance results, the first two
hypotheses may be reevaluated. The third hypothesis is simply incor-
rect.

The first hypothesis, that instruction in the use of R would in-
1

crease OPT , was significant at the .05 level. This earlier concldsion
1

must now be qualified. Converting the results of the simple effects
analyses to one tailed tests, the hypothesis was tenable for only two
of the four Sex X Order groups. These were Order 1 males (t = 2.1414,
df = 94, p < .025) and Order 2 females (t = 2.0455, df = 94, p < .025).
With respect to the within variables, the Sex X EV Lecture X EV
Range interaction (p < .05) indicated that for females the lecture on

EV did not lead to an appreciable increase in OPT for large EV range
1
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(mean for control = .370, for experimental = .374). It did, however,
lead to the expected increase for small EV range (control mean =

.162, experimental mean = .264). In other words, while experimental
females used EV more than controls when it made little difference
whether they used it nor not, they did not use it more frequently than
controls when more frequent use would have made a difference. Simi-
larly, analysis of the EV Lecture X EV Risk X EV Range interaction

(p < .001) indicated that control Ss were less affected by EV range

when R and R specified the same choice than they were when R and

] 5 1

R choices were the same.

3

The second hypothesis, that large EV range leads to larger OPT
1

than small EV range, was strongly and consistently supported. Both as
a main effect in the analysis of variance and as a simple effect in
fourteen cases (see Appendix F), EV Range was significant beyond the
.001 level. Moreover, for the analysis of variance in Table 3, EV
Range , as a main effect, accounted for more (14.5 percent) of the

variance in OPT scores than did any other source of variance except
1

Subjects. The point biserial coefficient between EV Range and OPT
1

means was .814. The corresponding biserial coefficient was 1.02--

exceeding unity probably because the OPT means were relatively bimodal
1

(McNemar, 1962). This effect was qualified only by the finding that

control Ss were less influenced by it when responding to R problems

5

than when responding to R problems.

3
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Peripheral Results

The magnitude of the EV Range effect was sufficiently large to
suggest searching for an alternative to the hypothesis that people

simply use R more when the EV range is large than when it is small.
1

This search was further motivated by the fact that in the present
study, the difference between the large EV range and the small EV
range was not very big. For the large EV range, the mean difference
between maximum EV and minimum EV for each decision problem was 8.72
points and the standard deviation was 4.2569. According to the system
for paying Ss, this corresponded to 43.6 cents. For the small EV
range, the mean difference was 2.4 points (or 12 cents) with a standard
deviation of 1.,5232,

A reasonable alternative to the hypothesis that EV range deter-

mined the probability with which R was used [s the hypothesis that
1

computational errors caused the significant EV Range effect. One
would expect that the closer the EV's are to one another, the more

likely it would be for an R user to select the wrong wager as the one
1

having the largest EV. |In other words, it is not the probability of

using R that varies with EV range but rather it is the probability
]

of erroneously using R that varies with EV range.
1

Calculating ability would also be a likely explanation for the

sex differences found in OPT scores. Common stereotypes suggest that
1

women using R would do so with more errors than would men. Hence,
1

their lower OPT scores might indicate erroneous application of the
1
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Table 7.

Summary Table for Test of Averaging Competence.

Source df Mean Square F
Sex 1 .001073 .0391
Error 94 .027457
EV Range 1 .170289 17.4548%*%
EV Range X Sex 1 .000009 .0009
Error 94 .009756

**%% implies p < .001.
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rule rather than a genuine sex difference in the probability of using

R .
1

In order to test these two hypotheses, an analysis of variance
was performed on the data obtained by having Ss calculate averages for
all fifty distinct decision problems used in the experiment. For both
ethical and mechanical reasons, however, these data were not complete.
Eight of the 104 Ss were eliminated from the analysis because they
supplied information about only 15 or fewer of the 50 problems. For
the remaining 96 Ss, the mean number of decision problems for which
information was complete was 42.8125. For small EV range the mean
was 21.375 and the standard deviation was 4.9671. For large EV range,
the mean was 21.438 and the standard deviation was 4.9177.

The results of the analysis are in Table 7. The dependent vari-
able was the proportion of times the wager having largest EV was not
the wager for which S calculated the highest average. It is first
clear from Table 8 that the hypothesized sex difference is untenable.
The stereotype of greater arithmetic competence for males was simply
not supported in these calculations. For small EV range the male
mean was .1948. For females it was .1991. For large EV range the
male mean was .1348 and the female mean was .1400.

On the other hand, there was a significant difference between
error scores for large and small EV range. On the basis of the
analysis of variance, therefore, the calculation hypothesis for EV
Range remains tenable. In order to determine whether this effect

would predict the difference for OPT scores, two more hypotheses
1

were stated. First, if M = the mean proportion of errors for small
S



Correlations Between Optimality Indices

Condition

Male, Order 1, Control

Male, Order 2, Control

Male, Order 1, Experimental
Male, Order 2, Experimental
Female, Order 1, Control
Female, Order 2, Control
Female, Order 1, Experimental

Female, Order 2, Experimental

54

Table 8.

OPT ,OPT

]

.962

.970
.969
.974
.973
.963
.964

975

2

Indices

OPT ,OPT'

1
-. s

717
-.860
-.761
-.696

-.500

.278
-.393

3

OPT ,OPT!

2
-3
-.703
-.807
-.720
-.745
-.399
-.280
-.396

3
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range, M = the mean proportion for large range, m = the mean of
L S

OPT scores for small range, and m = the mean OPT for large range,
1 L 1

thenm /(1 = M) =m (1 -M). That is, adjusting the OPT means for
S S L L 1

the amount of calculation error should remove the mean difference if
the calculation hypothesis is correct. This correction for small EV

range increased the OPT mean from .2531 to .3152. The change for
1

large EV range was from .4366 to .5063. The difference between the
values, therefore, increased (from .1835 to .1911) rather than de-
creased.

A second hypothesis following from the calculation hypothesis is
that there is a significant correlation between error differences and

OPT differences. That is, the larger the effect of EV range on cal-
1

culation errors, the larger should be the difference between an S's

large EV range OPT and small range OPT . For males this correlation
] 1

was .147 which was in the appropriate direction but not statistically
significant. The female correlation was .190. Since low reliability
of error differences may have led to the low correlations, these
coefficients were computed. For males the reliability estimate was
.520. It was .768 for females. Adjusting the obtained correlations
for these low reliabilities resulted in an increase of the male corre-
lation from .147 to .204. With 46 degrees of freedom, this was still
not statistically significant. For females the corrected correlation
was .217 which also did not reach the .05 level of significance.

It can be concluded, therefore, that the calculation hypothesis
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does not explain the OPT results either with respect to the sex dif-
1
ference or the EV range difference. Between men and women, no calcu-
lational difference was found. Between large and small EV range, a
difference was found but it was not in statistically significant cor-

respondence with the OPT results.
1

The second peripheral result focuses on the question of whether

or not OPT can be equated with the general notion of optimality. Two
]

other measures, OPT and OPT', were obtained for each S. OPT was the
2 3 2

average of the EV's of each S's choices. OPT' was OPT divided by the
3 2

amount of time S spent making his decisions. These values, expressed
in monetary units, are reported in Appendix G. The measures were then
correlated with one another. The results are in Table 8. The general

pattern of the relationships is clear. OPT and OPT measure much the
1 2

same kind of optimality. OPT', however, is negatively related to the

3
other two measures.

Interview Data

Appendix G presents a comparison of interview results with means

of estimated probabilities with which Ss used each of the rules in R
A

(i.e., R =EV, R = hunch, R = low risk, R = moderate risk, R =

1 2 3 b 5

high risk, R = random selection). For each of the six rules, inter-

view responses were coded into one of four categories. If S reported

using a rule frequently, it was coded as a major decision rule
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Table 9.
Mean Parameter Estimates for Decision Rules and Interview Categories.

Interview Category

Total
Unused Inferred Minor Major
R , Males
1 :
Mean .2096 4183 .2875 4847 -3992
S. D. .0946 .1308 .0865 .1784 .1968
n 14 3 2 33 52
R‘, Females
Mean .1890 .2550 .2270 3746 .2945
S. D. .0935 .0000 .0000 .2084 .1896
n 21 1 1 29 52
R , Males
2
Mean L1149 .1050 = . 1500 L1161
S. D. .0237 .0000 -==- .0040 .0239
n 49 1 0 2 52
R , Females
2
Mean . 1246 .0880 ---- .1135 .1235
S. D. .0280 .0000 -=-- .0125 .0277

n 4g 1 0 2 52
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Table 9 (cont'd.)

Interview Category

Total
Unused  Inferred Minor Major
R , Males
3
Mean .0902 .1615 .2533 .2932 .2094
S. D. .0814 .1325 .1752 L1364 .1563
n 19 2 6 25 52
R , Females
3
Mean L1710 .3648 .1830 .3075 2441
S. D. .1380 .1766 .0800 .1675 .1695
n 24 4 2 22 52
R , Males
4
Mean L0641 .0850 .0640 .2730 .0766
S. D. .0469 .0000 .0050 . 1320 .0729
n L6 1 2 3 52
R , Females
4
Mean .0984 -—-= .1195 .2031 .1153
S. D. .0576 -—— .0Ll45 .1010 .0758
n L2 0 2 8 52
R, Males
5
Mean .0340 .1290 .0467 .0771 . 0442
S. D. .0396 .0000 .0300 .0538 .0l50

n 36 1 7 8 52
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Table 9 (cont'd.)

Interview Category

Total
Unused Inferred Minor Major
R , Females
5
Mean .0507 .1510 .0643 .0780 .0594
S. D. .0562 .0000 .0498 .0521 .0568
n 35 1 6 10 52
R , Males
6
Mean .1548 ——— .1580 .1538 .1549
S. D. .0147 ——=- .0057 .0143 L0142
n Ly 0 3 5 52
R , Females
6
Mean .1637 .1640 .1600 .1596 .1628
S. D. .0149 .0000 .0011 .0083 .0134

n 39 ] 7 5 52
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(indicated by +++ in the Appendix). |If a rule was used occasionally
or seldom, it was coded as a minor rule (indicated by ++). |If the
interviewer inferred that an inarticulate or confusing S used a rule,
the rule was coded as inferred (indicated by +). Finally, if S gave
no indication that he used a rule, it was coded as unused (indicated
by no symbol). These data are summarized in Table 9.

The information obtained from the interviews has bearing on two

questions. First, how well does the set R describe the variety of
A

techniques Ss reported using? Second, what is the correspondence
between the numerical parameter estimates and the categories into
which interview responses were coded? Relevant to the first question,
there were two sets of Ss who clearly did not choose their techniques

exclusively from R . One of these sets included Ss who used decision
A

rules not at all included in R . The other group were Ss who used
A

rules similar but not equivalent to those in R .
A

In the first group (those using techniques markedly different

from those in R ), there were seven Ss of whom five were female and
A

all but one were in control groups. These Ss (denoted by a three
digit identification number, an M or F to indicate sex, a | or 2 to
indicate order of presentation of decision problems, and a C or E to
denote control or experimental group) were 109MIC, 108MIC, 130F2C,
128FIC, 156FIE, 141FIC, and 193F2C. While 109MIC was coded as using

R as a minor decision rule, he said he chose W because of its skew

4 3

rather than its moderate riskiness. He reported choosing W if the

3
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payoffs were "lumped at the top" (i.e., negatively skewed).

The second and third Ss in this first list of deviants, 108MIC
and 130F2C, reported using a very large number of minor decision
rules. They could not describe these rules, however. The next two
Ss, 128FIC and 156FIE, also claimed to use minor rules not contained

in R . Unlike 108MIC and 130F2C, however, these Ss could describe
A

their techniques. 128FIC would occasionally select a nonsense syl-
lable having identical payoffs in two of the three cells corresponding
to the syllable (see Appendix C, Problem 2 in which either ZEJ with
payoffs 5, 5, and 25 or XIH with payoffs 63, 63, 37 exemplifies the
kind of payoff matrix for which this technique is appropriate). She

then used the EV rule R on the two wagers containing these two pay-
1

offs. It made no difference whether the two identical payoffs were
larger than or less than the third payoff. 156FIE was an experimental
S who clearly did not realize the rationale behind the EV decision
rule. She said she calculated the averages of the wagers but occasion-
ally did not choose the wager with the largest EV. Rather she some-
times chose the wager with either minimal or intermediate EV.
Especially deviant were 141FIC and 193F2C. As her major rule,
141F1C chose that wager that most frequently had payoffs that were
neither maximal nor minimal in the rows defined by the nonsense syl-
lables (for example, in Problem 1 in Appendix C, this rule would lead
to choosing A since for all syllables A's payoffs are in between those
of B and C). The other particularly deviant S, 193F2C, used two major

techniques not in R . One implied choosing wagers having the largest
A

number of even integer payoffs because even numbers were her lucky
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numbers. She also used a distorted EV rule that involved discarding
the smallest payoff in each wager, then using EV on the remaining
payoffs.

In the second deviant group (S who used techniques similar but

not identical to those in R ), there were three Ss, all of whom were
A

female. 123F2E added the digits in the tens column for each wager,
then chose the wager having the maximum tens column sum. If this
process did not lead to a choice, she used the standard EV. 189F2C
used a similar technique. Unlike 123F2E, however, if the tens
column sums had no maximum, she chose randomly. Finally, 176FIC
rounded all payoffs to units of five, then used EV on the rounded
payoffs.

Combining the two groups of deviants, the total number of these
Ss was ten, of whom eight were female and eight were control Ss. The

set R , therefore, corresponded to interview results for at most
A

90.4 percent of the Ss. A lower limit on this percent was obtained
by assuming that all inferred rules were incorrectly inferred to be

in R . This increased the number of deviant Ss to a total of twenty,
A

of whom twelve were female and thirteen were control Ss. This lower
limit was equal to 80.8 percent of the Ss.

The second question raised about the interview data was the
amount of correspondence between numerical parameter estimates and
verbal responses. To answer this question for the dependent variable,
point biserial correlations were computed. The variables for these
correlations were interview category (major vs. unused) and the mean

of the eight OPT 's estimated for each S. This included all but five
]
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males and two females for whom R was coded as either a minor rule
1

or inferred (see Table 2). For males, r = .623 (t = 5.34, df = 45,
pb

p < .001); for females, r = .475 (t = 3.74, df = 48, p < .001). The
pb

corresponding biserial coefficients were .820 for males and .600 for
females.

For the remaining five rules, only R and, to a less extent, R

3 4

show a reasonable correspondence between P(R ), the mean estimated
i

probability with which R was used, and interview categories. Again
i

letting the major rule and unused rule categories define a dichotomy,

r = .655 (t = 5.62, df = 42, p < .001) for 44 of the 52 males. For
pb

L6 females, r = .407 (t = 2.96, df = 44, p < .01). The biserial
pb

coefficients were .826 for males and .511 for females.

R was unused by 46 males and 42 females. The resultant dis-

L
proportionality placed such severe restrictions on the values of the
point biserials (Nunnally, 1967) that they were not computed. A crude

indication that P(R ) is somewhat related to the interview categories

4

is in Table 2. For males the mean of the three values for which R

4
was categorized a major rule was .273. The mean for the unused rule
category was .064. For females the corresponding values were .203 and
.096, respectively.

For the three rules R , R , and R , the numerical estimates and
2 5 6
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verbal response classifications do not agree with one another. The

means in Table 2 clearly indicate this for R and R . For R there
2 6 5

does seem to be a relationship but the absolute magnitude of P(R )

5
for the major rule category was much smaller than its maximum possible

value of .555. For this major rule category, the male mean of P(R )
5

was only .077. For females it was .078.
There are at least two conclusions to be drawn from the preceding
comparison of interviews with parameter estimates. First, with three

qualifications, the evidence indicated that R described the decision
A

rules of eighty to ninety percent of the Ss. The first qualification
of this statement is that the validation procedure assumed interview
results to be a valid index of the actual decision process. It is
inconceivable, however, that this assumption was completely correct.

Second, while ten to twenty percent of the Ss used rules not inR ,
A

these same Ss also used rules that were included in R . On this basis,
A

the eighty to ninety percent range was a conservative index of R 's
A

adequacy. On the other hand, the evidence did not indicate that each

S used the entire set R (see Appendix G, showing 43 different patterns
A

of interview codings). Many Ss may have chosen their rules from proper

subsets of R . On this basis, then, the eighty to ninety percent range
A

may be a gross exaggeration.
Second, it may be concluded that there was a reasonably large cor-

respondence between interview results and the mean numerical estimates
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of OPT . The obtained point biserial coefficients of .623 for males
]

and .475 for females are more meaningful when the possible values of
these coefficients are considered. They are not limited by -1.0 and

+1.0. Rather the r for males has .92 as an absolute upper limit
pb

(which would occur only if the OPT means formed a dichotomy). |If
1

the mean OPT 's were normally distributed, the r would be limited
1 pb

to about .75. For females, the same limits would be .99 and a number
between .75 and .80.

Finally, it is of some interest to note that the data in Appendix
G suggest the possibility of stating a stronger HRUM for wagers than
the one presented in this study. This stronger HRUM would have only

two rules, R and R, in R . Eliminating R , R , R, and R would be
1 3 A 2 L 5 6

justified both by the relatively small P(R ) values found for these
i

rules and also by considering the effect of the iterative procedure
for parameter estimation that was suggested in the Introduction,

P(R ) was the largest P(R ) for 61.5 Ss (the .5 being a tie PRR) =
1 i I

P(R)). P(R) was largest for 36.5 Ss; P(R ) was largest for 5 Ss;
3 3 4

and P(R ) was largest for only one S. P(R) and P(R ) were never
5 2

maximal but this can be attributed to the parameter estimation proce-

dure. In other words if one were to attend only to the P(R ) values
i

in Appendix G and one were to assume that only major decision rules

were important, one would be tempted to define the elements of R as
A



66

only R and R . This would be further supported by using the
1 3

iterative procedure. This would increase the values of P(R ) and
1

P(R ) for all cases in which they presently exceed 1/6. This stron-

3

ger model was not defined in the present experiment because P(R )
2

and P(R ) were artifactually small and the elements of R were based
6 A

on interviews rather than postparameter estimation theorizing.
There is also an apparent tendency for the distribution of

P(R ) values for the Ss to fall into two categories. In one category
i

there is a clearly maximal value--thereby resulting in a peaked distri-

bution. The other category includes relatively flat distributions.



DISCUSSION

Two questions arise from the preceding presentation of model
and data. First, what were the immediate effects of the experi-
mental lecture on optimality of choice behavior? Second, how is
the HRUM for wagers to be revised in order to be consistent with
the findings of this study?

From obtained relationships between OPT , OPT , and OPT', it is
1 2 3

initially clear that the answer to the first question depends on which
concepts of optimality are used. Empirically, two concepts were

found. One, including OPT and OPT , was interpreted either as the
1 2

probability of using the EV decision rule or as the average EV char-

acterizing the decision maker's choices. The other concept, OPT' =

3

OPT divided by the time involved in the decision making, correlated
2

negatively with the first concept. Consequently, unless one assumes
that effort increases the value of a choice, any statement to the
effect that a variable increased optimality of one kind is probably
also a statement that the variable decreased optimality of the other
kind. In a sense, therefore, to answer the question of how the
experimental lecture affected optimality necessitates taking a stand
on one side or the other of Alice's Looking Glass. In one world,

OPT corresponds to excellence while in the other, 1 - OPT measures
1 1

67
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excellence.

While this bifurcation of optimality is presently unavoidable,
a study somewhat similar to the present may eliminate the difficulty.
The future study would entail presenting the same sets of wagers but
changing the nature of the decision problem. Instead of having S

choose a wager, he would be offered the set R of decision rules from
A

which to choose. Once he chooses a rule, the computer would do the

rest. If, for example, he were to choose R , the computer would
1

calculate the EV's of the three wagers and pick the wager with the
largest EV. Then a new Becker et al. problem would be presented, S

would again make a choice from R , and so on. The hypothesized re-
A

sult of this revision would be to eliminate the effort involved in

applying a rule, thereby leading to an equivalence of OPT and OPT .
2 3

This study also has the advantage of converting S's assumed covert

choice from R into an overt process with concomitant illumination of
A

the black box.
For the present, however, we are left with two antithetical
kinds of optimality. Consequently, in restricting optimality to

OPT for answering the question of how the experimental lecture
]

affected the excellence of choice behavior, we simultaneously reach

the opposite conclusions for 1 - OPT which when averaged across the
1

within variables, correlated positively with OPT'. Yet, even with

3

this qualification, the therapy (i:Eb’ experimental lecture) did not
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consistently improve the quality of choice behavior. At least four
variables, Sex, Order of Presentation, EV Risk, and EV Range, inter-
acted with the therapeutic variable, EV Lecture. For the between
variables, EV Lecture was significant only for Order 1 males and
Order 2 females. If the orders be interpreted as smaller (Order 1)
or larger (Order 2) EV ranges for initial problems in the sequence,
this effect indicated that for males, the experimental group had a

larger mean than the control group when use or nonuse of R made
1

little difference in the EV of early choices. For females, on the
other hand, the experimental group had a larger mean when use or

nonuse of R made a great deal of difference in early choice EV's.
]

EV Lecture made little difference for Order 1 females and Order 2
males.

For the within variables EV Risk and EV Range, an EV Risk X
EV Range interaction was found for control Ss but not for experimental.
This arose because experimental Ss reacted to large and small EV
range in the same manner for both levels of EV Risk. Control Ss, on

the other hand, were less affected by EV range when the R choice was
1

high risk than when it was low risk. When it was low risk, their
behavior was similar to that of experimental males. When it was high
risk, their behavior was much closer to that of experimental females.
As main effects, experimental females were significantly affected by
EV range but less than were experimental males.

Apart from the effect of therapy, the probability of using the
EV rule was influenced by personality variables or individual dif-

ferences (including sex) and characteristics of the decision problems
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themselves. More specifically, OPT scores (a) showed large indi-

1
vidual differences, (b) except for Order 2, experimental Ss, were
larger for males than for females, (c) were consistently greater for
large EV range than for small range, and (d) were consistently

greater for problems having low risk R choices than for problems
1

having high risk R choices.
1

Finally, using the Hippocratic principle that therapy is alright
if it does no harm to the patient, the prescriptive generalization fol-
lowing from the present findings is that instruction in the use of EV
was detrimental (but not significantly) only to females encountering,
as their initial decision problems, cases for which the decision rule
was not very useful (i:g:, Order 1). If, on the other hand, optimality

be defined as 1 - OPT , then the conclusions must be reversed, with
1

only Order | females being at all benefited by the lecture. Moreover,
this beneficial effect for Order 1 females was not significantly
large.

A second question arising from this study is how to reformulate
the HRUM for wagers to be consistent with the findings. While it is
primarily the effect of EV Risk that indicated the necessity for such
a reformulation, it is somewhat intriguing to attempt to cope also
with the other findings. EV Risk alone could be quickly resolved by

adding rules to R or redefining the rules in R so that risk and EV
A A

would not be the unique foci of the corresponding rules.
To attempt to approximate more of the results, however, it is

necessary to involve ourselves in more extensive repairwork than simply
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patching the holes created by the EV Risk, EV Risk X EV Range and

EV Lecture X EV Risk X EV Range effects. The first note to be sounded
is that the data have indicated an interplay of decision rules and
aspects of alternatives. For experimental Ss the probability of using

R was an additive function of EV Range and EV Risk. For control Ss,
1

additivity was not found. It seems probable that a major difference
between an experimental S and a control S is that the former begins
the choice process with a clearly articulated decision rule while the
latter probably does not. By guess, the effect of having such a rule
is to drastically alter the decision maker's relationship with the
first encountered decision problems. |f he accepted the rule as a
reasonable technique to consider using, he would first attend to the
rule specified aspect of the alternatives. Decision makers without
such an articulated rule, on the other hand, would perhaps probabilis-
tically sample an aspect that would differentiate and permit compara-
tive evaluation of the alternatives. For testing this conjecture, one
could assume that the probabilistic aspect choosing would be according
to a Luce model and that the choice process prior to rule articulation
would be according to Tversky's EBA. Then the consequent hypothesis
would be that while the EBA might be tenable for control data, it
would not be tenable for Ss given a reasonable, relevant and articu-
lated rule (by lecture or some other appropriate technique).l These
experimental Ss would first choose the aspect specified by the rule
(except for rules like random choice in which case they would ignore
all aspects).

Until the study is performed, assume that articulation of a rule

focuses the decision maker on the relevant aspect of offered
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alternatives. This does not imply, however, that choice will be
according to the particular rule. Rather we may guess a certain
amount of doubt on the S's part. Instead of saying, ''That's it--
that's the rule for me,' he says, "I'1]1 try it for awhile and if it
makes sense, |'l1 use it but if it makes little sense, | won't use
it."" In other words, the decision maker tests the reasonability of
the rule for some time period or number of choices. This need not
imply that he actually selects the rule specified choice--only that
he attends to the relevant aspect. Similar to Tversky's assertion
that aspects characterizing all alternatives in the choice set do not
affect the choice process, the decision maker testing an articulated
rule probably has some threshold answer to the question of how much
the rule separates its set of specified choices from the alternatives.
If the separation exceeds threshold, he makes his choice by the rule.
If it does not exceed threshold, he does something else. Finally, if
the end result of this testing of the rule's usefulness is favorable
to the rule, then he increases the probability of actually using it.
In HRUM terms, the rule's utility is a function of the results of
testing. |If the rule is found useless, on the other hand, its utility
decreases and perhaps concomitantly the utilities of aspects related
to the rule also decrease.

It is also to be hypothesized that articulation of a rule results
not only from instruction but also from decision making experience.
In line with the Gurney et al. (1970) model of order effects in wage
distribution booklets, it seems reasonable to assert that when attri-
butes of alternatives are selected, they constitute the basis for de-

fining less probabilistic decision rules. In line with more recent
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thought, it may be the case that as a decision maker gains experience
in a type of decision problem, he moves from probabilistic "‘elimina-
tion by aspects'' processes to more regulated or '‘programmed' (Simon,
1960) processes. By restricting his attention to a small set of
techniques, he can ignore most aspects characterizing alternatives
even though these aspects may be relatively highly evaluated. For
example, many people may go through elaborate processes for selecting
an automobile. Others no doubt automatically buy Fords -- not because
the aspect ''Ford,'" relative to ''Chevrolet'' or '""Plymouth,' has such high
utility but because avoiding consideration of the alternatives has such
high utility. Having gone through the ''dissonance arousing'' choice
problem enough times to not want to go through it again, they settle
on a few rules that let them bypass the problem of considering what
they are buying. Perhaps they buy what they bought last time or they
let the wife and kids decide. Experience may be as effective as
instruction for articulating a decision rule.

On the basis of the preceding, the fairly complex Sex X Order X
EV Lecture interaction (See Table 4) may be explained. It has been
suggested that articulated rules are tested for some time period or
number of choices. To explain the Sex X Order X EV Lecture effect,
let us first assume that this trial period was shorter for females
than for males. The women were less willing to continue calculating
averages for small EV range problems at the beginning of the decision
sequence. Let us also assume that males would be more likely to at-
tend to EV's of wagers than would females. These findings that indi-

cated males to be more likely to use R seemed to indicate that EV is
]

less alien to males than to females. The assumptions also rest on the
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stereotype that women find arithmetic less interesting than men do.
Noting that this explanation is largely conjecture, the means
of Table 4 can be relatively well explained. There were five groups

for whom R was articulated early in the decision process. These are
1

the four experimental groups and Order 2, control males who by en-
countering the very high EV ranges of early problems, defined the

rule as a result of experience. There is very little difference
between these Ss and the two Order 2, experimental groups. That their
mean is at all smaller reflects a greater effect of the lecture for

articulating R . Even with the large EV ranges of Order 2, some of
]

the control males probably did not attend to this aspect. That the
largest difference between any pair of groups was for Order 1, experi-
mental Ss resulted from the sex difference in the trial period given

R . The males continued attending to EV's for a long enough time to
]

overcome the small EV ranges of the first few problems. The effect of
their persistence was to encounter an upward trend in EV ranges. This

made R seem to become better and better through time. The Order 1,
1

experimental females, on the other hand, gave R a much shorter trial
1

period. Deciding very early that it was a useless technique, they re-

jected it and decreased the probability of using R below that of any
1

other group. The other three groups, control females and Order 1,
control males reflect the assumed sex difference and probably indicate

the overall mean OPT 's to be expected when R is not articulated
1 1

early in the choice process.
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The results of the Sex X EV Lecture X EV Range and EV Lecture
X EV Risk X EV Range interactions largely speak for themselves.
But again somewhat loosely conjecturing, the fact that experimental
females were less affected by EV Range may indicate less flexibility

in using R . This would be reasonable if, as earlier hypothesized,
]

R was more alien to females than to males. Feeling less comfortable
]

with the technique, they were less able to modify it to suit char-
acteristics of the decision problems.

That neither experimental males nor experimental females showed
an interactive effect of EV Risk X EV Range while control Ss did
suggests a property of the utility function of articulated rules.
When a clearly defined rule is evaluated, its utility is some value V
plus the sum of utilities of salient aspects characterizing the alter-
native specified by the rule. This conjecture certainly requires
further testing with other aspects before it can be given much
credence.

For the control Ss, not having been told about R either reduced
1

the effect of EV range for high risk R choices or increased the ef-
1

fect for low risk R choices or perhaps both. The reason for this is
1

certainly not apparent. It may have resulted from less attention

being paid the actual EV values when the R choice was characterized
1

by the relatively aversive high risk property. Conversely, more atten-

tion may have been paid EV value for low risk R choices but this seems
1

unreasonable. It would suggest that when a choice is characterized by
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the relatively attractive aspect of low risk, the decision maker be-
comes more concerned about the extent to which it is an attractive

R choice.
1

In conclusion, the reformulation of the HRUM for wagers has
largely involved distinguishing articulated from inarticulated rules.
The latter type may very well be described by a model such as the EBA.
When rules have been articulated, however, it has been hypothesized
that they radically alter choice behavior. For example, selection of
an aspect may be disconnected from direct implications for choice and,
instead, be used to test the worthwhileness of the rule.

As a first approximation, the following very simple model may be
stated. It is based on an earlier model of order effects (Gurney
et al., 1970) and on the EBA. To date it is restricted to sets of
alternatives for which any aspect characterizes only one alternative
and each rule specifies only one alternative so that rules and aspects
as alternatives to be chosen are formally equivalent. In this case,
the EBA is equivalent to a Luce model defined on aspects or alterna-
tives or rules. The present model assumes that in at least one case
choice deviates from the EBA. This occurs when, for an articulated

rule R chosen at time t, the utility of the aspect specified by R ,
i i

u(X ), increases from t to t + | while utilities of aspects specified
i

by other rules do not increase. In this case, the probability of

choosing R at t + 1 is equal to 1.0 - 1 (where k is infinitesimal).
1

In all other cases, the EBA holds.

To test this Ss will have R , R , R, and R defined for them.
1 3 4 5
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They will then choose one of these four rules during each trial of

a study similar to that presented earlier for controlling for the
influence of effort on optimality. By varying the decision problems
at t + 1 in a manner determined by the S's choice at t, the predicted
algebraic rule selections can be tested against transitions hypothe-

sized to be probabilistic.
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APPENDIX A

Arithmetic and Gambling Test

What is 13 + 67

What is the average of 7 and 3?7

What is 24 divided by 37

What is 12 + 11 + 77

What is 7 + 5+ 14 + 10?

If a flipped coin lands with its '"heads' side up, John wins. |If its
'""tails'" side comes up, he loses. The coin is tossed 100 times. How
many times do you expect him to win?

When the ''heads'' side of a flipped coin comes up, John wins five
dollars. When its ''tails' side comes up, John wins one dollar. The
coin is tossed 100 times. At the end of these 100 tosses, how

many dollars do you expect John to have won?

What is the average of 14, 11, and 11?

What is 45 divided by 5?7

When the ''heads'’ side of a flipped coin comes up, John wins five
dollars. When its ''tails' side comes up, he wins one dollar. What
is John's average winning (in dollars) for each time the coin is
flipped?

What s the average of 7, 4, 5, and 4?

If a rolled six sided cube comes up on its Ist or 2nd side, John
wins $6. If sides 3 or 4 come up, he wins $5. If sides 5 or 6 come
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18.
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20.
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up, he wins $4. On the average, how many dollars will John win
each time he plays?

What is the average of 2, 2, 11, 15, and 157

What is 5+ 9+ 7+ 8+ 77

What is 6 + 3+ 7+ 15+ 12 + 3?

What is the average of 11, 5, 4, 11, 13, and 107

What is 63 divided by 77

What is 132 divided by 11?

What is 182 divided by 13?7

When one of the numbers 1, 2, 3, or 4 is picked at random, John
wins $2 when | is picked. He wins $4 if 2 Is picked, $6 if 3 is
picked, and $8 if 4 is plcked. How much (in dollars) will John's

average winnings be each time he plays?



APPENDIX B

Instructions for Decision Problems

In this part of the experiment, you will gamble with the computer.
Each slide projected on the screen will offer you three wagers or betting
schemes. They are called A, B, and C. You must select one of these
wagers. Indicate your choice by pressing the A, the B, or the C button
on the three button response box.

After you have made your:choice, the computer will randomly select
one of four nonsense syllables. These syllables are ZEJ, Z0J, XEH, and
XIH. You then win the number of points indicated by both your choice
of A, B, or C and the computer's choice of ZEJ, ZOJ, XEH, or XIH.

An example (see below) is on the screen right now. If you were to
select wager B, you could win either 8 points, 4 points, 6 points, or
8 points. If the computer selected ZEJ, you would win 8 points because
this is the contents of the intersection of wager B and row ZEJ. |If
the computer picked Z0J, you would win 4 points. If it selected XEH,
you would win 6 points. Finally, if it picked XIH, you would win 8
points.

Unlike most gambling games, you will not be told how much you win
until the end of the experiment. At that time, the computer will randomly
select one game that you have played. It will then tell you how many
points you won for that specific game. For this specific game, you will

receive 5¢ for each point you win. This will be your payment for helping
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us in this study. Since you can win anywhere from 1 to 100 points,
you can win anywhere from 5¢ (if you win only 1 point) to $5.00 (if you
win 100 points).

Let's summarize these instructions.

First, you must select one of three wagers, A, B, or C. These
wagers correspond to columns of numbers.

Second, indicate your choice by pressing either the A, the B, or
the C button on the three button box.

Third, without telling you the result, the computer will randomly
select a nonsense syllable. These syllables correspond to rows of
numbers.

Fourth, you win the number of points contained in both the column
(or wager) you have chosen and the row (or syllable) chosen by the
computer.

Fifth, you must remember two facts.

Fact 1: One of your winnings will determine the amount of money you
receive for participating in this experiment. Since neither you nor the
experimenter know which winning will be selected, you must realize that
any one of the games you play may be the one selected. Since the amount
of money can be as much as $5 or as little as 5¢, it is reasonable to
take every game seriously.

Fact 2: The computer is unbiased. This machine is equally likely to
select any one of the nonsense syllables. It has no preferences. Also,
it is equally likely to select any game as the payoff game. It is in-
different to how much money you win. Finally, just as you are free to
pick A in one game and B in another and C in another or to pick nothing

but A's for all games or, indeed, to pick any one of the three wagers for
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any specific game, so the computer pays no attention to its previously
selected nonsense syllables. For each game, any syllable is as likely
to be selected as any other.

To indicate that you understand these instructions, choose the
wager (in the example being shown) with which you could never win 6

points.
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83

A B
4 8
I 4
7 6
| 8

Figure 3.

Example Decision Problem



10.
11.
12.
13.
14,
15.
16.
17.
18.
19.
20.

21.

XIH,XEH,ZEJ,Z0J;
ZEJ,XEH,XIH,20J;
XIH,XEH,ZEJ,Z0J;
ZEJ,Z0J,XEH, X IH;
Z0J,XIH,XEH, ZEJ;
XEH,Z0J,ZEJ,XIH;
20J,ZEJ X IH,XEH;
ZEJ,XIH,XEH,Z0J;
XEH,X1H,ZEJ,Z0J;
Z0J ,XEH,ZEJ, X IH;
Z0J,XEH,ZEJ,XIH;
XEH,Z0J,XI1H,ZEJ;
ZEJ,Z0J ,XEH,X1H;
ZEJ ,XEH,X1H,Z0J;
XEH,ZEJ,XIH,20J;
ZEJ,XEH,XIH,Z0J;
Z0J,XEH,ZEJ,XIH;
XIH,XEH,ZEJ,20J;
ZEJ XIH,XEH,Z0J;
ZEJ,Z0J ,XIH, XEH;

Z0J,XEH,ZEJ,XIH;

APPENDIX C

Decision Problems]

73,79,73,79; 79,61,89,73; 61,89,61,89.
5,37,63,25; 5,5,63,63; 25,25,37,37.
63,11,63,11; 21,63,11,55; 55,21,55,21.
4,22,2,22; 1,37,37,1; 1,37,22,4.
21,57,21,57; 55,21,57,31; 31,31,55,55.
56,10,81,3; 3,81,3,81; 10,10,56,56.
89,58,54,15; 89,15,15,89; 58,58,54,54.
71,25,71,25; 71,94,22,25; 22,94,94,22.
29,7,29,7; 45,3,7,29; 45,45,3,3.
49,25,49,25; 49,5,55,25; 55,55,5,5.
13,31,3,33; 33,3,33,3; 31,13,31,13.
55,31,31,55; 57,55,31,21; 21,57,57,21.
43,53,43,53; 43,24,53,56; 24,56,24,56.
63,5,5,63; 5,27,63,15; 15,15,27,27.
3,3,81,81; 10,56,10,56; 56,3,81,10.
66,66,14,14; 14,7,66,91; 91,91,7,7.
25,49,49,25; 55,5,25,49; 5,55,55,5.
17,45,17,45; 45,4,17,88; 4,88,4,88.
73,73,79,79; 61,89,61,89; 61,79,73,89.
k,100,100,4; 91,37,37,91; 91,37,4,100.

34,38,34,38; 72,34,38 4; 4,72,4,72.
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23.
2.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34,
35.
36.
37.
38.
39.
40.
b,
k2.
43,
4,
3
46,
47,
48.

XEH,Z0J,XIH,ZEJ;
XIH,XEH,ZEJ,Z0J ;
20J,X1H,XEH,ZEJ;
Z0J ,X1H,XEH,ZEJ;
XIH,20J,XEH,ZEJ;
ZEJ,XIH,XEH,Z0J;
XEH,ZEJ,Z0J X IH;
XIH,ZEJ,20J ,XEH;
Z0J,XEH,XIH,ZEJ;
ZEJ,Z0J,XIH,XEH;
Z0J,ZEJ,XIH,XEH;
X1H,20J ,ZEJ ,XEH;
XEH,XIH,ZEJ,Z0J;
XEH,XIH,ZEJ,Z0J;
ZEJ ,XIH,Z0J ,XEH;
Z0J,ZEJ ,XIH,XEH;
ZEJ ,XEH,Z0J ,XIH;
XEH,X1H,Z0J,ZEJ;
XEH,Z0J,XIH,ZEJ;
20J,ZEJ . XEH,X1H;
Z0J,X1H,XEH,ZEJ;
Z0J,XIH,XEH,ZEJ;
XEH,ZEJ,Z0J , X IH;
X1H,Z0J,XEH, ZEJ;
Z0J,XIH,XEH,ZEJ;
Z0J,XIH,XEH, ZEJ;

ZEJ,XEH,XTH,Z0J;

85

56,32,32,56; 57,56,21,32; 57,21,21,57.
3,81,81,3; 3,81,18,64; 64,64,18,18.
72,72 ,4,4; 23,23,19,19; 19,4,72,23.
28,82,28,82; 82,28,100,4; 4,100,4,100.
5,19,43,55; 43,19,43,19; 55,5,55,5.
73,73,1,1; 18,52,18,52; 18,1,52,73.
4,22,4,22; 22,4,37,1; 1,37,1,37.
74,28,28,74; 28,74,22,94; 94,22,22,94.
78,61,89,84; 84,78,78,84; 89,89,61,61.
43,17,17,43; 39,25,25,39; 25,43,39,17.
58,54,58,54; 89,15,89,15; 54,58,15,89.
88,4,58,30; 30,30,58,58; 88,88,4,4,
39,39,25,25; 43,17,43,17; 39,25,43,17.
24 ,56,56,24; 24,40,50,56; 40,50,40,50.
91,91,7,7; 91,7,14,66; 14,66,14,66.
36,36,64,64; 23,23,79,79; 64,79,36,23.
9,43,73,1; 43,9,43,9; 73,1,1,73.
11,29,11,29; 3,33,3,33; 33,11,29,3.
32,66,66,32; 4,4,90,90; 4,66,90,32.
38,46,14,2; 14,14,38,38; 2,2,46,46.
20,20,36,36; 51,9,9,51; 9,36,51,20.
11,63,63,11; 63,59,11,25; 25,59,59,25.
78,90, 44 ,4; 4,4,90,90; 44,78,44,78,
23,23,79,79; 29,57,29,57; 57,79,23,29.
75,15,15,75; 7,7,77,77; 75,7,15,77.
8,26,37,1; 37,37,1,1; 26,26,8,8.
18,42,42,18; 46,18,2,42; 2,2 46,46,



49,
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
69.
61.
62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74,
75.

Z0J ,XEH,ZEJ,XIH;
ZEJ,Z0J, X I1H,XEH;
XEH,ZEJ,X1H,Z0J;
20J,ZEJ ,XEH,X IH;
ZEJ,Z0J ,XEH, X IH;
20J,ZEJ,XIH,XEH;
XEH,ZEJ,X1H,Z0J;
Z0J,XEH,XIH,ZEJ;
Z0J,ZEJ,XEH,XIH;
XIH,XEH,ZEJ,Z0J;
20J ,X1H,ZEJ ,XEH;
Z0J ,X1H,ZEJ , XEH;
X1H,Z0J ,XEH,ZEJ;
XIH,Z0J ,XEH, ZEJ;
XEH,XIH,Z0J,ZEJ,
20J,ZEJ,XIH,XEH;
Z0J,X1H,ZEJ , XEH;
Z0J,ZEJ ,XEH,X IH;
XIH,ZEJ,Z0J ,XEH;
XEH,Z0J,ZEJ,XIH;
XIH,XEH,Z0J,ZEJ;
XIH,ZEJ,Z0J ,XEH;
X1H,XEH,ZEJ,Z0J;
X1H,ZEJ,Z0J .XEH,
20J,X1H,ZEJ , XEH;
XEH,Z0J,ZEJ,XIH;

XIH,Z0J ,XEH,ZEJ;
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78,84,78,84; 84,78,61,89; 61,89,89,61.
29,11,29,11; 33,3,3,33; 29,11,33,3.
27,41,27,81; 43,27,0,17; 17,43,17,43.
14,14,38,38; 2,46,14,38; 46,46,2,2.
64,64,36,36; 23,23,79,79; 36,64,79,23.
L6,46,2,2; 42,18,42,18; 2,18,46,42.
71,71,25,25; 22,25,94,71; 94,94,22,22.
17,41,27,43; 43,43,17,17; 41,41,27,27.
51,9,14,30; 51,9,51,9; 30,14,30,14.
32,66,90,4; 90,4,4,90; 66,32,66,32.
11,11,63,63; 21,55,21,55; 63,21,11,55.
30,58,88,4; 30,30,58,58; 88,4,4,88.
15,15,75,75; 15,75,7,77; 77,7,77,1.
31,31,13,13; 3,33,3,33; 33,31,13,3.
3,3,45,45; 7,7,29,29; 45,29,7,3.
8,26,26,8; 26,37,1,8; 1,1,37,37.
22,74,22,74; 22,74,7,91; 7,91,7,91.
34,34,38,38; 72,72,4,4; 4,38,72,34.
56,32,56,32; 21,56,32,57; 57,21,57,21.
30,62,62,30; 59,30,45,62; 45,45,59,59.
L4,78,90,4; 44,78,78,44; 4,4,90,90.
19,43,43,19; 55,55,5,5; 19,5,55,43.
24,56,43,53; 56,24,56,24; 53,43,53,43.
36,20,36,20; 9,51,51,9; 9,20,36,51.
14,30,14,30; 30,9,51,14; 9,51,9,51.
42,56,42,56; 42,30,56,62; 62,30,30,62.
18,18,72,72; 17,85,85,17; 85,17,72,18.



76. ZEJ,XIH,Z0J,XEH;
77. XIH,Z0J,XEH,ZEJ;
78. XIH,Z0J,XEH,ZEJ;
79. Z0J,XEH,XIH,ZEJ;
80. XEH,Z0J,XIH,ZEJ;
81. XIH,ZEJ,Z0J,XEH;
82. 20J,XEH,ZEJ,XIH;
83. XIH,XEH,ZEJ,Z0J;
84, XEH,XIH,Z0J,ZEJ;
85. XIH,XEH,ZEJ,Z0J;
86. ZEJ,XEH,Z0J,XIH;
87. 20J,XEH,ZEJ,XIH;
88. Z0J,XEH,ZEJ,X|H;
89. ZEJ,ZO0J,XEH,XIH;
90. XEH,Z0J,ZEJ,XIH;
91. 20J,XEH,ZEJ,XIH;
92. ZEJ,Z0J,XIH,XEH;
93. XEH,XIH,Z0J,ZEJ;
94, XEH,XIH,Z0J,ZEJ,
95. XEH,ZEJ,XIH,Z0J;
96. ZEJ,Z0J,XIH,XEH;
97. Z0J,XEH,ZEJ,XIH;
98. XIH,Z0J,XEH,ZEJ;
99. XEH,Z0J,ZEJ,XIH;
100. XEH,Z0J,XIH,ZEJ;

1. Note. These

Order 2 is the reverse
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19,23,23,19; 72,4,23,19; 72,4,72,b4.
9,1,43,73; 43,9,9,43; 1,1,73,73.
12,3,45,34; 45,45,3,3; 34,12,34,12.
13,7,77 73; 7,77,7,77; 13,73,73,13.
100,100,4,4; 82,4,100,28; 82,82,28,28.
45,45,17,17; 88,88, 4,4; 4,17,88,45.

79,29,57,23; 29,57,57,29; 79,23,23,79.
56,56,24,24; 50,50,40,40; 40,24,50,56.

73,1,52,18; 73,73,1,1; 18,52,18,52.

12.12,34,34; 45,3,3,45; 12,3,45,34.

74,22,28,94; 28,74,74,28; 22,94,94,22.

7,74,91,22; 22,22,74,74; 91,7,7,91.
25,37,5,63; 37,25,37,25; 63,5,63,5.
77.,77,7,7; 13,7,73,77; 73,73,13,13.
17,85,85,17; 73,19,17,85; 19,73,73,19.
63,5,63,5; 27,27,15,15; 5,27,15,63.
18,64,3,81; 81,3,81,3.

64,18,64,18;
45,30,62,59;
30,56,42,62;
85,19,73,17;
70,70,74,74;
91,37,91,37;
74,70,15,89;
72,17,18,85;
59,63,25,11;

45,59,45,59;
62,30,62,30;
73,73,19,19;
15,15,89,89;
100,4,4,100;
89,15,15,89;
17,85,85,17;
11,11,63,63;

problems are according to

30,30,62,62.
56 ,42,56,42.
85,85,17,17.
89,74,15,70.
4,91,100,37.
74,70,74,70.
18,72,18,72.
25,25,59,59.

Order 1 of presentation.

(i.g:, problem k in Order 1 was presented as the
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101 - kth problem in Order 2). For a problem presented in this Appendix
as the slide shown the S in the form of Figure &4 (see next page).

cvc ,cvC ,cvC ,cvC ; @ ,a ,a ,a ;b ,b,b,b;c,c,c,c,
1 2 3 4 1 2 3 4 1 2 3 & 1 2 3 4



cve

cvc

cvC

cve

General
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A B C

a b c
1 1 1

a b c

2 2 2

a b c
3 3 3

a b c
4 4 4
Figure 4.

Form of Decision Problem Slides
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Source
Sex (A)
Order (B)
EV Lecture (C)
AXB
AXC
BXC
AXBXC
Subjects (S)
EV Risk (D)
AXD

B XD

AXBXD
AXCXD
BXCXD
AXBXCXD
D XS, error
EV Range (E)

AXE

Analysis of Variance Summary Table

df

APPENDIX

Table 10

98

E

Mean Square
2.281209
.400150
1.103915
.575117
.081698
.055011
1.409389
.285660
2.125463
.003165
.005527
.001274
.000008
.000714
.000128
.011015
.010678
7.003135
118177

F
7.9857%%*
1.4008
3.8644
2.0133
.2860
.1926
h.9338+%

199.0507***
.2963
.5177
.1193
.0007
.0669
.0120

1.0316

185.1016%***
3.1236
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Table 10 (cont'd.)

Source df

B X E 1
C XE 1
AXBXE | 1
AXCXE 1
BXCXE 1
AXBXCXE 1

A E XS, error 96

Sequence Number (F) 1
AXF 1
B XF 1
C XF 1
AXBXF 1
AXCXF 1
BXCXF 1
A XBXCXF 1
F XS, error 96
D XE 1
AXDXE 1
BXDXE 1
CXDXE 1
AXBXDXE 1
AXCXDXE 1
BXCXDXE 1
AXBXCXDXE 1

DXEXS, error 96

Mean Square
.064539
.066070
.013959
.199602
.007935
.029160
.037834
.644134
.008765
.036360
.038642
.011961
.008403
.021439
.001091
.022994
.132709
.002490
.000919
.073858
.015158
.000166
.000954
.000114

.005959

F
1.7058
1.7463
.3690
5.2757*
.2098
.7707

28.0131%*%
.3812
1.5813
1.6805
.5202
.3654
.9324
.0L74

22.2703%***
1178
. 1544
12, 39L Y%
2.5437
.0279
.1601

.0191



Source

D X

D X

D X

C X

F

F

F

D XF

S, error

E X

E X

E X

cX

F

F

F

EXF

S, error

E X

E X

E X

D X

D X

D X

EXF

EXF

EXF

df

1

100

Table 10 (cont'd.)

Mean Square
.027481
.000351
.002961
.010288
.000005
.000124
.002016
.009682
.007395
.002177
.013531
.005915
.020157
.013677
.000145
.007783
.009028
.017155
.000283
.004139
.000329
.013031
.000039
.000516
.001183

L7162
.0475
400k
.3912
.0007
.0168
.2726
.3093

.1269
.7887
.3448
.1750
.7973
.0085
4537
.5263

.0549
.8029
.0638
.5278
.0076
.1001
.2295
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Table 10 (cont'd.)
Source df Mean Square F
AXBXCXDXEXTF 1 .000008 .0016

AXEXFXS, error 96 .005155



APPENDIX F

Table 11.
1
Simple Effects Analysis for Appendix E .

Level Source df Mean Square F
Male B ] .007916 .0277
C ] .893318 3.1272
E 1 L.470344 118.1568x**
BXC ] 453532 1.5876
C XE 1 .017946 4743
Female B ] .967350 ‘ 3.3864
o 1 .292311 1.0233
E ] 2.650898 70.0665%%*
BXC 1 1.010901 3.5388
CXE 1 .247732 6.5479*
Order 1 ‘ A 1 2.573630 9.0094**
C 1 .332842 1.1652
AXC 1 1.085074 3.7985
Order 2 A 1 .282755 .9898
c 1 .826080 2.8918
AXC 1 . 406041 1.4214
Experimental A ] 1.613477 5.6482*
B 1 .376122 1.3167
D 1 1.009524 9h. 52 k#xs
E 1 2.853960 75.4337%%
AXB 1 1.892509 6.6250*
AXE 1 .312395 8.2570*+*

102
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Table 11 (cont'd.)

Level Source df Mean Square F
D XE 1 .004295 .7208
C: Control A | . 749561 2.6240
B ] .079132 .2770
D 1 1.117305 104.6362%**
E 1 L4.215345 111.4168**+
AXB ] .091930 .3218
AXE ] .005294 .1399
DXE ] .202178 33.9282%%*
D: R Choice c 1 513743 1.7984
’ E 1 4.531962 119. 7854
CXE 1 .139826 3.6958
D: R Choice c ] .591415 2.0703
’ E ] 2.603885 68.8240***
C XE ] .000104 .0027
E: Small Range A 1 .680493 2.3822
c 1 .855217 2.9938
D ] .597988 56.0018%*x
AXC ] .012908 .0452
CXD 1 .027523 2.5775
E: Large Range A 1 1.718933 6.0174*
C 1 .314737 1.1018
D 1 1.660185 155, 4772%%*
AXC 1 .268397 .9396
CXD ] .047611 b4, 4588+
A X B: Male, Order 1 c 1 1.309866 L.5855%



B:

B:
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Table 11 (cont'd.)

Level

Male, Order 2
Female, Order 1
Female, Order 2

Male, Experimental

Male, Control

Female,
Experimental

Female, Control

Male, Small
Male, Large
Female, Small
Female, Large

Order 1,
Experimental

Order 1, Control

Order 2,
Experimental

Order 2, Control

Experimental, R

3

Experimental, R

5

Control, R

3

Control, R
5

Source

c

c

c

df
1
1

Mean Square
.036903
.107994

1.195220
.290616
2.527426
.170826
1.960947
1.977991
.638938
.000239
2.259689
.328550
.382223
.539142
.000924
3.500399

. 158240
.005562

.683234
1.539872

1.318385

3.131908

1.285604

51

12.

34.

82.

33.

F

.1292
.3780
L1841%
.0173
66.

8030+

.5980
.8303***
.9243*
16.

8879***

.0008
59.
1517
.0382
.8874

72645

.0032

253 7% %%

.5539
.0195

.3918
bko.

7007%*%*

8L466%:*

7803***

980]***



Level
C X E: Experimental,

Large

C X E: Experimental,

Small

C X E: Control, Large

C X E: Control, Small

DXE: R, Small

3

DXE: R, Large
3

DXE: R, Small
© 5

DXE: R, Large
5

1

105

Table 11 (cont'd.)

Source

A

D

df
1
1

1

Mean Square
1.672878
.572755
.252970
41047
314423
1.135039
.bhol1s
. 184465
.594793

.058762

.287947

.303586

53

L

106.
.5418
17.
.0822

F

.8562*
.6388%*x
.8856
.3043%%*
.1007

2970%**

2752%%%

.2057

.0080

.0628

Note. Error terms and corresponding degrees of freedom for testing

the effect of a source are the same as those given in Appendix G.

T
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Table 12 (cont'd.)
I —
Note. The P(R )'s are means of estimated probabilities with
i
which the rules were used. The +'s indicate codings of S's verbal
descriptions of his decision rules: +++ = major decision rule,

++ = minor decision rule, and + = decision rule inferred by inter-

viewer from ambiguous S statement.
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