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ABSTRACT

SOME ASPECTS OF AGRICULTURAL

PRICE INSTABILITY

By

Leslie James Butler

In the past, agricultural price instability has been intertwined

with and complicated by issues of price and income support from which

have arisen the current price support policies of the U.S. This study

attempts to separate price instability from price support, and examine

the issue of price instability on its own. In particular, an attempt

is made to examine the interrelationships between "causes" and "effects"

of price instability, and the inherent conflicts which occur between

causal relationships and policy issues in allocating resources in agri-

culture efficiently.

Four major difficulties appear to arise from the literature with

respect to price instability. These are (l) a definition of instability.

(2) analytical techniques, (3) performance criteria, and (4) the existence

of differentials between acquisition cost and salvage values of fixed

inputs. This study deals only with the first three difficulties, while

only briefly examining the fourth.

In order to deal with the breadth of issues involved, a broader

framework is presented which provides the essential links between struc-

ture, conduct and performance and analysis, design and management. While

the complexity of the issues involved do not provide easy quantitative

analysis, a simple nonlinear systems simulation model is developed in

order to examine the time path of various pricing policies under both



certainty and uncertainty. In addition, a modification to the neoclassical

approach to price instability is presented.

The essence of the systems simulation approach stems from the con-

ceptualization of price instability in terms of the transient response

of a system, providing the possibility of redirecting performance

criteria away from the unmeasurable and problematic areas of utility

and welfare implications, towards some tangible tradeoffs. Unfortunately,

the concept of transient response is not, as yet, a viably operational

tool in agricultural economics, but the possibility of its use in the

future is promising. The extent to which this study deals with the

possibilities of its use, however, is hopefully useful input to ongoing

research in price instability.
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CHAPTER 1

INTRODUCTION

Introduction
 

For much of the past three decades, low farm prices and incomes,

chronic surpluses and problems of adjustment on farms and in rural

communities have been major concerns of farm policy in the U.S. In
 

 
1973 these problems of "abundance" were replaced by food policy issues,

including high food prices, market instability, changing input costs,

and an expanded role of U.S. agriculture in world markets and world

food crises. The mix of policy concerns in the food system has evolved

from changing economic, political and technical conditions surrounding

agriculture and from changing structural conditions within agriculture

and the food industries.

This study deals with only one aspect of the complex of current

food policy issues, namely, price instability. In particular, an

attempt is made to examine the causes of price instability and the

inherent conflicts which occur between causal relationships and policy

issues in allocating resources efficiently. To deal effectively with

such a topic therefore, would require analysis of each issue separately

and interdependently; such a task is not intended here. An attempt will

be made to draw out the broad nature of the issue in this first chapter,

touching only briefly on some of the major concerns, but with the objec-

tive of highlighting the underlying rationale which makes the issue of
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price instability worthy of consideration both as a separate entity and

as a part of the overall integrated matrix of policy objectives and

formats. In order to do this without losing perspective, the following

will be considered:

(a) the current structure and evolution of the food system which

has lead to the changing nature of our analytical framework;

(b) the goals of agricultural policy; and

(c) the issue of price instability in relation to the analytical

framework and to the goals.

Evolution and Change in the Food System

There are two types of evolution which occur in the disciplines

which substantially affect the nature of inquiry, and which emphasize

the need for dynamics:

(a) the changing nature of the problems within the system;

(b) the changing philosophical underpinning of the discipline.

In the past decade, U.S. agriculture has undergone three basic

changes which affect the nature of policy issues and concerns, and

which therefore affect the analytical framework of agricultural policy

analysis.

(a) the internationalization of agricultural issues;

(b) the increased political participation in the agricultural

system;

(c) structural change both within agriculture and in the economy

as a whole.

It is clearly impossible to do justice to any one of these broad

topics in a short discourse, let alone all three of them. A short
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discussion of the major issues, however, is sufficient to provide a

background to the ensuing discussion.

The most important changes have occurred in the international and

political areas. Since the mid 19605 the U.S. has moved from a relative

position of a closed economy to a much more open one with respect to

agriculture--which has resulted in a vast increase in the importance of

exporting industries, the largest being grain. With this expansion in

agricultural trade has come the need for the U.S. to carefully coordinate

their domestic and international policies in order to retain some aspect

of consistency with respect to consumers, producers and the agricultural

industries both domestically and abroad. In addition, as a result of

increased concern for international trade and the need to coordinate

domestic and international policy, there has been increasing political

participation in the process of U.S. agricultural policy. An increasing

awareness of consumers in food prices, food safety standards and mar-

keting, together with widening concern over the rapid expansion of the

food manufacturing industries, and with it the augmentation of its

political lobby, has created an expanding political platform on which

food and food policy has become a major political issue. At one time

considered to be a separate entity, agriculture has now blossomed out

to become an integral part of the ever increasingly large and complex

machinery of the U.S. economy.

Structural changes have also occurred within agriculture--partly

as a result of the increasing international and political aspects of

food policy, and partly as a result of its own changing nature. In the

past decade, there has been a substantial decrease in migration of labor
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from farm to city, a decrease in the amount of total technology which

exudes into agriculture, but a large increase in specialization of

farming practices, and tremendous increases in the costs of production

due to inflation and resource constraints. These changes have been

responsible for a change in the behavioral attitudes of producers. The

increased specialization has lead to increased susceptibility of farmers

to unstable price and quantity fluctuations. These tremendous shifts

in the terms of trade which farmers operate under has resulted in increased

investment in land and capital in an attempt to reduce the riskiness of

the operation of the farm unit and leading to situations of overinvest-

ment (Johnson and Quance, 1972).

There is little doubt that some substantial changes have also

taken place in Agricultural Economics as a discipline, and will continue

to take place in the future. These changes are characterized by two

aspects:

(a) changes in the basic philosophy underlying Agricultural

Economics; and

(b) changesirlthe analytical techniques.

These two facets of change are not entirely independent of one

another. Clearly, changes in the basic philosophy of any discipline

will lead to new and innovative analytical techniques, although causal

changes in the opposite direction are rare.

The nature of the changes which have taken place in Agricultural

Economics is therefore a complex interaction between the changing

nature of its philosophical base and the accompanying change in analyt-

ical techniques (see Johnson, 1977) and changes which have occurred in
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the economy. As a result of these changes, many of the goals of agri-

cultural policy have changed.

Goals of Agricultural Policy
 

In his paper on the new macro economics of agriculture, Schuh

(1976, p. 810) concludes:

We are now faced with new challenges. The domestic structure of

agriculture is changing, especially in the way that agriculture

is linked to the nonfarm sector and in the contribution that

agriculture makes to the larger economy. At the same time, the

U.S. is increasingly linked to a large and rapidly changing

world economy. Events in the rest of the world are now as

important to the strength and vitality of the food and agricul-

ture sector as are developments in the domestic economy.

These remarks serve to emphasize not only the increasing complexity of

agricultural policy, but also the need for a much broader reference base

upon which agricultural policy can be aligned with the goals of the

larger economy so that conflicting goals do not occur. The changes

which have taken place in the goals of agricultural policy, in response

to the increased international participation of agriculture, the in-

creased political participation and the structural changes which have

occurred, is most dramatically demonstrated by a comparison of published

goals between 1945 and the present.

In his book on forward prices in agriculture, Johnson (1947) lists

six agricultural policy goals.

1. Maximum total return from a body of resources.

2. Provision for economic growth and progress.

3. A minimum level of living, based on social welfare criteria,

for all.

4. Cross inequalities of income should be mitigated.
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5. Any particular economic group should receive a per capita

income which is on a par with other comparable groups in

society.

6. The distribution of income should in time be reasonably

stable or changing at a constant rate.

It is clear that Johnson's goals are based on an overt need to

”put the domestic house in order." In contrast, literature in the

last decade states a very different set of goals for agricultural

policy. A summary list of common concerns provided by Cochrane (1974),

Brandow (1976), Paarlberg (1972), Thor (1972), and Raup (1975) includes:

1. A clear unpolluted environment.

2. More efficient energy usage.

3. Food availability for the world.

4. Concern over the causes and effects of price inflation.

5. Education of rural communities.

6. Stability of prices and incomes.

7. The need for increased anti-trust action and protection of

both producer and consumer from the influences of large

corporate institutions.

The list could go on and on, each one emphasizing the increased

importance of a holistic view of agriculture, its role in the larger

food system, and increasing concern over welfare equality. Efficiency

in resource use has become a much more specific issue related to energy

and environmental protection. Economic growth is no longer an issue but

is replaced with a concern over minimum living standards has expanded to

include world wide equality. The result has been a peculiar polarization



of individual and community aims. Farm production has become much more

specialized while government policy has become broader and more holistic.

The need for compatibility of aims and objectives is the major problem

facing agricultural policy makers today.

The Issue of Price Instability
 

Price instability has been an issue in agriculture since the incep-

tion of economics as a discipline. More recently, the issue has been

specifically singled out as a problem as a result of the depression of

the 19205. In general, U.S. agricultual policy since the 19305 has

reflected an attempt to increase and stabilize returns to resources in

agriculture. Most programs have been attempts by government to manipulate

demand or control supply with the dual objective of increasing agg

stabilizing incomes. Policy instruments are used to improve efficient

resource allocation by providing forward planning prices, and in doing

so, improve social welfare. By stabilizing prices, one element of

instability in producer income is removed.

It should be recognized that instability per se is concerned with

price, income, production, and consumption instability. The categories

cannot be separated if instability is to be dealt with effectively. On

the other hand, to deal with such a large topic would be a formidable

task. This study arbitrarily examines price instability on the basis

that price is an outcome of the economic process and is a variable

which significantly effects income, production and consumption.

Apart from the need to single out price instability while recog-

nizing that income, production and consumption instability are just as

important, price instability itself is a large and complex problem.
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With the significant changes which have occurred in agriculture and the

resulting polarization of individual and community goals, price instability

has become a renewed and even greater problem. The recent demonstrations

by farm producers in Washington, D.C. in 1978 and 1979 are testimony to

this increased concern. With this concern over price level and instability

of price and income comes the disconcerting thought that agricultural

economists have not been overly successful in approaching the problem.

Many of the issues are of course emotive ones, but the concern of

what lies behind the emotive issues forms the basis of much of the

political action to date. Government programs directed toward instability

in agriculture include a broad slate of policies roughly divided into

demand oriented and supply oriented programs. Demand oriented programs

include (a) changing the aggregate product demand curve facing producers

using storage and disposal programs; (b) market differentiation using

quotas, tariffs, and commodity agreements; (c) programs to increase

consumption of farm products such as food stamps, subsidized consumption

and export subsidies. Supply oriented programs include: (a) acreage

allotments and price support programs; (b) land retirement; (c) marketing

quotas; and (d) information supplying programs.

Most of the research on instability can generally be divided into

three major areas.

1. The Need for Stabilization.

While some empirical work has been carried out in this area, most

of the research has been theoretical in nature, stemming from two sources.

The first, and possibly the more important source of work, has been

carried out by agricultural economists such as Benedict (1953, 1955),
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Benedict and Stine (1956), Hathaway (1963), Clawson (1968), and more

recently Johnson and Quance (1971). The second source of literature is

in the quantitative/welfare area coming from the work of Waugh (1944),

Di (1961), Massell (1969), Turnovsky (1974, 1976), Subotnick and Houck

(1976) and Just (1974, 1976, 1977, 1978). The questions asked, and the

solutions posed are varied and complex, but the end result is generally

that there is a felt need for stabilization. Some, however, feel that

stabilization, and in particular price stabilization, is not necessary,

and may be more detrimental than beneficial (see, for instance, Campbell,

1977 and Robinson, 1975).

2. International Trade.

With the liberalization of international trade has come a concern

for the sources of instability not only in agriculture, but in the

entire economy. The conflict between protection of domestic interests

and free trade becomes a major issue (see Johnson, 1973). The effects

on agriculture appear to be even more devastating (see Johnson, 1973;

Turnovsky, 1977; Anderson and Riley, 1976; Heuth and Schmitz, 1972).

3. The Feed-Grain Livestock Relationship.

With the increasingly important linkages between the feed—grain

and livestock industries and the increase in specialization in both

industries, concern over price instability in the grain industries

which would have detrimental effects for the livestock industry is a

major issue. The issue revolves around whether livestock interests have

an equal voice in policymaking or whether their interests have been

ostracized (Breimeyer and Rhodes, 1975). Whether or not livestock

industries should also have stabilization programs is also an issue
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(Robinson, 1975; Parton, 1978; Freebairn and Gruen, 1977). While these

three general areas of research provide most of the large literature on

price instability in agriculture, two other areas are worthy of mention.

The first is the disaster payments programs and insurance. This area

specifically enters the realm of risk and uncertainty and its effects

on price, income production and consumption. (See, for instance,

Knight, 1921; Johnson, 1947; Benedict and Stine, 1956; and more recently

Miller and Allen, 1977; Anderson, Hazell and Scandizzo, 1977; and

Just, 1978.) The second area is that of government induced instability.

According to Sharples and Slaughter (1976) "If government intervention

is highly unpredictable, producer and consumer uncertainty is increased,

and conversely; if that intervention is predictable, uncertainty caused

by intervention is minimized."

Each of the above mentioned areas of research is, in itself, a

large area of research, although they are all interrelated. Having

already limited the extent of this study to price instability, it is

necessary to further refine the topic to a specific area of research,

namely the first mentioned--the need for stabilization. Just as it is

recognized that price instability cannot be separated effectively from

income, consumption and production instability, so, too, it is recog-

nized that research on the need for stabilization cannot be divorced

from the other areas of international trade, the livestock feed-grain

relationship, insurance and government induced instability. From time

to time, these topics will be broached in this study because of their

interrelatedness and a need to clarify issues.
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Finally, in order to reduce the study to manageable proportions,

one further refinement is necessary. Most of the current literature on

the need for price stabilization has concentrated on showing that the

need for price stability is in its effects. That is, research has con-

centrated on showing that economic welfare will be enhanced if prices

are stabilized. Ensuing discussion revolves around the effects of

price instability and how it can be combatted. This approach has lead

to the popular conviction that since it is price instability that

creates problems for society, then direct intervention at the price-

level is the most effective way of solving the problem. This has been

the basic philosophy behind the price support schemes and their develop-

ment as we know them today. Little, if any, research has been carried

out on the "causes" of price instability. The problem is complicated by

the confusion which exists as to whether price instability is a "cause"

or "effect." Depending on the individual perspective, price instability

is the “cause" of many other problems, and is a specific problem itself.

When price instability itself is a problem its "causes" are often con-

fused with its "effects." This study concentrates on the gggggg of

price instability although at times it is never certain whether a

difference between "cause" and "effect" actually exists since the

"effects" of instability are partially responsible for its "causes."

The justification for studying the "causes" of instability may be

attributed to the old adage that "it is better to treat the cause rather

than the symptom." That price instability is the "cause" of many pro-

blems is undisputed. That price instability is indeed a symptom is a

subject for debate. That price instability has "causes" which might

enlighten the approach towards a solution is the topic of this study.
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Summary and Plan of Study
 

The evolution of and resultant changes in the food system has

created the need for a more holistic and dynamic approach to policy

issues in agriculture. The issue of instability in agriculture has

been an important one with respect to the goals of society in general,

and of agriculture in particular from 1921 to 1960. Since 1960, in-

creased trade liberalization and production specialization has lead to

increased interest in price instability. While instability is a large

and complex issue, this study is limited to an examination of price

instability, while recognizing the other interrelated variables of

income, consumption and production instability. In further refining

the problem to be examined, the need for stabilization is singled out

as being important, but recognizing that the related areas of inter-

national trade, the livestock feed-grain relationship, insurance and

government induced instability are of paramount importance to the topic

as a whole. Finally, in order to reduce the study to a manageable size,

it is intended that this study concentrate on the "causes" of instability

rather than the "effects" since: (a) most research has concentrated on

the latter and little on the former; and (b) that it is better to treat

the "causes" rather than the "symptoms."

Chapter 2 will deal with a review and appraisal of past work on

price instability and attempt to draw out some of the problems involved

with definition, performance criteria and analytical technique. In

order to deal with these problems, a broader framework is introduced in

Chapter 3 which lends itself both to theoretical and empirical analysis.
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Chapter 4 begins with an analysis of instability by operationalizing

the principles of the approach described in Chapter 3 and examining a

potential definition and some performance criteria which can be useful

in an empirical mode.

Chapter 5 presents a systems model of analysis, and examines some

theoretical and empirical aspects of the "causes" of instability.

Chapter 6 deals with possible methods of control, design and management

of unstable systems. Chapter 7 presents some possibilities for a

modified neoclassical approach to the issue of price instability, and

Chapter 8 summarizes the study and draws some conclusions.



CHAPTER 2

HISTORICAL ANALYSIS OF PRICE INSTABILITY

In order to gain some perspective of the subject matter of price

instability it is necessary to review the relevant literature in order

to evaluate its contributions to an explanation of the causes of

instability. As previously mentioned, the field is an extremely broad

and complex one, making it difficult to summarize all of the ideas in a

compact way. Basically there are three broad fields of literature which

need to be examined. First, a most important area of work has been

carried out by agricultural economists in attempts to explain disequili-

brium prices (and income) in agriculture and the failure to achieve

efficient resource allocation, particularly in the short-run during

periods of declining farm product prices. The second area of research

has been the purely theoretical one of attempting to quantify and

measure welfare. The third area, and one which attempts to put the first

two areas together is the attempt to measure the welfare impacts of

stabilizing prices. It is in this third area that the development of

theoretically quantitative models has occurred, and which will form, for

the most part, the review of analysis of price instability.

Disequilibrium Prices and Resource Allocation

According to Hathaway (1963), until the 1950s it was generally

believed that the disequilibrium problems in agriculture were the result

of short run instability, and most of the price and income policies have

14
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been directed toward a reduction of this instability. Since the late

19405, however, it appears that disequilibrium problems are found to be

concentrated in the factor markets for inputs and in the uncertainty

regarding future production techniques. With respect to the disequili-

brium created by input markets, work initiated by Schultz (1939) and

0. Gale Johnson (1947) and continued by G. Johnson and Hardin (1955),

G. Johnson (1959), and Edwards (1959) has done much to explain the

persistent disequilibrium in agriculture most evident in the low returns

to labor and capital. G. Johnson's (1972) Overproduction Trap in U.S.

Agriculture spells out the result of the differences between acquisition
 

and salvage values culminating in an investment/disinvestment or fixed

asset theory. In short, the persistent disequilibrium in agriculture is

a result of resources being trapped in the agricultural sector.

The importance of uncertainty in agricultural economic theory dates

back to Knight (1921) with subsequent recognition from Schultz (1945) and

D. Gale Johnson (1947). More will be written about this later.

A major consequence of these explanations of the persistent dis-

equilibrium in agriculture has been the price support programs for

various commodities throughout the decades from 1920 to the present.

The relevance of these programs to price instability is large, but the

major rationale for price support (as opposed to price stabilization) is

a result of the realized low returns to labor and capital in agriculture.

That is, the problem of price (and income) instability is mixed up with

the matters of maintaining farm incomes at some desired level. (For a

sumary of these programs, the rationale and effects, see, for instance,

Benedict, 1953, 1955; Benedict and Stine, 1956; Hathaway, 1963; and
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Clawson, 1968.) The question of price instability has therefore become

entwined with the broader issues of price (and income) support.

Of importance, also, are studies relating to the impact of price

support programs on agriculture, which examine the effects of reducing

uncertainty due to a variety of sources. Such studies have been carried

out, for example, for the tobacco industry (Johnson, 1952), the potato

industry (Gray, Sorenson and Cochrane, 1954), and dry beans (Hathaway,

1955).

It is important to note that the issues involved in price stabiliza-

tion are somewhat different to those of price supports. However, it is

also important to recognize the intertwining nature of the two issues.

From time to time throughout this study, reference will be made to some

of the issues involved in the question of price supports. It is impossible

to completely divorce the two. In particular, while the question of

price instability (as opposed to price support) has been recognized as a

specific problem in agriculture since the 19205, it has often been used

to justify price support programs. Whether or not this is justified is

a complex question, involving the issue of the magnitudes of returns to

productive resources in agriculture.

Development and Description of the Neoclassical Model

The development of theory relating to instability appears to have

been taken in two stages. The first stage might be called the market

equilibrium approach. Neoclassical theory holds that there is no guaran-

tee that an equilibrium price will be established if the market is not in

equilibrium when contracting begins. Movement of the supply and demand

curves create disturbances, and in general, a disturbance denotes a



l7

situation in which the actual price is different from the equilibrium

price. An equilibrium is stable if a disturbance results in a return

to equilibrium--and is unstable if it does not. Much more rigorous

definitions of market stability are given by Samuelson (1948) and

Baumol (1959), but the above is essentially the basis of a simple defini-

tion. Stochastic fluctuations in demand and supply can therefore be

analyzed by means of expectations models which establish the conditions

for stability.

The second stage of theoretical development might be called the

economic surplus approach. This stage is directly related to the first

by virtue of the popularly held conviction that any movement (stochastic

or deterministic) in the demand-and-supply curves will have welfare

implications for participants in the market. Use is therefore made of

the concepts of economic surplus as measures of welfare in order to

determine the effects of movements in the demand-and-supply schedules

as a result of their stochastic (or deterministic) properties.

This two-stage approach was first used by Waugh (1944) who showed

that each individual consumer is bgttgr_off with prices that vary than he

would be if prices were stabilized at or above their unweighted arithmetic

means. Howell (1945) and Lovasy (1945) demonstrated, however, that each

individual consumer is wgr§g_off with prices that vary than he would be

if prices were stabilized at or below their weighted mean. At a some-

what later stage Oi (1961), in what appeared at the time to be an

unrelated note, examined the behavior of a competitive firm facing

uncertain demand and concluded "given a fixed expected value of price,

P, the greater the variability of price about that expected value, the

greater will be expected profit."
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It appeared, at least theoretically, that neither consumers nor

producers would gain if prices were stabilized. However, to consider

whether or not consumers would benefit when it was thgir_behavior which

created uncertainty, requires the simultaneous treatment of both groups

in the same model. This was recognized by Massell (1969) who then

integrated the Waugh (1944) and Oi (1961) models into a single framework

and derived a number of results:

1. Producers ggjg_from price stabilization if the source of price

instability is in their own production

2. Consumers ggjg_from price stabilization if the source of price

instability is in their own consumption behavior

3. Simultaneous random shifts in supply and demand leaves

indeterminate the welfare implications for producers and

consumers

4. The total welfare gains from price stabilization are always

positive

In theory, a market should be able to be described and the conditions

under which it is stable be derived. The simplest type of single market

can be described with linear supply and demand curves.

Dt = at - a Pt + pt

St 8 + b Pt + vt

t

where Dt’ St’ and Pt represent demand, supply, and price, respectively,

in time (t). “t and vt are additive stochastic disturbances which

result in parallel movements of the supply and demand curves. at and 8t

are trend elements or shift parameters.
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Since in equilibrium demand equals supply, equilibrium quantities

and prices are found as follows:

Ba+ob av+bu

  

 

_ =t t t t

Dt'st a+b a+b

and

P = “t ' 8t + “t ' “t

t a + b

If a buffer stock is established which will buy or sell stock at a

stabilized price (PS), this buffer stock is established so that the

market balances on average (over time) such that expected demand is

equal to expected supply:

 

 

a-B
__ =t t

E (Pt) - Ps a + b

and the stabilized demand and supply is

D=Bta+atb+

s a + b ut

Ba+ab

= t t

Ss a + b + Vt

These then are the conditions for a simple price stabilization scheme.

Notice that by comparing PS with Pt’ such a scheme implies that price is

stabilized at its arithmetic mean.

The first stage (the market equilibrium approach) has identified the

stability conditions for market equilibrium, given that some random dis-

turbances occur which shift the supply-and-demand curves. The second

stage (the economic surplus approach) necessitates stating a policy goal.

Specific policy goals are, of course, extremely difficult to define,

especially when faced with two groups (producers and consumers), both of

which have somewhat conflicting utility maximizing goals, and either of

which may or may not gain or lose from price stabilization. One could

therefore reason that a suitable policy goal might be one which overall
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allowed welfare gains to society (as a whole). The performance criterion

then is that welfare gains to society are positive. In order to derive

these gains (or losses) to society it is necessary to estimate the

economic surplus which might result from stabilizing prices. The method

used by Waugh (1944), Oi (1961), Massell (1969), Turnovsky (1977), and

Just (1977) is to examine the change in producers' and/or consumers'

surplus. The nature of this process is demonstrated in Figure 2.1. In

FigureIZJ demand does not fluctuate, whereas supply does. Now, if demand

(0) and supply (S) are ggt_subject to random fluctuations, the equili-

brium price will be P0 and consumer surplus is given by (a + b + c). If

S1 and S2 are the positions assumed by the supply function as a result

of stochastic shifts, then consumer surplus will be a if S1 results and

(a + b + c + d + e + f) if 52 results. Thus, the gain in consumer

surplus is [(a + b + c) - a = b + c] if S1 results. If the nonstabilized

supply function was $2, then a loss in consumer surplus results

[(a + b + c) - (a + b + c + d + e + f) = - (d + e + f)]. Provided the

parallel movements in supply are equal and the slopes of the demand and

supply curves are negative and positive, respectively, then (d + e + f) >

(b + c), and consumer surplus will decline as a result of the introduction

of a stabilization scheme, i.e., Waugh (1944) results. Similar construc-

tions allowing both demand and supply to fluctuate give results for both

producer and consumer surplus. Supposedly, summation of both producer

and consumer surplus gives the net welfare gains to society.

Going back to the original simple linear model, the change in pro-

ducer surplus is given by the area above the supply curve and between

the (new) stabilized price, P5’ and the original equilibrium price, Pt'
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Figure 2.1

Consumers' Surplus under Fluctuating Supply
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p

p - fPtS S (P) dP

=}[PS - Pt] [5 (Pt) + 5 (P511
C
D I

Similarly, the change in consumer surplus is given by the area below the

demand curve and between PS and Pt'

fPPt D (P) dP

S

Gc

lgms - Pt] [0 (Pt) + o (Psn

Taking expectations of both expressions yields:

 

 

 

 

- 2 2
E (Gp) - G11 Cu + 612 UV

_ 2 2

E (Ge) - G21 0u + G22 0v

where

G11 ' -b 2 < 0
2 (a + b)

012 _ 2 a + b 2 > 0

2 (a + b)

2 b + a
G = O

21 2 (a + b)2

- a
G = < O
22 2 (a + b)2

Total expected welfare gains is the summation:

E (a) E (GP) + E (GC)

2

G1 0u + G2 0v

2

G = G = 1 > O
l 2 2 (a + b)

From these results, Massell's (1944) conclusions as previously reported,

follow.



23

Some Problems with the Neoclassical Model
 

As with any economic analysis, there is always a fine line between

what may be considered a "problem with analysis" and what is considered

as "an acceptable assumption." Advancement in economics has generally

proceeded in steps which show that certain assumptions may be unacceptable,

and then replace the unacceptable assumptions with "more acceptable" ones.

The development of theory relating to instability has been no exception

to this general rule. In order to demonstrate some of the potential

problems with the simple linear model developed in the previous section,

it is necessary to review the assumptions underlying it.

There appear to be four broad problems associated with the use of

the conventional economic model referred to above and these will constitute

most of the rest of this study. They are as follows:

1. A definition of instability

Appropriate analytical technique(s)

Appropriate distinct and coherent performance criteria

b
o
o
m

The existence of asset fixity due to the existence of a

differential between acquisition costs and salvage value

These problems are not independent of one another, and it is indeed

a major aim of this study to show how these problems are interrelated.

The remainder of this chapter will address these problems as separate

entities. However, since the fourth problem, that of asset fixity, has

been dealt with adequately elsewhere, it will not be specifically dealt

with here. Ensuing chapters will examine the interrelatedness of the

first three problems.
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Asset Fixity

As previously mentioned, G. Johnson's (1962) major contribution to

neoclassical theory has done much to explain the persistent disequilibrium

in agriculture. 0f further importance is that the fixed asset theory

points out explicitly why conventional modern welfare theory cannot be

used to evaluate economic adjustments. The theory itself is laid out in

Johnson's (1972) Overproduction Trap in U.S. Agriculture and summaries

are outlined in Hathaway (1963) and more recently Buse and Bromley

The theoretical implications are outlined briefly as follows. Within

conventional neoclassical economic theory, two assumptions are made

explicitly, which, when accounted for, substantially increases its

explanatory power of disequilibrium in agriculture. That is, when it is

assumed that (1) there exist differentials between acquisition costs and

salvage values, and (2) there exists imperfect knowledge; some reasons

for the existence of a persistent disequilibrium in agriculture become

clear. The recognition of these assumptions reveals that under various

conditions under- or over-production can occur which may or may not be

completely corrected. In some cases, errors of overproduction may be

partially corrected by expanding production while in other cases, a

reduction in production would be the least loss action. In still other

cases there are no solutions in which overproduction can be corrected

(see Johnson, 1972). Further analysis reveals that the supply function

differs for increases in price from that when prices are decreasing

(i.e., reversible supply functions only occur when acquisition cost is

equal to salvage value and there is perfect knowledge). In addition to

these theoretical findings, imperfect knowledge of technological, human
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and other changes creates errors of organization of the farm-firm produc-

tion schedule, resulting in non-pareto better situations.

A major consequence of this theory is that conventional neoclassical

economics theory cannot be used to evaluate economic adjustments using

aggregative measures such as producers and consumers surplus. Further

expansion of these ideas will be dealt with later. While some references

will be made to fixed asset theory throughout the text, consideration of

it as a specific area is not included in this study. It is important,

however, to understand that this addition to neoclassical theory presents

consequences which call for a much more serious look at evaluation of

economic adjustments from the point of view of welfare.

Definition of Instability

Apart from considerations of the combination of issues which face

agriculture in general, of which instability is one, instability has had

the strange distinction of remaining a rather obscure and somewhat

indefinable concept. That is not to say that economists do not know

what the problem is. It is perfectly clear that when economists talk

about instability they imply that unexpected fluctuations in the system

create a situation whereby the system deviates from a desired or expected

outcome. What hg§_gone undefined in economic terms is the clear distinc-

tion between a deviation or fluctuation which is considered to be stable,

and one which is unstable.

Instability is most commonly used to describe fluctuations which

occur in any system, but this is quite inaccurate. A system may

fluctuate, but may be quite stable or may have dampening fluctuations.

Instability in this case usually refers to explosive fluctuation.
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Instability is often used emotively. Prices which fluctuate in the open

market, for instance, are often described as unstable depending upon the

speed at which they rise or fall, the length of time between ups and

downs, or simply the number of times they deviate from some norm.

Typically, in economics, instability has been measured in terms of

statistical measures such as

1. Absolute deviation from mean or trend

2. Standard deviation from mean or trend

3. Coefficient of variation--a so-called dimensionless statistic

Clearly, such fluctuation measures require some comparative norm before

they can be used to declare that something is stable or unstable. Who

shall choose the norm and on what basis should it be chosen?

Graphing is another common method of exhibiting instability. Here

again value judgements are made on the basis of the observed number of

turning points, the trend of the fluctuations, and the rapidity of

fluctuations which occur. It is never clear, for instance, whether a

large number of small fluctuations constitute a lesser or greater degree

of stability than a few large fluctuations.

Within the conventional approach to instability, there exists some

doubt as to the clarity of the definition of instability. 0n the one

hand, the explicit definition is one of describing the fluctuating nature

of prices as a result of movement in the supply-and-demand curves. 0n

the other hand, there is an implicit definition of mathematical instability

in arriving at the mathematical conditions for stability. This is both

confusing and somewhat inconsistent, and might be explained by several

aspects of the conventional approach.
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It is generally accepted that stability is defined by a situation

in which variables, after some initial disturbance, approach their

equilibrium over a period of time. When the situation does not return

to equilibrium then the system is considered to be unstable (Samuelson,

1947). By strict definition then, an equilibrium market would not exist

if it were unstable, since it would never reach an equilibrium. Therefore,

testing for mathematical stability would not seem to make much sense.

What is perhaps more interesting is to find the mathematical

stability conditions for a mathematical model of the market. Mathe-

matical models can be split into two components--the known or deterministic

Component and the unknown random variation or stochastic component.

Similarly, a distinction is made between deterministic and stochastic

stability. Deterministic stability refers to those conditions which

must exist in order for a system to be stable in the absence of stochas-

tic error. Hence, the common approach in assessing stability of demand-

and-supply functions is to take their expected values and examine the

stability of the remainder. This is the same as ignoring the stochastic

nature of the relationships and concentrating on their deterministic

aspects.

Stochastic stability, in contrast, refers to those conditions which

must exist in order that stochastic disturbances do not destabilize the

system upon which it is imposed. This is generally analyzed with the

use of a Liapunov distance function.

Deterministic stability does not imply stochastic stability in

general. (The converse is also true.) It is therefore necessary to

establish within the conventional approach that a system is mathematically
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stable only when conditions exist for both deterministic and stochastic

stability. Thus, a major part of the literature on price stability

deals with the effects of the interaction between deterministic and

stochastic stability (see, for instance, Turnovsky, 1968, 1973).

How does all of this relate to the confusing and inconsistent

definition of instability? The mathematical stability conditions only

refer to the mathematical model of the market. These conditions are

interesting ggly_when the actual conditions of the market approach these

bounds. That is, once it is established that actual market conditions

are mathematically stable, other criteria must be used to justify a

further reduction in fluctuations which occur. Since, by definition, a

market can only exist if it is stable-—then all existing markets must

fall within the bounds of the mathematical stability conditions. Inside

the bounds of the mathematical stability conditions the market is free

to f1uctuate--and yet still remain mathematically stable. Hence, there

are no mathematical conditions which can describe an optimal degree of

stability. The optimal degree of stability is either perfectly stable

(no fluctuation at all) or may refer to anything which lies inside the

bounds of mathematical stability. There is no known objective mathe-

matical condition in between. Of course, if there was a consensus of

agreement that a certain level of fluctuation--measured, say, by the

coefficient of variation--was undesirable, then other optimal degrees of

stability become applicable. As stated previously, who shall choose the

norm and on what basis should it be chosen?

Analytical Techniques

While there is a great deal of literature about instability in

agricultural economics, most of the consideration has been given to the
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question of price supports as opposed to price stability. The inter-

twining nature of the two questions is demonstrated in Johnson's (1972)

Overproduction Trap. In this study, specific interest is centered

.around the theoretical quantitative model, which, although inadequate,

is the only attempt to deal with the welfare effects of price instability

(as opposed to price supports). Consequently, it is necessary to review

a much narrower field of literature concerning the problems of the neo-

classical model. The most extensive survey of this narrower field is

provided by Turnovsky (1977). While he has ignored the asset fixity

theory completely, other problems also arise in the model which are now

discussed.

Linearity and Additive Stochasticity

The basic model described in the previous section was formed with

two key underlying assumptions. The first is that the demand-and-supply

schedules are linear including the random disturbances. Additive stochas-

tic disturbances imply that the demand-and-supply curves move in a

parallel fashion. This assumption is responsible for the conclusions

arrived at in the basic model. More importantly, however, are the

empirical findings of many economists that nonlinear relationships may

be superior and therefore more applicable to market studies. Further-

more, as Hazell and Scandizzo (1975) point out, stochastic movements in

the supply-and-demand schedules may well change their slopes as well as

their positions. This suggests that multiplicative disturbances may be

more appropriate. Turnovsky (1977) therefore reformulates the basic

model so that it is multiplicative in nature, and in particular, so that

the stochastic disturbance terms become multiplicative. This results in
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substantial modifications to the conclusions which Massell (1969) reached.

With multiplicative errors and nonlinear supply-and-demand curves the

"desirability of stabilization“ (determined by Turnovsky to be positive

net welfare gains) is determined independently of the origin of stochas-

tic disturbances, or any specific parameters characterizing their prob-

ability distributions such as their variances. In the case of the

multiplicative analogue of the original linear model, it is the price

elasticity of demand which determines whether or not there are gains

from price stabilization. Specifically, Turnovsky shows that if the

price elasticity of demand is greater than unity, then producers gain

from stabilization, while consumers always gain from price stabilization

irrespective of the magnitude of the demand elasticity. (Supply elas-

ticities do not affect the results at all.) Turnovsky also concludes

that, overall, net welfare gains will always be positive unless either

demand or supply become infinitely elastic, in which case they may become

zero 0

Certainty and Price Expectations

The second key assumption under which the basic model is derived

assumes that all decisions are made under conditions of complete cer-

tainty. Turnovsky (1977) argues that this is perfectly natural for the

demand side, but for the production side this assumption is much less

plausible. Production decisions must be made before the actual market

price is known, therefore producers must base their decisions on expected

price. This is particularly so in agricultural industries in which a

great deal of time might elapse between the decision to produce and the

time to sell, and in which producers are increasingly restricted in their

abilities to modify production after the decision is made to produce.
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Turnovsky's solution to this problem is to outline a model in which

supply decisions are based on expected prices. He uses two widely recog-

nized mathematical mechanisms. The first is the Nerlovian (1958) lagged

expectations model and the second is the Muthian (1961) rational expec-

tations model. Both of these models have unfortunately only been

developed for the linear model, thus, consideration is only given to the

basic linear model. Again, the conclusions of the Massell (1969) model

are substantially modified by the introduction of either of these models.

Under the adaptive expectations model, analysis of expected gains becomes

extremely complicated. While the conclusions about demand remain

essentially unchanged from the original analysis, the analysis of expected

gains for producers results in some parameter signs becoming indeterminate,

and dependent upon the assumptions of how the stochastic disturbance terms

are correlated. That is, indeterminacy of sign becomes a major problem

because stochasticity in supply induces stochastic movements in the

demand schedule as well. Turnovsky is able to conclude, however, that

net welfare benefits from stabilization appear to be positive, even

though one group may lose.

Using the rational expectations model, Turnovsky is able to come to

much more definite conclusions:

1. Producers lose from price stabilization if the source of price

instability is random shifts in demand, provided that these

random disturbances are autocorrelated (either positively or

negatively). They gain from having supply fluctuations

stabilized, irrespective of their autoregressive properties

2. Consumers lose (gain) from price stabilization if the source of

price instability is random shifts in supply (demand)

3. The total gains from stabilization are always positive
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While Turnovsky has managed to show that net welfare gains from

stabilization are positive irrespective of the two price expectations

models used, the major conclusion demonstrated is that whether or not

producers lose from price stabilization depends crucially upon how

expectations are generated as well as the autoregressive properties of

the stochastic disturbances. The real point is, which price expectations

model should be used for analytical purposes? Empirical results do not

show that one model is superior to the other. Furthermore, econometric

studies are now using more complex types of lag structures such as

polynomially distributed lags and rational lag models, of which adaptive

expectations and rational expectations models are special cases.

Subotnik and Houck (1976) use a rational expectations model within

the basic linear model relying on some restrictive assumptions about the

autoregressive properties of the stochastic disturbance to compare alter-

native schemes which stabilize both consumption and production at their

means. They show that under certain conditions (when the slope of demand

curve is more than or equal to twice the slope of the supply curve), the

gains from supply stabilization are more than or equal to price stabiliza-

tion which in turn are more than stabilization of demand. They also

demonstrate the effects of variances of changes in government stocks and

conclude that the larger the variance, the greater the stocks must be

to achieve stabilization, and therefore the higher the costs of the

scheme. Furthermore, since the variance of change in government stocks

is proportional to the expected social gains, then the storage costs

can be ranked in the same order as expected gains from various stabiliza-

tion schemes, i.e., the more beneficial the scheme, the higher the costs.
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These conclusions would obviously change under some other assumptions

about the model and its stochastic components.

Finally, it is possible to question the validity of the method of

Turnovsky and others which relax the assumption of certainty by intro-

ducing price expectation models. If supply-and-demand schedules are

derived from underlying utility functions under conditions of certainty,

how valid is it to use the derived conditions under certainty to intro-

duce aspects of uncertainty? It would seem more plausible to analyze

demand-and-supply schedules which have been derived under conditions

of uncertainty.

Introduction of Risk and Uncertainty

While there is a good deal of literature on instability and its

analysis, there appears to be a dearth of literature which considers

specifically the interrelationship of price instability with risk and

uncertainty. 0. Gale Johnson (1947), following Knight (1921) and

Schultz (1939) recognized this important interrelationship when he

argued that allocation of resources in agriculture can be improved only

when three fundamental characteristics of price behavior have been

addressed:

1. The degree of instability in prices must be reduced

2. The lengthy time span when the marginal rate of return is

equal to zero must be eliminated

3. Significant elements of uncertainty in production arising

from unpredictable movements in prices should be reduced

Johnson mentions in his text that it is in this last area (reduction of

uncertainty) that he hoped to make a contribution. The result, of course,
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is his well-known doctrine of forward prices. However, Johnson never

really focused on the specific interaction of price uncertainty and

instability. He appears to keep the two concepts separate, while at

the same time recognizing an interaction.

Just (1978) also recognizes an interrelationship between producer

risk and instability. His symposium paper specifically focuses on the

use of welfare economics to discuss the role of risk in agriculture,

identify policies and institutions which reduce the adverse effects of

risk, and evaluating their ability to improve the well-being of agricul-

tural producers and others affected by agricultural markets. Just dis-

CUsses some approaches of reducing the adverse effects of risk in which

he includes price stabilization. As already mentioned, Turnovsky (1977)

also recognizes this same interrelationship by examining situations in

which price expectations mechanisms enter into the distribution of

welfare gains from price stabilization. Despite, however, his recognition

of the interrelationships between instability and risk and uncertainty,

he does not discuss their interaction extensively.

In order to clarify the issue of the interrelationship between

instability and risk, the following two questions need to be addressed:

1. Does instability create uncertainty, or is the causal relation-

ship that uncertainty creates instability?

2. Would a reduction in instability reduce risk, or would it be

better to attempt to reduce uncertainty in order to reduce

instability?

The literature which deals with instability and risk separately

is extensive, but it is beyond the scope of this study to deal with both
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as separate concepts ggg_as interacting entities. In a recent paper,

Quiggin and Anderson (1979) make a distinction between risk and instability

and examine the implications of various schemes designed to reduce either

or both in the context of Australian agricultural exports. They conclude

that "schemes which are designed to reduce risk rather than instability

hold the promise of achieving many of the benefits potentially available

from stabilization" (p. 17).

In order to discuss these interesting conclusions it is necessary

to delve into the distinctions between risk and instability. A distinc-

tion will be drawn between the causes and effects of uncertainty and

instability separately, and their interaction effects on each other.

Self-Liquidating Stocks and Partial Adjustments

One of the basic assumptions used in the above models is the concept

of "perfect" stabilization. That is, the analysis assumes that the price

will be perfectly stabilized and that the buffer stock authority will

buy and sell to exactly offset any random disturbances in supply and/or

demand. In reality, this is practically impossible for any authority

to achieve if only for the reason that perfect information is not attain-

able. As Subotnik and Houck (1976) point out, the more beneficial a

scheme, the more costly it becomes. There will clearly be a trade-off

between costs and level or degree of stabilization. An optimum strategy

would obviously be one in which the benefits were more than or equal to

the costs of the stabilization scheme. Under these circumstances, it

would be expected that a form of partial adjustment would be more appro-

priate than perfect stabilization.
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Turnovsky (1977) analyzes three types of partial adjustment schemes.

The first is a price-band policy under which intervention by the buffer

stock authority would only take place when the fluctuating price moved

outside the established upper and lower price-band levels. While it is

possible to analyze such a situation, explicit probability distributions

are required to estimate the probability that the price will exceed the

limits set. Given the probability distribution of the movement of price

over time, this methodology clearly lends itself to estimation of the

tolerable limits of price fluctuations when expected benefits are equal

to costs of the scheme.

The second type of partial adjustment examined by Turnovsky is a

linear adjustment policy. A simple scheme might be one in which inter-

vention by the authority is determined by some function of the difference

between actual price and a forecast long-run equilibrium trend price.

The authority will buy stock when prices are low and sell when prices are

high. Turnovsky raises several issues to be addressed. Some concern

must be given to whether or not the linear rule will succeed in reducing

the variability of prices. It is shown that certain circumstances lead

to a reduction in the variance of prices--but that it is also possible

that such a stabilization rule may increase the variability of prices!

In general, Turnovsky concludes that the Massell's (1969) results continue

to hold, but the possibility exists that they may be reversed. In

examining an optimal degree of intervention, Turnovsky concludes that it

is possible--but optimality is perfect stabilization in the absence of

cost constraints.
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The third type of partial adjustment policy examined by Turnovsky

is an extension of the linear adjustment rule. Here Turnovsky examines

the possibilities of stabilization through publicly announced forecasts--

much in the spirit of D. Gale Johnson's (1947) forward price mechanism.

Smyth (1974) showed that the publication of rational forecasts formed by

government (or a similar authority) will reduce the variance of prices.

Turnovsky extends this work to examine the allocation of benefits from

provision of this information. He concludes that:

1. Provision of rational price forecasts by public authorities do

indeed lead to an increase in price stability

2. Whether or not producers use this forward price information,

they will gain from such announcements

3. More gains will accrue to those producers who utilize the

information than to those who do not

4. Consumers lose from this forward price information

5. Overall net welfare benefits are positive

Partial Equilibrium

In most of the existing literature, analytical models which examine

instability are based on partial equilibrium type models. That is, the

usual analysis considers only a single market and consequently abstracts

from any repercussions that market may have on other markets, or the

rest of the economy. According to Hanoch (1974) treatment of cases in

which prices are considered exogenous are also partial equilibrium in

nature. Turnovsky (1977) attempts to analyze this assumption by formally

maximizing the utility of consumers. He demonstrates that the desirability

of price stability for consumers decreases with the magnitude of price
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and income elasticities, but increases with the convexity of their

utility function. It is hard to understand why Turnovsky did not carry

out a similar analysis for producers. Nevertheless, his concern for

extending the partial equilibrium assumption is well taken. Samuelson

(1972) has considered the welfare benefits from price stabilization in a

simple general equilibrium model. Using the Pareto optimality of perfect

competition, Samuelson shows that stabilization at the perfectly competi-

tive equilibrium is beneficial. Others who have examined the general

equilbrium model (but not expressly for the stabilization issues)

include Ruffin (1974), Turnovsky (1974), Batra and Russell (1974), and

Anderson and Riley (1976). In another paper Fleming, Turnovsky, and

Kemp (1977) argue that for problems involving uncertain relative prices

the geometric mean, rather than the arithmetic mean, is the most appro-

priate measure to use.

Performance Criteria

The third and final problem to be discussed is a much more difficult

one. In the conventional approach discussed at the beginning of this

chapter, the performance criteria used is the concept of economic sur-

plus--producer and consumer surplus--to assess the net benefits and the

distribution of benefits from price stabilization. It is difficult to

argue that these performance criteria are "wrong." What is questionable

is the validity of the definition and analytical technique and its

compatibility with the performance criteria. These can be conveniently

grouped for discussion into the categories of welfare problem criteria

and compatibility.
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Welfare

As previously mentioned, most of the existing literature uses the

concept of economic surplus to assess the welfare benefits from stabiliza-

tion. According to Turnovsky (1977), while some controversy involving the

use of these measures does exist as well as some well-known limitations,

the use of these concepts is justified if applied with care. The poten-

tial problem with the welfare criteria can be broken down into several

interesting and complex parts. While it is recognized that some criterion

like economic surplus is required to assess welfare benefits from

stabilization, its ability to deal with the introduction of uncertainty

is questionable. As with the problem of certainty dealt with previously,

the concepts of economic surplus assume underlying utility functions

formulated under certainty. Attempts to apply these same concepts in

the case of risk are of dubious validity since the extent to which

changes represent improvements depends both on income distribution and

the relative importance or weighting attached to individuals. Economists

have never been very comfortable making interpersonal comparisons which

this approach requires, and, to which it is not suited.

As Turnovsky demonstrates, it is possible to divide distributional

effects into two groups--producers and consumers. The value judgement

that changes represent improvements as long as the total welfare effect

is positive assumes that, if consumers as a group lose from stabilization,

producers are able to, and do, compensate consumers from their gains.

Apart from the problem as to whether or not compensation actually takes

place, the fact that individuals have different preferences is over-

looked. That is, consumers or producers as a group are treated as
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individuals. It is conceivable that stabilization, while having advan-

tages for producers as a group, may involve some producers who will lose

and others who will gain. The fact that the total welfare criterion

itself is dubious is therefore only part of the problem. The effects of

distribution between consumers and producers shares the same problem.

The problem is one of interpersonally valid common denominators. It is

a problem which has confounded economists since Marshall and is a problem

which will continue to confound us. Under such situations, Pareto

optimality rapidly loses any meaning that it may have had. While most

economists understand and appreciate the problem, they continue to

remove themselves from reality by applying these measures to justify

policies which are more political than economic in nature. This is

largely because economists do not as yet have available operationally

adequate measurement tools.

Compatibility

There are three distinct questions which arise when considering

applying performance criteria to the problem of instability.

1. Whether or not price instability (as defined by the fluctuation

of prices due to movement of supply-and-demand curves) is

detrimental to the welfare of the participants in the system

2. Whether or not currently recognized price stabilization schemes

actually stabilize prices

3. Whether or not price stabilization (however defined) will

negatively or positively affect the welfare of the individuals

involved
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Regarding these questions in the light of the conventional model

described previously, there is little doubt that fluctuating prices do

in fact affect the welfare of individual participants. That price

stabilization is actually achieved by some currently recognized stabiliza-

tion schemes, there is also little doubt. What the conventional model

apparently fails to do is to distinguish between these two questions.

Rather, it answers the third question while implying that the first two

questions are taken for granted. Put in another way, it is assumed that

if a market is found to be "unstable," then it is also assumed that the

effects of instability are detrimental to society and that stabilizing

that market will put a stop to the detrimental effect.

Kaspura (1975) shows that the stability of prices is not necessarily

compatible with the stability of quantity sold. That is, it is possible

that a price stabilization scheme may actually lead to destabilization

of quantity sold. Similarly, he indicates that it is possible that the

introduction of a price stabilization scheme may actually lead to a

destabilization of incomes. Little, if anything, has been carried out

(or reported in the literature) with respect to the costs and benefits

of stabilization. While some theoretical and practical problems certainly

would be involved in carrying out such a study, it is surprising that

more thought has not been given to this field.

In short, the conventional economic model requires too many assump-

tions of a sensitive nature to adequately cope with the problem of

instability. That is not to say that a large econometric model would not

be adequate. The major criticism comes from the inadequacy of current

neoclassical theory of market equilibrium and welfare to deal with the

distributional problems of policy.
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Summary

The problem of instability is a large, complex and challenging

area of research. Past research of the problem has demonstrated the

need for a different approach to its analysis. Criticism levelled at

the neoclassical approach is ggt_criticism of the neoclassical model

itself, but is rather a questioning of whether or not that model is

adequate to handle the complex interrelationships involved. A brief

summary is provided here to emphasize the major points.

The lack of a clear definition of instability has resulted in some

inconsistencies between the analysis of the problem and the performance

goals. Of importance has been the relatively inadequate handling of

the potential causes of price instability, and of establishing the impor-

tance of time and uncertainty which play large roles in the analysis of

instability.

In reviewing some of the theoretical work that has been carried out,

four broad problem areas are presented. Three of these problems form

the basis of this study, while the fourth, that of asset fixity, is not

dealt with, but is recognized as a major development in the theory.

These developments should be borne in mind throughout the study. This

study will attempt to deal with these areas by attempting to conceptualize

a different slant to the definition of instability, the performance

criteria and a somewhat different analytical technique. The basis of

this expansion of the analytical model is presented in Chapter 3. Ensuing

chapters will then attempt to apply the broader framework.



CHAPTER 3

A METHODOLOGICAL PARADIGM]

Problem Specification
 

According to Johnson (1977) research can be classified into three

types Of effort; disciplinary, subject matter and problem solving.

Since a single set of problems pertaining to specific prescriptions has

been distinguished, the research which follows is typically subject

matter research. In response to the implicit philosophical or methodo—

logical foundations associated with research the following epistemological

precepts are assumed to hold throughout:

(1) Solutions to problems (or prescriptions) are dependent on

both normative and non-normative information.2

(2) A prescription is only pertaining to the truth when it is

Objective.3

(3) If a prescription is "right," then it must pertain to the

truth.4

(4) Objectivity of truth is intimately related to the way in

which knowledge is generated. To this extent a great deal of impor-

tance is placed on the Hegelian or dialectic system of inquiry.5

6 theIt matters not, therefore, what philosophical position one holds,

matter of great importance is the strength Of the tests of objectivity

in the quest for truth.

43
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In specifying the problem there is no universally acceptable method

of determining the bounds of either positive knowledge or of knowledge

values. Various problems may be considered in a variety of spatial

and temporal dimensions depending on the discipline, the nature of the

problem and the level at which the problem is relevant. In economics,

several recognizable systems have been established for helping in pro-

blem specification and solution. These include the neoclassical frame-

work, the institutional (structure-conduct-performance) model and the

Marxian paradigm. It is not intended to imply that these systems are

distinctly different to each other; yet they do have differing philo-

sophical origins. In particular, it should be emphasized that there is

g9 dichotomy between the institutional model and the neoclassical model.

It is convenient here, however, to choose the larger framework of the

institutional (structure-conduct-performance) model, (hereafter referred

to as the SCP model), slightly modified and adapted to the systems

approach. The systems approach simply offers an opportunity to enrich

the SCP model by affording an extra dimension.

The SCP Framework

Institutional economics is not new to agricultural economics. More

recently much has been written in the literature on the structure-con-

duct-performance paradigm which seems to have formed from the principles

of institutional and neoclassical economics. It should be made clear

from the outset that the choice of this paradigm over the neoclassical

framework does not preclude neoclassical economics from consideration.

Indeed, as will become clear in ensuing chapters, the neoclassical model
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forms a large basis for much Of the analysis of instability. The choice

of the SCP paradigm at this stage is convenient for two important reasons:

(1) It forms a convenient platform on which the problems of

instability can be articulated;

(2) It includes (rather than excludes) neoclassical economics

in its broad aspects, and places neoclassical economics into the per-

spective of an overall political economy.

To explain the SCP framework with its multifaceted spatial dimen-

sions would take several volumes; clearly not a desirable intention here.

Yet there is the problem of explaining not only how the framework relates

to the real world, but to the various levels of conceptualization of a

problem. The SCP framework ranges from the highly abstract (the idea

that it provides a skeletal structure upon which general theories can

be classified) to the very practical [such as those ideas which relate

to market concentration, product differentiation, barriers to entry,

etc., and their measurement; see, for example Bain, 1959; Clarke, 1961;

Scherer, 1970]. One simple way is to start into the framework as

Caves (1964) does by simply stating that "market structure is important

because the structure determines the behavior of firms in the industry,

and that behavior in turn determines the quality of the industries'

performance." Though rather simplistic, this is the essence of the SCP

paradigm. A more explicit statement about institutionalism is made by

Knight (1921, p. xii):

. . . all "economic" theory in the proper sense of the word, is

purely abstract and formed, without content. . . . any question

as to what resources, technology, etc. are met with at a given

time and place, must be answered in terms of institutional

history. . .
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Shaffer and Schmid view the political economy as a complex game defining

the essential elements of the SCP model as follows.

Structure

Refers to all Of the predetermined characteristics of the game and

the players, which constrain the players' choices. The structure estab-

lishes the opportunity set for each player.

a. Jurisdictional Boundaries - these define who and what are

included within a community's (economy's) span of control.

b. Property Rights - these prescribe the means of access and

control Of the assets of each individual and of the community's

(economy's). To have a property right is to have access to a

flow of benefits, and to deny access to Others (except with

your permission).

c. Rules of Representation - these involve the rules for making

and interpreting other rules. Who gets to vote on what?

Whose preferences count and how are they taken into account

in the political process? Who controls the agenda?

Conduct

Refers to all of the choices, decisions, or strategies that the

players adopt within the opportunity set established by the structure.

Performance

Refers to all of the consequences of the players' choices which are

payoffs to the participants of the game. Performance is the matrix of

benefits and costs resulting from playing the game. Performance is the

result of the behavior or conduct of the players which result from the

structural characteristics of the system.
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In contrasting institutionalism with Keynesian economics,

Wallace C. Petersen (1977) offers the following rather neat summary.

Institutionalism does not offer the world a compact and unified

set of theoretical ideas as does the neoclassical paradigm, but

it does more than reject the latter. It sees the economy as

part of an evolutionary, historical process, moving from a known

past to an unknown--and perhaps unknowable--future, a process

split between two diverse forms of human behavior. Institutions

and technology shape behavior, much of which may be irrational.

The simple calculus of pleasure versus pain found in conventional

economics will not do. In place Of self-interest constrained

by competition, institutionalism sees coercion and the thrust

for power as a well spring for most economic activity. This view

of the world leads to a healthy skepticism with respect to the

efficacy (and justice) of the automatic organization of society

through markets. It provides a more realistic understanding of

the power of the state and its use for good or ill, as well as

a more sophisticated understanding of why the distribution of

income and wealth--much neglected in orthodoxy--is at the heart

of what Robinson (1972) calls the "second crisis" of economic

theory.

This passage expresses a whole host of ideas, concepts and theories

which, while complex in the context in which it is presented, will

become much clearer as the approach is developed.7

The Systems Approach

Manetsch and Park (1977) define the systems approach as

a problem solving methodology which begins with a tentatively

identified set of needs and has as its result an operating

system for efficiently satisfying a perhaps redefined set of

needs which are acceptable or "good" in light of trade-offs

among needs and the resource limitations that are accepted

as constraints in the given setting.

There appear to be two prominent attributes of this approach:

a. it overtly seeks to include all factors which are important

in arriving at a “right" solution to the given problem;

b. it makes use Of quantitative models (and often computes simulation

of those models) to assist in making rational decisions, at many
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levels where it is appropriate to use such tools (but is not

limited to quantitative models).

There are several things which are immediately striking about the

systems approach, the most important of which is its similarity in its

overall aims to the institutional SCP paradigm. Indeed, such sources

as Forrester (1961) and Churchman (1968) make it clear that the aims

and objectives of the systems approach have been derived from the same

philosophical thinking and background as those of institutional economics.

It is this compatibility between the two "approaches" (institutional and

systems) which are used to extend and enrich both paradigms and which

may aid in arriving at real solutions to real life problems.

Figure 3.1 presents a diagrammatic representation of the way in

which the systems approach view problems. Some of the basic concepts

involved are defined as follows:

A systgm_is a set of interconnected elements organized toward a

goal or set of goals. The system is made up of system inputs which are

factors which cause or stimulate a change in system behavior. These

inputs may come from within the system or may be exogenous (or environ-

mental) jgpgtg, Inputs may also be classified as controllable or gg;_

controllable.8 The system structure is a set of interacting elements
  

and related variables that intervene in the causal chain that links

outputs to inputs, and are influenced by exogenous or environmental

effects and by §y§t§m_desigpparameters. A system design parameter is

fixed at the time a system is designed. Its value often expresses an

important decision variable that affects the performance of the system.

Outputs from the system may be classified as desired output which is a
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means of satisfying a goal for the system, and undesired outputs which
 

may or may not conflict with the achievement of goals. It is recognized

in the systems approach that outputs (both desired and undesired) may

have effects on the environment which may in turn affect the exogenous

inputs and influences upon the system. The system also has feedback

lggp§ where system variables are coupled in a way such that a change in

one variable causes a subsequent change in that same variable in a

future time period. A feedback system can be designed in a manner such

that a desired time path of a variable is compared with the actual one

and the difference is used to correct the errors, thus decreasing the

error between "what is" and “what ought to be." This is the cybernetic

"management" function of the system. Management is thus defined as
  

manipulating inputs in order to decrease the magnitude of the error

between actual and desired output.

The systems approach, like any other, has limitations that should

be made clear. Manetsch and Park (1977) conclude that the systems

approach works well when the following conditions are met:

a. when the aims or goals of the system are well—defined and

recognizable, if not quantifiable;

b. when the decision making process in the real system is

centralized or fairly authoritarian;

c. when a long—range planning horizon is possible.

These limitations to the systems approach (in a practical sense)

provide important inputs into the specification and analysis of the

problem. While it is assumed initially that all three conditions hold,

an important part of the ensuing study will involve relating these

conditions.
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The systems approach as viewed above performs three fundamentally

important functions as an abstract model, and will be referred to as

the ADM Concept (Analysis, Design, and Management).

a. Analysis: defined as the determination of model outputs

given inputs and system structure;

b. Design or "Planningz" defined as the determination of a

system structure given system inputs and desired system outputs;

c. Management or "Control:" defined as determination of system

inputs given a system structure and desired outputs.

These three important functions can be summarized in the matrix form of

 

    
 

Figure 3.2.

Inputs System Structure Outputs

Management determine given given

Design given determine given

Analysis given given determine

Figure 3.2

Abstract Functions of the Systems Approach

Modification of the SCP Framework
 

The similarities between the SCP framework and the systems approach

go much further than simply sharing a common basic philosophical origin.

In particular, it can be seen that the three major subparts of the SCP

model (structure-conduct-performance) roughly coincide with the three

basic subparts of the systems approach (inputs-system structure-outputs).

Furthermore, by superimposing the SCP framework onto the matrix format

of Figure 3.2, it becomes clear that the components of both frameworks

become interchangeable as in Figure 3.3.
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Structure Conduct Performance

Management determine given given

Design given determine given

Analysis given given determine

Figure 3.3

Summary Matrix Of the SCP/ADM Framework

The analogy between the SCP framework and the systems approach can

be viewed much more in the processes involved than in the interchange-

ability of the subparts. For instance, the systems definition of inputs

does not coincide exactly with the institutional structure, if exact

definitions are examined. The institutional (SCP) model provides much

broader definitions than the systems approach. However, it is not

intended that the two concepts be exactly interchangeable. 0f impor-

tance is the distinction between analysis, design and management and

the iterative process implied by the structure-conduct-performance

framework.

Policy Analysis Under the SCP/ADM Concept

Analysis is defined in the previous section as the determination

of performance (system outputs) given the structure (system inputs)

and conduct (system structure). That is, by examining the structure

and conduct (inputs and system structure), it should be possible to

determine an expected performance. If actual or expected performance

differs from some desired performance level, then design and/or manage-

ment can be used to make recommendations about changes necessary for

achieving the desired performances.
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By tracing out the jurisdictional boundaries of a system in insti-
 

tutional economics, distinct boundaries for the problem are made; and

this is parallel to accounting for the exogenous influences of the
 

systems approach. That is, differences between that which is exogenous

and that which is endogenous are clearly identified. In economic pro-

blems this can be both a blessing and a curse. On the one hand, it

mandates understanding of the important endogenous and exogenous

influences of the system. On the other hand, it can be a curse because

even the simplest economic problems can become so broad as to be

unmanageable.

Prgperty rights might be viewed as the uncontrollable inputs of the
 

system. As society has developed, the tendency has been to endow

individuals and institutions with property rights--that is, the right

to use or control resources. Calling property rights uncontrollable

inputs does not of course mean that they cannot change. They are con-

trollable in the sense that property rights may be taken away from

individuals or institutions. They are uncontrollable in the sense that
 

these rights and obligations have been endowed by society through "law,

custom and covenant." If a change is deemed to occur, then it must be

changed in the light of what the system has determined are the juris-

dictional boundaries. Clearly, a right may be endowed within a narrow

set of boundaries, but may not apply generally to a wider set of

boundaries. Changes in property rights therefore must be made with

due account to the external influences of the system.

Rules gf_representation may be interpreted as the controllable
 

inputs in the system. They are also rules which can be used to manage

the system and to alter the design of a system.
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Conduct which is the second dimension of the SCP model, is simply

another word for behavior. It is the "choices, decisions or strategies

adopted by the participants in the political-economy, given the oppor-

tunity set established by the structure." Conduct is the important

linkage between structure (inputs) and performance (outputs) of the

system. It fills the place of the system structure in the systems
 

approach, determining the actual outcome of any particular set of

structural inputs. Within the political-economic model, conduct will

involve an understanding of the actions of individuals and institutions.

Conduct or behavior as such, however, is not a definable element

Of the system-~but is rather the result of the underlying structure of

the system. It is a dynamic aspect of the system which is reinforcing

and at the same time is reinforced by itself.9 TO quote Shaffer (1977):

the personality of each individual in a society is constantly

being developed--reinforced or modified-~under the influence of

economic activities of himself and other members of society.

At the same time, the economic activities are largely controlled

through the personalities of the members of society. Thus, there

is a continuous interacting process in which the members of

society are in a real sense a product of their own economic

activities of the past, and of the effects of their economic

activities of the present and future.

Determination of performance which is the third dimension of the
 

SCP model is the aim of policy analysis. Within the SCP/ADM framework

it is necessary to identify both desired and undesired performance

(outputs) for, in considering both, allowance is made for the widest

possible implications of observed performance.10 However, determination

of desired performance has been the bane of the economist's life. Two

problems are involved. First, the determination of desired performance



55

involves determining, at the aggregate level, what is "best" for society.

The second problem involves what criteria should (or can) be used to

determine whether desired performance has or has not been achieved.

While policy goals are nothing more than a description of a more

desirable state of affairs, there has been a long-standing debate

within the economics profession as to whether economists should or can

determine policy goals. The view of many economists is that it is not

the job of the economist to select goals, but rather to present alter-

natives. D. Gale Johnson (1947), on the other hand, feels strongly

that economists should be involved in determining policy. Johnson

maintains that (a) short-run and long-run differences exist which must

be made consistent; (b) economists should aid in clarification of

policy goals; (c) since policy goals are never ending in themselves,

but rather a means for the individual to achieve his/her ends, then the

economist must indicate the policy appropriate to reach these ends;

(d) policies must be consistent and concise, and in being carried out,

need direction which economists can give them; (e) policies often con-

flict with one another, thus requiring the economist's technical know-

ledge to put them in perspective.

Despite Johnson's rather strong feelings, some qualifications must

be made. Policy analysts cannot divorce themselves from participation

in the system. Thus, the policy analyst must be aware of his/her own

patterns of behavior, biases and values. There is also the question of

aggregation of values. Since each individual has different values, then

policy conflicts may occur for just this reason. These qualifications

provide serious threats to the analyst's objectivity if they are not
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accounted for. Where policy goals do not have clear-cut boundaries,

interaction between the analyst and the bearer of the responsibility

(i.e., legislators, state officials, etc.) is a desirable course of

action, and is an essential source of knowledge. Suggestions for this

type of approach to determination of policy goals have been made by

Keeney and Raiffa (1976) and Schmid (1975). A recent study in Korea

by a multidisciplinary team of analysts utilized this process as an

iterative interactive input into their simulation studies.H

The second problem of criteria for the selection of policy goals

has also posed problems for analysts. The major thing to realize about

policy goals is that the more there are of them, the more difficult

their simultaneous attainment becomes. Economic theory indicates that

there should be a policy instrument for each policy goal. It therefore

becomes readily apparent that if the number of policy goals exceeds the

number of instruments, then some conflict of interests in achieving the

goals should be anticipated. 0. Gale Johnson (1947) suggests four basic

criteria for selecting policy goals.

1) If the policy has more than one objective, the objectives

should be consistent and possible of achievement at the same time.

2) The specific policy objectives should be consistent with a

body of generally accepted social goals and purposes.

3) The specific policy objectives should be those which can be

attained more effectively by that policy than by other policies.

4) It should be possible to state the objectives in terms which

make them useful to an administrative agency in its operations, and to

provide citizens and the legislature in checking the effectiveness of

the policy and/or its administration.
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Analysis as a Dynamic (Iterative) Problem: System Size Criteria

In considering the aims of analysis--to determine both desirable

and undesirable performance--insights may be gained by the analyst as to

the nature of the problem. In the original conception of the "system"

it should be noted that in addition to identifying desirable and

undesirable outputs (performance) we should also identify those outputs

which have an effect on the environment (externalities). If strong

influences are identified in the external environment by the resulting

outputs of the system, it may be indicative of the size of the system

that needs to be considered. This may involve a reconsideration of the

jurisdictional boundaries dimension. That is, it may be necessary to

extend the boundaries of the system so that externalities caused by

outputs of the system are "internalized," for, by definition, outputs

which affect the external environment are not controllable via the

management cybernetic feedback lOOp.

There are, of course, trade-offs to be considered in such action.

The larger the system, the more unmanageable the system becomes and

therefore the problem. Within the systems approach, value judgement

must be used to make the system as large as is necessary so that exter-

nalities which occur will be "weak" or negligible. This added dimension

of dynamics is often overlooked in the "solution" to problems. While

the possibility of external effects resulting from the system are Often

enumerated, their effect on the structure (inputs) of the system are

often neglected. In summary, the dynamic and iterative effects of the

system move in twg_directions in terms of the elements of Figure 3.3;

structure + conduct + performance + structure/conduct and analysis +

design + management + analysis/design.
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Policy Design Under the SCP/ADM Framework

The concept of design is not a difficult one in this paradigm, but

may pose some confusion unless defined. Design is the determination of

the conduct or behavior (system structure) of the system, given desired

outputs and inputs. It should be clear that a behavior system is not

literally "designed"--but rather that the behavior which is necessary

to produce the desired performance (outputs) is determined. The infor-

mation generated by such a process is therefore used as information to

identify those structural input variables which affect or create behavioral

responses. Design then involves the determination of the necessary

behavior or conduct Of individuals or institutions in order to achieve

a desired output. Design is ggt_the physical changing of the structure

(inputs) in order to create a desired behavioral response--this is

management.

Since exogenous influences will affect the conduct (system struc-

ture) then the principle of system size criteria will also affect the

behavioral responses of the system. Again, it is desirable that the

system be large enough in order that exogenous effects have a zero or

negligible effect on conduct. It is at this point also that one aspect

of uncertainty in the system can be identified. Clearly, the system

size will influence the magnitude of behavioral uncertainty, and will

therefore be an important aspect in the design process. It should be

noted that this uncertainty is only one of three types of uncertainty

which can enter the system. Uncertainty will also exist as exogenous

influences on the structure (inputs) as well as in the managerial

process in the identification of controllable inputs to be manipulated

in order to decrease the magnitude of the error between actual and desired
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outputs. The type of uncertainty to be examined in the design process

is specifically behavioral in nature.

Finally, in order to clarify what is meant by the mechanisms of

conduct or behavior (system structure), the following example is

examined. Supply and demand schedules are considered to be part of the

behavioral aspects of our paradigm. Supply and demand curves are indeed

the functional forms of the conduct process. That is, a deterministic

demand process provides information about the behavior of individuals

within the system. A price elasticity is the behavioral response Of

individuals when price is changed. Two important points might be noted

here. First, if uncertainty is introduced into a demand or supply

response function as a stochastic process, then only one aspect of

uncertainty is being identified; specifically, the behavioral uncertainty

of individuals in the system. Uncertainty which affects the structure

(inputs) Of the system or the managerial process must necessarily remain

as residuals. Second, demand and supply curves assume a known and pre-

dictable underlying functional form in utility functions. Being specific

about utility functions and its parameters which form the structural

inputs of the system is the same as specifying the structure of the

system.

Policy Management Under the SCP/ADM Framework

Management is the detennination of structure (inputs) given pre-

viously determined conduct (system structure) and performance (outputs).

Management is all about control. It is the important function of the

SCP/ADM paradigm which determines whether a policy will be successful.

An important function then of management is the identification of
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controllable and uncontrollable inputs. According to Manetsch and

Park (1977) "a system is completely (state) controllable if, for any

initial time, there exists an unconstrained control (vector) which will

transfer any initial state to any final state in finite time."

It is important to (again) distinguish between management and

design. Management or control problems ask "how can operation of an

existing set of interacting processes be improved without changing the

processes themselves?" Design is the function of changing the processes--

management is simply improving their operation in order to produce a

"better" performance, where better performance is defined in terms of

analytical performance specifications on the system variables.

In addition to the importance of identifying both controllable and

uncontrollable inputs, two other important functions of management may

be emphasized. The first is the feedback loop which acts as a sort of

thermostat or sensor in the system. It measures the difference between

actual and desired performance (output). The information which is fed

back to the structure provides the criteria, of which management is the

very function, for manipulating the inputs to "improve" conduct of the

system. The second function of the management problem is the identifi-

cation of uncertainty within the system. Uncertainty can emanate from

two sources. Environmental influences provide exogenous inputs into the

system. As previously elaborated upon, system size will depend on the

extent to which exogenous influences provide fluctuations in the system

and affect control of the process. In agriculture, for example, these

exogenous effects are weather, pests, disease, etc. The second source

of uncertainty in the system is the uncontrollable inputs. In many
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cases, the uncontrollable inputs will be the same as the exogenous

ones, such as weather. The extent to which an exogenous influence

will become an uncontrollable input depends upon whether or not it is

controllable. For example, while disease is often an exogenous influence

on the structure (inputs), there may be some methods Of control available.

The management function may or may not exercise control on these inputs,

thus increasing or decreasing control over uncertainty in the system.

Summary and Recurrent Themes of the SCP/ADM Paradigm

Throughout the discussion Of the SCP/ADM paradigm there have been

some recurrent themes which provide the essence of policy analysis,

design and management. In summarizing the paradigm an attempt to place

these recurrent themes into perspective will be made.

1. Power: Power is the ability to control and influence. It is

derived from an ability to produce and/or control information which is

used to reduce uncertainty. Such information is obviously valuable,

and its price is the opportunity to influence or coerce decision making

processes.

2. Participants: A vital link in the SCP/ADM paradigm involves

human values. It is therefore necessary to identify the participants

in the system, and identify the factors which motivate them to behave

the way they do. Who has power? Whose preferences count? What degree

of sovereignty does the system afford them?

3. Uncertainty: Uncertainty is defined as the lack of knowledge

or information about a process, with respect to time, place and form.

Uncertainty affects the participants of the system in many different

ways. Three types of uncertainty in the system have been identified:
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(a) uncertainty emanating from exogenous influences on the

structure (inputs) of the system;

(b) uncertainty involving the uncontrollability of inputs;

(c) uncertainty emanating from exogenous influences on the

behavioral responses (conduct or system structure) of the system.

Information which leads to a reduction in uncertainty is a major factor

in the exertion of power in the system.

4. Information: Information is knowledge of an entity or process

which reduces uncertainty about that entity or process. Information has

a cost and a value. When the marginal cost Of collecting information

is equal to the benefits derived from that information, then increasing

accuracy has a cost which exceeds the benefits (see Figure 3u4). The

amount of accuracy required determines the amount of information to

collect-~but is determined by the probability of an error.

5. Performance Criteria: Performance criteria is the method by

which the "goodness" or ”badness" of performance (output) is evaluated.

It is important to identify desired performance as well as criteria to

measure the achievement of those goals and to realize that information

used to reduce uncertainty with respect to the outcome or performance

of the system has, implicitly, a desirable performance built into it.

Performance criteria should therefore include careful examination of

information used to measure performance.

6. Control: Control is defined as the ability to be able to

manipulate the structural inputs of the system in response to information

generated by Observation of the differences between actual and desired

performance (output). Power and uncertainty tend to reduce control Of

a system when they reduce availability of information to those who bear

responsibility for public policy decisions.
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7. Time and Evolution: Time is the factor against which the

dynamic aspects of the system are measured and is the ever pervading

force of the system which determines its evolution and development. It

is an uncontrollable factor against which change is measured. Time

cannot be differentiated or integrated, but rather is the factor which

is used to differentiate and integrate.

8. Conflict: Conventional economics presents us with a harmonious

view of the world in which markets work silently and efficiently,

pushing society toward an Optimum with respect to allocation of resources

and distribution of income. Institutionalism, on the other hand, stresses

conflict as a dominant condition of economic and social order. "Harmony

is replaced by coercion, aggression and a struggle for power," (Peterson,

1977). According to Samuels (1972), coercion Obviously implies power;

and without power there can be no coercion.

9. Implementation: One of the most important aspects of policy

analysis, design and management occurs when a change is recommended.

The mechanics of that change must be accounted for, and must be able to

be achieved within the realms of the system. A policy is not opera-

tional until its implementation is achieved. Implementation of a policy

requires and is influenced by control and power, information feedback

and performance criteria.

10. Planning and Institutional Change: Perhaps the ultimate aim

of policy analysis, design and management--and its implementation--is

involved with planning. It seems that we, as humans, are genetically

programmed to plan--to look into the future in an attempt to control our

own destinies. In many ways, our destiny is controlled by our "two-

self image" (Shaffer, 1977). On the one hand, we influence the
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environment which ultimately controls our destiny, and on the other

hand, we are controlled by our environment. Skinners (1974) Radical

Behaviorism presents us with a view that "man can now control his own
 

destiny because he knows what must be done and how to do it." Humans

discriminate--they solve problems by assembling, classifying, arranging

and rearranging. They analyze contingencies of reinforcement in their

world, and extract plans and rules to enable response without direct

exposure to the contingencies. They discover and use rules for deriving

new rules from old--a behavioral conditioning which leads to learning,

social traps and evolutionary change.



66

Footnotes: Chapter 3

1There does not appear to be any satisfactory agreement upon the

definition of the world "paradigm." Thomas Kuhn (1970) in The Structure

of Scientific Revolutions uses the term "paradigm" to refer to

"universally recognized scientific achievements that for a time provide

model problems and solutions to a community of practitioners." However,

as is well known, there is no precise, unified body of theoretical

ideas which can be readily and clearly identified as institutionalism.

Institutionalism has many facets, but it is not necessarily without

boundaries. In the text, "approach" or "framework" may be substituted

for "paradigm."

2A "right" action is such that no alternative possible under the

circumstances is better. But "good" is not necessarily "right" because

something better could be done. Similarly, it might be "right" to do

something "bad” because less "bad" is not possible. Thus, following

Lewis (1955) "right and wrong” are prescriptive terms and "good and bad"

are undefinable primitive terms which are personal and subjective.

"Right" and truth are not determined by what is "good or bad" alone,

for "right" can be either "good" or "bad" and it is subjective. In

order to do that which is "right" we require other information which

may be non-normative.

 

3The four tests of objectivity are: coherence, correspondence,

clarity and workability (see Johnson, 1970, 1971, 1973, 1977).

4This follows naturally from Footnote 1 [see Moore, 1956,

Lewis, 1955).

5The dialectic is distinguished as a discussion, and the reasoning

of knowledge by dialogue. It is a systematic reasoning that juxtaposes

opposing or contradictory ideas and then seeks to resolve their conflict.

What makes it distinctive is that opposing arguments are kept apart from

data (analytically) so that the crucial aspects of the ideas or

expressions are clearly displayed. Thus, in solving the problem, the

solutions found, which are subjected to the tests of objectivity, are

deemed to be the results of a resolution of a conflict rather than of

sedentary agreement.
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6The distinction between the types of knowledge used as information

can be also classified in terms of logical or analytical knowledge and

descriptive or synthetic knowledge. Analytical knowledge is completely

free of factual content or information. It is the abstract knowledge

we use in linking logical ideas. In contrast, descriptive or synthetic

knowledge is factual knowledge (that which pertains to reality). The

dichotomy of these uses of knowledge has created the well-known rift

between normativists (who believe that value judgements such as "good

and bad" are synthetic and that prescriptive knowledge is possible

without the use of non-normative knowledge) and positivists (who deny

that objective normative knowledge is possible; therefore, that values

are unreal and that they belong to analytical knowledge and are hence

unobservable and scientifically unattainable). From a research point

of view it is extremely difficult to maintain one philosophy or the

other if one believes that objective prescriptive knowledge is dependent

upon both normative and non-normative knowledge. Adherence to one

philosophy precludes access to the other by definition. Compromise of

these positions can lead to conditional normativism (assumes normative

knowledge and proceeds positively), conditional positivism (assumes

positive knowledge and proceeds normatively), pragmatism (observes or

forms Opinions about normative knowledge and uses this information as

if it were non-normative) and eclecticism (using the strengths of all

philosophies without strict adherence to any one).

7While at the outset it would appear that Peterson is advocating

and/or condoning the rejection of the Keynesian model, his purpose is

actually to point out that institutionalism has many similarities with

the Keynesian model, and indeed employs the neoclassical model within

its overall framework. Many of the criticisms of the neoclassical

model are problems which are recognized and acknowledged by non-insti-

tutional economists (see, for instance, Shaffer, 1969; Hymer-Roosevelt,

Sweezy, Lindbeck, 1972; Heilbronner, 1970). As Peterson so aptly points

out, "problems cannot so readily be put into neat categories labelled

'economic,’ 'political,' or 'sociological.' This is unfortunate, but

realistic. For economists it suggests that in the realm of policy it

will not do simply to assert that a proposal may be 'correct'

economically, but that it will not work politically."

8Strictly speaking, inputs are always considered to be exogenous.

As will become clear, changes within the system which feed back to

influence the output of the system are also termed, in this case, inputs.

Note also that controllable inputs do not necessarily imply that they

are endogenous to the system, nor do uncontrollable inputs necessarily

imply that they are exogenous to the system.

9The concept of "reinforcement" is based on B.F. Skinner's (1974)

belief that all responsive behavior is produced by the environment in

the form of positive and negative reinforcement or contingencies of

reinforcement. Differential reinforcement is the occurrence of a

reward that is related to how an act is performed; and rewards are

contingent upon a response to the environment (see Carpenter, Platt,

1972, 1973; Skinner, 1977).
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10Consideration of both desired and undesired performance (output)

puts emphasis on the importance of carrying out analysis before design

or management. Policies which are aimed at a particular goal or set of

goals often will determine the design and management and of the system.

HSee Rossmiller (1978).



CHAPTER 4

INSTABILITY ANALYSIS AND PROBLEM IDENTIFICATION

In accordance with the SCP/ADM paradigm of Chapter 3, the aim Of

analysis is to identify performance (outputs) of the system. This aim

may be achieved by:

1. Identification of desired and undesired performance

2. Examination of the structure (inputs) and conduct or behavior

(system structure) of the system

3. Description of actual performance of the system

4. Identification of the difference between desired and actual

performance

In this chapter a definition of instability will be described which

will allow identification of the desired and undesired performance. A

brief examination of the structural and behavioral aspects of the system

will then be made, after which some indication as to the nature of the

problem should be clear.

An Approach to Definition

In the previous discussion in Chapter 2, of the definitional problem

of instability, one thing which became clear was the undefinable nature

of what constitutes the difference between stability and instability.

Some of the concepts of the system approach will be used here to clarify

these differences, and to define instability in terms of what might

constitute some criteria for performance.

69
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One way of viewing instability, is to conceive of it as being of

two types:

1. The inherently unstable system which explodes

2. The occurrence of fluctuations in an otherwise stable system

Inherently Unstable Systems

In terms of output reaction, little needs to be said about systems

which are inherently unstable. This system is characterized by explosive

and unbounded reaction due to any change, momentarily or otherwise, of an

input or initial condition.1

In linear systems, instability is associated with positive exponen-

tial kernels:

lim

i.e., +/a/t = m

t + w e

Alternatively, stability of linear systems is associated with negative

exponential kernels:

lim

1.9.,
-/a/t=0

t + w e ‘

For instance, it is easy to show that given a transfer function in s-space

(s-space is the integral transformation Of a variable in time t-space to

its equivalent Laplace transform).

  x(s)= 2 3 = 3
s + 25 + 5 [(s + 1) + 2j] [(s + 1) - 23]

where:

j = /:1 is an imaginary number

is stable and oscillatory because its poles are in the negative quadrants.

Its equivalent function in the time domain is given by:

x(t) = 1 - 5 et sin 2 t.
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On the other hand:

x(s)= 2 3 = 3

s - 25 + 5 [(s - l) + 211 [(s - l) - 2j]

is unstable, oscillatory and explosive because its poles are in the

 

positive quadrant. Its equivalent time domain form is:

x(t) = 1 - 5 e+t sin 2 t.

Notice that instability is associated with positive exponential kernels,

.and stability with negative exponential kernels.

Fluctuations in Otherwise Stable Systems

Any system which is momentarily or otherwise disturbed is said to

settle into its steady state when the effects of the disturbance no

longer effect the system (provided the system is stable). Whether or

not the steady state is actually achieved is of concern here. Stability

is a necessary ggg_sufficient condition before the consideration of

steady state error which is defined as:

_ lim

ss — t + m e(t).
e

Clearly, the larger the response to changing inputs or initial

conditions, the larger is the steady state error. While this is not

instability in the true sense of the definitions we have used above, it

does illustrate the semantic differences between the various "instabilities."

That is, what is often observed as a fluctuation, deviation from some

norm or desired output, or achievement of a so-called "disequilibrium"

position and is often termed instability, is in reality often a large

steady state error in an otherwise stable system.

Transient response is the short-term response to a disturbance

which eventually dies out when the system returns to equilibrium or
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c(t) = actual output

r(t) = steady state output

eSS = steady state error

 

 

Figure 4.1

Steady State Error

Time
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steady state. Suppose that desired output is described by the step

function R(t) in Figure 4.2. At the time desired output increases, the

system must adjust to the desired requirements. The actual response of

the system (called transient response) is described by the actual output

c(t). As seen in the figure, three basic output responses are responsible

for the eventual outcome of a change in desired output. That is the

steady state error or difference between actual and desired output is

affected by the systems:

1. rising time - Tr [measured from 10 percent to 90 percent of

R(t)];

2. overshoot - MT (measured as a percentage overshoot);

3. settling time - TS [measured within 5 percent of R(t)].

It is clear that if the rising time is slow, then the system will

tend to take longer to adjust. Similarly, if the overshoot is large,

then the system will experience large fluctuations in output. Finally,

if settling time is long, then the system will take longer to adjust and

will experience fluctuations during the settling time. Transient response

is also affected by the interaction of each of the basic output responses.

For instance, if the rising time is increased (i.e., becomes faster),

then overshoot may increase and settling time may become larger. It may

be that to reduce overshoot a slower rise time may be desirable which

may or may not increase settling time. If settling time is proportional

to overshoot, then to reduce settling time a reduction in overshoot is

necessary which may or may not require a slower rising time. Responses

will be different for each different system and different control mea-

sures will be called for as systems vary. It is clear that deviations,
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fluctuations or disequilibrating output responses may indeed be observed

as instability and is, rather, the result of the transient response of

an otherwise stable system.

The point of the above description of the system's view of stability

has been to describe the differences between the strict mathematical

definition of stability and the classification of fluctuations in the

system which are often termed "instabilities." In the strictest sense,

steady state error and transient response (which make up the fluctuations

in an otherwise stable system) are not really "instabilities." They

might be more accurately described as "less desirable stability."

There is, however, a second use for the description of stability

in terms of transient response. It provides ideal criteria for desired

and undesired performance. In order to minimize steady state error

(the difference between actual and desired output) it is necessary to

find the optimum tradeoff between maximizing rising time and minimizing

overshoot and settling time. The methodology, of course, is a control

problem and will be more properly discussed in Chapter 6 on design and

management.

It is convenient here to begin to distinguish between stability in

the mathematical sense and stability in the sense of transient response.

Hereafter, stability or instability will refer to that as described by

transient response except where there is a specific mention of mathe-

matical stability. From time to time it may be referred to as economic

stability/instability, again, to distinguish it from mathematical

stability/instability.
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An important aspect of the use of the concept of transient response

is the introduction of the dynamic principles of price instability. In

contrast to the static model introduced in Chapter 3, transient response

emphasizes the importance of the elements of time. Two of the three

descriptive parts of transient response specifically refer to the time

element--rising time and settling time. This is perhaps the most impor-

tant contribution of systems concepts. The importance of time cannot be

overemphasized. It is perhaps one of the most important aspects of the

problem of instability and is also perhaps one of the most neglected

areas in the literature on instability.

In terms of a definition, it is clear that instability (as described

by transient response) can be described in terms of the three separable

parts of transient response; rising time, overshoot and settling time.

Of course, the definition will be in terms of the differences between

desired and actual output of the system. A tentative definition might

2 may be defined as the characteristicbe as follows: economic instability

effects on all outputs over time Of the transient response of a system

which is subjected to a one time or sustained disturbance.

In terms of performance, it is possible to identify three criteria

which may be used to evaluate an improvement in economic stability. In

order to improve transient response of a system:

1. rising time should be as fast as the system allows;

2. overshoot should be kept to an absolute minimum; and

3. settling time should be as short as possible.



77

Structure and Behavior in the System
 

A discussion of the structure (inputs) and behavior (system struc-

ture) of the system in this case can be reduced to three major sub-

headings:

1. participants in the system;

2. system mechanism; and

3. identification of random variation.

Participants

Within the conventional economic framework, two groups of partici-

pants are generally identified; consumers and producers. Under the

SCP/ADM paradigm, a much broader identification of participants is used,

which specifically recognizes some of the power in the system and the

conflicts which occur. Hence, a more realistic system might follow

Bartlett's (1973) rather broader definition. Bartlett's concern with

expanding the system is to show how a market system operates--rather

than how it should operate. He identifies four groups of participants

shown in Figure 4.3. As shown, the four groups of participants in the

system have conflicting maximization goals. Outcomes in the market are

determined by the ability of each group to achieve their respective aims.

In this respect, Bartlett makes three assumptions about the participants.

1. All agents are primarily motivated by their own self interest

2. All agents are rational in the pursuit of their self interests

3. All agents labor under the constraints of uncertainty, and are

therefore subject to influence in the making of market and

political choices through information subsidization
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Despite the realistic nature of this view of the market participants,

it is extremely difficult to quantify all the relationships involved.

How, for instance, does one quantify security and/or votes in the form

of a function which is at least twice differential?3 On the other hand,

it may be valid to question the need for "maximization" of aims.

"Satisficing" may well be a more realistic attitude, recognizing the

flexibility of the market to withstand small amounts Of noise, and the

realities of the operation of the economic and political system. Inability

to quantify all of the relationships in the system calls for a need to

exclude them from the quantitative model, but to specifically recognize

the importance of those excluded elements of Figure 4.3.

Of significance also, is the level at which the model is concep-

tualized. In dealing with groups of individuals, it is necessary tO

make some assumptions about the relationships between the aggregate

model and the individual. It is necessary to recognize that individual

aims and behavioral responses are necessarily simplified so that individual

traits become the same as those of the group under consideration.

Similarly, while each individual participant is ultimately involved with

the "management" of the system, the case in point is involved with the

necessity or otherwise of government intervention, where it is specifically

recognized that "government" is the manager of the system. Nevertheless,

the "macro economic" system is made up of many “micro economic" systems

where individuals can be identified as "managers" of a micro system;

i.e., farm managers, family unit decision makers, etc. Controllability

is not the same at all levels, accounting for some controllability through

the use of incentives. For example, quantity of land available and

utilized for production is a controllable input at the farm level.
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Recent government policy has created incentives for farm producers to

partake in price stabilization schemes by mandating that participation

is subject to a reduction in the use of productive lands. In this way,

it is reasoned that large surpluses should not occur, thus providing

a more stable quantity supplied, and reducing the possibility of high

variance in prices. Hence, government, as "manager" of the macro system,

may gain control of a previously uncontrollable input.

System Mechanism

The price mechanism is an extremely complex aspect of the economic

system. The major work in this area was carried out by Walras (1874)

where he expounds his generally accepted concept of "tatonnement" (a

French word meaning literally groping or tentative effort). Walras

pictures a situation where producers and consumers come together and

literally "discover" a price which satisfies both consumer and producer

ability. Figure 4.4 shows a simple causal loop diagram of the price

mechanism. A positive sign at the arrow head indicates that as the

causal factor increases in magnitude, the effect increases in the same

direction. A negative sign means the opposite. The net effect can be

seen to be one of balance. An increase in price will cause a decrease

in demand and an increase in production, and this is balanced out by

the negative impact of supply and the positive impact of demand on their

differences (DIFF). The difference between demand and supply is expressed

as a differential equation, known as the Walrasian stability condition.

dP = _ ,
ET' k [DEM SUP] , k > 0

If the market is cleared in each time period (i.e., DEM = SUP) then 0

Q
I
O
.

(
'
0
'
'
0

and fluctuations in price do not occur.



81

 

 

   
 

 

- +

RV—a® a DIFF -fi DEM h—RV

‘1 + +4' +

"1'

\+ -

RV.._) PROD ‘ P 4. DEMEN *— RV

Figure 4.4

Causal LOOp Diagram of Price Mechanism



82

Random Variation in the System

Figure 4.4 also specifies the random variation in the system--

specifically, it can enter into all the elements of the price mechanism

due to:

(a) exogenous inputs from outside the system;

(b) random variation occurring in the feedback mechanism; and

(c) exogenous influences on behavioral aspects of the systen.

Exogenous Inputs

These types of random variation can be either controllable or uncon-

trollable. They include seasonal effects, disease, changes in other

parts of the economy such as relative incomes, laws, taxes, inflation,

information, etc. The controllability of these inputs is determined by

the way in which they enter the system. Some inputs are controllable

by the manager of the micro system (i.e., farm producer) and others are

controllable by government. The most important inputs in the case of

price instability are, however, those which are uncontrollable by both

farm producer and government.

Random Variation in the Feedback Process

This type of random variation occurs in the system due to the

effects of the outcome of the process (changes in price), differences in

individual preferences and changes in management practice (at both the

micro and macro level) i.e., formulation of price expectations. Random

variation in the feedback loop should not be confused with the process of

the feedback loop itself. When prices change, due to dP/dt being either

positive or negative, the resulting price is fed back directly to the
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demand and supply determining factors. This is ggt_random variation.

Random variation is created by noise in the feedback system which may

affect the direct signal of the outcome.

Exogenous Behavioral Influences

Many of the occurrences of random variation in the behavioral

relationships of the system are similar to those which occur in the feed-

back mechanism. However, differences between these random variations

will be distinguished here because their effects are different and their

causes are, of course, resulting from very different sources. For

instance, changes in individual preferences can be influenced by both

the resulting outcomes of the system (r.v. in feedback) and from external

influences (i.e., changes in laws not only change the structure of the

system but the behavioral responses of individuals).

Problem Identification

The above brief description of the structure and behavior of the

system has specifically identified three major areas around which the

problem of instability can be related to research effort. That is, the

three principal aspects of the structure and behavior of the system--

participants, mechanism and random variation--provide the major identifiable

sources of instability. There is, however, a single underlying principle

which accounts for the reasons why these three aspects of the system are

indeed the major sources of instability; that is the principle of uncer-

tainty.

Instability, however, should not be equated exactly with uncertainty.

Instability, as previously discussed, is an outcome. It is indeed the
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problem in terms of performance. Uncertainty, on the other hand, "is the

complement of knowledge. It is the gap between what is known and what

needs to be known to make correct decisions" (Mack, 1971, p. 1). The

problem of instability, then, can be clearly stated as a problem which

involves the presence of uncertainty in the system, and specifically that

the interrelationship between uncertainty and the participants, the

mechanism and the random variation in the system are responsible for

what has been termed instability.

The presence of uncertainty, as an underlying cause of instability,

presents some interesting questions with respect to the solution of the

problem of instability. The complexity of the problem is accentuated by

the following two questions:

1. Is it uncertainty which is responsible for creating instability,

or is it instability which creates uncertainty?

2. Would a reduction in the amount of uncertainty reduce the degree

of instability or is it that a reduction in instability would

reduce uncertainty?

The answers to these questions is perhaps somewhat academic. On

the other hand, as the following shows, there is a real need to under-

stand what is cause and what is effect.

How is uncertainty linked so vitally to the three identifiable

sources of instability? First, it is clear that random variation in the

system is a major cause of uncertainty, by definition. Specifically,

uncontrollable exogenous inputs, unpredictable behavioral responses and

unexpected changes in the feedback mechanism are probably the major

factors which determine the magnitude of uncertainty in the system.
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Random variation may also be created by instability since instability

will produce some undesirable performance which in turn feeds back into

the exogenous environment and re-enters the system as exogenous inputs

or influences on behavior. Secondly, the mechanism itself is both a

source and a sufferer of uncertainty. Apart from the random variation

entering the mechanism via almost every element of the system, the

pricing mechanism itself is a major cause of uncertainty. As price is

formulated (see Figure 4.4) it is fedback to both producers and consumers

who utilize the observed information to formulate new conditions for

supply and demand which in turn determines the next price. Since neither

knows what the other will do, there exists some uncertainty as to the

outcome of the individual decisions made. Theoretically, of course, the

system is self-balancing and should tend toward a stable equilibrium.

Random variation, however, will create differences in the system which

are not necessarily self-balancing. Thus, the uncertainty feeds on

itself. The ability of the system to adjust to this uncertainty will

determine whether or not it is undesirable. Finally, the participants

in the system, as explained by Bartlett (1973) are subject to uncertainty

and are therefore also a prime cause of uncertainty. Again there is a

feedback mechanism involved, and individuals subject to uncertainty

will create uncertainty in the system.

Uncertainty, then, is an all pervading, underlying principle of

instability. Furthermore, within the system, the feedback mechanism

makes it indeterminate whether uncertainty creates instability or

whether instability creates uncertainty. While the question of the

causal relationship may not be important, the dynamic feedback relation-

ship between uncertainty and instability is an important aspect of the

understanding of the complexity of the problem for the following reasons.
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1. A reduction in instability requires that fluctuations in the

system converge to some desired level over time

2. A reduction in uncertainty requires some knowledge or infor-

mation which will ensure an outcome before that event has

occurred

Thus, in a system in which there is no intervention one is reduced

when the other is assured. That is, a reduction in instability will

occur when a reduction in uncertainty is assured. Similarly, a reduction

in uncertainty will be achieved when instability is reduced. The problem

is, which one should be reduced?

Superficially, it would appear that it does not matter whether

instability or uncertainty is reduced. Since they are both intimately

related, then reduction in one creates a reduction in the other. Quiggan

and Anderson (1979) present an argument which shows that inconsistencies

can arise between the need to reduce uncertainty and the need to stabilize

price. If a scheme is to reduce risk then forward prices must be known

as far in advance as possible. If a scheme is to stabilize price (rather

than support prices) it is necessary to have the long run price converge

to actual price in a particular time period. The point is, if, for

reasons of reducing risk, a price is fixed in a time period before pro-

duce is to be marketed, then clearly that price cannot be changed once

producers have made their decisions to produce. Hence, the fixed price

may be the cause of misallocation of resources if there is a deviation

between supply and demand. On the other hand, in order to stabilize the

price, deviations between supply and demand must shift the price to its

long run equilibrium price--which, for price stability, must be its

actual price.
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In terms of the conceptualization of instability as being explained

by transient response, price stability requires the "settling" down of

prices to its "desired" level. Risk reduction, on the other hand,

requires that prices be fixed and remain fixed throughout the production

and marketing period.

The nature of inquiry therefore makes it necessary to attempt to

understand what current agricultural policies actually achieve. While

the inconsistency between stabilizing prices and reducing risk (or

uncertainty) remains a problem in theory, the nature of the inconsistency

is an empirical question. More importantly, it is clear that there is an

important interaction between the "causes" of instability and the "effects."

That is, it is necessary to understand the connection between policies

which stabilize prices to offset the "effects" of instability, and

policies which stabilize prices to offset the “causes" of instability.

In order to reinforce the abstract themes of the theoretical nature

of this study, it is necessary to evaluate a model which demonstrates

the operation and mechanisms of the economic system. Unfortunately,

such an empirical study will not be able to be generalized, since it is

necessary to be specific about an industry, and about the levels at

which that industry operates. Clearly, other industries, under different

assumptions, and different policies will not react or have consequences

of the nature or magnitude than the one that has to be investigated.

Other problems of empirical research also exist. Because of the

complexity of any industry, the model will necessarily be simplified.

Many of the theoretical problems considered previously are unable to be

quantified, and, in order to make the model manageable, some aspects of

the market interaction mechanism will have to be ignored.
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Summar

Chapter 2 dealt with three basic difficulties in past and current

research into price instability. These are definition, performance

criteria and analytical technique. In this chapter an attempt has been

made to clarify the concept of instability by redefining it in terms of

the transient response of the system, which leads to a more basic con-

cept of performance criteria. Having conceptualized a new set of per-

formance criteria, the SCP/ADM framework of Chapter 3 is applied, in

which three basic sources of instability are identified, all of which

may be captured by the principle of uncertainty. The crucial link

between the ”causes" of price instability and its "effects" is encapsulated

in the desire to reduce the detrimental effects of price instability by

controlling the price. In doing so, however, the feedback mechanism of

price discovery results in some basic inconsistencies in the system. Of

importance is the conflict between a desire to stabilize prices to Offset

its detrimental effects, and a desire to reduce risk to Offset some of

the potential causes of instability. Of equal importance is the effect

which price stabilization has on the system itself and the need to

understand what it is that price stabilization achieves. These are

empirical questions which will be considered in the following two chap-

ters in the form of the following four questions.

1. Is it necessary to stabilize prices?

2. Is price stabilization better than nothing?

3. Is it necessary to improve existing price stabilization

policies?

4. Is it possible to improve the existing system?
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Specifically, an attempt will be made to show the interaction

between the price mechanism and the potential causes of price instability.

Of considerable interest will be Chapter 6 in which some attempt will be

made to examine the controllability of the system, and survey the effects

of some policies on the system as a whole, the aim being to discover if

price stabilization policies achieve price stability or a reduction in

risk.
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Footnotes: Chapter 4

1More precise definitions of stability may be found in Manetsch and

Park (1977, pp. 5-20 - 5-23) and other engineering literature on auto-

matic control theory. Only linear systems concepts are being dealt

with here. Similar, but more complex theory has been developed to deal

with nonlinear systems.

2Economic instability is used to differentiate that instability

which is created by fluctuations in an otherwise (mathematically) stable

system, from mathematical definition of instability.

3Second order conditions are required for maximization.



CHAPTER 5

A MODEL FOR INSTABILITY ANALYSIS

Thus far, discussion has been theoretical and at a fairly high

level of abstraction. As mentioned in the previous chapter, the dis-

tinction between theoretical and empirical work necessarily extends the

work that must be carried out in order to get to the problems of price

instability. The ensuing two chapters will deal with a practical systems

model for the analysis of price instability. This chapter will develop

the model and attempts to show the sources of instability. Chapter 6

will show some further results when some system controls are introduced.

A Simple Nonlinear Systems Simulation Model

The first task in constructing a systems simulation model is to

identify the essential mechanisms involved. The most important, of

course, is the price mechanism, which is explained in Chapter 4 (see

Figure 4.4). It is convenient to begin with that causal loop diagram

and develop from it an initial simple and general block diagram of an

economic process. The model that is developed initially can be viewed

as the economic mechanisms of a single competitive industry under cer-

tainty.

Figure 5.1 represents the block diagram of a general economic system.

While the model is fairly self explanatory, a brief description is pro-

vided here.
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The model can be divided into six parts.

1. Demand: There are two aspects of demand. One is endogenous

demand (DEMEN) representing that aspect of constant demand influenced by

price and income. The other aspect is exogenous demand (DEMEX), repre-

senting a type of random variation in the system provided by exports and

other shocks to the system. Total demand (DEM) is the addition of both

these sources of demand.

2. Production: Production is individualized by specifying a

price lag relationship from which it is hypothesized that price expecta-

tions are formed (EP). These price expectations are fed into a simple

production function representing the technical aspects of production and

forming the basis of desired production (PRODD). Since agricultural

production is not instantaneous, desired production is transformed into

a delay mechanism, the output of which is actual production (PROD).

Whilst in the production delay or lag mechanism, some loss or delay may

occur.

3. Inventory: Clearly realized or actual production is added,

each time period, to the total inventory of stocks. From time to time,

the producer will draw stocks to sell. Thus inventory is a changing

aspect of the system represented as

952'}- : (PROD - TRANS)

where

AI = actual inventory

PROD = actual production

TRANS transactions



94

By integrating %%l-(using Euler's Integration) then AI = AI + 01 *(PROD -

TRANS) where 01 is the time change. It is conceivable that some constant

amount of inventory will be kept to try to stabilize market conditions.

That is, inventory is used to ensure that supply to the market is not

dependent only upon discrete production.

4. Supply: Supply is given by the following equation

SUP = PRODD - C6 *(AI - DI)

where

SUP = supply

PRODD = desired production

C6 = constant

AI = actual inventory

01 = desired inventory

An illustration will help to explain this. Suppose current prices were

higher than previous ones. Since PRODD = C2 * P, then PRODD will increase.

Now suppose also that desired inventory had not been achieved previously--

thus DI > AI. Therefore, the producer will sacrifice income now for the

prospect of more income later. Thus, supply will be reduced until such

time as desired inventory is more than or equal to actual inventory.

When AI = 01 then SUP = PRODD, and current prices will reflect the

amount of supply to market.

If, on the other hand, prices increase but inventory is large such

that AI > 01. Clearly, the excess will be loaded into the market until

DI = AI again.

5. Transactions: The amount of stock transacted in the market

(TRANS) is simply the minimum (MIN) of supply and demand. Under conditions
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Of excess demand, supply will be the limiting factor. The opposite is

also true. Clearly, the number of transactions which occur will affect

inventory.

6. Price: As in any competitive market, equilibrium price is

determined by the clearing of the market; i.e., that which equates of

supply and demand. The price mechanism is described by the Walrasian

market condition 3% = k(DEM - sup), or DPDT = cons * (DEM - sup).

Since price changes can occur differently under conditions of excess

supply or excess demand, it is specified in the model as

IF (DEM - SUP) 30, 40, 4O

30 DPDT = (DEM - SUP) * C3

40 DPDT = (DEM - SUP) * C4

That is, if there is excess supply then (DEM - SUP) < O and C3 will be

the relevant constant. If there is excess demand, then (DEM - SUP) > O

and C4 is the relevant constant. Clearly, if equilibrium is achieved

then (DEM - SUP) = O and DPDT = 0. Hence, there is no price change.

Data Specification and Model Solution

In order to use the model, the first problem is to find the para-

meters C1, C2, C3, C4, CS, C6, C7, and C8, as identified in Figure 5.1.

While it would be simpler to specify these hypothetically, some reality

is given to the model if actual industry data are used. In this case,

the U.S. beef industry was chosen for several reasons. A reasonably

good data series exists for this industry; there does not exist any

stabilization scheme; and previous work with this industry yields some

knowledge of its mechanisms.
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Since the model is dynamic and nonlinear, parameter estimation

using the usual econometric techniques is extremely difficult. In this

case, the algorithm COMPLEX is used, in order to find a "best fit" to

the historical time series using a weighted least squares criterion.

COMPLEX is essentially a search technique, which, given initial (feasible)

starting points, will tend to collapse on the optimum solution using

standard geometric techniques (see Kuester and Mize, 1973). The data

used are from Crom (1970), and is specifically the U.S. fed beef sector.

The data are quarterly and the time series is from 1956 to 1969. Both

price lag and production lag are Specified in the model. The production

lag is three years and the price lag is a three year (12 quarter) poly-

nomially distributed lag.

Applying COMPLEX to the model the following results are obtained.1

Parameter Value

Cl 211266.5

C2 91.197

C3 0.0832

C4 0.0321

C5 0.0502

C6 6.402

C7 0.0574

C8 709.323

In order to test the model, two methods are used. First, the above

values are inserted into the model and ten years of data are generated.

This is then compared to the actual data to see how closely the model

tracks the historical model. The second test is a sensitivity analysis.

Each of the parameters is adjusted up and down by five percent, and the

differences are recorded. These are then compared with the generated

data and with actual data. All parameters except for C3 and C4 were

found to be relatively stable in the sense that large deviations were not
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Observed. C3 and C4 were found to be quite sensitive to change, which

would make sense since these parameters both determine the change in

price which will occur. The results of the historical tracking test are

presented in Figures 5.2 to 5.5. The results of the sensitivity analysis

are excluded.

Introduction of Random Variation
 

The exact extent to which random variation enters the model is

impossible to determine analytically. On the other hand, random varia-

tion does occur in three ways as described in Chapter 4. They are:

(1) exogenous inputs from outside the system, (2) random variation

occurring in the feedback mechanism, (3) exogenous influences on behavioral

aspects of the system. In order to capture this variation, it is

necessary to make the assumption that deviation of estimated from actual

output is due to random variation entering the system. Of course, it is

not possible to say exactly where or how it enters in an analytical way.

In order to introduce random variation into the model the following

arbitrary rules are used.

1. Random variation is assumed to enter into income (Y), endogenous

demand (DEMEN), price (P), expected price (EP), production lag

(reflected in PROD) and desired inventory (DI)

2. For each variable, the mean and variance of the actual minus

estimated variable values are calculated

3. These means and variances are then used to estimate the random

variation in each process. Each of the distributions are

assumed to be exponential or exponentially autocorrelated
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4. The historical tracking of the model is tested against actual

observations. These results can be seen in Figures 5.2 - 5.5.

While it is clear that these methods are crude, the essence of

the model under uncertainty is captured. It should be remembered

that the model results represent a controlled experiment rather

than a true reflection of reality. The generated output of

the model is realistic only in that it can track ten years of

actual beef industry output reasonably well. The reality of

the model is in its mechanisms, even though simplified

Instability in the System

In order to demonstrate instability in the system, it is necessary

to reconsider the definition given in Chapter 4. Briefly, it is pro-

posed that there are three aspects to instability as described by transient

response. They are rising time, overshoot and settling time. Two

aspects of this definition become immediately clear. First, in order to

measure transient response, a desired output is needed to compare with

actual output. In any economic system, desired output is normative.

That is, it is subject to conjecture, since output is not centrally con-

trolled, nor is it ever certain what desired output should be. Any

attempt to describe desired output necessitates describing some criteria

which are necessarily value judgements. Secondly, since transient

response is described over time, the definition adopted here requires

the observation of actual output, which is the result of a single increase

(or decrease) in desired output. Apart from not being able to specify

desired output, Observation of the results of a single action in the

market is not normally possible. This is because the market is a dynamic
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process in which changes occur constantly in both desired and actual

output. The definition therefore is necessarily hypothetical and not

subject to easy measurement.

A third problem also occurs when the definition of system output is

considered. Which output is to be Observed? Since major interest

centers on price instability, should observed output be price? The

answer to this question is both yes and no. Strictly speaking, every

variable in the system can be considered system output. Furthermore,

when system stability is considered, each and every variable becomes an

important component of the observed output. In order to deal with these

problems the following rules are considered.

1. There are five "final" outputs in the system. They are

(a) price, (b) demand, (c) supply, (d) inventory, and

(e) transactions. Since transactions are simply the minimum

of supply and demand, it can be eliminated from the list,

thus making the number of important component outputs four.

2. Since transient response cannot be satisfactorily Operationalized

in an economic system without further criteria being considered,

analysis of instability involves observance of the results of

different actions in the system by considering the four final

outputs. This is achieved in summary form by (a) graphical

comparison, and (b) mean, standard deviation and coefficient

of variation.

While these methods are crude, it is felt that satisfactory analysis

can be carried out using these methods. Other methods are possibly avail-

able but require varying degrees of inference to be satisfactorily inter-

preted.
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In Chapter 6, some controlled experiments will be carried out to

demonstrate several scenarios with respect to price stabilization.

Since transient response cannot be measured directly, it is assumed that

policies to stabilize price in terms of rising time, overshoot and

settling time can be compared to the "base" model described here. Under

each scenario, results are analyzed under both certainty (without random

variation) and uncertainty (with random variation). At the risk of

being somewhat repetitive, the "base" model is summarily described as

follows.

Figures 5.2 - 5.5 demonstrate graphically the output of the control

model of price demand, supply, and inventory under both certainty and

uncertainty. While the Observed results are quarterly observations over

a ten year period, the time change (01) in the actual model is 0.1. That

is, the model produces ten output results every quarter. Observing only

quarterly results is equivalent to collecting quarterly data for analysis

and making corresponding inferences. Quarterly statistics assume that

output is constant within a single quarter (or every 90 days). It should

be noted that this model assumes change every nine days, which is more

realistic than a quarterly econometric model but is not perhaps as

realistic as daily change or even half daily. It is sufficient to say

that economists must recognize that measured noise in a system is only

as accurate as the observed time between changes.

In order to capture in part the unobserved noise in the system,

Table 5.1 summarizes the base model in terms of the mean, standard

deviation and coefficient of variation of the four final outputs.
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Tab1e 5.1

Summary Statistics of Base Mode1

 

 

 

Mean Standard Coefficient of

Dev1at10n Variation

Under Certainty

Price 57.8 11.7 0.203

Supp1y 3959 1994 0.504

Demand 3959 844 0.213

Inventory 169 112 0.660

Under Uncertainty

Price 44.3 17.4 0.392

Supp1y 5011 4630 0.924

Demand 2946 1078 0.366

Inventory 225 218 0.968
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Finding the Transient Response

A1though it has been previous1y mentioned that transient response

cannot be direct1y measured it is possib1e to app1y to the systems

mode1 a hypothetica1 one time change. The aim of such a contro11ed

experiment is to observe the response of the system to a one time

change in price, thus noting how rapid1y the system responds (rising

time), the extent of the f1uctuation (overshoot) and the time taken to

sett1e down into a re1ative1y stab1e system (sett1ing time). To experi-

ment demonstrates the effect of a one time change in price.

In order to carry out such an experiment, the system must be

observed to sett1e into an equi1ibrium. That is, the transient response

is observed as the difference between how the system actua11y reacts

compared to the situation of a one time or sustained increase in price.

In order to enhance the "sett1ing down" of the system, initia1 conditions

are set up as c1ose as possib1e to equi1ibrium conditions. Unfortunate1y,

because of the 1ag structures and the continuous adjustment which occurs

in the mode1, there is no observed continuous1y constant "sett1ing down"

of the system. However, when the mode1 is "run“ for 50 years (200

quarters) a cyc1ica1 pattern emerges where a11 outputs tend to "sett1e

down" to very 1itt1e change for a short period of time every 47 quarters.

In order to observe the transient response, prices are increased by

50 percent in the first observed "sett1ing down" phase of the time path,

and he1d constant for the entire quarter, after which the system is

a11owed to adjust as it norma11y wou1d. By observing the two time paths

it is possib1e to demonstrate how the system reacts to the one time

change in prices, how 1ong it takes to return to equi1ibrium, and the

overa11 effects of the 1ag structures.
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Figures 5.6 - 5.9 demonstrate graphica11y the resu1ts of this

"experiment" whi1e Tab1e 5.2 shows the summary statistics for the two

time paths. Since this is a re1ative1y simp1istic approach to transient

response the experiment is on1y carried under conditions of certainty.

The resu1ts begin in the 27th quarter and show the effects of the transient

response through the 79th quarter. The 50 percent price increase occurs

in the 30th quarter.

In Figures 5.6 - 5.9 it is c1ear that there is an initia1 impact

of considerab1e change after the "price shock," which appears to sett1e

down after five or six quarters. However, another impact can be observed

between the 11th and 16th quarters after the "shock" due to the 1ags

invo1ved. Sma11er impacts can be observed thereafter for the entire

cyc1e but with decreasing effects. A1though not shown in the figures,

these increasing1y sma11er impacts continue throughout the 200 quarter

simu1ation, but with neg1igib1e effects on the system. Tab1e 5.2 shows

that these "shocks" of transient response have neg1igib1e effects on the

distribution of price and demand, but some impact on supp1y and inventory.

Summary

The purpose of this chapter has been to describe a simp1e non1inear

systems simu1ation mode1 which may be used to examine the make-up of

the price mechanism, and demonstrate how the "causes" and "effects“ of

price movements interact.

Whi1e the mode1 is a much simp1ified version of rea1ity, the intention

of the mode1 is to demonstrate the mechanisms invo1ved in price discovery.

Whi1e the mode1 simu1ates a ten year period of the U.S. fed beef sector

reasonab1y accurate1y, the methods used are crude and simp1e and its

resu1ts shou1d be interpreted and used with care.
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Tab1e 5.2

Summary Statistics for Transient Response Experiment

 

 

 

Mean Standard Coefficient of

Dev1ation Variation

Norma1

Price 51.1 15.6 0.305

Supp1y 4587 1514 0.330

Demand 4588 1212 0.264

Inventory 269 198 0.738

Shocked

Price 51.1 15.5 0.304

Supp1y 4663 1784 0.383

Demand 4603 1240 0.269

Inventory 278 245 0.883
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The mode1 is a1so used to attempt to show the concept of transient

response, but with somewhat disappointing resu1ts. Transient response

is unfortunate1y more hypothetica1 than operationa1 when used in this

type of economic mode1. Hopefu11y, further research wi11 uncover a way

of operationaIizing it in a more satisfactory way than it is used in

this chapter.

The fo11owing chapter wi11 use the mode1 as it is deve1oped here to

demonstrate some scenarios of price stabi1izing poIicy. The aim of these

"experiments" is to attempt to discover how "causes" and "effects" inter-

act in the system, and whether or not price stabi1ization po1icies

achieve anything in the way of price stabi1ity over time or reduction in

risk.
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Footnotes: Chapter 5

1WhiIe these va1ues do not have much interpretative meaning, the

most significant va1ues are C3 and C4 which indicate that prices are

adjusted downward at a faster rate (0.0832) than they are upward

0.0321 .



CHAPTER 6

SYSTEMS CONTROL AND PRICE INSTABILITY

Introduction
 

Many of the prob1ems faced by economists are contro1 or management

prob1ems--and indeed it wou1d appear that price instabi1ity is such a

prob1em. In accordance with the SCP/ADM paradigm of Chapter 3, contro1

prob1ems are separated from ana1ysis. A good dea1 of confusion exists

in economists' approach to prob1ems when ana1ysis and contro1 prob1ems

are not separated. There appears to be a tendency to a110w the method-

oIogy to dictate the prob1em, rather than to a110w the prob1em to dictate

a methodo1ogy. By separating out ana1ysis from design and management

it is easier to keep research goa1s in perspective.

The purpose of this chapter is to examine some of the contro1

issues, and to demonstrate four scenarios of price stabi1izing po1icy.

Apart from the prob1ems of contro11abi1ity, interest wi11 be centered

around whether or not price contro1s and other po1icies actua11y

stabi1ize prices over time, whether they reduce instabi1ity or uncer-

tainty or both in the short run and in the 1ong run, and the effects of

price stabi1ization poIicies on the system as a who1e.

There are two approaches to the contro1 prob1em.

1. Some systems have inputs which are direct1y contro11ab1e by

managers. For exampIe, at the farm 1eve1, the contro1 prob1em is

soIved by adjusting inputs so that desired output is attainabIe. This

115
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is the management mode, where a particu1ar structure is determined in

order that the system be managed (or manageab1e).

2. Other systems do not have natura11y or direct1y contro11ab1e

inputs, so that design is required in order to gain controI of the

system. For examp1e, the automobi1e must be designed so that contro1

is attained by the driver. It is supposed1y possib1e to contro1 or

"tune" the economy by adjusting taxes and/or interest rates. These

po1icy inputs form part of the design of the economy by which govern-

ment may exert some contro1 over the system.

It shou1d be remembered that the difference between design and

management is that design is defined as the determination of a system

structure or conduct given system inputs and desired output. Manage-

ment is the determination of inputs given the system structure (conduct)

and desired output. Design is not the physica1 changing of the struc-

ture (inputs)-—this is management.

The first prob1em confronting the economist then, is to determine

whether or not the system is contro11ab1e. If the system is contr011ab1e,

then it may be possib1e to manage the system by adjusting the contro11ab1e

inputs. If the system is not direct1y contro11ab1e, then it may be

possib1e to design a system structure such that controI is attained.

Contro11abi1ity of the System
 

Whi1e there exists a mathematica1 theory of contro11abi1ity, the

system deve10ped in Chapter 4 is not in a form which can be mathematica11y

ana1yzed to determine whether or not it is contro11ab1e. According to

Manetsch and Park (1977) the conditions necessary for dynamic contro1 are:
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1. The system can be mode1ed mathematica11y with reasonab1e

accuracy.

2. The system is contro11ab1e in the sense that the po1icy inputs

are "connected to" or change the state and/or output variab1es.

3. The system operates with random disturbances which affect the

state.

4. Desired performance of the overa11 system can be stated

mathematica11y as a set of consistent specifications.

5. There is a rationa1 controI design procedure.

Of the two approaches to contro1 prob1ems, the management mode

requires contro1 over inputs whi1e to the management design mode requires

some method of contro11ing the system structure. In a macro-economic

mode1 such as the one deve1oped in Chapter 5, where "management" is

considered to be the government, there is 1itt1e in the way of contro1

over inputs which affect the outcome of the system. Therefore, it is

necessary to examine the second approach to contro1--name1y the manage-

ment design mode. Apart from taxation, interest rates and some other

marketing po1icies, the on1y direct method of gaining contro1 over the

system structure is through the price feedback 100p. It is in this

fashion that past and current po1icies of stabi1ization have been for-

mu1ated.

Examination of the possibiIities of government contro1 of prices

gives rise to a series of other possib1e contro1 measures. For examp1e,

if inventory, unti1 now considered to be private, became a government

contro11ed instrument, then some contro1 can a1so be exerted over supp1y

by using inventory to buffer the shocks to the system. Whi1e there is
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no such stabi1ization scheme in the U.S. for beef, most economists are

fami1iar with the current price stabi1ization schemes in the grain

industries. The aim of such po1icies is to reduce risk in the private

sector by transferring it to the pub1ic sector. This can be achieved,

under conditions of certainty, in severa1 different ways. Current

po1icy formed under the 1977 Food and Agricu1ture Bi11 provides for

price contro1 in the form of announced annua1 price setting arrangements

together with a buffer stock scheme. Such contro1 over prices and in-

ventory a1so a110ws government to coerce the farm producer by a11owing

them to partake in the price stabi1ization scheme on1y if certain con-

ditions of production are met.

What does this indicate in terms of the prob1em of price instabi1ity?

As stated in the prob1em identification of Chapter 4 the major cause of

price instabi1ity is uncertainty. This uncertainty has three major

sources, name1y, participants in the system, the mechanism and random

variation. The entire prob1em has the added dimension of time, in addi-

tion to the prob1em of compatibi1ity of aims (i.e., price stabi1ization

may cause destabi1ization of other variab1es of the system). Government

contro1 of prices and inventory therefore has the possibi1ity of reducing

some uncertainty and of making some of the goa1$ more compatibIe.

Unfortunate1y, price stabi1ization in this form 1eaves some of the major

sources of uncertainty unattended; name1y, some participants and two of

the three sources of random variation. It dea1s with some of the random

variation in the feedback 100p but does not dea1 specifica11y with

random variation from exogenous sources and/or random variation in the

behavioraI aspects of the system. In short, current price stabi1ization

poIicies can on1y purport to be partia11y stabi1izing at best. It wou1d
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be unfair to say that this is a11 that is attempted by government. In

addition to direct price stabi1ization, government po1icy a1so provides

for disaster insurance and forecasting of commodity market expectations.

In addition to this, agricu1tura1 marketing agencies provide forward

contracting for some commodities, futures markets and crop insurance-~a11

of which aid in reducing uncertainty in various parts of the market and

tend to stabi1ize the market.

Price Contro1 in the System

Whi1e the system deve1oped in Chapter 5 does not demonstrate a11

the 50phistications of the rea1 market situation, it is possib1e to

examine some scenarios of price contr01 and price stabi1ization. Four

scenarios are presented here in order to gain some perspective of the

prob1em in quantitative terms. It shou1d be remembered that the pur-

pose of examining these scenarios is to demonstrate the potentia1 con-

f1icts between a reduction in uncertainty and stabi1izing the system

over time. Interest is therefore centered not on1y on price, but on

supp1y, demand and inventory as we11.

Annua1 Price Contro1

The first scenario dea15 direct1y with the price mechanism. Instead

of a11owing the market to determine prices, government sets and announces

prices which are fixed for each year of the system output. Since prices

are announced before the production process begins, the price expecta-

tions mode1 wi11 be affected. It is expected therefore that the produc-

tion process wi11 be re1ative1y more stable. Since demand is affected

by price and income, then demand too wi11 be re1ative1y stabi1ized. The

two outputs of the system of interest therefore wi11 be inventory 1eve1s

and price changes over time.
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Figures 6.1 to 6.4 present the graphica1 detai1s of such a po1icy

under both certainty and uncertainty. Tab1e 6.1 presents the summary

statistics.

Interpretation of the resu1ts is rather difficu1t because of the

inabi1ity to present the resu1ts in a neat and compact way. Thus

interpretation requires some judgement to be made. Besides examining

the resu1ts on their own, some comparison can be made with the resu1ts

of the base run in Chapter 5. In addition, some care needs to be

taken in the interpretation of the coefficient of variation as an

indicator of stabi1ity or instabi1ity. Since the coefficient of varia-

tion is given by

CV = SD/M CV = SD/M

where

SD = standard deviation SD

M = mean

then it is c1ear that its use as a summary statistic is subject to how

the mean and standard deviation react to po1icies. If the mean is

increased whi1e the standard deviation remains constant, then the CV

wi11 decrease. Where the CV decreases, it is important to identify it

as a mean increasing or standard deviation decreasing type decrease.

This is particu1ar1y important with respect to price, where increased

mean wi11 cause the CV to decrease, but, in genera1, ref1ects increased

supp1y and decreased demand, with the resu1t often indicating a sub-

stantia1 rise in the variance of the distribution. Hence, of greatest

interest is a po1icy which is re1ative1y mean-preserving whi1e reducing

the variance of the f1uctuations.
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Tab1e 6.1

Summary Statistics for Annua1 Price Contro1

 

 

 

Mean Standard Coefficient of

Deviation Variation

Under Certainty

Price 50.8 12.4 0.244

Supp1y 4302 2718 0.632

Demand 4686 1779 0.379

Inventory 279 386 1.38

Under Uncertainty

Price 47.9 15.4 0.323

Supp1y 4412 3587 0.813

Demand 4763 2377 0.499

Inventory 302 504 1.67
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As mentioned previous1y, examination of transient response under

these conditions is not possib1e without a considerab1e amount of judge-

ment being exercised. Where possib1e, some comment on the transient

response wi11 be made, with much of the judgement being determined by

the theoretica1 outcomes.

The annua1 price contr01 po1icy examined here c1ear1y provides

for short run price stabi1ity, in the sense that it prevents f1uctua-

tions in price from year to year. However, depending on the direction

of price movement from year to year, there is not necessarin any Iong

run stabi1ity. The resu1ts indicate that the mode1 remains re1ative1y

stab1e for the first seven years. However, because of the genera1 bui1d

up in inventories, the price p1unges in year seven in order to c1ear the

market and restabi1izes in year eight. Whether this is a more desirab1e

state of affairs depends entire1y on peop1e's preferences.

With respect to a reduction in uncertainty, it is c1ear that price

uncertainty to producers is substantia11y reduced in the short run.

NevertheIess, it is c1ear that as prices rise, producers begin to over-

produce and inventory accumu1ates cu1minating in the need to reduce

prices substantia11y to c1ear the market. Again, it is not possib1e to

say whether this is a more desirab1e state of affairs or not.

Inventory Limits

The re1ative1y stabi1izing effect of an annua1 price change is

rea11y on1y possib1e if, at time of low prices, inventory can be a11owed

to accumu1ate in anticipation of "better" prices. Since it is assumed

that the government operates the buffer stock, there wi11 obvious1y be

an upper 1imit to the amount of produce that can be stocked. A
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comp1ication occurs here, in that producers of course can a1so withho1d

stocks. It might be assumed that even with an upper 1imit to government

inventories, producers cou1d withhoId stocks in times of depressed prices.

Neverthe1ess, it wi11 be assumed that tota1 inventories cannot exceed

500 mi11ion pounds of beef. This is the same as setting an upper 1imit

on desired inventory, but does not necessari1y mean that actua1 inven-

tory wi11 not exceed the upper 1imit. Thus, it can be expected that

prices wi11 be forced to Iower 1eve1s when inventories exceed the upper

1imit, and the effects wi11 be fed back to supp1y and demand.

Tab1e 6.2 shows the resu1ts of this upper 1imit on inventory with

annua1 price changes, whi1e Tab1e 6.3 presents the resu1ts of the upper

1imit on inventory without any price contro1s. Figures 6.5 to 6.8 present

the graphica1 resu1ts.

It is interesting to note that an annua1 price contr01 together

with the upper 1imit on inventory appears to be 1ess stab1e overa11 than

the same thing without price contro1s. This is an effect of the mean

increasing, whi1e the standard deviation decreases. Both of these

effects of course cause the coefficient of variation to decrease.

Demand Oriented Markets

The third scenario is an attempt by government to contr01 supp1ies

to the extent that demand is a1ways satisfied. In the originaI mode1

deve1oped in Chapter 5, transactions are determined by simp1y taking

the minimum of supp1y and demand. It is hypothesized here that a

destabi1izing effect cou1d occur when avai1ab1e supp1y fa11$ short of

demand. In this scenario, demand is a1ways met, even at the expense of

decreasing inventory be1ow desired minimums, thus attempting to avoid

sudden price increases which may destabi1ize the market. Of course, it
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Tab1e 6.2

Summary Statistics for Annua1 Price Change

And Upper Limit on Inventory

 

 

 

Mean Standard Coefficient of

Deviation Variation

Under Certainty

Price 46.4 11.9 0.258

Supp1y 4244 2819 0.664

Demand 5149 1968 0.382

Inventory 293 418 1.428

Under Uncertainty

Price 48.2 16.4 0.342

Supp1y 4563 4043 0.886

Demand 5352 2901 0.542

Inventory 323 557 .723
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Tab1e 6.3

Summary Statistics for Upper Limit on Inventory

With fig Price Contro1s

 

 

 

Mean Standard Coefficient of

Deviation Variation

Under Certainty

Price 56.1 12.8 0.229

Supp1y 4123 2392 0.580

Demand 4117 979 0.238

Inventory 177 112 0.63

Under Uncertainty

Price 57.2 16.7 0.292

Supp1y 4246 2900 0.683

Demand 4224 1905 0.451

Inventory 348 343 0.985
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stocks in inventory are totally decreased then supply will fall to zero

and a price increase is inevitable. This is most likely to occur in a

"bad” year when production is decreased and demand is met predominantly

out of inventory.

The following three results are presented under both certainty and

uncertainty.

l. Demand is met under conditions of no other controls (Table 6.4).

2. Demand is met when annual price controls and inventory limits

are imposed (Table 6.5 and Figures 6.9 to 6.l2).

3. Demand is met when inventory limits are imposed but with no

price control (Table 6.6).

Price Bands

The final scenario examined here is another type of price control--

namely the specification of upper and lower price limits. The idea of

price bands is an old one, constituting the conviction that prices should

not be fixed, but rather allowed to move within a band. Obviously,

prices will be stabilized and therefore, under certainty, demand will

also be stabilized. Once again, the interesting variables will be

supply and inventory. While there is no clear cut rule as to how prices

should vary, or to the extent that they should be controlled, an

arbitrary figure of i 20 percent of previous price is used here.

The following four results are presented.

l. Price band policy (Table 6.7 and Figures 6.l3 to 6.l6).

2. Annual price band policy (Table 6.8 and Figures 6.l7 to 6.20).

3. Price band policy with inventory control (Table 6.9).

4. Annual price band policy with inventory control (Table 6.l0).
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Table 6.4

Summary Statistics When Demand is Met

 

 

 

Mean Standard Coefficient of

Dev1atIon Variation

Under Certainty

Price 69.6 19.1 0.274

Supply 3274 2492 0.761

Demand 3423 771 0.225

Inventory 113 146 1.292

Under Uncertainty

Price 68.3 28.6 0.420

Supply 3382 3152 0.932

Demand 3442 1243 0.361

Inventory 136 199 1.463
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Table 6.5

Summary Statistics When Demand is Met With

Annua1 Price Controls and Inventory Limits

 

 

 

Mean Standard Coefficient of

DeViation Variation

Under Certainty

Price 58.6 13.6 0.232

Supply 2902 3864 1.33

Demand 4009 1275 0.318

Inventory 198 329 1.659

Under Uncertainty

Price 62.4 19.5 0.313

Supply 3421 4861 1.421

Demand 4216 1720 0.408

Inventory 226 367 1.623
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Table 6.6

Summary Statistics When Demand is Met With

Inventory Limits but W9_Price Control

 

 

 

Mean Standard Coefficient of

DeVIation Variation

Under Certainty

Price 68.8 19.3 0.280

Supply 3352 2907 0.867

Demand 3473 831 0.239

Inventory 103 140 1.363

Under Uncertainty

Price 65.1 19.6 0.301

Supply 3221 3150 0.978

Demand 3491 841 0.241

Inventory 120 171 1.420
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Table 6.7

Summary Statistics for a Price Band Policy

 

 

 

Mean Standard Coefficient of

Deviation Variation

Under Certainty

Price 57.7 11.7 0.203

Supply 3960 1994 0.504

Demand 3959 845 0.213

Inventory 169 112 0.659

Under Uncertainty

Price 59.3 17.4 0.294

Supply 4214 3548 0.842

Demand 4169 1255 0.301

Inventory 204 175 0.856
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Table 6.8

Summary Statistics for an Annual Price Band Policy

 

 

 

Mean Standard Coefficient of

DeViation Variation

Under Certainty

Price 50.8 12.4 0.244

Supply 4302 2718 0.632

Demand 4686 1779 0.379

Inventory 279 386 1.383

Under Uncertainty

Price 51.7 16.6 0.321

Supply 4414 3849 0.872

Demand 4529 2309 0.510

Inventory 283 411 1.453
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Tab1e 6.9

Summary Statistics for a Price Band Po1icy

With Inventory Contro1

 

 

 

Mean Standard Coefficient of

DeViation Variation

Under Certainty

Price 56.1 12.9 0.229

Supp1y 4122 2392 0.580

Demand 4117 979 0.238

Inventory 177 112 0.634

Under Uncertainty

Price 55.2 16.4 0.298

Supp1y 4232 3047 0.720

Demand 4180 1299 0.311

Inventory 196 180 0.921
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Tab1e 6.10

Summary Statistics for an Annua1 Price

Band Po1icy with Inventory Contro1

 

 

 

Mean Standard Coefficient of

DeViation Variation

Under Certainty

Price 46.4 11.9 0.258

Supp1y 4244 2819 0.664

Demand 5149 1969 0.382

Inventory 293 418 1.428

Under Uncertainty

Price 50.1 16.1 0.322

Supp1y 4624 4541 0.982

Demand 4772 2586 0.542

Inventory 296 482 1.630
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Summary of Scenarios
 

Before summarizing the resu1ts of the tests performed, and drawing

some conc1usions from them, it is necessary to reiterate the purpose of

the empirica1 exercise. In Chapter 4, it was conc1uded that whi1e

theoretica1 resu1ts appear to support the need to stabi1ize prices, the

outcome of doing so depends upon the overa11 effects of the po1icy. In

Chapter 5, a non1inear systems simu1ation mode1 is deve1oped which

emphasizes the importance of time (and dynamics) and uncertainty.

whi1e the mode1 is simp1e and specific to the fed-beef sector, some

demonstration of the possib1e under1ying causes of price instabi1ity is

possib1e. In this chapter, the mode1 is used to exp1ore the possibi1ities

of contr01, in order to attempt to investigate the possibi1ity of

improving the system with certain broad po1icies. It shou1d be remem-

bered that because of the specific nature of the mode1 and the po1icies

used to attempt to gain contr01 of the system, the resu1ts are not

genera1izab1e.

The purpose of the scenarios exp1ored here is much more of a demon-

stration of the possibi1ities of contr01, than of actua1 resu1ts. The

resu1ts in genera1 tend to support the theoretica1 resu1t that:

1. price contr01 po1icies do not, by themse1ves, stabi1ize the

market over time or substantia11y reduce 1ong run price

uncertainty;

2. there is a substantia1 tradeoff between efficient a11ocation

of resources in the agricu1tura1 sector and the reduction in

uncertainty or stabi1ization of price (a1though, the magnitude

of the tradeoff is not shown in the resu1ts);
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price contro1s and other contr01 measures may substantia11y

reduce instabi1ity and/or uncertainty in the short run at

some expense in the 1ong run; and

there is no sing1e consistent ru1e which can be used to

stabi1i2e prices aflg_reduce uncertainty without a tendency

to destabi1ize some other aspects of the system.



CHAPTER 7

A MODIFICATION TO THE NEOCLASSICAL APPROACH

Introduction
 

Much of the approach to ana1ysis of instabi1ity in this study has

stemmed from the specification of a different methodo1ogica1 framework

out1ined in Chapter 3, together with some criticism of the "conventiona1"

static approach under certainty in Chapter 2. There is, however, a need

to exp1ore some possibi1ities for deve1oping a modified neoc1assica1

approach which might be usefu1 in examining the question of price

instabi1ity within the neoc1assica1 framework by attempting to introduce

the concepts of uncertainty and time at the ana1ysis 1eve1 (i.e., given

structure and conduct, determine performance).

Introducing,Uncertainty

In Chapter 2 some criticism is 1eve11ed at past studies of price

instabi1ity where uncertainty had either been ignored, or introduced at

the behaviora1 1eve1 (supp1y and demand functions). The modified

approach introduces uncertainty at the uti1ity function 1eve1 and derives

the re1evant supp1y and demand schedu1es. This approach to a simp1e

static market exchange mode1 is uti1ized by Robison and Carmen (1979).

The market is initia11y characterized by two individua1s, A and 8, both

of whom have different abso1ute risk aversion coefficients (AA f 18) It

is assumed that individua1 A wi11 exchange a safe asset (money) in return

156
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for a risky asset supp1ied by B. Individua1 A begins with an initia1

endowment (X?) of the safe asset and individua1 B with an initia1 endow-

ment (X3) of the risky asset. Both have investment opportunities which

can earn rate of return (r]) on the safe asset and (r2 on the risky

asset. Sinxe X2 is a risky asset, its rate of return (r2) has a

variance of 02. In the market, the amount traded and the price are

determined by va1ue equi1ibrium. That is P1X1=P2X2. Each individua1's

uti1ity function can therefore be described as fo11ows:

_ o_ _ 2 2 2
(1) UA - r](x1 X1) + rszz XAP X20

_ O 2 0 2 2

where r](X?-X])+r PX and r X +r P(X0-X2) are the portfo1io expected
2 2 1 1 2 2

2 2 2P2 2
owea1th for individua1s A and B respective1y, and XSP o and (xg-xz)

are the variances associated with their portfo1ios. Since P1X1=P2X2 in

P P

equi1ibrium, then x]= 53x2 and P= pg-in the above uti1ity functions.

1 1

Since X1=PX2, then (1) and (2) can be rewritten as:

- r](XO-PX +r PX -1 P2X202
(3) UA ‘ 1 2) 2 2 A 2

- 0 2 o 2 2
(4) U8 - r1PX2+r2P(X2-X2)-XBP (Xz'xz) o

Differentiating (3) and (4) with respect to X2 (risky asset), setting

them equa1 to zero and so1ving for X2 in each case gives:

 

 

r -r

(5) X2 = 2 ; demand

ZXAPO

r -r

(6) X3 = 2 1P g + X3 supp1y.

A o
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Since in equi1ibrium X3 = X3, by setting (5) and (6) equa1, it is

possib1e to soIve for equi1ibrium price P:

_ 0 2
(7) P - (XA+XB)(r2-r])/2XAXBX20 .

and X3 are typica11y demand and supp1y functions where from (5) and

aXA r -r

__?-_ = ._ _____221 < 0

XAP o

B

3X

._2_ : rZ-r] > 0

BP —-——-22

2180 P

where r2 > r1 a1ways.1 From (7), the fo11owing conditions ho1d:

P’(r]) < 0 p210?) < o

P’(r2) > 0 P’(XA) < O

, o .
P (X2) < 0 P (XB) < 0

--a11 of which are intuitive1y acceptab1e resu1ts. These upward s1oping

supp1y curves and downward s1oping demand curves contain substantia1

information which pertains to the risky nature of trading in the market.

The rate of return on both risky and safe assets, the variance of the

rate of return on risky assets, and individua1 abso1ute risk aversion

coefficients a11 contribute to shifts in the equi1ibrium, whi1e shifts

a1ong the curve are exp1ained by changes in X2 and P.2

In addition to the substantia1 information on risk yie1ded by this

approach, a comparative1y new measure of uti1ity is aTSo offered. NhiIe

it is possib1e to measure consumers'and producers'surp1us as a proxy to
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a measure of we1fare, such an operation is not necessary. Since the

uti1ity functions (3) and (4) are, among other things, the measured

certainty equiva1ents of individua1s A and B, then adding the two

uti1ity functions together wi11 give the sum of their certainty equiva1ents.

Summing (1) and (2) yie1ds:

(8) u + u = r X0+r ng P2X202-X P2(X
-1 o 2 2

A B 1 1 2 A 2 B
z-Xz) o .

Letting UA+UB=N and substituting equi1ibrium P (equation 7) and equi1i-

brium X 3 into (8) gives:
2

_ O 2 2 2

(9) N - r1X]+(XA+XB)(r2-r])/4XAXBo .

This expression a110ws the ana1ysis of the effect of changes in the

parameters on the sum of the certainty equiva1ents, which is a proxy for

we1fare. The fo11owing conditions ho1d from equation (9):

N’(X]) > O W’(XA) < O

W’(r2) > O N’(XB) < O

W’(r2) < O

. 0 r(x+x)

W’(r]) § 0 depending on X1 § -%——A—2§—-

11‘s0

The resu1ts are intuitive1y acceptab1e and the magnitudes of changes

wi11 depend on whether or not it is assumed that risk is additive or

mu1tip1icative.4

A comparison of this modified approach to we1fare with consumers'

and producers'surp1us yie1ds some interesting resu1ts. It can be shown

that the two measures are equa1 on1y if it is assumed that XA=0 and

XB=0.5 This is a significant resu1t because it imp1ies that the measure

of consumers' surp1us and producers' surp1us assumes that the margina1
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uti1ity of wea1th (or money or income) is constant, since if XA=0 and/or

XB=0 then the individua1s concerned have constant abso1ute risk aversion.

This approach to market equi1ibrium conditions under uncertainty

yie1ds many interesting imp1ications for decision making under uncer-

tainty. However, on1y the conc1usions with respect to price instabi1ity

wi11 be discussed here. It shou1d be noted how much more comp1ex the

ana1ysis of instabi1ity becomes in this approach. Because of the mu1ti-

p1icative, non1inear conditions of supp1y and demand functions, simp1e

two variab1e variance ana1ysis becomes high1y comp1ex. There is a

price feedback mechanism imp1icit in the mode1 since price variation wi11

affect near1y a11 the parameters. Rates of return to safe and risky

assets (r1 and r2) wi11 c1ear1y be affected by changes in price. There-

fore, the variance of the risky asset (02) wi11 a1so be affected by

price changes. The risk aversion coefficients (AA and AB) wi11 a1so be

affected by price variations. Using Pratt's (1964) measure of risk

aversion:

RA(W) = -u2(w)/u1(w)

where U1 and U2 are the first and second derivatives of the uti1ity

function with respect to wea1th (N), and since wea1th is determined by

re1ative prices, then AA and AB wi11 change in comp1ex ways as prices

change.

Aggregation and 0perationa1ization

Aggregate supp1y and demand equations are obtained as fo11ows:

(10) g 2, = [(rz-r11/202P112‘/1,
'I

_ 1 o 2

(11) P - (r2-r])§ /Xj/(ZX2j-2X2j)20 .
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Equation (10) is aggregate demand and (11) is aggregate supp1y.

These can be convenient1y 1inearized by 1ogarithmic transformation.

Since the As represent the abso1ute risk aversion coefficients of

individua1s, the 21/X in (10) and (11) above, wi11 represent average

abso1ute risk aversion of the participants in the trade. However, Xs

cannot be expected to remain constant over time. Robison and Barry

(1977) have shown that changes in 21/Xi is the change in demand

associated with changes in wea1th or income, and that shifts in the

E.V. function are ref1ected by changes in the va1ue of A. Thus, it

is necessary to estimate approximating equations for 21/Ai and zl/Xj.

1

This is done by choosing convenient forms such as:

1 8

01

s s

(12) 2 /xi = e ‘02 2

B e
3 t

rz-r1) P e

where at is assumed to be norma11y distributed. Taking the 1ogarithmic

transformation of (12) yie1ds:

1 _ 2

(13) 1092 /Xi - BO+Bl1og(r2-r])+821ogo +831og P+et.

A simi1ar expression for 21/Aj after transformation wou1d be:

(14) 10921/A = + 1og(r -r )+ 1ogoz+ 1ogP+ 1ong0 +U
j j Y0 Y1 2 1 Y2 Y3 Y4 j 2j t

where Ut is 1ag-norma11y distributed. However, it is not necessary to

estimate these approximating functions separate1y. Taking the 1ogarithmic

transformations of equations (10) and (11) (aggregate demand and supp1y)

gives:

(15) 10ng2 = 1ogZI/X.+1og(r2-r1)-1ogoz-1ogP

i 1 i ‘

_ 1. 2 0

(16) 1ogP - 1og§ 1Xj+1og(r2-r])-1ogo -1og(2X2.-2X2 ).

J J J
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Substituting (13) into (15) and (14) into (16) yie1ds:

_ 2 .
(17) 1og§X21 -80+(B]+1)1og(r2-r])+(82-1)1ogo +(83-1)1ogP+et and.

Y Y +1 Y -1 v

]_0 + T%——-1og(r2-r1) + T%——-1ogo2 + T:£—-1ogzxg -

Y3 Y3 Y3 Y3 j j

 

(18) 1ogP =

1 0
—:—-1OQ(XX - X )+U .

1 Y3 2 2:] 1'.

Equations (17) and (18) can be estimated direct1y by ordinary 1east

squares methods. Since the mode1 is just identified, estimates for zl/Xi

1

and 21/X. can be obtained and do not have to be estimated beforehand.

J

These estimates of Xi and Aj can a1so be used to estimate the we1fare

expression (8) or (9).6

Apart from some prob1ems associated with the assumptions under1ying

the E.V. approach (see, for instance, Had1ey, 1964; Freund, 1956; Pratt,

1964; Robison and Barry, 1977; Robison and Carmen, 1979), two major

prob1ems are associated with this type of mode1 with respect to ana1ysis

of instabi1ity. The first prob1em is one of time and dynamics. The

second is with respect to actua11y getting at instabi1ity of prices.

The time/dynamics prob1em is one which is common to a11 such mode1s.

Ana1ysis of price instabi1ity requires a methodo1ogy to get at changes

in price over time. As in the simp1e mode1 described in Chapter 3, this

requires that a time dimension be specified in the form of 1agged re1a-

tionships. In the above modified approach, these re1ationships can be

specified in the form of distributed 1ags invo1ved with both expected

prices (p) and expected rates of return (£1, r2). As previous1y mentioned,

Turnovsky (1977) has described the wide1y varying resu1ts that occur when
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different forms of 1agged re1ationships enter the mode1. There is 1itt1e

doubt that the same prob1ems wi11 occur in the modified mode1.

The second prob1em of actua11y getting at the instabi1ity is, of

course, re1ated to this time/dynamic prob1em. On a more practica1 1eve1,

it is possib1e that some ana1ysis of instabi1ity can be achieved by

examining the re1ationships of the variances of the re1evant parameters.

This, however, requires some know1edge of the interre1ationships between

the various parameters. For examp1e, if the effects of reducing the

variance of the risky asset on the variance of price are examined, it

can be shown that reducing the variance of the risky asset may not

necessari1y 1ead to a reduction in the variance of price (i.e., it is

indeterminate). The function is a comp1ex interaction of variances,

covariances, and corre1ation coefficients. In order to achieve some

manageab1e mathematica1 functions, severa1 simp1ifying assumptions are

necessary.

Introducing Time
 

Despite the prob1ems of specifying 1ags for price and rate of

return in the modified approach, it is worth investigating the possi-

bi1ities of introducing time into the mode1, since it has been the sub-

ject of some criticism in Chapter 2. Specifica11y, there are two

aspects to be examined:

1. The ways in which price and rate of return 1ag can be introduced

into the mode1

2. Measuring uti1ity over time

In most econometric mode1s of supp1y response, the prob1em of

expected prices has to be dea1t with, since supp1y response wi11 be
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determined by 1agged price expectations. Economists have dea1t with

this difficu1ty in varying ways, usua11y by introducing expectations

mode1s into the supp1y re1ationships in the form of 1agged prices. Some

of the more sophisticated techniques inc1ude po1ynomia1 distributed 1ags

and rationa1 1ags. In the modified approach, both price and rate of

return expectations have to be dea1t with. However, since rates of

return are dependent, to a 1arge extent, on prices, then it is p1ausib1e

that estimates of F] and £2 can be derived in much the same way as price

expectations. Neverthe1ess, such procedures sti11 pose prob1ems for the

practica1 economist wishing to operationa1ize the mode1. There is no

definitive answer to this difficu1ty (But1er and Thompson, 1979).

It may be more practica1 to treat (r2-r1) as a sing1e variab1e--thus

requiring an estimate of rz-rI). In a systems mode1, there is an argument

for treating £2 or (r2-r1) as a random variab1e. Treating r2 as a random

variab1e a110ws estimation of 02 but requires F] to be estimated

separate1y. 0n the other hand, treating (r2-§]) as a sing1e random

variab1e, whi1e convenient, does not a110w automatic estimation of 02.

The second aspect of the introduction of time into the modified

mode1 is that of measuring uti1ity over time. Since it has been shown

that it is possib1e to estimate the tota1 uti1ity function in a sing1e

period, it is worth examining the possibi1ity of measuring uti1ity (or

we1fare) over time.

Anderson, Di11on, and Hardaker (1977) suggest and out1ine three

methods of mu1tidimensiona1 uti1ity assessment, of which they suggest

the easiest and most used is the additive uti1ity function approach

(page 87):
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Though the necessary requirements for an additive uti1ity

function to be true wi11 rare1y be met, the assumption of

additivity may not be too bad since what is required of the

mu1tidimensiona1 uti1ity function is the power to discriminate

between a1ternative acts....In by far the majority of mu1ti-

dimensiona1 situations...main (i.e., additive) effects tend

to swamp interaction (i.e., mu1tip1icative) effects.

In the case of the modified mode1, it shou1d be possib1e to simp1y

add uti1ities over time in order to discriminate between various

po1icies, the assumption being that the higher the tota1 uti1ity, the

better the resu1t. Of course, it shou1d be noted that this approach to

measuring uti1ity is superior to the conventiona1 economic surp1us in

on1y one aspect: that of introducing uncertainty. The we1fare measure

used in this modified approach sti11 vio1ates the performance criterion

that tota1 (aggregate) uti1ity is a va1id measure of performance. That

is, it is sti11 assumed that interpersona11y va1id common denominators

a110w aggregation of individua1 uti1ities, and that compensation of the

1osers by the gainers is achieved.

Intertempora1 Changes under Uncertainty
 

In each period, the equi1ibrium quantity is given by:

(19) X = = kX
 

O

2

AB remains constant over time. It can be seen that X2 wi11 vary

XA+AB

in each time period due to price f1uctuations, price expectations, and

if

expectations on rate of return to risky assets. In the same way, a

buffer stock scheme assumes that contr01 over X3 enab1es the producer or

agency to attempt to reduce price f1uctuations by ho1ding inventories

from period to period so that f1uctuating supp1ies do not create price

disturbances. That is, inventories are he1d in each period such that:
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0 O

2t+e = x2t+i ' e
(20) X

where e represents the amount by which initia1 endowments of X2 exceed

or fa11 short of a desired equi1ibrium 1eve1.

From equation (8), tota1 we1fare (uti1ity) in any period is:

_ O O 2 2 2 2 2

w - r1X1+r2PX2 - XAP X2 ) 0

When equi1ibrium quantities (equation 19) is substituted into (8), then:

2

(21) w = r1X$ + rszg - PZXOO2 [———)‘A2]

2 0
- XBP (X2-X

Now, if time Subscripts are used to distinguish between two different

periods, then from (21):

0_ o

(23) w = r x0 + r p (x0 - e) p2 2(x0 IB-e)[—A—“—A—5—]
t+1 1 1 2 t+1 2t+1pt+1O 2t+i XA+AB

Summing (22) and (23) and differentiating with respect to e, then:

3(w +w
t t+1) _

(24) ae - r2(Pt - Pt+1) + 

A X
2 A B

2° [x +x ][Pt+i(X2t+i'e) ’
A B

2 0
Pt(x2t + e)].

From (20) this can be further reduced to:

a(wt+wt+1) 2

(25) 3e = 2[PtPt+1J + 2°MXEAA+A:][Pt+1 Pt]

 

where X is the equi1ibrium quantity. C1ear1y, the conditions necessary

a(wt+ )
wt+1

ae

That is, we1fare is maximized

= 0 which is
 to maximize tota1 we1fare (uti1ity) is that

readi1y achieved if, from (25),Pt:Pt+1°

when prices are perfect1y stabi1ized over time.
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It shou1d be remembered, however, that the above resu1t on1y occurs

when r2, oz, AA and AB are he1d constant over time. If r2 and 02 are

a11owed to vary over time, then:

 

 

(26)M(Wt::t+1) = r2tpt ’ r2t+1pt+1 + ZETEQ;§J[PE+1 4§+1fiJX

and, even if Pt=Pt+1=-P, then:

3(Wt::t+]) = (‘"2t"”2t+i)P + 2E1:+:B][°E+1'°2]PX

and tota1 we1fare (uti1ity) is on1y maximized when r2t=r2t+1 and 0::oi+13

which is c1ear1y a very restrictive condition, a1though reducing price

f1uctuations may a1so resu1t in a reduction in f1uctuations of r2 and 02.

In addition, if AA and AB vary over time, even more restrictive

conditions wou1d exist. Moreover, since P, r2, oz, AA and AB wi11

interact in comp1ex ways together with other exogenous factors, the

conditions under which we1fare (uti1ity) is maximized becomes extreme1y

comp1ex and restrictive in this mode1.

Summary

Whi1e this mode1 is quite different to the institutiona1/systems

approach adopted ear1ier in this study; and is a1so somewhat at odds

with the phi1osophy fo11owed there, it is fe1t that there is a need to

exp1ore some possibi1ities for deve1oping a mode1 which may be usefu1 in

examining some quantitative aspects of we1fare (uti1ity) under uncertainty

and intertempora11y.

The mode1 deve1oped does not, by any means, provide answers for the

questions raised in Chapters 2 and 4, but does demonstrate that the simp1e

static mode1s discussed in Chapter 2 can be expanded to inc1ude uncertainty
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and time. The major issues raised in Chapter 4 still exist. Most

importantly, the welfare measures used in this modified approach violate

the performance criterion that total (aggregate) utility is a valid

measure of performance and of welfare. With respect to price instability,

the assumption that acquisition price is equal to salvage value is ample

provision for this model to be replaced by one where this assumption

does not hold.
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Footnotes: Chapter 7

1It is assumed that r2>r], always, since, while the reverse is

possible (r2<r]), it is not probable because it implies that returns to

safe assets are greater than returns to risky assets, and trade would

not (rationally) take place.

2It could be assumed that risk enters multiplicatively where

Fé=r2y, where the expected value and variance of y are l and 02 respec-

tively. Under this assumption, the expected return and variance r2 equal

r2 and rgoz respectively. The new demand and supply equations obtained

after allowing for multiplicative risk are:

x2 = (rZ-r])/2AAozrgP (demand)

2
x2 = x3 - (rZ-r])/2ABo rng (supply)

and equilibrium price is therefore:

- 2 2 0
P - (AA+AB)(r2-r1)/2AAABO rzxz.

 

3Equilibrium X2 is given by:

0

x = XZAB

2 AA+AB

4

See Footnote 2.

5See Appendix A.

6See Footnote 2.



CHAPTER 8

SUMMARY AND CONCLUSIONS

Price instability is an extremely large and complex subject. To

the extent that this study has attempted to identify the "real" diffi-

culties, there would appear to be several interrelated yet separable

problems pointing ultimately to the need for extensive review of policies

dealing with instability. That is not to say that current policies are

wrong or even unnecessary. The real question is, are they adequate to

deal with the problems of instability and its related aspects?

Much of the current policy has stemmed from analysis of the problem

of instability using somewhat simple static models which have been

directed toward stabilizing price using buffer stocks. Many of the past

studies have simplified four basic aspects of the problem in order to

deal with instability. These four difficulties are:

l. definition of instability

analytical technique

performance criteria

#
O
O
N

the existence of a differential between acquisition cost and

salvage value for fixed inputs

While the fourth issue is an important one, it has already been

dealt with adequately elsewhere (Johnson, l972), and is only briefly

considered in this study. Much more emphasis is centered in this study

on the first three issues.

170
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In order to deal with the breadth of the problems involved with

price instability, a much broader framework is presented in Chapter 2.

This framework or model provides the essential links between structure,

conduct and performance, and analysis, design and management. When the

structure of an economic system is examined, it is possible to identify

the potential components of instability--namely the participants in the

system, the price mechanism and the random variation involved in the

system. It is to these components that the major causes of instability

can be attributed.

While this study criticizes the neoclassical paradigm both explicitly

and implicitly, the criticism is not intended to be damaging to it. The

SCP/ADM model simply puts the neoclassical paradigm into a broader

setting. Furthermore, the criticism is not necessarily being directed

at the neoclassical paradigm itself, but at the way in which it has been

used in the past to analyze and, to some extent, to justify the use of

specific policy measures to overcome some of the problems of price

instability. The "problem of price instability" is as much to do with

the economists'approach to it as it is to do with the practical problems

of doing something about it.

Chapter 4 attempts to deal with a definition of instability since

previous definitions have been found to be inadequate. In approaching

the definition, there is separation of performance criteria into two

distinct areas. First, the "question of price instability" itself and

its definition; and secondly, the effects of instability. That is,

defining instability requires separating out "cause" and "effect."

Defining instability in terms of its "causes" without reference to its
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"effects" is an extremely challenging task. The extent to which it is

achieved in this study is disappointing, yet allows reference to some

more tangible concepts than the movement of supply and demand curves,

or that which the simple cobweb model offers. The definition, as such,

is certainly not new or innovative. Most economists know what is meant

by instability, but rarely articulate on it because it involves both

"cause" and "effect" and a series of value judgements which may or may

not be questionable. It might be concluded that there is really no

satisfactory definition for instability--but it nevertheless seems

necessary to separate cause from effect.

Problem identification is complex because of the interacting com-

ponents of price instability and its "causes"and "effects." Summarily,

since prices are used in the economic system as indicators of the

correspondence between production and demand, it is necessary that some

movement in prices exists. This movement in prices dictates the alloca-

tion of resources in the economy. A conflict therefore exists between

the undesirable nature of movement in prices, and the desire to allocate

resources efficiently. 0n the other hand, if price instability is the

cause of inefficient resource allocation, then price movement becomes an

undesirable output. The problem becomes much more complex when the

potential causes of instability are examined. A conflict arises between

the desire to reduce uncertainty and a desire to stabilize prices. Both

uncertainty and instability are "causes“ agg_"effects" of price instability.

Therefore, it becomes of interest to examine some current price stabiliza-

tion policies in order to determine whether or not either uncertainty or

instability or both are reduced. Since these are empirical problems, a

simple nonlinear systems simulation model of the fed beef sector of the

beef industry is developed.
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As with any empirical research, such a model has limitations.

First, because of its specificity, the model refers only to a single

sector of the beef industry. The results are therefore not generalizable

to other sectors. Second, while in theory, there are three potential

sources of instability (participants, mechanism and random variation),

it is not possible to be specific about the participants of the system.

Uncertainty due to behavioral reactions to the market is assumed to be

reflected in the random variation within the supply and demand curves.

In addition to this, certain market participants are not included in the

system. These include government, bureaucrats, and market functionaries--

the so-called "middle men." ~An interesting but complex addition to the

model would be the inclusion of institutions which stand between the

producers and the consumers. The effects of these institutions on the

outcome of the pricing process is the subject for another entire study,

but is surely an important aspect of price instability. The model

developed assumes that marketing margins are constant, thus preventing

analysis of such policies as the futures market and forward contracting.

While the modeling effort in this study has provided for some

insights into the complexity of the problem of price instability--some

aspects of it are disappointing. Perhaps the toughest problem to

grapple with has been the conceptualization of price instability in terms

of transient response. Redefining instability in terms of the transient

response of the system provides an exciting possibility of redirecting

the performance criteria away from the unmeasurable and problematic area

of utility and welfare implications, towards tangible tradeoffs in the

form of rising time, overshoot and settling time. The concept of
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transient response provides an opportunity of entering into the optimal

control field. However, in order to get at the possibilities of optimal

control, the system must be described in terms of transfer functions.

Economic systems are unfortunately not conducive to being defined in

terms of transfer functions, at least not transfer functions which can

handle the complexity of the price mechanism. A fruitful and sorely

needed study is required in this field.

To the extent that transient response is not, as yet, an operational

conceptualization of price instability, the major results of this study

are not new. Indeed, the results are rather mundane and, to some extent,

intuitively obvious. The major conclusions that might be drawn from the

study are mostly in its conceptualization of the problem, rather than in

its quantitative results.

Chapter 7 presents a somewhat different aspect to that of the

institutional/systems approach presented earlier. Two modifications are

made to the static and linear neoclassical approach of Chapter 2 in that

uncertainty and time are explicitly introduced into the utility function

and the conditions for maximizing welfare (utility) are examined. This

model is not the answer to the difficulties which arise in the main body

of the study, but rather is a demonstration that it is possible to account

for uncertainty and time within the confines of the quantitative welfare

model. As is common in agricultural economics, theory is far ahead of

the empirical tools necessary to quantify the concepts stated. This is

not a reason to conclude that the concept is unworkable or that the pro-

blem is insoluble. To the contrary, it is a sincere hope that this study

forms the basis of some ongoing research in the area of price instability,

both theoretical and empirical.
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In comparing economic surplus concepts with the above model, the

conditions under which the derived welfare measures are equivalent are

as follows:

Demand:

Since U = r X0 + (r -r )PX - A P2X202 then substituting the
A l l 2 l 2 A 2 ’

equilibrium price and quantity back into UA yields the certainty

equivalent measure for individual A at equilibrium—-given by

0 (’2"|)2
U' = r X +
A 1 1 4 2

AAo

It will be noted that the derived demand curve is in fact a type of

compensating demand curve since substitution of alternative value of

price and quantity in accordance with the demand curve will give the

r -r
2 l

same result, i.e., if Xz-b, then P|X _ =-————7; Substitution of these

2-b 2A 0
Ab

values into UA gives:

2

_ _ 0 (rz'r'i)

UA ' "1Xi + 4—2—
AAo

which is the same as previously found.

The limits of the demand curve are infinite on both axes, therefore,

I; D(P)dP is an improper integral which diverges. Putting limits on the

e r -r
. . _ _ _ 2 1 .

areas under conSideration, let XZ-b and PlX2=b - ———;73 then.
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P: r-r b( + ) b(x+x)

f X bD(p)dp = 2 1 [ AA AB - 1 - 1n___A__§_J

Fe 21 2 x x0 xx0
A0 B 2 B 2

Px_

In order to compare the two methods, IF:bD(P)dP must be compared to

Alp ' UA'P

C From the above results, it is clear that UAIP - UAIP =0.

e X=b e =b

PX=b
The conditions under which fP D(P)dP = 0 are that AA=0, i.e.,

e

PX=b r2'rl b(*A+*B)
fP D(P)dP = [Z-1-1nZ] where Z = -————U——- and Z-1-1nZ=0 on1y

e 2X 0 A X
A B 2

when Z=l.

Supply:

. _ 0

Since UB - rZPX2 - (rZ-r])PX2 - XBPW( V)02 , then substitution of

equilibrium P and X2 into UB gives:

 

2 2

U’ _ r2""1 + rl(r2'rl)

B ' 2 2
4ABo 2AAo

Unlike UA’ this function changes for various values of X2 and P. If

  

X2=b, then:

0
_ rz-r1 __ _ r2-r1 (r2+r])X2 - (rZ-r])b

Plx2=b ’ 2 o a"d UB ’ 2 0
2X80 (xz-b) 2X80 2(X2-b)

.. rS-ri
Hence, if b=0, then UB = Zf——§a

ABC

Finding producers' surplus yields:

P r -r A X +X

fpe S(P)dP = -3——%-[;§-- inJAIJEJ.

X=O 2X80 A A
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I U | U | “(re-H) F P9 S(P)dP " | U |n comparison, - = or f = U -
B Pe B PX=O 2AAo Px=0 B Pe B P

r -r A A +A r (r -r ) A A +A

then —2———; [TB- - ln—AA—E] = -]—-—22—]— which results in (l-r1A—B= ln—Q—Ji

ZABO A A 2AAo A A

which is only true if AB=O. These results are significant, since they

show that the consumers' and producers' surplus measures imply that the

marginal utility of money (income or wealth) is constant, since if AA and

AB both equal 0, then both individuals are assumed to have constant

absolute risk aversion.

X=O
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