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ABSTRACT

THE EFFECTS OF TRAINING AND TYPE OF ITEM ON INTERRATER
AGREEMENT AND LENIENCY ERROR

By

Mark Douglas Spool

Recently there has been a trend in research toward training
raters to evaluate performance. Training programs designed to increase
interrater agreement and/or reduce rating errors suffer in at least
one of four major areas: (a) unit of analysis, (b) applied principles
of learning, (c) focus on observation of behavior and (d) consideration
of the difficulty of the rating task. The purpose of this dissertation
is to answer two research questions: (a) ''Would a training program
that focuses on observation skills (i.e., observing specific behaviors)
increase interrater agreement and reduce leniency error more than a
training program that focuses on rating errors--given that both training
programs apply some of the principles of learning and use the individual
as the unit of analysis (by not having discussion among trainees)?"

(b) "Do the results of training, whether it focuses on rating errors or
on observation skills, depend upon the type of item being rated?"

Undergraduate students (n=168) from two psychology classes were
randomly assigned to one of three treatment groups: (a) training
directed toward developing their observation skills (Observation

Training), (b) training, typical of those currently in use, directed
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toward having them recognize rating errors (Rater Error Training) and
(c) no training (Control). The interrater agreement and leniency

error of instructor ratings by these groups were compared over two time
periods and across four types of items: (a) specific-descriptive, (b)
specific-evaluative, (c) general-descriptive and (d) general-evaluative.
On a specific-descriptive item, the rater reports the occurrence of a
specific behavior. On a specific-evaluative item, the rater makes a
judgment about the quality of a specific behavior. On a general-
descriptive item, the rater reports the occurrence of a more general,
abstract "behavior." On a general-evaluative item, the rater makes

a judgment about the quality of a more general, abstract 'behavior"
which must be inferred.

The Observation Training program, one hour and fifteen minutes
long, focused on specific behaviors related to three general instructor
behaviors. Trainees were shown examples of related specific behaviors.
Trainees were told to base ratings of general behaviors on observations
of the relevant specific behaviors. The Rater Error Training program,
one hour long, focused on rating errors. Trainees were shown and
practiced recognizing different rating errors. Trainees were told to
avoid rating errors by rating the instructor for what he actually did.
Trainees in both training programs independently practiced rating
instructors in five short vignettes and received feedback with regard
to what a group of experienced raters (judges) gave as ratings. There
was no discussion in either group. One week after training, and again
in four weeks, students in the three groups rated their instructor.

Analyses of variance (Treatment Group x Class x Time Period x

Type of Item) revealed that only the Rater Error Training program was
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effective in increasing interrater agreement, and this occurred only
with general-evaluative items. The effects of Rater Error Training
were consistent over both time periods and across classes. Neither
training program was effective in reducing leniency error. Inspection
of the average rating for the Control Group (M=3.10, with 1 being
favorable and 5 being unfavorable), however, suggests that leniency
error was not a problem to begin with.

The implications of these results call into question the prac-
tical significance of training raters, unless interrater agreement 1is
of concern and the rating form contains general-evaluative items.
Recommendations for future research include: (a) improving behavior
observation training, (b) examining further the practical significance
of rater training and (c) improving the measurement of rating difficulty

vis-a-vis types of items.
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CHAPTER 1

INTRODUCTION

Research on improving the psychometric quality of performance
ratings has historically focused on the rating form (Weick, 1968). The
development of forced-choice scales and behaviorally anchored rating
scales are examples of some of the research efforts. However, because
such efforts have not proven particularly fruitful (e.g., Borman §&
Dunnette, 1975), research recently shifted its focus to training raters
to evaluate performance (e.g., Bernardin, 1978; Bernardin § Walter,
1977; Borman, 1975; Latham, Wexley, & Pursell, 1975).

Training programs in this area are designed to increase inter-
rater agreement and/or reduce rating errors (e.g., leniency error) with
the expectation of only achieving an improvement. For example,
trainees in Bernardin's (1978) and Bernardin and Walter's (1977)
training programs received a one-hour presentation on different types
of rating errors and practiced recognizing them. Borman (1975) pro-
vided raters with a five to six minute presentation on halo error,
including a definition and data illustrating it. Latham, Wexley, and
Pursell (1975) compared a workshop with a group discussion approach in
which raters discussed four types of rating errors. The studies
evaluating these training programs, however, suffer from at least one

of four major limitations which, in turn, may affect their results.



The first limitation is methodological. The training programs
cited all require discussion among trainees about ratings and rating
errors. When trainees interact with each other to the extent that each
influences the other, as through discussions, then the unit of analysis
should be raised from the individual level to the level of the group
(i.e., trained group versus untrained group) for the assumption of
independence among elements to be met. The unit of analysis is deter-
mined by the smallest level of data source (e.g., subjects or group of
subjects). In each of the studies cited, however, the individual was
the unit of analysis rather than the group. Statistical significance
obtained by these studies, therefore, may be questionable.

The second limitation concerns principles of learning. Only
the Latham et al. study applied at least some of the major principles
of learning. The other training programs did not apply such basic
principles as practice and immediate feedback (Spool, 1978). The
effect of this limitation on training raters to evaluate performance is
revealed in Latham et al.'s results. A training program (workshop)
which provided trainees with practice, immediate feedback and realistic
stimuli was shown to be more effective than a training program (group
discussion) which did not apply some of the basic principles of learning.

The third limitation concerns the content of the training pro-
grams. These programs trained raters to recognize and, generally,
"avoid'" different types of rating errors (e.g., leniency and halo),
which were presented either by lecture and/or by graphic illustrations
and then discussed (Spool, 1978). A recent study by Borman (1978),
however, revealed a need to refocus training objectives from increasing

knowledge of rating errors and ability in recognizing them to increasing



skill in observing behaviors. In his study, a nearly ideal environment
for obtaining error-free performance evaluations was created, part of
which involved raters being very knowledgeable about various rating
errors. Raters were even given a '"'refresher course' on rating errors.
Still, interrater agreement was found to be far from perfect. One of
the possible reasons for this finding, Borman hypothesized, was that the
raters did not receive any training in observation skills. Thus,
training raters to observe and recognize behaviors may prove more effec-
tive than training them to know or recognize rating errors.

The last limitation concerns the interaction of training with the
difficulty of the rating task, as defined by the type of item in the
rating form. Specifically, items in a rating form may be easy or diffi-
cult to rate, depending upon the level of the behavior (specific or
general) and the amount of judgment (descriptive or evaluative) in the
item (Borg § Gall, 1971). For example, if a rater were to rate an
individual as to whether or not he performed a specific behavior, this
rating task would be easier for him than if he were to evaluate a
general, more abstract '"behavior.'" Accordingly, training may be
necessary for some items and not for others. Of the studies cited,
none took into account the difficulty of the rater's task when evaluating
the effectiveness of the training program. Training may appear to be
effective or ineffective overall, but if the type of item (i.e., the
difficulty of the rating task) were taken into account, different results
(i.e., amount of interrater agreement or leniency error) may be obtained
for different types of items.

These limitations raise two important questions. First, would

a training program that focuses on observation skills increase interrater



agreement and reduce leniency error more than a training program that
focuses on rating errors--given that both training programs apply some
of the principles of learning and use the individual as the unit of
analysis (by not having discussion among trainees)? And, second, do
the results of training, whether it focuses on rating errors or on
observation skills, depend upon the type of item being rated?

The purpose of this dissertation, therefore, is to answer these
research questions by comparing the interrater agreement and leniency
error, across types of items, of individuals receiving: (a) training
directed toward developing their observation skills, (b) training,
typical of those currently in use, directed toward having them recognize
rating errors and (c) no training. In addition, these results will be
assessed over time and across class settings/instructors. Specifically,
the following null hypotheses will be tested: (a) the three treatment
groups (a, b and c above) will not differ from each other across types
of items on interrater agreement and leniency error, (b) the three
treatment groups will not differ from each other across two time periods
on interrater agreement and leniency error, and (c) the three treatment
groups will not differ from each other across two classes on interrater

agreement and leniency error.

Overview
In Chapter II, the pertinent literature on measures of reli-
ability of ratings, reliability of student ratings of instruction,
sources of rating errors, effects of level of behavior, judgment and
content on ratings, principles of training, and training programs in

performance evaluation are reviewed in detail. The design and



procedures of the study are discussed in Chapter III, and the results
of the three treatment groups concerning interrater agreement and
leniency error are presented in Chapter IV. Discussion of the results
and conclusions appear in Chapter V along with comments for future

research.



CHAPTER 11

REVIEW OF THE LITERATURE

Introduction

The literature reviewed in this chapter appears under the
following headings: '"Measures of Reliability of Ratings,'" ''Reliability
of Student Ratings of Instruction," '"Sources of Rating Error,'" '"Effects
of Specificity of Behavior, Judgment and Content on Ratings,' "Principles
of Training,'" and "Training Programs in Performance Evaluation.'" The
Summary section which follows presents the generalities derived from the
studies and literature.

The first three sections reviewed in this chapter provide the
groundwork for the development and selection of the dependent variable
measures in this study. The studies on the effects of specificity of
behavior, judgment and content provide the information necessary for the
development of the rating instrument, the content of the training pro-
grams and the design and analysis of the study. Finally, the information
on the principles of training and the studies on training programs
in performance evaluation serves as the basis for the development of the
training programs. While the major part of the literature on training
programs does not deal specifically with student ratings of instruction,
some generalities may emerge from these studies which might be expected

to hold true in the student rating situation.



Measures of Reliability of Ratings

Agreement among observers has most often been associated with
reliability of measurement (Weick, 1968). 1In the area of behavioral
observation, the term ''consistency of observations'" is used, and for
performance evaluation it is '"consistency of ratings.'" Whatever the
term may be, ''the conventions usually used to describe inter-observer
agreement are far from complete and often deceptive'" (Costello, 1973,
p.- 105).

Reliability has been estimated by several different indices
and each may yield different results (Medley § Mitzel, 1963). The
different measures of reliability are reviewed here and their strengths
and weaknesses discussed with regard to their appropriateness as an
indicator of interrater agreement.

One reliability estimate often used is a measure of internal
consistency of the questionnaire. This measure represents the degree
of similarity (i.e., homogeneity) of the items. It has been argued
that internal consistency is an inappropriate measure for observer
agreement. It primarily measures the degree of agreement between items,
not raters (Kane, Gillmore, § Crooks, 1976), it is redundant when
independent but simultaneous recorded observations are available
(Costello, 1973), and it is a serious overestimate as a reliability
estimate (Kane et al., 1976).

Three other common types or indices of reliability have been
described by Medley and Mitzel (1963). The first index is the

stability coefficient. It is measured by a correlation between scores

based on observations made by the same observer at different times.



The second type of index is termed reliability coefficient. This term

is used to refer to the correlation obtained between scores based on
observations made by different observers at different times. Coeffi-

cient of observer agreement, the third index, is the correlation between

scores based on observations made by different observers at the same
time. These indices, according to Medley and Mitzel, may yield dif-
ferent estimates of reliability depending on the type of index that is
computed.

The appropriateness of the stability coefficient has been
questioned. It does not estimate the accuracy of a score since it is
based on a correlation between observations made by a single observer.
The '"true" score, as Medley and Mitzel point out, pertains to the
actual behavior which occurs, rather than to what some particular
observer would see. A less powerful argument has been presented by
Costello (1973). The coefficient of stability only tells us something
about the consistency of behavior observed from time to time. Such
data, Costello contends, are rarely questioned and usually do not
concern us.

The reliability coefficient has been receiving increasing
attention, particularly in the area of performance ratings. According
to Medley and Mitzel, "only [it] tells us how accurate our measurements
are" (1963, p. 254). As previously stated, the reliability coefficient
is the correlation between scores from different observers at different
times. Byrne (1964), however, cautioned that high interscorer corre-
lations may be unreliable because it is possible for scorers to dis-

agree on many items and yet have equal total scores; and it is possible



for one scorer consistently to give higher scores than the other, a
difference that could not be detected in a correlation coefficient.

Most methods of estimating rater reliability, however, are
analysis of variance procedures, predominantly the intraclass corre-
lation coefficient (Showers, 1973). Ebel (1951) compared three formulas
applicable to rating situations--average intercorrelation, the intra-
class formula and the generalized formula for the reliability of
averages--and concluded that the intraclass correlation formula is most
versatile, allowing one to include or exclude "between raters'" variance
from the error term. For example, in the case of student ratings of
instructors one would include between-raters variance in the error term
because all raters do not rate all instructors. Also, as Engelhart
(1959) points out, both a single rater estimate and an n-rater estimate
can be obtained with the intraclass coefficient while the generalized
formula only gives the n-rater case.

Cronbach, Rajaratnam, and Gleser (1963), as well as Kane, Gill-
more, and Crooks (1976), suggest that the interclass formula allows
one to generalize from randomly selected samples of raters to the reli-
ability of raters in general. This is particularly desirable in deter-
mining the reliability of student ratings of instruction, since the
particular group of students who were rating each instructor may more
than likely be different every time.

There is a particular problem with the intraclass correlation
coefficient, however, in that it ''suffers from the limitation of
requiring non-zero variance between items being rated in order to

obtain a significant coefficient" (Finn, 1970, p. 71). Finn continues,
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It obviously follows that the number of items must be greater than

one in order to apply the intraclass correlation. As a practical

matter, one usually finds that the variance between items must be

substantial in order to obtain an acceptable coefficient of

reliability (p. 71).
The intraclass correlation coefficient, therefore, does not appear to
be sensitive to the variance within items, an indication of the degree
of agreement among raters.

An alternative method to estimating the reliability with which

a group of raters rate items was proposed by Finn (1970). Finn's
reliability index, represented only as r, does not make the requirement
of non-zero variance between items and may be applied with any number
of items. It is determined by subtracting from one the ratio of the
variance obtained among items for all raters to the variance expected
from random rating (no agreement). The variance of these expected
random ratings where the distribution of possible ratings on a five-
point scale is rectangular is 2.0. The degree to which the observed
variance is less than 2.0 then reflects the presence of something other
than error variance in the ratings. The ratio of the observed variance
to the expected variance gives the proportion of random or error vari-
ance in the observed ratings., Subtracting this proportion from 1.0

then gives the proportion of non-error variance in the ratings, a

reliability coefficient:

_ Variance (observed)
Variance (expected-random)

I = 1.0

Finn compared this measure which primarily emphasizes the
within-item variance, with the intraclass formula on several sample

data. When degree of agreement among raters is the key focus, the
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intraclass correlation is not suitable. It was found that if different
items were rated similarly by the same rater (i.e., little between-item
variance) and if each item were rated similarly across raters (i.e.,
little within-item variance or high degree of agreement among raters),
the intraclass correlation was substantially lower than Finn's reliabi-
lity estimate. When differences in ratings between items as well as

between raters (low degree of agreement among raters) were increased,

the intraclass correlation was substantially higher than Finn's. 1In
both cases, Finn's estimate more adequately reflected the within-item
variance, that is, the degree of agreement among observers.

The last measure of reliability of ratings treated here is
observer agreement. Costello (1973) described three functions of such a
measure assuming independence between observers: it shows (a) that the
technique of observation is objective, and that personal bias could not
produce the obtained results, (b) that the technique is communicable
to others, and (c¢) that error variance from this source is low.
Observer agreement is perhaps the most common reliability measure in
observational studies (Weick, 1968). Kaplan (1964) argued that intra-
subjectivity is preferable to replicability as a criterion, especially
when rare events are observed.

One means of calculating observer agreement which has been
widely used to describe the extent of differences between observers is
simple-percentage agreement or more appropriately ''percent exact
agreement," i.e.,

100 (no. of agreements)
(no. of agreements) + (no. of disagreements)
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Using percentage agreement analyses can lead to misinterpre-
tation, however. Raters may not agree exactly, but they may be close.
According to the above formula, unless raters are in complete agreement,
the ratio will be low or zero. A miss is as good as a mile.

Measures more adequately reflecting the degree of agreement
among observers are those which represent the variance of ratings.
Standard deviation of ratings on items has been used as a dependent
variable in studies exploring interrater reliability of ratings (e.g.,
Bernardin & Walter, 1977). In these studies differences between items
were ignored. In Bernardin and Walter's study, interrater reliability
was derived by taking the standard deviation of the [three] ratings on
each dimension for each ratee. The standard deviations were then taken
as data points in a analysis of variance.

At least two problems exist with measuring interrater agreement
in the above manner. First, their dependent measure represents the
variance between items on a dimension, not the variance between raters.
It does not, therefore, adequately reflect the degree of agreement
among raters (i.e., interrater agreement); it is more of a measure of
degree of agreement among items (i.e., interitem agreement). Second,
differences between items were ignored. If different types of items
can differentially affect raters, as evidenced by Spool (Note 1), then
the measure Bernardin and Walter used is further complicated.

Perhaps a better approach would be to consider the differences
between raters within each item and average these differences across

similar items--similar in ''type" (see Effects of behavior specificity,

judgment and content of items on ratings section in this chapter).
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This can be accomplished, following the standard deviation/variance
concept, by taking the absolute value of the deviation of a rater's
rating on an item from the average rating of that item for all raters,
then averaging the absolute deviations across items within a "type."
Such a measure would more adequately reflect interrater agreement--the
degree of agreement among raters.

In summary, various measures of rater consistency or reliability
have been reviewed. The strengths and weaknesses of each were discussed.
Other measures (coefficients) of observer agreement not directly related
to the present dissertation (e.g., Scott's coefficient, Cohen's kappa,
Light's extension of K, Flander's modification of m, and Garrett's
modification of m) are critically reviewed in Frick and Semmel (1978).
It appears, as Medly and Mitzel (1963) have warned, that different
indices may yield different estimates of reliability; hence, selection
of an appropriate measure is extremely important. The measure adopted
as the dependent variable in this study is discussed in the Methods

section and takes into account the problems noted above.

Reliability of Student Ratings of Instruction

There have been three major reviews on the reliability of
student ratings of instruction: Costin, Greenough, and Menges (1971),
Kulik and McKeachie (1975) and Doyle (1976). In these reviews, the
two reliability estimates most often used have been measures of
stability (consistency over time) and homogeneity (internal consistency).
None of these review articles mentioned the use of other measures of
reliability, like intraclass correlation. At least one study, however,

exists which used the intraclass correlation coefficient (Showers, 1973).
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The general findings from studies on internal consistency and
stability have been consistent. Costin et al. report stability corre-
lations from .48 to .89 between student ratings of instructors repeated
at intervals from two weeks to one year. Internal consistency coeffi-
cients are typically high--in the .80s and .90s (Kulik & McKeachie,
1975). "It would appear, then, that students can rate classroom
instruction with a reasonable degree of reliability [stability or
internal consistency]" (Costin et al., 1971).

Doyle (1976), however, questioned the generality of this con-
clusion and called for a consideration of the various purposes of
evaluation. For example, for course improvement purposes the level of
internal consistency and stability coefficients appear at an adequate
level and also seem reasonably free from random error. However, for
personnel decisions, the reliability of measures must be greater. Both
random error and systematic error need to be reduced. '"The conclusion
[then] is not to avoid using student ratings in personnel decisions but
rather to take steps to improve the precision of these measures"
(Doyle, 1976, p. 44).

It should be noted that none of the studies reviewed considered
the degree of agreement among students, a kind of reliability estimate
for which there is certainly a logical appeal. For example, we might
expect an instructor to place more credence in student feedback when
the students are in agreement with one another. More specifically,
items on a rating form in which students rate with greater agreement
should have greater impact upon the instructor than items in which

there is less agreement. Neither measures of stability nor measures
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of internal consistency adequately reflect this kind of degree of
agreement. It is possible that students may not be in agreement with
each other even though students rate the same over time (high stability)
or the items in the form are highly related to each other (high internal
consistency). Therefore, a measure of interrater agreement to evaluate

student ratings of instruction is warranted.

Sources of Rating Error

Errors in making subjective judgments or ratings stem from
several sources (e.g., raters' personal tendencies, contamination from
extraneous sources and inappropriate weighting of factors) (Dunnette,
1966; McCormick & Tiffin, 1974). The most pervasive source of error in
performance ratings by a rater-observer are response tendencies (also
called biases or sets). Response tendencies exist when the rater-
observer completes all rating forms in about the same way for all
ratees, failing to discriminate either among different persons or
within the behavioral repertoire of a single person, irrespective of
the actual behavior of the ratee.

Three rating errors representing the most common response
tendencies are:

1. Central tendency. Ratings by a rater-observer who commits the

central tendency error are characterized by scores averaging in
the midpoint of the rating scale with a small standard
deviation (e.g., less than 1.00).

2. Leniency. Here, the rater-observer says only ''good' things
about everyone. Ratings by one who commits the leniency error
are characterized by scores falling within the top two points

(i.e., the favorable end) on the rating scale.
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3. Halo. The observer-rater, in completing the rating form, may
make an overall evaluative judgment about each ratee and then
proceed to describe him or her with all 'good'"-sounding or
""bad"-sounding ratings, irrespective of the actual behavioral
content of the items in the rating form,

In the area of student ratings of instruction, leniency has
been identified as the major source of rating error; student ratings
of instruction seem to be overwhelmingly concentrated at the upper end
of the rating scale when there is reason to believe that they should
not (Showers, 1973). Studies measuring leniency error simply examine
the closeness of the ratings to the midpoint of the rating scale.

Effects of Behavior Specificity, Judgment and
Content of Items on Ratings

In the area of behavior observation and performance ratings,
there appears to be three major classes of variables which may have an
impact on the reliability of ratings: the specificity-generality of
behavior observed, the degree of judgment required (i.e., whether
observers are required to describe/report or evaluate the behavior),
and the content area of an item. Each of these classes of variables
will be discussed, including research results as well as general con-
clusions. It should be noted here that there have been more general
statements made about these classes of variables than there has been
research. Gellert succinctly described the situation back in 1955,
and not much has changed since then. "Although the difficulty of
reliable recording has been recognized from the beginning, little

systematic research has been done with regard to factors that affect
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the reliability of different observation methods when they are used by

various observers" (p. 186).

Behavior Specificity

The degree of specificity-generality of the behavior to be
observed and recorded influences the level of inference required of an
observer. The term "inference'" refers to the process intervening
between the objective behavior seen or heard and the coding or rating
of this behavior on an observational instrument (Rosenshine, 1971).
Unfortunately, there does not exist an index measuring this variable
on a continuous scale. At best we can speak of specific behaviors/
items and general or global behaviors/items (Heyns & Lippitt, 1954;
Rosenshine & Furst, 1971). Specific behavior items '"focus upon speci-
fic, denotable, relatively objective behaviors such as 'teacher
repeats student ideas,' or 'teacher asks evaluative questions'"
(Rosenshine & Furst, 1971, p. 19). General behavior items are named
such because they lack the concreteness of specific behavior items.
"Items on rating instruments such as 'clarity of presentation,'
'enthusiasm,' or 'helpful towards students' require that an observer
infer these constructs from a series of events. In addition, an
observer must infer the frequency of such behavior in order to
record . . . it . . . somewhere on the set of gradations used in the
scale of the observational rating instrument'" (Rosenshine § Furst,
1971, p. 19).

Research on the effects of specificity-generality of behavior
is minimal. In general, it has been found that discrete (behaviorally

specific) items seem to yield higher levels of observer agreement
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than items which require agreement about more global behavior, such as
traits (Becker, 1960; Walter & Gilmore, 1973).

General statements about this variable, on the other hand, are
in abundance. Gellert (1955) attributed poor reliability to two
sources: faulty research design (such as inadequate training of
observers) and inconsistency among observers. The latter source can be
a result of using very general behavior items. More specifically,
"the more inference is involved in making judgments [ratings], the
greater the opportunity for disagreement between judges" (p. 192).

Several recommendations have been made in regard to the use of
general behavior items. Most observation manuals, for example, suggest
the use of specific behavior items only, or at least the minimization
of the general behavior items (e.g., Medley § Mitzel, 1963; Weick,
1968). Other researchers highly recommend the use of both specific
behavior items and general behavior items (e.g., Cartwright § Cart-
wright, 1974; Heyns & Lippitt, 1954; Gellert, 1955). Still others
who would permit the use of general behavior items add certain stipu-
lations. Borg and Gall (1971) qualify their use of general behavior
items. They recommend if such items are used that the researcher
provide the observer with several examples of each variable. Rosen-
shine (1971) suggests the use of specific behavior items as cues,
preceding a related general behavior item, to help in the rating
decision. Training of observers has also been a stipulation if
general behavior items are to be used (e.g., Borg & Gall, 1971;

Medley & Mitzel, 1963)., Long and Gall recommend the following:

conditions for training:
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Ideally the researcher might videotape instances of behavior illu-
strating points of the continuum that define the variable (e.g.,
videotape teachers who are very confident, teachers who are some-
what sure of themselves, and teachers who are confused and
anxious). The observer would study [i.e., be trained on] these
examples before attempting to record observations for the main
study. (1971, p. 227)

Judgment

Degree of judgment can be defined as whether the observer
reports or describes behavior or whether the observer evaluates
behavior. Evaluative variables are related to behavior specificity
variables since they also require an inference from behavior on the
part of the observer (Borg § Gall, 1971). However, they have an addi-
tional requirement in that they refer to the quality (a value judgment)
of the behavior.

Statements about the degree of judgment as a variable
impacting upon the reliability of ratings have generally been in favor
of descriptive rather than evaluative items. Descriptive responses
require a minimum of inference (Jones, Reid, & Patterson, 1975). On
the other hand, the '"reliability of evaluative measures requires
agreement on both the topography and the intent of a behavior
(Weinrott, 1975, p. 13). The general recommendation to get high
reliability, therefore, is to either avoid using evaluative items or
to at least provide examples of behavior that define points along the
continuum of excellent-to-poor explanations (Borg & Gall, 1971).

Such efforts have been manifested in the work on behaviorally anchored
ratings scales, BARS, or behavior expectation scales, BES (cf. Smith

& Kendall, 1963).
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Researgh, however, has not tended to support the fruitfulness
of these recommendations. In a recent study, Borman and Dunnette
(1975) compared behaviorally anchored scales to scales containing the
same dimensions and definitions but without behavioral anchors and to
a series of scales involving trait-oriented dimensions, also without
anchors. Their findings showed that the magnitudes of the differences
due to formats were small, in no case exceeding more than five percent
of the variance on the dependent variable. In other words, even though
statistically significant differences were found, there were no prac-
tical differences. Their recommendations, if there were to be a con-
tinuation of the use of BARS, was that raters should be trained. Finn
(1972) and Showers (1973) also obtained similar results. In Finn's
study, he additionally compared items with a descriptive scale to a

simple numerical scale and found no differences.

Content

It appears that no research has been conducted where content of
the item was studied to determine its influence on the reliability of
ratings. Only one study reported results which have a bearing on this
area (Showers, 1973). In her study, different formats (i.e., response
cues) of a student rating of instruction form were systematically
compared with leniency bias and interrater reliability (measured by the
intraclass correlation coefficient) as dependent variables. Although
it was not intended as the focus or purpose of her study, Showers
found differences in rater reliability according to item content. Spe-
cifically, Student-Instructor Interaction items were found to be more

reliably rated than items related to Student Interest and Course
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Organization. This finding seems plausible if one considers the dif-
ferential impact instructor behaviors (i.e., items) may have on
students. Items related to instructor behaviors which directly affect
students' learning of the subject matter (e.g., stating the course
objectives or asking students questions) may be observed more accurately
and recalled better, so that students would be in greater agreement
with each other, than items related to instructor behaviors which may
have less of an impact on the students' learning. Items of the latter
type include behaviors related to motivation or class structure. The
instructor behavior "being interested in the subject matter," for
example, may not be noticed/observed by many students at all. Conse-

quently, such items should have less interrater reliability.

Principles of Training

To obtain a better understanding of the problems of the studies
to be reviewed and the reasons behind the development of the training
programs used in this dissertation, a brief review of the principles of
learning and motivation and the principles of transfer of learning are
in order. These principles collectively will be referred to as prin-
ciples of training. In this section, the principles of training will be
presented and briefly described. Following will be a discussion of the
principles of transfer of learning. The possible application of these
principles to training will be included in the discussion.

A comment is appropriate before proceeding with a description
of the principles of training. The bulk of original research from
which the principles of learning and motivation were developed was

conducted on animal and not human subjects. From there, laboratory
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studies using humans involving simple to complex tasks were conducted.
The tasks often involved serial order or word association learning of
nonsense syllables. The application of research results from studies
such as these to the training setting is still in an exploratory stage
with no firm answers available. The best that can be done is to take
what has been learned in the laboratory and suggest what can be done
during training.

A summarization of the eight principles of learning and moti-
vation relevant to training can be found in Davis, Alexander and
Yelon (1974):

1. Meaningfulness. A trainee is more likely to be motivated to

learn things if they are meaningful to him. For subject matter
to be meaningful, a trainee should be able to relate to it
personally., This can be accomplished by relating the training
material to:

(a) trainees' past or present (e.g., job) experiences

(b) trainees' interests and values

(c) trainees' future activities or aspirations

2. Prerequisites. A trainee is more likely to learn something

new if he/she has all the prerequisites. Having the prere-
quisites will more than likely make the training meaningful;
trainees will be capable of perceiving relationships between
relatively simple knowledge they possess and more complex
knowledge that they are asked to learn.

3. Model. A trainee is more likely to learn if he/she is

presented with a model of the behavior to be learned.
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Therefore, trainees should be presented with a model, the
strategy or plan of attack beforehand; all steps should be
pointed out and labeled; an explanation of why all decisions
made should be given and all consequences pointed out.

Open communication. Learning is facilitated if the training is

structured and the trainer's messages are open for inspection.
To accomplish this, trainees should be told what they are to
learn, how well they are to learn it, and under what conditions
they are expected to perform the rating (i.e., learning objec-
tives). Also, they should be told why the task is important
and how learning to rate fits into a bigger picture.

Novelty. If trainees' attention is attracted by relatively
novel presentations, they are more likely to learn. Therefore,
various modes of presenting the same material should be used
during the training, as well as variety, such as modulating the
presenter's voice and using several different examples for each
point.

Active appropriate practice. No learning occurs without prac-

tice. However, practice must be relevant to what is to be
learned. Therefore, trainees should be required to practice
rating in realistic approximations of on-the-job situations,
answer questions by writing them down, give examples, etc.
Further, practice should be scheduled in short periods distri-
buted over the time allocated for training.

Fade prompts gradually. At the beginning of training, trainees

should be provided with prompts or hints (cues). As they



24

become proficient, the prompts should be systematically
withdrawn or faded out.

Pleasant conditions and consequences. A trainee is more likely

to continue learning if instructional/training conditions are
made pleasant. To provide pleasant conditions and consequences,
the negative aspects of instruction should be eliminated and the
positive should be accentuated. Instructions should be written
so as to avoid unpleasant physical conditions. Also, chal-
lenging tasks should be set and trainees given feedback as to
their practice as soon as possible,

While these eight principles of learning and motivation presented

above are listed separately, in practice they are interactive. Moreover,

these principles do not cover all important aspects of learning; prin-

ciples related to transfer of training are also important. The prin-

ciples of learning and motivation are concerned with the acquisition of

knowledge while the principles of transfer of training are more con-

cerned with retention and use in new settings or novel situations.

Four basic principles of transfer, summarized from the research

literature in transfer of learning (Goldstein § Sorcher, 1974), should

be applied to the design of any training program:

1.

General principles. Transfer of training is facilitated if the

trainee is provided with general, mediating principles

governing satisfactory performance on both the training and
beyond-training setting. This general principle should include
stating the consequence of behaving or not behaving as presented
in the training session: the reasons why. It also includes the

provision of learning sets, such as '"advance organizers."
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2. Response availability. Transfer of training has also been

demonstrated to be facilitated by procedures that maximize
response availability. Therefore, training should be organized
so that easier tasks are attempted first (a higher likelihood
of correct responding of the trainee) with immediate feedback
(reinforcement). Subsequent tasks should be made increasingly
more difficult and should be followed by partial or inter-
mittent reinforcement.

3. Identical elements. The greater the number of identical ele-

ments or characteristics between the training and application
settings, the greater the consequent transfer. This is perhaps
the most neglected principle in rater training. Therefore,
trainees should practice rating the performance of people

in settings which simulate real conditions, with fidelity as
high as possible.

4. Performance feedback. If what is learned during training is to

endure beyond the training setting, then feedback on the
behavior or performance of the trainee must continue. Other-
wise, extinction (i.e., complete removal of reinforcement
resulting in non-performance of desired behavior) will occur.
Therefore, the training program should make provision for
assisting the trainee in self-reinforcement after training.
In summary, there are several principles of training which are
important to consider when developing a training program. However,
as advice to the novice trainer, it may prove difficult to implement

all of these principles in any given training program, but their
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combined impact is to greatly increase the likelihood of satisfactory

learning and positive transfer (Goldstein & Sorcher, 1974).

Training Programs in Performance Evaluation

This section includes research directed at the examination of
any technique which has been designed to improve observers' skills of
observation prior to their entering an observation setting. This is in
contrast to research on category or rating scales. Thus, only studies
which investigated the effects of observer training on observer accuracy
are included. Likewise, studies for which criteria for evaluation are
unrelated to the problem of observer accuracy (e.g., communication
skill) are not included in this review. Others, although they may
involve a training program, are not included if the purpose of the
study was not to improve observer accuracy, but instead was to deter-
mine the effects of other variables (e.g., order of observees) on
observer accuracy. However, some studies in which the major emphasis
was not on the evaluation of the observer training program are included
because they described a '"training program' to minimize the observer
accuracy problem.

Six studies were found to be related to performance evaluation/
rating. The studies are summarized in Table 1 and analyzed along the
following dimensions:

1. Type of behavior observed (verbal and nonverbal)

2. Role of the observer (descriptive, inferential or evaluative)
3. Whether more than one training program was compared

4, Training design (i.e., components and length of training

program)



27

833101
$8010% UOFIPUTETIOISTP Buy
-esasee uj sdnoi1¥ uaaalaq
$25U212331p uedyjTusys
ou 213a 213y) {7 dnoip
103 uwyl [ dnoiay 10}
12481y oste sea £177131Q¢
-}121 1331v11d3u} dnoi8
19430 [T® uwyl 1333j9
o1wy pu® 10118 AJUITUI|
8821 Ar3uedyjjusys pa
-A0ys ‘uojivalasqo Sujinp

(107A8Y43q)

(s10113 Ruylwa 3noqe
A1uo suojidniIsuy
U3313171A pIATAIRIL)

dnoa8 [oa3uod (%
8ujiea 03 loyid

A193¥] poum} p3iinddo

3d2oxa 7 dnoan se Jmes (¢

iday Kaeyp
ou pue (passnds}p
A1uo) ua3s J0u Sig
Inq 1 dnoin se mes (7
(193183wdE jO A3am
387 Sujanp paiinddo
Sujuipal) 1035ma3suy
iyayl uo Kiejp uoyl
wA138q0 3day siajea

pue 03 1071d a[®Is uojl se3ive1 010% UOIRU} {534 Pamajaal !sioire
-enTeA? 2yl 03 21ns0dxa -wpa28Fp AI1TIQUIaL $ujiva uo uoyIMN Uo} Ion13ISUT
puw Sujuje1l dj133moyd4sd 12391193uU3 1339339 dnoig to13uc) -ussaid :(®Iod ‘ay 1 (Y jo s8upiea (LL61) 3193TeM
POAT2222 Ydjya ‘7 dnoap orwy 322339 Aduajuay ATu0-18213804 sdnoas inoj Juapnas 9 ujpieulag
sBujiel UOTIAITID
03 paivdwod sBujiva
possndsTp puw 8adwioIpia
uo pake[dsyp s10]ARYdq
$810113 JUIDINSEIW
(uoy3dowaz ,aInd ) (301a®Yaq) (pe3entead uoumod pue sa[eds Bujiea Suriea (9L61)
dA73293 39 Bujujeal A3IT1798FT22 193wa1a3ug 3o0u) auou pausndsip puw paiuasaid acuwmaojaad nyseuing
s10119
olwy pue 38®1IU0D 1033802 (¢
‘Aijavijurs pIrijmmod (f (103A8Yyaq) uoyssndeyp dnoad (g
810119 Uo}ssIidu] 399339 ojey (v Adwqpaa;j pue
PelITWmod sAujwid (I $329339 3IswiIU0d (¢ uoyssndsyp ‘adyidead A3fArdUY
810119 2yl jo Iuou suojesaadwy 30173 (2 ‘adwjoapja ysnoayl uojl1d9[3e
pa3ljmmod sesujeal ([ Kagavrrugs (1 dno1p 1o13u0) Sujiepom) doysyioa ([ pue [esjwidde (sL61)
:dnoas :810219 Sujawa anoj A1uQ-319931804 dnois 23143 2ouwmi0j19d v 39 meylw]
paBusyoun sea
A3TpITRA ‘Bujuleal 1aije
19m0] seA AIT1TQeFTI1
12391191uU3 899381 20113
UTYITA 10U ‘SI3El (30714a8Yyaq) ay3l Buyiwiieny|} wiep jo
uUa3M13q O[Ty PIINPIL Kigpylea pue uoyiejuasaid 9 orey jo
A1auedyjjudys uoyssas A3IF13Qe} 192 12302 18331804/189 uojIJul AP uo}3IdNIIsu} sSuyies
Sujujeal a0ys a3 -123uy ‘332339 orey -314 dnoag-aug 23nule 9—¢ sduwmioj1ad ($¢61) usmiog
(pe3vuymia
jou 10112 Bujpjea
¢+3°3) saosjaizadns ay3
jo 11ed ay3 uo aBuwyd
10}ARYaq ITQPAIIEqO OU (L
Buyaca
JO Spoyldm  S10S]A
-19dng ay3 BujBueyd
uo 3duINTjul ou (2
(20129 Buyiez Fuyonp
-31 **3°}7) 103ABYaq 1013U0> (¢
8utiea  siosyalzadne dnoig To11U0) aianydar (2
Bujkjypom Uy 2A13X2j339 (1 (107AW43q) 1893 uoysend81p (1 sBuyiea (zs61) 13913ng
:dnoas 193332 ojey -3504/1821314 sdnoa8 23ay3 2duwmiojiad 8 JuyaAa]
8I[nsay (e7333715 jo [aA3]) udysap ~u¥ysep Sujujeal I%31U03 Xpnas
uojlenieaa jo ®J13I}1) 1®Udm}12dx3] Sujuyeal

uotienfea] setg 1031ey Sutdnpoy :swrifousy Rutured) uo ydawasdy jo sis{jeuy pue Liewang

1 21qrL



28

(pa1eduod> weiBoid BuTUTEIl JUO UBYI IIOW,

EISSL LN CZV I |
1e12U213}U] = T
2473d11088q = @ :39A29890 JO 310,

19qI9AUON = AN

19QI2A = A 8Q0 107AWY2q jO S;ui
(K12a3339ds
-2 ‘s8ujiea jo aoued
(207n8Y2q) -10dwjun 10 2dueiioduy
(9231ea aenoylaed e jo ay1 jo prod a1sm £ay3)
91123110  sBujlwl [R12A38 §,19181 8dnoad 1013u0d (93¢
{PU123%? pue EUIAIUY ¥ JO BUOJSUIWP SBOIOW (SL61 ‘uewmiog *3d)
3yl uaam1aq punoj SBA  PaTydwod UOTIETAIP PIEP 810112 3u)3ez Uo UOT]
djysuojIeral 1uaIs sUOd -uwls ayi) 323332 orey -e3uas21d/2an3d9] ‘ujw ¢ (7
v {suosjiedwod 1ajey $(uoyidaayp arqeao L6t
uy 8dnoa8 Auw udamlaq -A®j 3y1 uy I1ed28 Y3 *133{eM 9 UTPIBUIAG
punoj 213m 83dU133JIP jo jujodpyu 3yl ®woij -39) UOTEENSTP YIFA
ou !jusmainsedw IS] AYI sBujivl uedw UT JTYS s10112 SuyzyuBoda1 23713
v 8dno18 [013u0d Y3l 03 *3°3) 10113 Aduajudl ->ead !si0112 Bujiea
20712dns 219m 8dnoid yloq 7193322 (3uy3ea uy 3o sajdwexa § suojlead
pur s8ujaea jo K3jfend P233JWNOD S10212) [BU -eni} 1ydess ‘suojiju uoF3IdNIISUT
9}139woydAsd uy 7 dnoanp  -393x3 § (s10113 Bujlex dnog Toiqucy  ~F33p BupaToaut ‘14 T (1 ae AN jo s8ujiex (®L61)
03 10713dns sea [ dnoly  jo aFparmouy) [wuIIUY 18223804/1523934 :8dnoi8 inoy sk 1 94 Juapnis uppavuaag
s3[nsay (e7323739 30 13A21) —ugysap uBysop BUjUIEAL Jii< ..o—om Sio8 IX23U0> Xpnas
UOJIEN[EAD JO B]IIITID 1e3udw1adxy Sujujeay

(3,u03) 1 219rL



29

5. Experimental design used to evaluate the training program

(cf. Campbell and Stanley, 1963)

6. Criteria used for each evaluation (e.g., interrater reliability

and halo effect)

7. Results of each evaluation
In conjunction with the criteria of evaluation, the level of criteria
(cf. Kirkpatrick, 1959) is also assessed. Kirkpatrick suggests that
four different levels of criteria should be used to determine the
effectiveness of a training program: reaction, learning, job behavior
and organizational results,

All of the studies involved the observer as an evaluator and,
as a criterion measure, used either a measure of rater bias, interrater
reliability or both. Four of the six studies compared more than one
training program. Only these four will be discussed in detail. One of
the remaining studies (Borman, 1975) had an extremely minimal training
program (five minutes of instruction). In this study, trainees read
about, rather than actually observed, subjects' performance. The other
study (Burnaska, 1976) did not evaluate its training program
(Burnaska, Note 2).

Levine and Butler (1952) dealt with supervisors who were over-
rating employees in the higher job grades and underrating those in the
lower grades--a form of halo effect. The supervisors were randomly
assigned to a control, a lecture or a discussion group. In the lecture
group, theory and technique of performance rating were presented. The
lecturer also explained the problem caused by the previous ratings and

what each supervisor needed to do to correct the problem. Questions
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were encouraged and answered by the lecturer after his/her presentation,
In the discussion group, the supervisors met together to discuss the
nature of the problem and how it could be solved. The discussion
leader merely acted as a moderator, avoiding interjection of his/her
own opinions. After generating a number of ideas, the group arrived

at one decision acceptable to all.

The results showed that no observable behavior change occurred
on the part of the supervisors in the control group. Similarly, the
lecture had no influence on reducing the halo effect. Only the group
discussion method was effective in modifying the supervisors' rating
behaviors (i.e., reducing halo error). Limitations of this study,
however, were that it dealt with the elimination of only one rating
error, the effects of the training were not assessed over time, and
the unit of analysis should have been the group, not the individual,
because the treatment involved group discussion and interaction. Also,
the trainees did not practice and receive feedback.

Another study, Latham, Wexley, and Pursell (1975), interpreted
the findings of Levine and Butler as meaning that knowledge of rating
errors alone will not lead raters to take effective steps to counteract
them. Latham et al. hypothesized that only an intensive workshop, as
per Wexley, Sanders, and Yukl, 1973, and described in Spool (1978),
would be effective in reducing rater bias. They compared a workshop,

a group discussion and a control group. In their study, managers in
each of these groups eliminated rating errors that occurred in per-
formance appraisal and selection interviews, namely, contrast effects,

halo effects, similarity and first impressions. The workshop included
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videotapes of hypothetical job candidates being appraised by a manager.
The trainees gave a rating of how they thought the manager in the
videotape evaluated the candidate. Group discussion followed as to the
reasons for each trainee's rating of both the manager's evaluation and
the candidate. Thus, trainees viewed a videotaped model, had an oppor-
tunity to practice and received feedback.

In the group discussion method, the definitions of the four
rating errors were presented and an example of each error was given for
three situations: the performance appraisal, the selection interview
and an off-the-job situation. The trainees then generated and shared
(discussed) with each other personal examples of rating problems. Solu-
tions to these problems were then generated and shared. These solutions
turned out to be identical to those decided upon in the workshop group.
Thus, the primary difference between the two training programs was the
method used to eliminate the rating errors.

Six months after training, the managers rated hypothetical
candidates who were observed on videotape. The results showed that:

(a) observations of trainees in the control group were characterized

by similarity, contrast and halo errors, (b) trainees in the group dis-
cussion made impression errors, and (c) observations of trainees in the
workshop were relatively free of all the errors. A possible limitation
of this study is that the testing was a simulation rather than an
actual measure of the trainees' on-the-job behavior. Furthermore,
because the treatment groups incorporated discussion, the legitimacy
of using the individual manager, rather than the group, as the unit of

analysis must be called into question.



32

Bernardin and Walter (1977) investigated the effects of dif-
ferent training programs on rating errors of students evaluating faculty
performance on behavior expectation scales (BES). Students (n = 156)
of 13 different instructors were randomly assigned to one of four experi-
mental groups. Group One received one hour of training in the first
week of the semester on the various types of rating errors. Definitions
and graphic illustrations/examples were given. For example, for halo
error, a distribution of ratings were presented for three raters across
seven dimensions of work performance. Students were asked to judge
which raters were guilty of halo error. A general discussion of rating
error followed. Students were also given copies of the seven BES to be
used in the tenth week of the semester to evaluate the instructor. They
were asked to maintain an observational diary for their instructor by
recording observed critical incidents on the BES throughout the
semester as they pertained to the seven dimensions of performance. It
was pointed out that the diary would be collected and checked at the
end of the semester. Although trainees in the group had the opportunity
to practice, they did not receive feedback since the diary was collected
and evaluated after the evaluation time. Group Two received identical
training on the same types of rating errors as Group One, also in the
first week of the semester. The BES was discussed but not seen. The
students, however, were instructed to observe the instructor throughout
the semester with the performance dimensions in mind. Group Three
received the identical training on rating errors and participated in a
similar discussion on the BES as did Groups One and Two. Their training

and discussion, however, took place in the tenth week of the semester,
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immediately prior to the evaluation of the instructors. Group Four
received no training prior to the period of evaluation, but brief
mention was made of halo error and learning effect in the written
instructions of the evaluation form.

For each instructor of the course there were three raters from
each of the experimental groups. The results revealed that Group One,
which had received psychometric training and exposure to the evaluation
scale prior to and during observation, showed significantly less
leniency error and halo effect than all other groups. Interrater
reliability, derived by taking the standard deviation of the three
ratings on each dimension for each ratee, was also higher for Group One
than for Group Two. Further, the two groups differed with respect to
halo error: the greater the emphasis on observation, the less halo
error there was. There were no significant differences, however,
between groups in discriminating across ratees.

The differences between Groups One and Two illustrate the impor-
tance of familiarization with the rating scales. As Bernardin and
Walter point out, the recommendation by Smith and Kendall (1963) to
bring appraisal into closer correspondence with observation was thus
applied to Group One.

This study suffers from several major problems. The first con-
cerns the question of whether the subjects really received practice in
rating. During the one hour of training, Group One subjects were shown
the rating scales but did not use it to rate anything (e.g., video-
tapes). The only practice subjects received during this hour was in

recognizing different psychometric rating errors (Bernardin, Note 3).
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Although subjects kept a diary of observed critical incidents on the
BES throughout the semester as they pertained to the seven dimensions
of performance, it did not appear that the subjects actually rated
their instructor on the rating scale. Related to the point about the
diary, none of the subjects received feedback about the accuracy of
their observations. Diaries were collected and checked at the end of
the term but subjects were not told of their results. The authors
stated that only three of the 39 members of Group One turned in diaries
that were unquestionably of poor quality (less than three incidents
per dimension--the average was 3.9--which were mostly of an ambiguous
nature). The subjects, however, did not know this. And even if they
did, there would have been no time for remediation. Feedback must be
given as close to the desirable behavior as possible with opportunities
for more practice and feedback (Goldstein & Sorcher, 1974). Further,
the content of feedback must reflect the desired objective of training.
Other problems of a lesser magnitude include the issue of the
unit of analysis. Again, as in the other studies, the treatment is
highly characterized by discussion among subjects. This raises the
unit of analysis to the level of the group. Analysis, however, was
done at the individual level. Another problem which may affect the
generalizability of the study is that subjccts in Group One were
exposed to the rating scale in the first week of classes. The other
groups were not, It could be argued that Group One surpassed the
other groups solely because these subjects 'knew" what to look for
and not because of any observation skills they might have developed

from training. A better design would have subjects practice and
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receive feedback on a similar but not identical (i.e., parallel) rating
form as the one used to evaluate the effectivenss of observation
training.

The last of the four systematic research studies in the area of
reducing rater bias (Bernardin, 1978) compared a short lecture-training
session with a more comprehensive (participative) training program, as
per Bernardin and Walter (1977), in the context of student ratings of
instruction. More specifically, the former training group, described
by Borman (1975), received a five minute lecture on the definitions of
three rating errors (leniency, halo effect and central tendency) with
a presentation of one graphic illustration for each error. Reference
was made to the seven performance dimensions subsequently measured on
the rating instruments but students were not shown the actual scales.
The latter training group (one hour in length) involved definitions,
graphic illustrations, and examples of the same three errors. Students
were also given data to evaluate in terms of the errors and the
evaluations were discussed. Reference was also made to the dimensions
on the rating instruments.

Eighty undergraduate students (20 in each of four groups) rated
all of their instructors over one, two or three rating periods using
behavioral expectation scales br summated rating scales. Tests on
psychometric error (leniency and halo) were also administered at these
times. This study, therefore, was able to explore issues not addressed
by the other studies; specifically, stability of training and the
relationship between internal (i.e., knowledge of psychometric error)
and external (i.e., errors committed in performance ratings) criteria of

rater training effects.
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A consistent relationship was found between scores on the tests
of psychometric error and error as measured on the ratings. Results
also indicated that the psychometric quality of ratings was statisti-
cally (but not practically) superior for the group receiving the com-
prehensive training, and both training groups were superior to the
two control groups at the first measurement period. The major finding
of Bernardin's study, however, was the diminishing effect (non-stability)
of training over time. No differences were found between any groups in
later comparisons; the effects were virtually gone after one rating
period. Bernardin, therefore, questioned the cost-benefit investment
of the more comprehensive training program.

It should be noted, however, that the same problems as with the
comprehensive training program criticized in the Bernardin and Walter
(1977) study, such as trainees not having an opportunity to practice
rating and not receiving feedback, exist. Perhaps, if the training
program were improved (i.e., incorporating these essential principles
of training that were missing), better results might be obtained.

In summary, the studies reviewed showed that accuracy in
observation (i.e., interrater reliability and psychometric quality of
ratings) can be statistically improved by training observers to avoid
rating errors. However, most of the training programs lacked essential
principles of training, such as active appropriate practice with feed-
back. Furthermore, the methodology used to evaluate training left
much to be desired. The major problems were lack of a control group
or use of an inappropriate unit of analysis. The practical success

of the training programs, then, must be questioned, particularly if
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improvement in observation accuracy is only slight. There may be a
possibility of practical, as well as statistical, improvement if a
training program were to incorporate the essential principles of

training.

Summary

The review of the different measures of reliability revealed
several problems with commonly used measures (e.g., internal consis-
tency, reliability coefficient, percent agreement and intraclass
correlation)., Most of the problems center around the issue that the
measure may not be adequately reflecting the degree of interrater
agreement. Measures which represent the variance of ratings between
raters may be more appropriate. One such measure was suggested.

The literature on the reliability of student ratings of in-
struction indicated that the two major measures have been internal
consistency and stability. One study used the intraclass correlation,
but none considered a measure of degree of agreement. An argument
for its use was presented.

The review on sources of rating error revealed that among the
several possible sources, student ratings of instruction appear to be
most prone to leniency error. Here, the tendency among raters is to
rate everyone toward the favorable end of the rating scale.

The review of the effects of behavior specificity, judgment and
content of items on ratings showed little direct evidence in the area
of student ratings of instruction. Indirect evidence, however, suggests
that items which require raters to rate general behaviors are more

likely to yield greater disagreement among raters than items containing
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specific behaviors. Further, items which require raters to evaluate the
behavior are likely to result in greater disagreement among raters than
items in which the raters just report or describe the behavior. Also,
content of the item may influence degree of interrater agreement. Items
in which the content directly relates to the learning of students (e.g.,
"The instructor asks the students questions') should yield greater
interrater agreement than items which indirectly relate to the students'
learning (e.g., '"The instructor maintained the attention of the
students').

The principles of training (i.e., learning and motivation and
transfer of training) review gave an indication of the various compo-
nents of a training program which are essential to the learning of
trainees. The eight most relevant principles of learning and motiva-
tion, followed by four basic principles of transfer of training, were
defined and discussed in regard to their application to the development
of a training program.

The review on training programs in performance evaluation
covered six studies, of which only three were discussed in detail
because of their possible contribution to the present study. Overall,
training was found to statistically increase interrater reliability
and improve the psychometric quality (i.e., reduce rater bias) of
ratings. The objective of these training programs was to make
trainees knowledgeable about and able to recognize rating errors.
Problems related to (a) the content of the training programs, (b) the
process of the training programs, and (c) the methodology of the studies

evaluating the training programs were noted. Specifically, these
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training programs (a) did not focus on observation skills, (b) lacked
essential learning components, such as practice and feedback and
ignored for the most part issues such as rating difficulty, and (c)
used an inappropriate unit of analysis and/or lacked a control group
when evaluating training. The practical success of the training
programs, therefore, was called into question. Suggestions for the

improvement of training programs in this area were discussed.



CHAPTER III

METHOD

Samgle

Undergraduates (n = 168) from two psychology courses, described
below, at a large Midwestern university participated in the present
study. The subjects, primarily sophomores, junior and seniors,

represented a variety of majors (e.g., psychology and business).

Design
The present study was a 3x2x2x4 factorial design--Treatment
Group (G), Class (C), Time Period (T) and Type of Item (I)--with
subjects nested within GxC and crossed with TxI (see Figure 1). Time

Period and Type of Item were repeated measure variables.

Independent Variables

Treatment Group

Subjects were assigned to one of three groups, (a) Behavior
Observation Training Program, (b) Rater Error Training Program, and
(c) Control Group, according to the following procedure: students who
volunteered for the present study were randomly assigned to one of the
two training programs; subjects in the Control Group were randomly
selected from the remaining students who came to class the day of the
ratings.

40
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Both training programs were held on two consecutive evenings
during the second to third week of the term. No class sessions for the
classes involved were held between these evenings. To insure stan-
dardization across evenings, the training programs were videotaped
presentations. Scripts for these training programs are found in
Appendix B.

Subjects in the Behavior Observation Training Program were

trained to observe instructors' performance of specific behaviors and
to rate instructors on general behaviors related to "maintaining
attention.'" Training emphasized how to rate general behaviors based
upon observations of specific behaviors.

The Behavior Observation Training Program consisted of six
parts: (1) Introduction, (2) Presentation on rating general behaviors,
(3) Explanation of the rating scale, (4) Explanation and demonstration
of specific behaviors related to three general instructor behaviors,
(5) Practice observing and rating with feedback, and (6) Summary. The
training lasted one hour and 15 minutes.

Part One: The introduction began with a videotaped presentation
of a common situation--students rating the same instructor differently.
Subjects were asked (rhetorically) '"Why?" Then, the purpose, ground
rules (e.g., no discussion) and overview of the training program were
given.

Part Two: Following the introduction, a short videotaped
vignette was presented depicting two students disagreeing about their
rating of an instructor on a general behavior. The trainer then posed
the following questions: '"Why do you think there can be such a wide

difference in (the two students') views?" '"Is one right and the other
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wrong, or can both be right?" An explanation of why differences in
ratings of general behaviors exist was given. Then a procedure for
subjects to follow when rating general behaviors was presented: (a) to
observe those specific behaviors which are related to the general
behavior to be rated; (b) to try to recognize situations when these
specific behaviors could occur; that is, when opportunities for their
use arise; (c) to consider the occurrences and/or non-occurrences of the
specific behaviors; and then, (d) to rate the instructor on the general
behavior (i.e., the extent to which the subject agrees that the general
behavior is characteristic of the instructor). The following general
principle was also given: '"Base ratings of general behaviors on obser-
vations of the presence or absence of relevant, specific behaviors."

Part Three: The explanation of the rating scale included an
example of the rating form used in rating the three general instructor
behaviors on a Likert-type scale which ranged from Strongly Agree to
Strongly Disagree. The general principle was reemphasized. The
following instructions were given: '"If the instructor does many of the
specific behaviors related to the general behavior, then you should rate
him or her Strongly Agree or Agree, depending upon the number of specific
behaviors occurring. However, if the instructor does only a few or
none of the relevant specific behaviors, then you should rate him or her
toward the Disagree or Strongly Disagree end of the rating scale, again
depending upon the number of specific behaviors occurring or not
occurring."

Part Four: The thrce general behaviors (''made the subject

relevant,'" "helped students keep their attention on the subject matter,"
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and '"was enthusiastic when lecturing') were described by the trainer,
first with a general definition and then with a description of each
relevant specific behavior. Videotaped vignettes were then presented
of an actor (a Learning & Evaluation Service faculty member) demon-
strating each general behavior. There were two vignettes for each
general behavior. In the first vignette, all the specific behaviors
were present; therefore, the instructor would be rated at the Strongly
Agree end of the rating scale. In the second vignette, none of the
specific behaviors occurred. The instructor in this case would be
rated at the Strongly Disagree end of the scale. The presence or
absence of each specific behavior was pointed out to the trainees
after each vignette.

Part Five: Here subjects (a) observed five short videotape
vignettes of different instructors lecturing, (b) answered questions
on the content of the lecture and rated the instructors on their
performance, and then (c) received feedback. Three different rating
forms were used. The first one, used for the first vignette only,
required subjects to indicate ('Yes' or 'No'"), that is, recognize,
whether certain specific behaviors occurred before rating the related
general behaviors; thus, the reporting of specific behaviors served as
cues for the rating of the general behavior. The second rating form,
used for the second vignette only, had fewer cues; that is, the form
required subjects to recall the specific behaviors as reasons for their
ratings of general behaviors. The third rating form was used for the
remaining three vignettes. This form required subjects to rate only
the three general behaviors, much like typical student 'rating of

instruction" forms. These rating forms are found in Appendix C.
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Feedback was given immediately after subjects rated each
vignette. Feedback consisted of presenting subjects with:

1. correct answers to content questions,

2. average ratings of the instructors' behavior (general and/or
specific, depending upon the rating form) as determined by a
group of experienced judges, and

3. the judges' reasoning behind their ratings.

Part Six: A summary which reviewed the purpose of the training
program and reemphasized the general principle was given at the end of
the training program. Subjects were reminded to avoid discussing the
training program with other subjects in this training program and other
students in the class. Also, subjects were told to observe their
instructor for the next several weeks and advised that they would be
rating him in one week and again in four weeks.

Descriptions of the development and pilot run of the Observation
Training Program, including how the principles of training were applied
and how the judges' ratings were obtained, are found in Appendix D.

Subjects in the Rater Error Training Program were trained to

recognize and to avoid rating errors. Specific instructor behaviors
were not mentioned. The Rater Error Training Program is similar to
current training programs in performance evaluation (cf. Bernardin §&
Walter, 1977; Latham, Wexley, & Pursell, 1975), where the objectives
are to recognize and avoid rating errors. Improvements in the training
design were made, however, especially in areas of practice, feedback
and transfer of training.

The Rater Error Training Program consisted of seven parts:

(1) Introduction, (2) Presentation on common rating errors, (3)
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Explanation of the rating scale, (4) Explanation and demonstration of
the same three general instructor behaviors (but without reference to
specific behaviors), (5) Practice observing and rating with feedback,
(6) Review of ratings vis-a-vis rating errors discussed, and (7)
Summary. The training lasted one hour.

Part One: The introduction was the same as for the Behavior
Observation Training Program.

Part Two: Similar to the Behavior Observation Training Program,
a short vignette was presented following the introduction in which two
students were disagreeing about their ratings of an instructor on general
behaviors. One student rated the instructor high on everything while
the other student believed that ''mo one could be that good or that bad"
and, therefore, always rated instructors in the middle. This scene
preceded a presentation of definitions and graphic illustrations of
four common rating errors: leniency, strictness, central tendency and
halo. At the end of this presentation, there was a review of the four
rating errors, with a short practice session in recognizing the
different rating errors.

Part Three: The explanation of the rating scale was the same
as in the Behavior Observation Training Program with the exception that
there was no mention of specific behaviors.

Part Four: The same three general instructor behaviors were
defined and illustrated using the same videotape vignettes of an actor.
The only difference between the two training programs was that in the
Rater Error Training Program specific behaviors associated with the

general behaviors were not pointed out.



47

Part Five: The same five vignettes as in the Behavior
Observation Training Program were also shown. The rating forms were
equivalent to the third type of rating form (i.e., ratings of general
instructor behaviors only) used in the Behavior Observation Training
Program (see Appendix C). Feedback was given without mention of
specific behaviors.

Part Six: After all five vignettes were rated and feedback
was given, subjects were asked to review their ratings and to summarize
them by graphing the distribution of each of the three general
instructor behaviors across the five ratings. Subjects' distributions

were then compared (individually) to the distributions of the judges

in order for each subject to assess the likelihood he or she was
committing one of the rating errors.

Part Seven: A summary of the purpose of the training program
and a reemphasis of the rating errors to avoid were given at the end
of this training program. As in the other training program, subjects
were reminded to avoid discussing the training program with other
subjects in this training program and with other students in the
class. Also, they were told to observe their instructor for the next
several weeks and advised that they would be rating him in one week and
again in four weeks.

In summary, the two training programs were similar in terms of
the training design and components--modeling, practice, feedback and
transfer. The main difference was that in the Behavior Observation
Training Program the objective was for subjects to base ratings of

general behaviors on observations of specific behaviors (a general
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principle to follow). The goal was for them to develop observation

and rating skills. Further, the rating forms gradually changed, to
approximate reality, from ratings of both specific behaviors and general
behaviors to ratings of general behaviors only. In the Rater Error
Training Program, avoidance of rating errors was emphasized by illu-
strating four common rating errors and giving subjects an opportunity
to practice and receive feedback so they could determine the likelihood
that they were making rating errors.

Subjects in the Control Group consisted of a random selection

of the remaining students who came to class the day of the rating and
completed the rating form along with everyone else. These students were
also volunteers, but for another psychology experiment. They were not
given any training or information which would otherwise make them

different from typical untrained students.

Class

The independent variable Class consisted of two psychology
undergraduate courses: Introductory Industrial/Organizational Psycho-
logy (Class 1) and Psychology of Advertising/Selling (Class 2). Both
courses met the same three days of the week in the same room, and
were large lecture classes with approximately 125 and 150 students
enrolled in each, respectively. The instructor for Class 1 recently
began teaching while the instructor for Class 2 has been teaching at
the same university for several years. Both courses had the same
prerequisites and were close with respect to median year of student

(juniors).
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Time Period

The effects of the treatment conditions were assessed over two
time periods. Time Period 1 occurred one week (or three class
sessions) after the treatment and Time Period 2 occurred four weeks

after treatment.

Type of Item

There were four types of items in the rating form created by
the combination of two levels of behavior, specific and general, and
two levels of judgment, descriptive and evaluative. The resulting
combinations, that is, the four types of items, are: specific-
descriptive, specific-evaluative, general-descriptive, and general-
evaluative. The content of all items was related to the instructor's
ability to "maintain the attention" of the students.

A specific-descriptive item is defined as one which requires
the rater (i.e., student) to report the occurrence of a specific
behavior which involves little or no inference (e.g., "The instructor
moved back and forth in front of the class."). A specific-evaluative
item requires the rater to make a judgment about the quality or level
of a specific behavior (e.g., '"The instructor was above average in
stating the importance of the subject matter."). A general-descriptive
item is one which requires the rater to report the occurrence of a more
general or more abstract instructor '"behavior'; one which involves an
interpretation, an inference, from the instructor's behavior (e.g.,
"The instructor was enthusiastic.'). Finally, a general-evaluative
item is one which requires the rater to make a judgment about the

quality or level of a more general or more abstract instructor
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"behavior'" which must be inferred (e.g., "The instructor was above
average in maintaining the class' attention.'"). A detailed explanation

of the categorization of items is contained in Appendix A.

Instrumentation

Two parallel rating forms (SRI-A and SRI-B), each 24 items
long, were used in the present study. SRI-A was administered at Time
Period 1 and SRI-B at Time Period 2, Each rating form contained an
equal number (six) of the four types of items. These items were
further divided into two content areas: open communication and main-
taining attention. Therefore, there were eight categories or
"subtests' of three items each, although only those subtests related to
'maintaining attention' were used in the analysis of the study. For a
more detailed description of the development and pilot of these rating
forms, see Appendix E. The SRI-A and SRI-B rating forms are also

included in this appendix.

Procedure

Subjects in the Behavior Observation Training Program met at
7:00 P.M. Wednesday or Thursday evening of the second week of the term
for 1 hour 15 minutes, whereas subjects in G2 met at 8:30 P.M. these
same evenings for 1 hour. An approximately equal number of subjects
were trained from both classes for each evening. Neither group knew
of the differences between the contents of the two training programs.
The two training programs were shown by means of videotaped presen-

tation for standardization. A few subjects, because of scheduling

difficulties, were shown their appropriate videotape separately from
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their group. Subjects in both training programs were instructed to
come to class regularly to observe their instructor and to rate him
two times (dates were given) during the term as part of the study.

There was no discussion among subjects in either group during training.

The ratings for Time Period 1 were performed at the end of the
third class session (one week) after training. The entire class was
administered the SRI-A rating form. Subjects in the two training
programs were requested to write their student number on the rating
form in order to determine their participation for the extra credit.1
They were told that the instructor would not see the ratings. Subjects
not attending class that day (there were five) were contacted imme-
diately, that is, before the next class, to obtain their ratings. A
random selection of 28 ratings in each class from the remaining
students comprised the Control Group.

The ratings at Time Period 2 were performed at the beginning
of the class session three weeks later (four weeks after training).
The same procedure as in Time Period 1 was followed. The SRI-B form,
however, was administered. Again, subjects who did not come to
class at Time Period 2 (about 20) were contacted immediately to obtain
their ratings. At the end of the term, all students were debriefed

about the study.

Analxses

The hypotheses were tested (at p < .05 level of significance)

by the following interaction effects from two separate four-way

1A recent study by Stone, Rabinowitz, and Spool (1977) showed
that non-anonymity of student ratings of instruction does not affect
ratings.
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(GxCxTxI) analyses of variance (ANOVA), one for each dependent variable

(interrater agreement and leniency error)--assuming a near zero

correlation between the two dependent variables:

H
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H

H

H

: Treatment

: Trea
b reatment

: Treatment
2a

2b: Treatment

: Treatment
3a

3b: Treatment

Interrater

Group by Type of Item (G x I) on interrater agreement
Group by Type of Item (G x I) on average rating

Group by Time Period (G x T) on interrater agreement
Group by Time Period (G x T) on overage rating

Group by Class (G x C) on interrater agreement

Group by Class (G x C) on average rating

agreement was calculated by averaging the absolute

values of the deviations of a subject's ratings on each item within a

Type of Item from the average ratings on those same items for all

subjects.

Leniency error was defined as an average rating within the

two most favorable ratings on the rating scale (cf. Showers, 1973).

Leniency error was considered to be reduced if the average rating for

training (G1 or Gz) was significantly lower (i.e., more favorable)

than the average rating for the control group (GS)'



CHAPTER 1V

RESULTS

Since the two dependent variables, interrater agreement and
average rating, were not significantly correlated, r = .042, p < .062,
separate ANOVA's were justified. Summaries of the results of the two
ANOVA's for interrater agreement and average rating are found in

Table 2.

Interrater Agreement

Inspection of Table 2 reveals no significant four-way and three-
way interaction effects for interrater agreement. However, three of the
six two-way interaction effects, Treatment Group x Type of Item, Class

x Type of Item and Time Period x Type of Item, were significant,

F (6,486) = 2.283, p < .035, F (3,486) = 3.781, p < .0l1, and F (3,486)
= 7.062, p <.007. Only one main effect, Class, was significant,
F (1,162) = 4,078, p < .045.

The means and standard deviations of interrater agreement are
shown in Table 3. Newman-Keuls post hoc analyses were performed on
significant effects to determine where the significant effect was
located (i.e., between which groups). The Newman-Keuls multiple
comparison test is based on a stairstep or layer approach to signi-
ficance tests (cf. Kirk, 1968). It provides a protection level lower
limit of 1-ofor all ordered sets of means regardless of how many steps

53
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Table 2

Summary ANOVA Table for Interrater Agreement and Average Rating

Interrater Agreement Average Rating

Source df MS F ratio MS F ratio
Treatment Group(G) 2 . 33334 .991 .90355 .444
Class (C) 1 1.37197 4.078* .02370 .012
GxC 2 .32967 .980 1.20675 .592
Rater (within GxC) 162 .33641 -— 2.03724 -——-
Time Period (T) 1 .00563 .031 18.81220 20.784*
GxT 2 .17704 .971 .86377 .954
CxT 1 .44862  2.460 4.11149 4,542*
GxCxT 2 .14091 .773 .25575 .283
Rater x T 162 .18239 --- .90514 ---
Type of Item (I) 3 .35353  4.077* 25.91290 95.025*
Gx I 6 .19792  2,283* .53418 1.959
CxI 3 .32782 3.781* 2.77857 10.189*
GxCxI 6 .03872 .447 .13375 .490
Rater x I 486 .08671 --- .27269 ---
TxI 3 .55721  7.062* 1.95614 11.158*
GxTx1I 6 .03979 .504 .19261 1.099
CxTxlI 3 .13659 1.731 .04396 .230
GxCxTxlI 6 .12465 1.580 .15235 .869
Rater x T x I 486 .07889 - .17531 -—--
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apart the means are. The critical value, obtained from the distribution
of the studentized range statistic, for differences between means for
this test varies, depending on the number of means in the set.

Newman-Keuls post hoc analyses on the Treatment Group x Type of
Item effect revealed that only the Rater Error Training Group rated with
significantly (p < .0l) greater interrater agreement than the Control
Group, and this difference was found only for the general-evaluative
items (M = .7449 and .8871, respectively). None of the Treatment Groups
differed from each other with respect to specific-descriptive, specific-
evaluative and general-descriptive items.

Newman-Keuls post hoc analyses on the Class x Type of Item effect
revealed that interrater agreement was significantly greater for Class 1
on specific-descriptive items (M = .7547, p < .01) and general-
descriptive items (M = .7828, p < .05) than for Class 2 (M = .8978 and
.8393, respectively).

As for the Time Period x Type of Item interaction effect,
Newman-Keuls post hoc analyses revealed significant differences between
the two time periods for specific-descriptive items and for general-
evaluative items (p < .05 and p < .01, respectively). Subjects rated
with lower interrater agreement at Time Period 2 than at Time Period 1
on specific-descriptive items (M = .8563 and .7962, respectively, and
with greater interrater agreement on general-evaluative items (M =
.7500 and .8721, respectively).

Caution should be taken in interpreting the Class and Type of
Item main effects because significant interaction effects involving

these independent variables exist (e.g., Class x Type of Item). That is,



57

the Class and Type of Item main effects are confounded and not
separately estimable from the significant Class x Type of Item inter-
action effect. In any case, Class 1 rated with significantly

(p < .05) greater interrater agreement than Class 2 (M = .7621 and
.8260, respectively). As for the Type of Item main effect, Newman-Keuls
post hoc analyses revealed that subjects rated general-descriptive items
(M = .7518) with significantly greater agreement than general-evaluative

items (M = .8110, p < .05) and specific-descriptive items (M = .8263,

p < .01).

Average Rating

Inspection of Table 2 reveals no significant four-way and
three-way interaction effects for average rating. However, three of the
six two-way interaction effects, Class x Time Period, Class x Type of

Item and Time Period x Type of Item, were significant, F (1,162) = 4.542,

p < .035, F (3,486) = 10,189, p < .0005, and F (3,4386) = 11.158,

p < .0005, respectively. Also, two of the four main effects, Time
Period and Type of Item, were significant, F (6,162) = 20.784, p < .0005
and F (3,486) = 95.025, p < .0005, respectively.

The means and standard deviations of average rating are shown
in Table 4. Newman-Keuls post hoc analyses on the Class x Time Period
effect revealed that Class 2 rated their instructor higher (p < .01)
on the rating scale at Time Period 2 (M = 3.27) than at Time Period 1
(M = 2.92). As for the Class x Type of Item interaction effect,

Class 1 rated their instructor significantly (p < .01) lower (i.e., in

the more favorable direction) on specific-evaluative items (M = 2.89)

and significantly (p < .01) higher (i.e., in the less favorable
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direction) on general-descriptive items (M = 2.84) than Class 2 (M =
3.15 and 2.69, respectively). Classes 1 and 2 did not significantly
differ in average rating for specific-descriptive items (M = 3.23 and
3.14, respectively) and for general-evaluative items (M = 3.45 and 3.40,
respectively).

Newman-Keuls post hoc analyses on the Time Period x Type of Item
effect revealed that all items, specific-descriptive (p < .05), specific-
evaluative (p < .0l1), general-descriptive (p < .0l1) and general-
evaluative (p < .0l1), were rated significantly higher on the rating
scale at Time Period 2 (M = 3.24, 3.23, 3.28 and 3.58, respectively)
than at Time Period 1 (M = 3.12, 2.80, 2.71 and 3.27, respectively).

Interpretation of the Time Period main effect is questionable
given its significant interaction effects with Class and Type of Item.
Nevertheless, subjects in general rated their instructor significantly
(p < .0005) higher on the rating scale at Time Period 2 (M = 3.22) than
at Time Period 1 (M = 2.98). The same precaution should be taken in
interpreting the Type of Item main effect because of its significant
interaction effects with Class and Time Period. Newman-Keuls post hoc
analyses revealed that the average rating of each type of item by all
subjects differed significantly (p < .01) from each other. General-
descriptive items were rated below the midpoint (i.e., in the more
favorable, Strongly Agree direction) of the rating scale (M = 2.77),
specific-evaluative items were rated at about the midpoint (M = 3.02)
and specific-descriptive and general-evaluative items were rated
above the midpoint, that is, in the less favorable, Strongly Disagree,

direction (M = 3.19 and 3.43, respectively).
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In sunmary, for interrater agreement, Class, Type of Item,
Treatment Group x Type of Item, Class x Type of Item and Time Period x
Type of Item effects were significant, and for average rating, Time
Period, Type of Item, Class x Time Period, Class x Type of Item and
Time Period x Type of Item effects were significant. Neither three-way
interactions nor the four-way interaction were significant for both
dependent variables. Therefore, only null Hypothesis la (Treatment
Group x Type of Item effect for interrater agreement) was rejected.
Separate ANOVA's were justifiable given the independence (i.e., lack of
significant correlation) between the two dependent variables. Caution
in interpreting significant main effects when interactions involving

the independent variable are significant was suggested.



CHAPTER V

DISCUSSION

Behavior Observation vs Rater Error Training

The first research question, combined with the second and
rephrased, is '""Would a training program that focuses on observation
skills (i.e., observing specific behaviors) increase interrater agree-
ment and reduce leniency error more than a training program that
focuses on rating errors (e.g., leniency, halo and central tendency),
and if so, on which types of items?" The answer to this question is
in this case "no." The major findings relevant to this question were
the Treatment Group by Type of Item interaction effects for interrater
agreement and average rating.

The Behavior Observation Training Program was ineffective in
increasing interrater agreement across all types of items whereas the
Rater Error Training Program was effective at least with respect to
general-evaluative items. A possible explanation for the ineffective-
ness of the Behavior Observation Training Program in increasing inter-
rater agreement is that since subjects focused on a limited number of
specific behaviors, they may have developed an observation set (i.e.,
were looking) for only those specific behaviors. Other relevant
specific behaviors, therefore, may have been overlooked--in spite of
the emphasis during training that the specific behaviors presented

were only a few out of many.
61
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A second possible explanation is that by focusing on specific
behaviors, increases in variability of ratings may result if some raters
observe those specific behaviors while others do not. Inspection of
Table 3 reveals that interrater agreement for the Behavior Observation
Training Group was, in fact, lower, although not significant, than for
the Control Group across all items except general-evaluative. It has
been suggested that training programs devoted to increasing trainees'
responsiveness to individual differences run the risk of decreasing
agreement (Crow, 1957). Findings of this sort have also been reported
by Bunney and Hamburg (1963).

Interpretation of the negative results pertaining to leniency
error, however, must be made cautiously. Ratings for all treatment
groups, which did not differ significantly from each other, were around
the midpoint of the rating scale (3.05, 3.14 and 3.10 for Behavior
Observation Training, Rater Error Training and Control Group, respec-
tively). According to the definition of leniency error (Showers,
1973), that is, average ratings within the two most favorable points
on a five-point rating scale, not even the Control Group committed
the leniency error. In essence, then, there was no leniency error
for the Observation Training Program, and the Rater Error Training
Program, to reduce.

It appears, then, that a training program, at least as conducted
in the present study, which focuses on observation of specific
behaviors and on ratings of general behaviors based upon those obser-
vations, does not significantly increase interrater agreement; nothing
conclusive can be said about reducing leniency error. To speculate

further about why the Behavior Observation Training Program was not
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successful, it would be helpful to consider a model of "ideal' rater
responses following three rating process steps described by Borman
(1978, Note 4); (a) observing work-related behavior, (b) evaluating each
of these behaviors and (c) weighting these evaluations to arrive at a
single rating on a performance dimension. In relation to the first
step, Borman suggested that to be accurate the rater should observe
all or a perfectly representative sample of ratee behavior. The
Behavior Observation Training Program only gave examples of a few
representative ratee (instructor) behaviors. Presenting all or a
perfectly representative sample of ratee behavior(s) may be difficult,
if not impossible, with complex, general or abstract 'behaviors" like
enthusiasm; however, it may alleviate the potential problem described
above where raters may develop an observation set for only the few
behaviors presented, and, thus, possibly not observe other relevant
behaviors.

The second and third steps of the rating process, according to
Borman, call for agreed upon and "correct" effectiveness levels for
individual behaviors and the weights assigned to those individual
behaviors in developing a final picture (i.e., rating) of performance
effectiveness. The Behavior Observation Training Program attempted
to do this by showing videotaped examples of behaviors representative
of both ends of the rating scale while at the same time pointing out
the specific behaviors which occurred or did not occur as réasons why
the behavior should be rated at its respective place on the rating
scale. Further, feedback of the ratings by a group of expert judges

on the instructors' behaviors displayed in five practice vignettes
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was given to the trainees as the '"correct'" ratings. Trainees, there-
fore, had an opportunity to improve their rating accuracy.

A possible shortcoming of the Behavior Observation Training
Program may be its lack of discussion among trainees. If levels and
weights of behavior are to be agreed upon by trainees, then perhaps
presenting trainees with the 'correct'" rating is not sufficient. Group
discussion, where questions for clarification about the reasons for
the correct ratings may be asked and answered, may serve to clarify
personal biases and help to establish group norms regarding ratings.
The result, hopefully, would be an increase in interrater agreement
and a decrease in rating errors. But group discussion of ratings
is still not enough, as Bernardin (1978), Borman (1975) and Latham,
Wexley, and Pursell (1975) found. A workshop, like the Behavior
Observation Training Program, where trainees have the opportunity to
practice and receive feedback, among other things, must be conducted
to obtain significant results. However, when evaluating training
programs involving group discussion, the researcher must use the
appropriate unit of analysis--the group. One way to achieve reasonable
statistical power while meeting the need to have group discussion is
to divide the training group into small, independent discussion groups.
These small discussion groups then become the unit of analysis--rather
than the total training group (n = 1). The researcher should be aware
of the possibility of different group norms developing for each of

the small groups.
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Rater Error Training

The present study found the Rater Error Training Program to be
effective in increasing interrater agreement, but only with general-
evaluative items, This finding may explain the generally negative
findings found with other rater error training programs attempting to
increase interrater agreement (e.g., Bernardin § Walter, 1977; Borman,
1975; Borman, Note 3). These studies evaluated their training programs
without considering the interactive effect of types of items. As in the
present study, training, when evaluated across all types of items com-
bined, produces non-significant results. However, if types of items
were taken into consideration, especially where general-evaluative
items are used in the rating form, significant results may be obtained.
Noteworthy is the fact that in both the Bernardin and Walter (1977)
and the Borman (1975) studies, behaviorally anchored rating scales/forms
were used. This type of rating form consists entirely of specific-
descriptive items--where training (in the present study as well as in

those studies) was shown to have no effect.

Other Results

Other results obtained in the dissertation are worth discussing. The
non-significant Treatment Group by Time Period interaction for inter-
rater agreement suggests that the interrater agreement on general-
evaluative items among subjects in the Rater Error Training held up
over time. However, the time period was only one month and interrater
agreement at some later time is not known. Recent findings have
suggested that observer agreement decreases over time and has been

referred to as the "observer drift" phenomenon (Johnson § Bolstad,
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1973; O'Leary & Kent, 1973; Reid, 1970; Reid § DeMaster, 1972;
Romanczyk, Kent, Diament, § O'Leary, 1973; Talpin § Reid, 1973; Reid,
Note 5).

The significant Time Period by Type of Item interaction effect
on interrater agreement may suggest an alternative explanation (other
than due to training) to the increase in interrater agreement for
general-evaluative items. Specifically, at Time Period 2 general-
evaluative items were rated with greater interrater agreement than at
Time Period 1, while interrater agreement decreased for the other
types of items. Tﬁe nature of general-evaluative items such that they
require an integration of a whole set of observations, which with the
addition of more observations agreement among raters would increase.
The increase found in interrater agreement for general-evaluative
items, therefore, may be more of a function of time rather than
training. This alternative explanation appears consistent with the
Spearman-Brown correction formula in reliability which, stated simply,
says that more items (observations) increase a test's (rating's
reliability.

The Treatment Group by Class Interaction effect was also not
significant for interrater agreement. This means that the Treatment
Groups did not differ in interrater agreement with respect to the
class from which subjects came. In other words, results of Rater
Error Training may be considered consistent across classes; at least
the two classes involved in this study. On the other hand, these
courses consisted of students from many majors (e.g., psychology,

communications, business, human ecology, etc.), ranging from freshmen
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to seniors. Therefore, it may be possible to generalize across some
groups of undergraduate students. Further, since instructors are con-
founded with classes, it may be that training effects are generalizable
across instructors as well.

Regarding generalizability, the present study dealt with student
ratings of instruction. This situation involves a group of raters
(students) who observe one ratee (instructor) for short periods over
time. In addition, the main concern of the students is to learn the
content of the lecture; observation of instructor behaviors has minimal
priority. To generalize beyond this setting, therefore, may be ques-
tionable. For example, supervisors who rate more than one subordinate
observe behaviors during less intense observation periods. Further,
supervisors' main concern is with the behavior of their subordinates.
Thus, not only is this observation setting different, but so is the
motivation to observe. Generalization should be limited to settings
where observation of behavior is done in a controlled setting and is

considered important, such as in assessment centers.

Practical Significance of Training

There is one other general finding which has significant impli-
cations. When the total picture of results is looked at, it becomes
apparent that training of raters was effective for only a small part
of the overall ratings. None of the training program groups were
superior to the control group in reducing rating errors. Moreover,
only the Rater Error Training Program was effective in increasing
interrater agreement, and this was only for general-evaluative items.

Pilot data suggested that general-evaluative items initially have the



68

greatest chance for increase in interrater agreement. But, the percent
of variance in interrater agreement accounted for by the Treatment
Group x Type of Item interaction is extremely small (eta = 2.6%).

These results at first seem in contrast to the general positive
findings claimed by studies evaluating training programs for raters in
performance evaluation. However, closer examination of the results of
these other studies does not suggest such an overall positive effect
of training, at least from a practical significance standpoint. For
example, interrater reliability in Borman's (1975) study actually
decreased significantly after a short training (i.e., presentation)
session. In the studies by Bernardin and Walter (1977) and by Borman
(Note 4), the training programs investigated were not significantly
different from the control group in interrater agreement. Also, in
Bernardin and Walter's study, there was no practical difference between
a comprehensive training program (average rating was 4.4) and a control
group (average rating was 4.8, with an average standard deviation of
1.06) in reducing leniency error. In another study, Bernardin (1978)
found similar results when comparing the same training program with a
control group (M = 4.3 and 4.8, respectively, and with an average
standard deviation of 1.33). The average rating of the control groups
(4.8 on a seven-point rating scale) in these latter two studies also
suggests that leniency error was not a problem to begin with). There-
fore, results of other studies in conjunction with results of the
present study question the practical significance of training in
increasing interrater agreement (at least for items other than general-

evaluative) and in reducing leniency error.
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Summary and Conclusion

In summary, training directed at recognizing rating errors only
was shown to be effective in increasing interrater agreement when
rating forms contain general-evaluative items. The effects of training
were also consistent over time and across classes/instructors. Neither
training program, however, differed from the control group in average
rating--indicating no effect in reducing leniency error.

What do these results mean, then, with respect to the training
of raters to evaluate performance? It seems that training raters to
recognize rating errors is only helpful/necessary if the rating form
contains general-evaluative items and interrater agreement is of
concern. Directing training toward observing specific behaviors,
however, is probably not effective in increasing interrater agreement
and in reducing leniency error, and may have the potential of actually
decreasing interrater agreement. If rating forms contain items other
than general-evaluative, the practical benefit of conducting training
would be questionable. Furthermore, the existence of leniency error

as a problem in performance ratings should be determined beforehand.

Future Research

Research in the future should focus on three areas: (2) improve-
ment of behavior observation training, (b) determination of the prac-
tical significance of rater training, and (c) the measurement of item
types. With regard to the first area, research on behavior observation
training should still be pursued. Improvements to the present behavior
observation training program were suggested. Briefly, they were (a)

include all or a perfectly representative sample of behavior in the
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training and (b) hold small group discussions about ratings, with the
unit of analysis being the small groups.

As for the second area, Bernardin (1978) stated that before the
practical significance of training can be addressed, the validities of
the ratings must be estimated. Field tests, he states, would be
impossible. However, laboratory tests may prove to be a useful starting
place. For example, patterned after the Borman (1978) study, ideal
conditions could be set up for trainees to rate instructors to determine
the highest level of interrater agreement achievable for the different
types of items. In this way, if negative results occur, one could
determine whether or not subjects were already at their maximum--thus
training could not improve interrater agreement to any greater extent--
or that training was not effective. An increase in interrater agreement,
by the way, may not be practical if it would not change the ratee's
acceptance of his or her performance ratings. A study to determine the
relationship between interrater agreement and credence in the rating
appears warranted since high interrater agreement is assumed desirable
because of assumed higher acceptance of ratings (in addition to
higher validity). It should be noted, however, that 100 percent
agreement is neither desirable, because of the "attenuation paradox,"
nor expected, because of many intervening variables affecting interrater
agreement on performance ratings. Comparisons between training pro-
grams, as in the present study and as in Bernardin (1978) and Latham,
Wexley, and Pursell (1975), should be continued to determine the prac-
tical significance training programs, in improving ratings of per-

formance, varying not only content but length. Recent findings
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(Bernardin, 1978), for example, have questioned the practical improve-
ment of ratings by a comprehensive training program one hour in length
over a five minute 'awareness' session.

Future research should also focus on the categorization/measure-
ment of different types of items as a means of defining rating task
difficulty. It was shown in the present study that Type of Item, as an
independent variable, significantly interacts with other independent
variables (e.g., Treatment Group, Class and Time Period). The present
study used a subjective categorization of '"types'" of items: judges'
agreement according to a definition which categorized an item into one
of four types. Much information is lost using non-continuous measure-
ment (e.g., categorization). An index measuring, on a continuous
scale, degree of behavior-specificity and degree of judgment might be
preferable. However, it should first be demonstrated whether or not
improvement in the calibration of item types is possible and practical.

In conclusion, if research is to continue in the area of
training of raters to evaluate performance, the above three areas of
research must be addressed. Researchers, however, should be forewarned
of probably drawing conclusions similar to findings in research on
behavioral anchored rating scales--little practical improvement in the
quality of ratings over what already exists (Borman § Dunnette, 1975).
The questions to be answered next are, '"Could the problem with
improving rating scales be occurring with the training of raters?"

That is, '"Is training raters to increase interrater agreement and
reduce rating errors beyond a short (e.g., five minute) 'awareness'

session practical, worth the investment?"
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APPENDIX A

Categorization of Items

A pool of 276 items was formed from which items were categorized
into one of the four types. Most of the items in the pool were selected
from existing student rating of instruction forms with proven (via
research studies) validity and reliability (e.g., Cornell Diagnostic
Observation and Reporting System and University of Illinois' CEQ). Some
of the items were rewritten for one or more of the following reasons:
(1) to allow for a general format (e.g., beginning an item with an
action verb and having '"the instructor'" the subject), (2) to increase
the number of possible evaluative items to be categorized by adding
or making more clear a level of quality (e.g., "very well" or 'above
average') to the instructor's behavior, (3) to permit the formation of
two parallel forms (A and B) by writing similar items within the same
category, (4) to make the items gramatically correct and easier for
undergraduates to read and understand, and (5) to assure that if an
inference were to be made when responding to an item, the inference was
about the instructor's behavior and not about the content (e.g., whether
or not the subject matter was interesting). Items which measured
student outcomes or which were highly dependent on individual dif-
ferences (e.g., '"Made difficult topics easy to understand') were not

included. Added to the original pool of 276 items were 30 repeat items
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randonly chosen for a reliability check. This made the total number of
items to be categorized 306. |

Six graduate students from Learning and Evaluation Service
Department, each having research or "hands-on' experience with student
ratings of instruction, served as judges to categorize the pool of
items into one of four types. These types of items, formed by the
combination of two levels of behavior (specific and general) and two
levels of judgment (descriptive and evaluative), are: (1) specific-
descriptive (S-D), (2) specific-evaluative (S-E), (3) general-
descriptive (G-D) and (4) general-evaluative (G-E). An S-D item was
defined as one which required the observer (i.e., student) to report
the occurrence of a specific behavior which involves little or no
inference (e.g., "The instructor moved back and forth in front of the
class."). An S-E item required the observer to make a judgment about
the quality or level of a specific behavior (e.g., '"The instructor was
above average in stating the importance of the subject matter.") A
G-D item is one which required the observer to report the occurrence of
a more general or more abstract instructor ''behavior'; one which
involves in interpretation, an inference, from the instructor's
behavior (e.g., "The instructor was enthusiastic.'"). Finally, a G-E
item is one which required the observer to make a judgment about the
quality or level of a more general or more abstract instructor
"behavior'" which must be inferred (e.g., '""The instructor was above
average in maintaining the class' attention.").

Instructions with definitions of each category (at end of

appendix) were given to the judges. Answer sheets with the four
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possible categories (S-D, S-E, G-D, and G-E) listed next to the item
number were also provided. The judges categorized the items inde-
pendently of each other. The average length of time to do this task
was about one hour,

The judges' responses were then tallied. There were eighty-nine
items with 100 percent (six out of six) agreement. The number of items
falling under each category was determined. The next level of agreement
(five out of six, or 83 percent) had the following stipulation: the
disagreement among judges had to be in only one dimension--either level
of behavior or level of judgment, but not both. For example, items
which were categorized as S-D and G-E or G-D and S-E were eliminated.
Seventy-four items were categorized with 83% agreement. The lowest
level of agreement considered, with the same criterion as the previous
level (i.e., categorization across no more than one dimension), was 67
percent (four out of six). There were 46 of these items.

Table Al shows the distribution of items across types and
amount of agreement. In total, 209 out of 276 items, or a<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>