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ABSTRACT

THE ALLOCATION OF PRODUCTION COSTS WITH

THE USE OF LEARNING CURVES

By

Wayne John Morse

For most firms in most industries the production costs of a

product are higher when that product is first introduced than they

are after that product has been produced fer a period of time. A

graphic representation of the decrease in production costs as total

production increases is referred to as a learning curve. This research

was devoted to deve10ping a cost allocation model based on the learning

curve phenomenon.

Current accounting techniques of cost allocation take a segmented

view of the production life cycle of a product and charge inventory or

the cost of goods sold in each period on the basis of the actual pro-

duction costs of that period. The result is a relatively low level of

reported income in early periods when production costs are high and a

relatively high level of reported income in later periods when production

costs are lower.

The learning curve (L-C) cost allocation model developed in this

research takes the entire production life cycle of a product into con-

sideration and attempts to reconcile the timing differences between

this period and the normal accounting period. The effect of using the

L—C cost allocation model is to decrease the early period production
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costs charged to inventory and the cost of goods sold from their current

levels, thus raising reported income, and to increase the later period

production costs charged to inventory and the cost of goods sold, thus

lowering reported income. These changes in reported income are

accomplished by adopting production cost standards based on the learning

curve phenomenon and using a cost equalization account to insure that,

as production takes place, charges to inventory and the cost of goods

sold are equal to standard unit costs based on the average cost of all

anticipated production. As long as actual production costs proceed in

accordance with the learning curve phenomenon, the reported cost of each

unit is the same. If actual production costs differ from these pro-

jected by the learning curve, a period cost variance is recognized or

the model is changed.

The primary difference between the L-C cost allocation model and

most other cost allocation models is that they are concerned with

matching costs to units while the L-C cost allocation model is concerned

with matching costs to production ventures.

In the development of the model considerable attention was given

to the accounting concepts of matching and materiality. The model was

evaluated in the light of certain standards of materiality in order to

determine the statistical properties of the underlying cost data re-

qndlred befere the model should be implemented for external reporting.

Somme problems which can arise after the model has been implemented were

conasidered.and suggested solutions to these problems were presented.
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Finally, the model was applied to an actual production venture and the

income statements obtained from its use were compared with income

statements deve10ped by the use of normal accounting procedures.

It was concluded that the L-C cost allocation model could be a

valuable tool in attempting to reconcile the differences between the

accounting period and the production life cycle of a product. The

L-C cost allocation model is able to allocate production costs over

the entire production life cycle of a product while still retaining the

accounting concepts of "cost" and "objectivity."

The primary impediment to the adoption of the L-C cost allocation

model appears to be a lack of detailed production infermation. However,

once a decision has been made to adopt the model, the additional infor-

mation could probably be generated with relatively little cost as a

part of the normal accounting process.
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CHAPTER I

THE LEARNING CURVE

INTRODUCTION:

For most firms in most industries the production costs of a

product are higher when that product is first introduced than they

are after that product has been produced for a period of time. A

graphical representation of the decrease in production costs as

total production increases has been referred to as a learning curve.

This research effort is devoted to developing a cost allocation

model based on the learning curve phenomenon.

Current accounting techniques of cost allocation take a seg-

mented view of the production life cycle of a product and charge

inventory or the cost of goods sold in each period on the basis of

actual production costs of that period. A standard cost system

usually charges the cost of goods sold with any excess of the actual

costs of production over the steady state standard costs of produc-

tion. The result is a relatively low level of reported income in

early periods when production costs are high and a relatively high

level of reported income in later periods when production costs

are lower.



A cost allocation model based on the learning curve phenomenon

would take the entire production life cycle of a product into con-

sideration and reconcile the timing differences between this period

and the normal accounting period. The effect of using such a cost

allocation model would be to decrease the early period production

costs charged to inventory and the cost of goods sold from their

current levels, thus raising reported income, and to increase the

later period production costs charged to inventory and the cost of

goods sold above their current levels, thus lowering reported income.

These changes in reported income are accomplished by adapting pro-

duction cost standards based on the learning curve phenomenon and

using a cost equalization account to insure that, as production takes

place, charges to inventory and the cost of goods sold are equal to

standard unit costs based on the average cost of all anticipated

production. As long as actual production costs proceed in accordance

with the learning curve phenomenon, the reported cost of each unit

is the same. If actual costs differ from those projected by the

learning curve, a period cost variance is recognized or the model is

changed.

The cost allocation model developed in this research will be

similar to the one described above. In the remainder of this chapter

brief consideration will be given to the historical development,

general characteristics, uses, and limitations of learning curves. In

Chapter II their significance for accounting will be discussed. Atten-

tion will be given to such topics as the develOpment of accrual

accounting techniques and the matching concept. In Chapter III the



basic elements of a cost allocation model based on the learning

curve phenomenon will be presented. By way of a hypothetical cor-

poration, the accounting reports which would have resulted from the

use of this model will be compared with the accounting reports which

would have resulted from the use of current accounting techniques

of cost allocation or from the use of an economic value concept of

income. In Chapter IV the statistical preperties of the model will

be studied. Attention will be given to the importance of the accounting

concept of materiality in the determination of minimum levels of

statistical accuracy required to implement the model. In subsequent

chapters attention will be given to a number of problems which might

arise when attempts are made to implement the model. Possible methods

of handling these problems will be suggested. Finally, an application

of the model will be made to an actual industrial situation.



THEORY OF LEARNING CURVES:

The total costs of a product are divisible into pre-, actual,

and post-production costs. Pro-production costs include research

and develOpment, and investments in production facilities. Actual

production costs consist mainly of direct labor, materials, and vari-

able factory overhead. Post-production costs include product modi-

fications and after-sales service.1

The theory of learning curves (L-C) concerns itself with actual

production costs. More specifically, it deals with the direct labor

element of such costs and other actual production costs associated

with the incurrence of direct labor. Its foundation lies in the

belief that "a worker learns as he works, and the more often he re-

peats an Operation the more efficient he becomes, with the result that

the direct labor hours per unit (of production) declines."2 Appli-

cation does not, however, deal with individual effort as much as

with the efforts of the organization as a whole.

A number of factors effect the rate of decrease in the time it

takes organizations or individuals to perform a task. Among these

factors are the fellowing:

(l) The human content of an operation. The greater the human

 

1X. Hartley, "The Learning Curve and Its Application to the

Aircraft Industry," Journal of Industrial Economics, (Merch, 1965),

p. 122.

2Frank J. Andres, "The Learning Curve as a Production Tool,"

Harvard Business Review, (January-February, 1954), p. 87.



content, the greater the susceptibility of an Operation to improvement.1

(2) The training, experience, and skill of the man on the job

and related personnel whose coordinated efferts are required to com-

plete a job.

(3) The supervisors and staff who coordinate production.v

(4) The production rate. Learning will occur most rapidly

when the number of units to be produced is large enough so that the

production units are Operating at capacity and production is continuous.2

Assuming that a number of these factors Operate in a fevorable

manner to a sufficient extent, the production time required per unit

of output will decrease as output increases in accordance with the

theory of the learning curve. The most widely adopted model based on

learning curve theory states that: "Whenever the total quantity of

units produced doubles, the cumulative average cost per unit decline

"3 This model is stated in terms of cost.by a constant percentage.

The words "time" and "cost" are used interchangeably in L-C literature.

This does not mean that cost and time bear a constant relationship to

each other, but that learning curves are used to project both pro-

duction times and production costs. The fellowing example is presented

 

1W. B. Hirschman, "Profit Prom.the Learning Curve," Harvard

Business Review, (January-February, 1964), p. 134.

2T. B. Sanders and E. E. Blystone, "The Progress Curve--An Aid

to Decision Making," N.A.A. Bulletin, (July, 1961), pp. 81-86.

3Raymond B. Jordan, "Learning How to Use the Learning Curve,"

N.A.A. Bulletin, (January, 1958), p. 27.



in terms of cumulative average time.

If the total time to produce the first unit was 100 hours, the

second unit was 80 hours, and the third and feurth units together were

144 hours, the production process would be said to be fellowing a

90 percent learning curve, when the learning curve refers to cumula-

tive average time. The decrease in cumulative average production time

is fUrther illustrated in table l-l.

TABLE l-l

Cumulative Average Production Times--

90% Learning Curve

 

  
  

Cumulative

Cumulative Average Hours Additional Per Block

Production Per Unit Production Ayggggg Per unit

1 100.0 Hours 1 100.0 Hours

2 90.0 " 1 80.0 "

4 81.0 " 2 72.0 "

8 72.9 " 4 64.8 "

16 65.6 " 8 58.3 "

32 59.0 " 16 52.4 "

 

This decrease in the cumulative average time required to

accomplish a given task is the ratio between the cumulative average

direct labor hours required at any unit of output and the cumulative

average direct labor hours required at twice that output1 thus

 

1Hartley, p. 123.



90.0 _ 81.0 . 72.9

mm
, and so forth. The infermation presented in

table l-l is frequently presented in a graphic manner as shown in

figure 1'10

FIGURE l-l

Cumulative Average Production Times--90% Learning Curve
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Table 1-1 and figure 1-1 show that the "economics of learning"

are reaped in decreasing amounts. If the production run is long enough

"learning" could cease fer all practical purposes, and the cumulative

average hours per unit could become almost constant. The relatively

steep portion of the learning curve is referred to as the "startup

phase," and the relatively flat portion of the learning curve is re-

ferred to as the "steady state phase."

The percentage used in reference to learning curves is in reality

the complement of the rate of learning. For example, with no learning

the learning rate is 0 percent, but the learning curve percent is 100.



With a 90 percent learning curve there is a 10 percent decrease in

mlative average hours between the first and second units of pro-

duction.

1
Some authors prefer to use the terms "progress curve," "time

3 or "experience curve"‘ ratherreduction curve,"2 "improvement curve,"

than "learning curve," because of their belief that a pure learning

curve should reflect only the rate of the Operator's learning, and

not consider other possible causes of the curve's characteristic

downward slepe, such as equipment develOpment, better tooling, im-

proved materials and the development of management. They feel that

their terminology can more accurately reflect the summation of all

these factors. The semantically less accurate, but more widely used

term, "learning curve," will be used throughout the remainder of this

research. Here it will refer to both individual and organizational

learning. It is intended to be a broad concept.

 

ISanders and Blystone, p. 81.

2s. A. Billon, Industrial rm Reduction Curves As Tools

For Forecasting, (East Fansing, 1956) .

3W. P. Brown, The Improvement Curve, (Wichita, 1955).

‘A. W. Morgan, E aerienee Curves Applicable to the

Aircraft Industry, (Baltfiore, I552) . 



EARLY RESEARCH:

Although the general concepts underlying learning curve theory

have been known for many years it was not until the late 1930's that

the rate of decrease in the time required to accomplish a task was

observed to be regular enough to be predictable.1

T. P. Wright, of the Curtiss-Wright Corporation, is credited

with formalizing the theory of learning curves. After observing

aircraft production for some time, he found a consistent decrease in

the cumulative average production time as output doubled. By studying

previous production records he was able to determine the rate of de-

crease in production times for similar kinds of aircraft. Determining

the rate of decrease in production time made it possible fer him to

predict production times and delivery schedules for future aircraft

with a high degree of accuracy.2

The StanfOrd Research Institute undertook a similar study of

the majority of aircraft produced during World War II. This study

concluded that although the learning curves for different types of

aircraft were different in terms of their starting points (i.e., the

labor inputs for the first plane of a particular type), the great

majority had one characteristic in common-~their rate of improvement.3

 

1Andres, p. 87.

2Carl Blair, "The Learning Curve Cots and Assist From the

Coquter," Mont Review, (August, 1968), pp. 31-32.

3Andres, p. as.
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A.third study of aircraft production experience, conducted by

the British Ministry of Aircraft Production, led to the same con-

clusions.1

In 1943, France J. Montgomery reported on a study he made of

the construction of liberty ships. "Between December 1941, when the

first two ships were delivered, and the end of April, 1943, the average

man-hour requirements per vessel delivered was reduced by more than one

half. "2 Montgomery was one of the first to realize the potentially

wide applicability of the learning curve phenomenon when he concluded

that a study of the production figures of a company manufacturing a

complex but standardized item would probably reveal a trend similar

to that which occurred in the construction of liberty ships.3

In 1960, 3. Alexander Billon conducted a study to see if the

learning (time reduction) curve occurred in industries where a pre-

conceived model of time reduction was not employed to set standards.

His study of 54 products in 3 firms concluded that a "definite regular-

ity in time reductions was observed in a majority of cases."4

A review of the literature since 1960 does not reveal any serious

attempt to question or examine the theoretical foundations upon which

 

1E. J. Broster, "The Learning Curve for Labor," Business

Management, (March, 1968), p. 35.

2P. J. Montgomery, "Increased Productivity in the Construction

of Liberty Vessels," Monthly Labor Review, (November, 1943) ,

p. 861.

 

31bid.

4Billon, pp. 1-2.
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the learning curve is based. The majority of writers have concerned

themselves with a discussion of how to use the learning curve, the

purposes for which its use is suitable, and a discussion of the

limitations of its use.
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PREVIOUS APPLICATIONS:

The ability of learning curve models to project production costs

or times has resulted in their widespread application in the following

areas of managerial decision making and evaluation:

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(3)

(9)

1

Setting selling prices.

Projecting labor loads in the factory.

Determining manpower requirements.

Controlling shOp labor.

Determining realistic prices for subcontracted items.

Examining the training progress of new employees.

Deciding whether to "make or buy."

Determining break-even points.

Planning finances, including cash flows.

Item (4) deserves special attention. By its very nature L-C

theory refers to human Operations and teamwork within an organization.

During the startup phase of production the use of steady state phase

performance norms will yield a stream of "unfavorable variances."

These variances do not necessarily signal a departure from expectations

nor act as a guide for corrective action.

The motivational value of these variances is question-

able. If the discrepancy between the steady state standard

and actual performance is large, and remains so for several

 

1
For further readings in the area of previous application of

learning curves see the bibliographic references to the works of

Andres; Baloff C Kennelly; Brenneck; Broadston; and Jordan.
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months, the "goal" may lose all its motivational value.

Aspiration level studies indicate that subjects may re-

ject a goal as being unrealistic and unattainable if the

differinces between actual and target performance is

large.

Uhder such circumstances there have been cases where workers in the

steel industry reacted by terminating the startup phase at an

artifically low productivity level.2 Instead of steady state stand-

ards, L-C theory has been used to develop "moving" or "sliding"

standards.

Another interesting case is that in which management set its

steady state standards at too low a level of productivity. Upon

reaching shOp standards labor terminated the startup phase.3

There are now feur methods of cost projection:

(1) Recent experience data. Companies in mass production

industries can use historical cost accounting data, modified for

known changes to come, in order to produce standard costs.

(2) Similar parts data. Standard costs for parts similar to

those which have been produced for an extended period of time can

be deveIOped in a manner similar to (1) above.

(3) Engineering standards and references. When one item or a

very small number of items of a complex nature are to be produced,

 

lNichOlas Baloff and John Kennelly, "Accounting Implications

of Product and Process Start-Ups," Journal of Accounting Research,

(Autumn, 1967), p. 141.

2Ibid.

 

 

3James D. Broadston, "Learning Curve Wage Incentives,"

Management Accounting, (August, 1968), p. 18.
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the use of engineering standards and references is apprOpriate.

(4) Learning Curves. Industries whose products are neither

mass produced over a long period of time nor produced in single item

quantities are most susceptible to the application of learning curve

theory for projecting their costs.1

 

1Marvin L. Taylor, "The Learning Curve--A Basic Cost Projection

Tool," N.A.A. Bulletin, (February, 1961), pp. 21-22.
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BASIC MATHEMATICS:

The mathematics of learning curves concerns itself with the

development of an equation which will fit the type of curve shown in

figure 1-1, and certain modifications to that equation. The purpose

of this section is to summarize the work of others1 in terms of a

canon set of symbols.

Let

X I cumulative production (measured on the horizontal axis).

cumulative average production time (cost) per unit

(measured on the vertical axis).

time (cost) required to produce the first unit (vertical

axis intercept). 3 used in text.

b I exponent which accounts for the lepe of the L-C. h in

text.

'
<

I

For the first unit of production in table 1-1 and figure 1-1:

v . 2% . l99.- 100 hours

x 1

No matter what value 2 assumes, the value of Xb will always be 1 when

X I 1.

For the second unit of production a value of 2 must be found so

that:

Y - a - - 90

i5 7‘

Solving for b_

90 - 2b - lOO

 

J‘Por a more detailed discussion of the mathematics of learning

curves see the bibliOgraphic references to the works of Andres;

Baloff S Kennelly; Blair; Broadston, Hein; Jordan; and Springer,

Herliky, hill, 8 Breggs; especially Hein.
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b . 100 .
2 ‘56“ 1.1111

b log 2 n log 1.1111

3 10 1.1111 3 .04375 , '

b 4357— mm '51”

Likewise when X equals 4:

100
Y - a - - 81.0
9'}?

81.0 - 4b - 100

4b - figgu - 1.23457

b log 4 - 10g 1.23457

. lo 1.23457 3 .09152 a

b —&r;§T— m '152‘”

Similar calculations could be made for the other values of X and Y

in table 1-1 and figure l-l.

Using the values of a and b develOped above it is now possible

to project values of Y for all values of X. Thus, for a cumulative

production of 128 units the clmulative average hours per unit is:

Y - i§§7137" 47.8

On the basis of production data for the first few units of output

and the basic equation 1-1

‘v - 5L- (1-1)

projections are made to determine future production time (or cost) .

It is this ability to project expected values of Y which has been the

basis of most L-C applications.

The most widely used methods of finding the g and 11 parameters

in (1-1) involve the transformation of this exponential function into

a linear one by the use of logarithms. Table 1-2 and figure 1-2 show
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TABLE 1-2

Logarmithmic Transformation of.A 90% Learning Curve

 

 

 

 

Total Units Leg Cumulative Log

Average Hours

X _2L_ Y _3L_

1 0.00000 100.0 2.0000

2 0.30103 90.0 1.95424

4 0.60206 81.0 1.90849

8 0.90309 72.9 1.86273

16 1.20412 65.6 1.81690

32 1.50515 59.0 1.77085

FIGURE 1-2

Logarmithmic Transfermation of A 90% Learning Curve
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how the information contained in table 1-1 and figure l-l can be

transformed into a straight line by the use of logarithms.

From equation 1-1 the linear relationship shown in figure 1-2

is found as follows:

Y - ax’b (1-2)

log Y - log a - b log X (1-3)

After transforming the X and Y data for the first few units into

logarithmic form we can use the familiar formulas for the least

squares regression analysis ,

b . n2(logXlogY)-£logXZlogY (1_4)

n1:(logX)2 - n(ZlOgX) 2

loan-M -M ’ (1-5)

Hn

in order to determine the parameters of the equation. Applying

equations 1-4 and 1-5 to the data in table 1-2 yields a 2 value of

.1520 and an a value of 100.

The equation for the correlation coefficient,

R _ nZ(logXlogY) - ZlogXElogY

v’n2(logX)2 - (Elogfir - u/nxcloglv)2 - (21am? ' (1-6)

can be used to find the amount of change in Y as X varies which is

 

  

accounted for by the solved values of _a_ and _b_. For the data in

table 1-2 all of the change in Y as X varies is accounted for by

the solved values of g and 11. Hence, the correlation coefficient is -1.

In Chapter IV a considerable amount of space will be devoted to

 

1Many authors prefer to use equation 1-2 instead of 1-1 to

solve for culml tive average production time. They frequently present

(1-2) as Y - ex and specify that b is negative.
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determining minimum absolute values of the correlation coefficient

required to implement the cost allocation model develOped in this

research.

Rough estimates of future production times or costs can be

obtained by the use of log-log paper. When this procedure is used

the absolute values of the initial production data are plotted directly

on log-log paper, a straight line is drawn through this data, and

anticipated future values are read directly from the log-log paper.

Because such a procedure lacks precision it is not used in this research.

The General Electric Company's Mark 11 Time Sharing Service has

a number Of comuter prOgrams available which calculate anticipated

values Of Y on the basis of data for the first few units of production.1

Because of their cost and lack of availability for modification these

programs were not used in this research. A number of computer programs

which do meet the specific needs of this research are listed in the

Appendices.

There are two basic learning curve models, one is primarily

concerned with projection of cumulative average time or cost, the other

is primarily concerned with projecting unit time or cost. The differ-

ences between these two types of learning curves is best explained by

way of a brief example.

Assulme 100 hours are required to manufacture the first unit of a

product which has an 80 percent learning curve. A learning curve model

1General Electric, Analysis Usin Learnin Curves, Mark 11

Time Sharim Service, Program Library Users Glade, (September, 1968) .
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based on cumulative average time applies the 80 percent curve to the

cumulative average time for producing the units. Therefore, the

cumulative average time for manufacturing two units will be 80 hours

and the cumulative time for manufacturing two units is 160 hours. Be-

cause the first unit took 100 hours to produce, the time for the second

must be 60 hours. A learning curve model based on unit time applies

the 80 percent curve to the actual time it takes to produce each unit.

Thus the production time for the second unit is 80 hours, and the

cumulative time for manufacturing the first two units is 180 hours.

Cumulative average time is thus 90 hours.

The cumulative average time model of learning curve theory is

used, unless indicated otherwise, in the remainder of this research.

Two more fermulas used in cumulative average time (cost) models

can be derived from (l-l). Total production time (cost) to produce

the first X units is developed from (1-1) by multiplying (1-1) by X,

r - x - ./xb . (1-7)

Equation l-7 is simplified as follows:

T . a)‘(1-b)

r - ax“ (1-8)

where:

T - total production time (cost) for the first X units;

c - (l-b).

unit production time (cost) required to produce unit X is derived

from (1-8):

0 - ax° - t(x-l)c (1-9)
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u - a(x° - (x-l)°) (1-10)

where:

U a time (cost) required to produce unit X.

The unit time model of learning curve theory solves equation

l-ll, below, for 5 and _b_.

u-uT (1-11)

This is done by transforming (l-ll) into an equation similar to

(1-3) and then applying a least squares regression analysis. The

formulas for total production time (1-12) and cumulative average pro-

duction time (1-13) are:

r - ? aX'bdx - axl’b - a(”Lb-1) (1-12)
1 "IT- ""'I"B""'-

and

N -b
aX

Y . u: 1"— (1-13)

X-l

where:

N a number of units produced.

The cumulative average time model of learning curve theory is

used in this research because the cumulative average time of all

anticipated production is the most important value which must be cal-

culated. There may be merit in develOping a cost allocation model

based on the unit time model of learning curve theory. This is mentioned

in the Suggestions for Further Research.
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LIMITATIONS 0F LEARNING CURVES:

The limiting values of a cumulative average learning curve are

100 percent and 50 percent. If no learning occurs, the cumulative

average time per unit does not change and the model follows a 100

percent learning curve. Given any level of output the cumulative

average time per unit at that level of output is the same as that at

any lower level of output. If the learning curve percent were 50, the

model would indicate that the second unit took zero time to produce.

If the cumulative average time for the first unit were 100 and the

second were 0, the cumulative average time would be 50.1 The mathe-

matical properties of the learning curve makes a L-C of less than 70

percent difficult to envision.2

The industrial applications of learning curves fall between the

limits of single units produced in accordance with special orders and

items which have been mass produced for an extended period of time.

As previously mentioned, engineering standards and references are

employed when cost or production standards are set for a small number

of items of a complex nature, and modified recent experience data is

employed when cost or production standards are set for a product

which has been mass produced for an extended period of time.

Figure 1-3, for an 80 percent learning curve, shows that as

total output increases the L-C soon reaches a point where the difference

 

1Leonard W. Hein, The antitative Approach to Managerial

Decisions, (Englewood Cliffs, 15375, p. 91.

2Jordan, p. 27.
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FIGURE 1-3

Unit Production Time--80% Learning Curve
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in production time between successive units approaches zero. In

learning curve terminology, the learning curve is said to have reached

a "steady state." Some authors have said learning curve theory is no

longer applicable once the steady state is attained because no further

decreases in production time (cost) take place.1 Other authors contend

that although the reduction in production time still takes place, it

takes place over such a relatively large number of units and periods of

timerthat it escapes notice.2 In any event, the application of learning

curve models to products which have reached the steady state is of

little value . 3

 

1Nicholas Baloff, "The Learning Curve--Some Controversial Issues,"

Journal of Industrial Economics, (July, 1966).

2Hirschluuan.

3Jordan , p. 28.
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Problems which may hinder all attempts to apply learning curve

models include small orders, essential modifications, labor turnover,1

strikes, and terminations of the startup phenomenon.2 Increases in

wages3 are also a potential problem when the L-C is used to project

production costs. This problem is considered in Chapter V.

Because the learning curve phenomena pertains to a large extent

to improvement.in the human element of productivity, and man's learning

to control machines in more efficient ways, the slope of the curve

depends to a large extent on the proportion of human and machine labor

involved. In manual Operations time reduction is limited only by the

dexterity of the human hand. In manufacturing processes composed

principally of machine operations much of the reduction in time and

cost is limited by the feed and speed of the machine.

Jordan feund the relationships shown in table 1-3 between the

L-C percent and the prOportions of Operations perfOrmed by human and

ammhine labor.4 Table 1-3 indicates that the learning effect is more

significant in production processes that have a greater element of

human than machine labor, and that a change from one type of labor to

another may have a significant effect on the learning curve. For

example, a change from.human to machine labor after a number of units

are produced might result in a downward shift in the unit production

time or cost curve (an essential modification) and a decrease in the

L-C percent.

 

lei-aster, p. 35, zBaloff uu Kennelly, p. 141.

3Rain, p. 113. 4Jordan, p. 28.
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TABLE 1-3

Between Labor Inputs and L-C Percent

 

Human

Labor

75%

50%

25%

Machine

Labor

25%

50%

75%

L-C

Percent

80%

85%

90%

 



CHAPTER II

LEARNING CURVES AND ACCOUNTING

INTRODUCTION:

Before the advent of long lived business enterprise

there was no need for the develOpment of complex cost allocation

systems to assist in reporting periodic earnings. Under the Italian

bookkeeping methods there was no concept of the accounting period.

Most business ventures were of short duration, or at

least not continuous after a Specific trading objective

had been reached. As a result, profit was calculated

only upon the completion of the venture. Without the

concept of periodic profit, there was no need for accruals

and deferrals.1

Today corporations have indefinite lives, and managers, investors, and

creditors desire timely information about changes in the financial

condition of businesses. Accounting reports are important in evaluating

the past and planning for the future. Out of this need for timely

information to assist in evaluation and planning has come an emphasis

on the periodic reporting of business income. Accounting periods of

equal length are used because they are "'consistent' and therefOre

promote comparability."2 But merely having reporting periods of equal

 

1Eldon S. Hendriksen, Accounting Theogy, (Homewood, 1970),

PPO 25 -26 e

2Maurice Moonitz, "The Basic Postulates of Accounting,"

AccountingfiResearch Study No. l, (AICPA, 1961), p. 17.
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length is not enough.

It is generally recognized that reporting the results of business

operations on a regular periodic basis is of little value for decision

making unless some attempt is made to match costs with revenues.

...because revenue and expense transactions are reported

separately, and because the acquisition and payment for

goods and services do not usually coincide with the sales

and collection processes related to the same product of

the enterprise, matching has come to be considered a

necessity or at least desirable. The leads and lags in

the acquisition and use of, and the payment for, goods and

services are assumed to be the reason for accruals or

deferrals in order to match the expense with associated

revenue.

In 1964, the American Accounting Association's Concepts and

Standards Research Study Committee defined "Costs" as resources given

up or economic sacrifices made.2 The committee stated that costs

"are incurred with the anticipation that they will produce revenues

in excess of the outlay"3 and that "apprOpriate reporting of costs

and revenues should therefore relate costs with revenues in such a

way as to disclose most vividly the relationship between efforts and

accomplishments."4 In order to accomplish this the committee

advocated that costs should be related to revenues within a specific

period on the basis of some discernable positive correlation of such

 

1Hendriksen, p. 183.

2Concepts and Standards Study Committee, "The Matching Concept,"

The Accounting Review, (April, 1965), p. 368.
 

31bid.
 

41bid.
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costs with the recognized revenues.1 In the case of costs incurred

to produce goods intended fer future sale, the committee recommends

that the specific costs fer material and labor be attached to specific

units and that these costs be expensed when these units are sold.2

The procedure described above, and the use of steady state standard

costs are generally accepted accounting procedures fer matching pro-

duction costs with revenues.3

 

1Ibid., p. 369.

2lbid.
 

3In this research it is assumed that cost variances are written

Off to the cost of goods sold in the period incurred. In all of the

examples presented in this research it is further assumed that pro-

duction equals sales in each period and that there are no beginning or

ending inventories. Therefore, in the examples presented in this

research, the cost of goods sold is the same regardless of’whether a

standard cost system is used or the actual cost of each unit is expensed

in the period it is sold.
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SIGNIFICANCE OF L-C FOR ACCOUNTING REPORTS:

The use of either cost allocation (matching) procedure described

above may lead to undesirable results when applied to firms whose unit

production costs decline over the entire production life cycle of a

product, (i.e., whose production costs follow the learning curve or

similar phenomenon). The use of either accounting procedure may lead

to significantly understated reported earnings in early accounting

periods and overstated reported earnings in later periods. The actual

cost of units produced in earlier periods will be above and the actual

cost of units produced in later periods will be below the average unit

cost of all units produced during the product's production life cycle.

The accounting procedures described above make the reported earnings of

such firms depend on the current stage in a product's production life

cycle. The reported rate of return on investment will be highly variable.

The dangers of artificial volatility in reported earnings for

investors were mentioned in a recent Speech by Sidney Davidson:

[Today] There is a widespread view among managers and

accountants that the market responds directly to changes

in reported earnings per share, that investors...cannot

see through the reported earning data to the underlying

economic facts which the reports are supposed to depict.

A study reported on in 1967 by Hamil and Hodes indicated that companies

with a history of highly volatile earnings tend to trade at a much

lower price-earnings multiple than other comparable companies whose

 

1Sidney Davidson, "Accounting and Financial Reporting in

the Seventies," The Journal of Accountancy, (December, 1969),

p. 30.
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growth in earnings has been stable around a basic trend.1 Assuming

that investors react to increased variability by demanding an increased

return, the variability in a firm's reported earnings Which is caused by

conventional methods of handling startup costs may lead to a lower

P/E ratio fer the firm's stock than the firm's underlying economic

income trend warrants.

Sidney Davidson has also commented on the problems which current

cost allocation techniques cause management when reported production

costs decline over the production life cycle of a product and startup

costs are high.

It seems unthinkable that a wise decision by management,

based on a careful consideration of probable future con-

sequences and proceeding precisely according to plan, should

have the effect of reducing reported net income. It is

scant comfort for management to be told that, if the program

continues according to plan, reported net income will

ultimately be higher, indeed higher by an amount that com-

pensates for the earlier reported losses or understatements

of income. Income measures effectiveness, and judgements

on managerial effectiveness are made too frequently for

managers to take much solace from the thought of compen-

sating gains sometime in the future. It is bad enough to

think of the danger of being replaced by a new management

as a result of troublesome accounting reporting practices,

and worse to be told that the successor management will look

especially good as the compensatingzeffect for the losses

charged against current management.

Mr. Davidson concluded that, "If management comes to feel that

accounting practices inhibit desirable action, this indeed will present

 

1Hamil and Hodes, "Factors Influencing Price-Earnings Multiples,"

Financial Analyst Journal, (January, 1967), p. 90.

2Sidney Davidson, "The Day of Reckoning--Managerial Analysis

and Accounting Theory," Journal of Accounting:Research, (Autumn, 1963),

pp. 18-19.
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a day of reckoning for accounting."1

Despite the impact of startup costs on reported income, and

their significance for investors, managers, and accountants, a review

of the literature reveals only one article which indicates the potential

magnitude of early period (startup) costs and their impact on financial

statements, or suggests better methods of accounting for them.2 Only

the aircraft industry has made any attempt to systematically account

for theme Baloff’and Kennelly have noted that while accountants pay

little attention to such costs and generally regard them as insignificant

when averaged out over a one year period, scarcely a week goes by that

some company is not using such costs as a rationale fer disappointing

earnings.3 After reviewing write-ups on corporate earnings in the

Wall Street Journal for a period of time, Baloff’and Xennelly concluded
 

that such costs are probably significant and "that the effects of

start-ups on earnings provide many challenges for accountants."4

In accounting terminology, the problems discussed above center

around income recognition and cost allocation. They are caused by

the use of reporting periods which do not coincide with either the

production life cycle of a firm's products or the life of the firm,

In Accounting Research Study No. 1, Maurice Moonitz noted that, "The
 

 

11bid., p. 19.

23. a. Wyer, N.A.A. Bulletin, (July, 1958), Section 2.
 

3Baloff and Kennelly, p. 142.

4lbid.
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problem of recognition and allocation is made more difficult because

the 'events' often take longer to work themselves out than the reporting

periods customarily in vogue."1 In this research effort the "event"

is a venture whose duration is the production life cycle of a product.

The problem is how to preperly match all of the costs and revenues

associated with this venture.

 

1Moonitz, p. 33.
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ECONOMIC VALUE AND ACCOUNTING INCOME:

On a theoretic level it might be argued that the real problem in

income measurement is not one of achieving a proper matching of costs and

revenues but one of asset valuation. If assets could be preperly valued

on the basis of the revenues they are expected to produce then income

would consist of interest on these assets and changes caused by new

asset acquisitions or investment programs undertaken by management.

Persons who would make such statements are arguing for economic income

and.eccnomic value as ideals toward which accounting should strive.

At this level of reasoning economic income has been defined to be

...the change, over some period of time, in the value of a

firm's assets. The total value of a firm's assets at any

point in time can be determined by discounting, at some normal

rate of return, the expected net cash flows from asset

utilization. The total economic income figure which results

from a comparison of beginning and ending period asset values

can be fragmented into two components: (1) expected income,

and (2) unexpected income.

The expected income component can be regarded as interest. It

is the product of the normal rate of return and the net present value

of the assets at the beginning of the period. The unexpected income

component of economic income is equal to changes in asset net present

value which developes as a result of changes in expectations regarding

2

future cash flows.

Indeed, "Economic income is generally defined as an ideal

theoretical concept which is impractical to implement because of the

 

1Lawrence Revsine, "0n the Correspondence Between Replacement

Cost Income and Economic Income," The Accounting Review, (July, 1970),

p. 515.

 

21bid. , p. 516.
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difficulty in an uncertain world of measuring cash flows."1 Because

of the subjectivity associated with the use of economic income and

economic value such concepts cannot be used in practice. In this research

they are retained as theoretically ideal concepts.2 But, the objective

of the cost allocation model which will be developed is not to approximate

economic value and economic income, rather, it is to try and get accounting

income to move in the same direction as economic income throughout the

production life cycle of a product.

 

lKeith Schwayder, "A Critique of Economic Income as An Accounting

Concept," Abacus, (August, 1967), p. 28.

2Schwayder attacks economic income as an unsound theoretic model

for accounting income measurement because all of the firmls important

economic events except cash flow and rates of subjective income are

ignored. He argues that economic income places too much emphasis on the

future, does not consider the firm's past and current success in dealing

with its economic environment, uses a subjective interest rate rather

than the interval rate of return, and is limited by the certainty

assumption. See Schwayder, pp. 34-35. In the example developed in

Chapter III to compare economic income with the income derived from the

use of the cost allocation model developed in this research, the inter-

val rate of return is used, certainty is assumed, and the past is

ignored.
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LONGJTERMiPRDSPECTIVB:

What is needed is a better procedure for reporting costs and

revenues. The 1964 AAA Concepts and Standards Research Committee

felt that the "Appropriate reporting of costs and revenues should. . .

relate costs with revenues in such a way as to disclose most vividly

the relationships between efforts and accomplishments."1 This

researcher feels that attaching actual production costs to units or

using steady state standard costs does not accomplish this objective

as well as the use of a cost allocation model based on the learning

curve phenalenon. What is needed is a long-term prospective of

expenses which takes into consideration the probable decline in pro-

duction costs as more units are produced.

Thomas R. Prince, in his book, Extension of the Boundries of
 

Accounting Theory, argues for the use of a long-term income prospective

in reporting the results of business Operations.2 According to Prince,

"the long-term income perspective attempts to anticipate total cost and

total revenue and match these two aggregates."3 He notes that "the

long-term approach would have more accruals and more deferrals which

would result in the leveling out of reported business income."4

 

1Concepts and Standards Study Committee, p. 368.

Lrhomas R. Prince, Extension of the Boundries of Accounting

Theory, (Cincinnati, 19635, p. 13?).

 

31bid.

4Ibid.
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The learning curve cost allocation model developed in this

research will result in an additional deferred charge being shown on

the balance sheet. It will not result in the addition of'any accruals.

It is primarily concerned with the allocation of'production costs. It

does not pay specific attention to revenue projection. The model will

match costs to revenues on the basis of the percentage of total antic-

ipated production sold. Attaching costs to specific units is of

secondaryimportance.1 Unit costs are important only for purposes of

variance analysis.

During early periods of production the model will call for deferral

of a portion of the incurred production costs through charges to the

asset account "Improvements in Production Procedures." In later periods

as the production life cycle of a product nears its end the account

"Improvements in Production Procedures" will be reduced by charges to

"Inventory" and "Cost of Goods Sold."

The choice of the title "Improvements in Production Procedures"

is intended to convey the notion that these production costs are being

deferred (capitalized) because of their relationship to the reduction

in future production costs made possible by organizational learning

through past production experiences. Increases in this account could be

related to increases in the value of organizational learning and

decreases in this account could be related to the decline in the cost

 

1The 1964 AAA.Concepts and Standards Study Committee advocated

attaching costs to units. The researcher feels that this choice was

made on the basis of the alternatives then available to the committee

and that cost allocation procedures similar to those developed herein

were not among these alternatives.
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avoidance potential of this learning.

Improvements in Production Procedures is regarded as a cost

equalization account whose use attempts to compensate for the fact

that accounting periods are not symmetric with product production life

cycles. When a.new'production venture is under consideration management

evaluates it as a whole. Management's attention is not focused as

much on the production cost or selling price of each individual unit

as it is on the total production costs and total sales over the entire

venture.

Similarly the L-C cost allocation model attempts to allocate

costs over the entire production venture. The objective of the model

is to avoid the write-off of costs incurred during a period as period

expenses. The objective of the model is to consider all of the costs

which will be incurred during the production life cycle of a product

and match these costs with revenues on the basis of the percentage of

total anticipated production sold.



38

INDUSTRIES WHERE L-C HAS GREATEST APPLICATION:

As previously mentioned, the original applications of learning

curves were in the airframe industry. Other industries to which learning

curves have been applied include: steel, electronic products, home

appliances, glass, paper, shipbuilding, textiles, and defense.1 In

addition to these industries significant potential applications exist

in residential home construction and computer assembly.

use of the learning curve requires both room for improvement in

the method of'production, and an ability and desire to improve. As

table l-3 showed, the traditional area fer improvement in the L—C is

labor efficiency, the higher the percentage of labor in the production

process, the more rapid the rate at which production times or costs

can fill.

Another characteristic of industries to which learning curves are

applicable is change, be it a change in product or production process.

During the startup phase, the L-C phenomenon is most significant. One

cannot profitably apply it to evaluate the future of items which have

reached the steady state stage of'production.

The consolidated earnings statements of large diversified cor-

porations are probably not significantly affected by their failure to

include the account "Improvements in Production Procedures." For them,

new products are always being phased in while others are being phased

out. Yet, even fer these corporations, the use of the account "Improve-

ments in Production Procedures" could be of value in reporting divisional,

 

1See the bibliographic references to the works of Baloff, Baloff

and Kennelly, and.Jordan.
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product line, or'project earnings.

The learning curve model developed in this research will find

its greatest potential application in companies or divisions which

are characterized by product innovation and/or rapid improvement in

basic production procedures. Ideally these companies or divisions

would have product assembly as their basic task. Their production runs

would be between 4 and 5,000 units over a one to five year period.

These limits are not strict.
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AN INDUSTRIAL APPLICATION:

The only industry which this researcher has feund that gives

any recognition to the learning curve phenomena in their published

financial statements is the aircraft industry. The following quotation

from the 1967 notes to the consolidated financial statements of the

Boeing Corporation is typical:

Work in process on military fixed-price incentive type

contracts is stated at the total of direct costs and

overhead applicable thereto, less the estimated average cost

of deliveries based on the estimated total cost of the

contracts. Work in process on straight fixed price con-

tracts is stated in the same manner, except that applicable

research, development, administrative and other general ex-

penses are charged directly to earnings as incurred....

To the extent that estimated program costs, determined in

the above manner, are expected to exceed total sales price,

charges are made to current earnings in order to reduce

work in progress to estimated realizable value.

Boeing's auditors, Touche Ross and Co., give this company an

unqualified opinion.1

Dispite the fact that Boeing's method of handling unit production

costs appears to be similar to the method preposed in this research

a comparison of the cost allocation model developed in this research

with the cost allocation model described in Boeing's 1967 annual report

reveals a.number of significant differences.

(1) Boeing leaves costs in excess of average unit production

costs in "werk in Process" and does not separate them from costs in-

curred to produce units still in production. The L-C cost allocation

model uses a special asset account to show the unusual nature of this

”SOt e

 

1Boeing Corporation, Annual Report 1967.
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(2) Boeing does not regard a cost as excessive, and to be

written off'in the period incurred, unless such a write-off is necessary

in order to reduce work in process to estimated realizable value. The

L—C cost allocation model requires a write-off of costs as excessive if

the production cost of a unit exceeds the expected cost of that unit as

determined by the model. In addition, the model recognizes favorable

cost variances when unit production costs are less than expected.

(3) Boeing only produces after production orders have been re-

ceived. Hence, the number of units to be produced is certain. The

L-C cost allocation model does not require 100 percent certainty.

Table 5-1 shows that there is considerable leeway in the accuracy with

which the estimate of the number of units to be produced can be made.

(4) Boeing's cost projections are based on the unit curve version

of learning curve theory. The L-C cost allocation model, for reasons

stated previously, is based on the cumulative average curve version of

learning curve theory.
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PURPOSE AND METHODODOGY OF RESEARCH:

The primary Objective of this research is to develop a cost

allocation model based on the learning curve phenomenon. Secondary

objectives include analyzing the statistical properties of this model

in order to determine its limitations, and testing it by actual applica-

tion to an industrial situation. The rationale for the primary objective

was set forth in the section "Significance of L-C for Accounting

Reports" (page 29). It is the researcher's belief that the cost allo-

cation model developed in this research results in a better matching

of the costs and revenues associated with a production venture than

cost allocation models based on traditional standard or actual costing

procedures. In addition, under conditions of certainty, the L—C cost

allocation model reports changes in accounting income which vary in

the same direction as economic income while traditional cost allocation

models result in changes in accounting income which vary in the opposite

direction of economic income.

In connection with this last point a rate of return income model

is presented in Chapter III. The income figures reported by a hypothetical

corporation with the use of this rate of return income model are compared

with the income figures this hypothetical corporation would have reported

had it used either current accounting cost allocation techniques or a

cost allocation procedure based on the learning curve. A comparison

of the three income figures will show that allocating costs on the basis

of the learning curve phenomenon results in changes in income in the

same direction as those derived by the use of the rate of return income
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model while allocating costs on the basis of traditional cost allocation

models results in changes in income in the opposite direction as those

derived by the use of the rate of return model. Such an occurrence

is significant if accounting reports are to be used to evaluate managerial

effectiveness.

In the real world the relationship between cumulative average

time (cost) and the number of units produced does not have a correlation

of -1. Hence the statistical properties of the learning curve cost

allocation model are important in any application of it. Chapter IV

takes a close look at these statistical preperties. Procedures are

developed to determine whether or not the model can be applied to a

particular situation, to determine the number of units which must be

produced to define the model parameters befere the model can be used,

and to analyze production as it takes place to determine if a variance

is of such a magnitude that it may indicate a need to change the model

or the method with which it is applied.

If a variance between an actual and projected cost occurs, and

an analysis of the situation reveals a change in any parameter under-

lying the L-C cost allocation model, special techniques can be applied

to bring the model into line with this new situation. The necessary

techniques are presented in Chapter V along with a discussion of some

problems which can occur during application of the model. These

problems include union production standards, essential modifications

in the product or production process, changes in total anticipated

production, and changes in hourly production costs.
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In Chapter VI the model is applied to an actual production

situation and comparisons are made between reported production costs

derived by the use of the L-C cost allocation model and production

costs derived by the use of traditional cost allocation models.

The application of learning curves to production probleme and

accounting procedures would be difficult without the use of the

computer. The accuracy of reading data from log-log paper is low.

The time consumed in hand or machine calculation is high. The computer

programs required to implement the L-C cost allocation model are listed

and documented in the appendices. Reference is made to these programe

and the related documentation at various points throughout this research.

They are written in the BASIC language. The programs in Appendices

A.and C have been run on the following machines: CDC 6500, IBM 360,

GB 265, PDP 10. Those in Appendices B and B were run on a CDC 6500.

Those in Appendices D and P were run on a GB 265.

In order to inform the reader of what is involved in the L-C

cost allocation model, Chapter III begins with a brief description

of the model and an example of'how it operates.



CHAPTER III

THE LEARNING CURVE COST ALLOCATION MODEL

THEJMDDEL:

The learning curve (L-C) cost allocation model projects unit

and cumulative average production costs over the entire anticipated

production life cycle of a product on the basis of cost data fer

the first few units of production. using this data comparisons are

made between the projected cost of each unit and the expected average

unit cost of all anticipated production. As production takes place

any excess of the projected cost of each unit over the expected average

cost of all anticipated production is charged to the asset account

"Improvements in Production Procedures" and inventory is charged with

an amount equal to the expected average unit cost of all anticipated

production. Whenever the projected cost of a unit is less than the

expected average unit cost of all anticipated production this differ-

ence is deducted from the account "Improvements in Production Pro-

cedures" and inventory is charged with an amount equal to the expected

average unit cost of all anticipated production. As production takes

place any differences between actual and.projected unit cost are

written off as a period variance unless a change in a parameter of the

model occurs.1 Figure 3-1 compares the flow of costs under a standard

 

1These changes are discussed in Chapter V.
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cost model and the L-C cost allocation model.

Figure 3-2 presents a series of cost curves fer the example

presented later in this chapter. Line 1 represents the cumulative

average unit cost at various output levels. At N, the number of units

of anticipated production, line I intersects line 2, the expected

average unit cost of all anticipated production. Line 3 represents

the calculated (projected) cost of each unit. Until point B is reached

line 3 exceeds line 2. Until production reaches the output level

represented by point B the account "Improvements in Production Pro-

cedures" is charged with the difference between lines 3 and 2. After

output reaches point B the account "Improvements in Production Pro-

cedures" is credited with the differences between lines 2 and 3. At

output level N the balance in Improvements in Production Procedures

would be zero. In figure 3-2 this is true because area I is equal to

area D.

The account "Improvements in Production Procedures" could be

shown in any one of several places in the Balance Sheet. It could be

shown in Current Assets near Work-In-Process in an attempt to indicate

its value as an asset which is derived from the organization's ability

to reduce future production costs because of its past production

experiences. It could be shown in the Fixed Asset section of the

balance sheet in an attempt to indicate the fact that the production

venture which this asset account is associated with will include

several accounting periods. It could also be shown as a Deferred Charge

if the cost equalization nature of this account is stressed. Dispite
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the fact that there is precident in the aircraft industry for treating

Improvements in Production Procedures as a current asset and placing

it near Werk-In-Process, this researcher feels that it should be placed

under the "Deferred Charge" caption because of its intangible and

nonmarketable nature.

The use of the account "Improvements in Production Procedures"

would cause some income to be recognized for accounting purposes be-

fore it is recognized for tax purposes. The procedures for handling

this situation are adequately described in Accountinngrinciples
 

Board Opinion No. II, "Accounting for Income Taxes."1 The tax expense

would be recorded on the basis of accounting income and the estimated

tax liability would be recorded on the basis of taxable income. The

difference between these two would be treated as a deferred tax

liability until the situation reversed itself. Taxes are ignored in

the remainder of this research.

 

lAICPA, Accountin Princi les Board Opinion No. 11, "Accounting

for Income Taxes," (New 7055: EICPA, I967).
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EXAMPLE OF THE L-C COST ALIOCATION MJDEL:

To explain and describe further the operational characteristics

of the L-C cost allocation model a hypothetical corporation is used in

this and the following chapters.

The Great Lakes Union Boat Co. began construction of a new pro-

duct line of sailboats in 1969. The firm's management estimated that

it could sell 20 of these boats over a three year period at a price of

$10,000 each. The firm.built and sold 5 of these boats in 1969. The

last one was completed and sold of December 31. Hence, there was no

inventory on 12/31/69.

A study of the firm's cost records revealed the following:

BOAT ACTUAL

man COST

1 $10,000

2 7,500

3 6 ,600

4 6 ,000

s s 700

335,800

Assuming all other expenses for the firm totaled $15,000, the

1969 Income Statement, prepared using a standard cost allocation model

would be as follows:

G.L.U.B. Co.

Income Statement (Std.)1

For the Year Ending 12/31/69

Sales $50,000.00

Cost of Goods Sold 35 800.00

Gross Margin 314,550.00

Other Expenses 15,000.00

Net Income (loss) _(il'lm'l')

 

1Std. indicates that the statement was prepared using an actual

or standard cost allocation model. L-C indicates that the statement



52

If G.L.U.B. Co. had used the L-C cost allocation model develOped

in this research effort the income statement would have appeared as

fellows:

G.L.U.B. Co.

Income Statement (L-C)

For the Year Ending 12/31/69

 

Sales $50,000.00

Cost of Goods Sold $26,970.75

Cost variance (163.37)* 26 807.08

Gross Margin Tm

Other Expenses 15,000.00

Net Income (loss)

*Favorable

This was arrived at as follows:

(1) The production data fer the first 5 units was transformed

into logarithms. By the use of formulas 1-4 and 1-5, the values of

A.c and 8c were feund to be $10,045.70 and 0.20757 respectively. Based

on a Bc value of 0.20757 the learning curve percent was determined to

be 86.599.

(2) Given an anticipated total continuous production of 20 units

and formula l—l, the average unit cost of all anticipated production,

YcN’ was determined to be $5,394.15.

 

was prepared using the L-C cost allocation model. Assuming that all

cost variances are closed to the cost of goods sold in the period

incurred, and that period sales and production are equal, the results

obtained by the use of a standard cost allocation model would be the

same as those attained by attaching actual costs to units sold with an

actual cost allocation model. In this research the problems caused

by the allocation of fixed overhead are ignored and it is assumed that

all fixed costs are written off in the period incurred.
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(3) By the use of equation 1-8 the fermula-based cost of the

first five units was calculated as $35,963.67. The expected average

cost of five units is SYcN' $26,970.75. The actual cost of the first

five units is $35,800.00.

(4) The summarizations necessary to make entries in the records

 

 

are:

Actual Cost of Units Produced $35,800.00

-Calcu1ated Cost of Units Produced 35,963.67

- l a able IIIEEEJE!‘

Calculated Cost of Units Produced $35, 963. 67

-Number of Units Producednx Averate Unit Cost 26:970..75

Assuming that the firm is on a periodic inventory system the

following adjusting entry would be made on December 31, 1969:

Cost of Goods Sold $26,970.75

Improvements in Production

Procedures 8,992.92

Cost variance-Favorable $ 163.67

Various Cost Accounts 35,800.00

If 10 units were produced in 1970 at a cost of $50,000.00, and

5 units were produced in 1971 at a cost of $21,500.00, the following

entries would be made at the end of each year: (Calculated cost of

units 6-15 is $49,927.49. Calculated cost of units 16-20 is $21,991.95.)

1970:

Cost of Goods Sold $53,941.50

Cost Variance-Unfevorable 72.51

Improvements in Production

Procedures $ 4,014.01

verious Cost Accounts 50,000.00
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1971:

Cost of Goods Sold $26,970.70

Cost Variance-Favorable $ 491.90

Improvements in Production

Procedures 4,978.80

Various Cost Accounts 21,500.00

The calculated cost of units 6 to 15 can be arrived at in

two ways:

First, formula 1-10 could be summed for values of X - 6 to 10:

15

l: Ac(ch-(X-l)c°) .1

xe6

Second, formula 1-8 could be used to find the difference be-

tween the values of‘l‘c at X equals 5 and x equals 15:

. . Cc . CTcls - Tcs Ac 15 -Ac 5 c .

The second procedure is easier and is recommended.

If all other expenses remained $15,000 in 1970 and 1971 the

comparative incomes would be:

1969 1970 1971 Total

Standard or Actual

Cost.Mode1 $ (800.00) $ 34,999.92 $ 13,500.00 $ 47,699.92*

L-C Cost Alloca-

tion Model 8,192.92 30,985.91 8,521.20 47,700.03

*Errors due to rounding.

In the first period, when G.L.U.B. Co. is making an investment in

production procedures and organizational knowhow, the L-C income

figure is higher than the Standard Cost one. In later periods when

their knowledge has decreasing value, due to the production run's

 

7 _—v ‘1 -v v7

1In the remainder of this research the symbol "c" indicates that

this value or’parameter was calculated by the use of regression analysis.
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nearing completion, the L-C income figure is lower.

Figure 3-2 gives a graphic illustration of the cost data for

the G.L.U.B. Go. Figure 3-2 can be used in conjunction with figure

3-1 to analyze the G.L.U.B. Company's flow of costs under standard

and L-C cost allocation procedures.
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RATE OF RETURN INCOIE mDEL:

It was previously’mentioned that many accountants regard economic

income as a theoretical ideal toward which accounting income should

strive. It was also pointed out that because of the amount of sub-

jectivity required in estimating cash flows and determining the proper

discount rate economic income cannot be determined in the real world.

In this section a rate of return income model will be presented

as a surrogate for an economic income model. Under conditions of

certainty the only differences between the rate of return model pre-

sented in this section and an economic income model is the discount

rate. The rate of return model uses the internal rate of return on

investment. Economic incomes models use a subjective or external rate

of return. The effect of this difference is that the rate of return

model has a constant percentage return on investment and does not rec-

ognize extraordinary gains at the time of investment, while economic

incme models do recognize immediate gains on investment, thereby

causing variances in the rate of return.

The purpose of this section is to show that changes in income

reported by the use of the L-C cost allocation model move in the same

direction as changes in income reported by the use of the rate of re-

turn income model while changes in income reported by the use of a

standard or actual cost model sometimes move in the opposite direction.

The significance of this lies in the different impression various

changes in income give the investor. When actions are being taken
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by management which will increase the excess of future cash receipts

over future cash disbursements income should be rising. When the

potential benefits of a past investment are nearing their end income

on that investment should be falling.

The rate of return income model presented below is based on a

model in Bierman's book, Financial Accounting Theory.1
 

Assume an investment of $15,000 is required at time zero to

generate net cash flows of $5,500, $7,260, and $5,324 in periods 1,

2, and 3. Table 3-1 shows that the rate of return on this investment

is 10 percent. Table 3-2 shows that the interest on unrecovered in-

vestment in periods 1, 2, and 3 at 10 percent are $1,500, $1,100, and

$484.

If certainty is assumed the same model can also be applied to

the G.L.U.B. Co. Assume that G.L.U.B. Co. invested $40,000 in the

productive facilities needed to produce the 20 sailboats referred to

in the example of the L-C cost allocation model, and further assume

2 inthat G.L.U.B. Co. was able to sell these facilities for $40,000

mid 1971 when construction on the sailboats was completed. The

assumption of only a half year of operations is made because of the

decreased amount of time required to produce the last five boats.

The semi-annual rate of return is shown to be 18.5 percent in

 

1
Harold Bierman, Jr. Financial Accounting Theogz, (New York,

1965), pp. 122-127. ,

2This assumption is made to avoid the problem of how to handle

depreciation under the L—C cost and standard cost allocation models.
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table 3-3. Teble 3-4 shows that the interest on unrecovered investment

in periods 1, 2, and 3 are $16,237.65, $23,070.38, and $8,353.00.

TABLE 343

Present Value of G.L.U.B. Co. Cash Flows Discounted At 18 1/2%

 

 

Present Vhlue Present Vhlue of

Year Proceeds Factor Cash Proceeds

" 1/2

1 $ (800) .712 $ (569.60)

1 1/2

2 34,999.92 .507 17,744.96

2 1/2 53,500.00* .428 22,898.00

' $40,000 + 13,500

** Error caused by rounding present value factors.

 

Table 3-5 compares income derived from the rate of return, L-C

cost, and standard cost models. Although the absolute level of income

using the rate of return and L-C cost models differ, their reported

incomes change in the same direction. Additionally, if the income re-

ported by the rate of return model is accepted as a surrogate for

economic income, and economic income is regarded as a theoretic ideal,

then L-C cost allocation results in an income being reported which is

closer to that ideal than that reported by the use of standard or

actual cost allocation.
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CHAPTER IV

MATHEMATICAL RELATIONSHIPS

INTRODLCTION :

The primary purpose of this chapter is to study some of the

mathematical properties of the L-C cost allocation model developed in

this research and to suggest a number of minimum statistical require-

ments which should be met before the model is implemented. In con-

nection with the develOpment of these minimum statistical requirements,

the accounting concept of‘"Materia1ity" will be examined briefly. A

secondary purpose of this chapter is to suggest two alternative pro~

cedures for determining when a.change in a.parameter of the L-C cost

allocation model has taken place. Procedures for handling such changes

are developed in Chapter V.

In an attempt to determine how accurate the calculation of the

average cost of all anticipated production should be the next section

of this chapter examines the accounting concept of materiality. In

that section it is concluded that most accountants do not regard a

change in reported income of less than 10 percent as material. In this

research tables are developed for 5 and 10 percent levels of'materiality.

Users of the L-C cost allocation model should first attempt to predict

the cumulative average cost of all anticipated production with a

62
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5 percent confidence interval and a 95 percent confidence level. If

this is impossible they should then attempt to predict the cumulative

average cost of all anticipated production with a 10 percent confidence

interval and confidence levels of 95, 90, and 80 percent. If this

cannot be done, and the use of additional data in the determination of

the model's parameters is not fessible, use of the L-C cost allocation

model for financial reporting is not recommended.

In the section "Confidence Interval For Specified b_Confidence

Level" (page 69) a t distribution is applied to a regression analysis

of linear equations in the ferm of (1-3). This section shows that after

some initial data is gathered and analyzed and a confidence level has

been specified, a confidence interval for the b parameter is auto-

matically determined. The determination of confidence levels and

intervals fer the b_parameter is important because the b parameter is

one of the major determinates of unit, total, and average cost. The

following section shows that if a particular confidence level and

interval are desired, the only variable item is the number of units of

input data. Thus, given the amount of correlation in the initial data,

and a specific confidence level and interval, the required number of

units of input can be determined. In the section entitled "Minimum

R Required to Obtain Desired b_Confidence Level and Interval" (page 93)

tables 4-7, 4-8, and 4-9 show how many units of initial data must be

gathered in order to obtain various confidence intervals for b_at

confidence levels of 80, 90, and 95 percent. Intermediate sections

develop tables that show the b_confidence intervals which must be
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attained in the original data in order to project the average cost of

all anticipated production, the unit cost at a particular output level,

and the total cost at a particular output level with 5 and 10 percent

confidence intervals under varying circumstances. These tables are

used in conjunction with tables 4-7, 4-8, and 4-9 in order to determine

the number of units of input needed to apply the L-C cost allocation

model to a particular product or project.

The last section of this chapter summarizes verbally the

significant points presented in this chapter and shows in a step by

step manner how to use the concepts and tables develOped herein.
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MNTERIALITY AND CONFIDENCE INTERVALS:

"Materiality" is a very often used and a very imprecisely defined

word in accounting literature. Hendriksen defines materiality "in a

positive sense to include all infermation that may be of significance to

the user...materiality refers to the significance of a specific item in

a specific context."1 This throws the determination as to whether or

not an item is material into the area of professional judgement, re-

quiring each case to be evaluated on its own merits. Indeed, this is

what Hendriksen intends when he indicates that "...without some assump-

tions regarding what decisions are likely to be made and what infor-

mation is relevant to these decisions...[any] percentage criterion, is

not likely to provide a meaningful guide."2

Unfortunately some percentage concept of materiality must be

adopted in this research in order to determine minimum levels of

statistical accuracy required to implement the L-C cost allocation

model. Without some such objectively determinable guidelines the model

would lack the objectivity and verifiability required to make it a

viable accounting technique.

Writing in the Journal of AccountingfiResearch, Ernest L. Hicks
 

also concluded that ultimately:

The materiality of an item entering into financial state-

ments lies in its impact on the user. The question to

be answered is: is it likely that an average prudent

investor or a reasonable person would be influenced in his

 

lflendriksen, p. 562.

zlbid.



66

investment decision if the matter at issue were disclosed

or if net income or some other significant financial

statement item were increased or decreased by the amount

under consideration?

Despite this conclusion, in discussing extraordinary items Hicks

expressed his view that "an item under consideration for exclusion

in determining net income is seldom material if it is less than 10

percent of ordinary net income, and that it is ordinarily material if

it is 20 percent or more."2 Hicks also noted that one of the few

authoritative definitions of materiality is found in the Securities

and Exchange Commission's Regulation S-X. There, a "significant

subsidiary" is defined as one whose assets or sales exceed 15 percent

of the assets or sales, respectively, shown by the consolidated

statements which are filed.3

Leapold A. Bernstein, in a recent article in The Accounting
 

35215231! suggested a "border zone of 1096 - 15% of net income after taxes

as the point of distinction between what is material and what is not."4

Within this border zone the determination of whether or not an item is

material would, presumably, rest on professional judgement.

Graham, Dodd, and Cattle, in their book on security analysis,

in discussing noncurrent items "define 'small' as affecting the net

 

1Ernest L. Hicks, Materiality," Journal of Accounting Research,

(Autumn, 1964), p. 170.

 

21bid., p. 165.

31616.

‘Leopold A. Bernstein, "The Concept of Materiality," :1_'h_e_

Accounting Review, (January, 1967), p. 93.
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result by less than 10 percent in the aggregate."1

A study supervised by Robert K. Mautz for the Financial

Executive Research Foundation selected a materiality standard of

15 percent of net sales.2

In 1954, S. H. Woolsey reported on a survey of the opinions of

accountants, bankers, and others as to the materiality of several

hypothetical items. With respect to an extraordinary loss whose

materiality was gauged by most respondents in relation to current-year

income, the replies received indicated that the loss would have been

deemed material had it exceeded 10 percent of net income before

deducting the loss . 3 The breakdown on the percentage of net income

at which an item becomes material is presented below by classification

of respondents .

 

Percent of

Net Income

National CPAs 13.7

Local and regional CPAs 9.5

Controllers 7.8

Robert Morris Associates 10.9

Investment bankers, etc. 8.3

Professors of accounting 8.8

Others 10.9

Weighted over-all average m

 

1Benjamin Graham, David L. Dodd, Sidney Cottle, Securit

Ana_lysis Principles and Technique, (New York, 1962), p. 112.

2R. K. Mautz, Financial Reportinpy Diversified Companies,

(New York, 1966), p.135,

 

38. M. Woolsey, "Development of Criteria to Guide the Accountant

in Judging Materiality," The Journal of Accountancy, (February, 1954),

p. 170.
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On the basis of this information Woolsey suggested a judgemental

bracket of from 5 to 15 percent of current income before taxes be used

in determining whether or not an item is material. 1

While no precise standards to determine what is or is not material

can be agreed upon, for the purposes of this research the following

minimal standards for implementing the L-C cost allocation model appear

to be appropriate. The L-C cost allocation model should not be imple-

mented unless the average cost of all anticipated production can be

predicted with at least a 10 percent confidence interval and an 80

percent confidence level disregarding changes which take place in the

models parameters after it has been implemented. Because the cost of

goods sold is charged with amounts equal to the average cost of all

anticipated production as goods are sold this is equivalent to stating

that a 10 percent level of materiality has been set up for the cost of

goods sold. The model should not be implemented if there is more than

a 20 percent chance that the cost of goods sold in any period will be

in error by more than 10 percent.

In the remainder of this chapter criteria will be developed for

attaining both 5 and 10 percent confidence intervals for the average

cost of all anticipated production, and unit and total costs at various

outputs with confidence levels of 80, 90, and 95 percent. Where possible,

it is recommended that the tighter standards be used.

 

11bid.



69

CONFIDENCE INTERVAL FOR SPECIFIED E_CONFIDENCE LEVEL:

Procedures for determining confidence intervals for the _b_ para-

meter of the LC cost allocation model when the confidence level is

specified are presented in this section. It is necessary to develop

these intervals for 31 because the confidence intervals for _b_ determine

the confidence intervals for the average cost of all anticipated pro-

duction, the cost of each particular unit, and the total cost of any

given number of units. V

In dealing with a linear regression of the form:

logY - log a + blogX

Xenney and Keeping have shown that the ratio given in equation 4-1

has a Student t distribution with n-2 degrees of freedom.1

R B -b n-2 1’2 R<lt . _S!:_)_ (In?) “)2 (4-1)

R a correlation coefficient based on a regression analysis

where :

of 11 pairs of Y and X values. See equations 1-3 and 1-6.

Bc . calculated value of b_. See equation 1-4.

11 . number of pairs of input (X and Y).

Tables of values for the t distribution appear in most statistics

books. They show the values of t corresponding to specified levels of

confidence and degrees of freedom, f, (f-n-2). If an :1 value were

specified and we wanted to find a value of t such that we could be 95

percent confident that the value of t computed by the use of (4-1) was

 

1J. F. Xenney and E. 8. Keeping, Mathematics of Statistics,

Part 2, (Princeton, 1951), p. 210.



70

less than or equal to this value, we would go down the column labeled

.95 (.025 or .05 depending on the table) until we came to the line for

the apprOpriate degrees of freedom, (n-2).

For a 95 percent confidence level let t.95 represent the t value

for n-2 degrees of freedom such that the probability of finding a

deviation greater than +t095 or less than -t.95 is 0.05. Then

‘.95 ' i Egg—'1 <3?) 1’2 . (4-2)

We can now solve equation 4-2 to find the _b_ confidence interval

within which we can state with a 95 percent confidenc level the true

value of b_ can be found.

5 ' Be 1 5.95%“ (1-{7-R2) “2 (4-3)

Equation 4-3 says we can be 95 percent confident that the true value

of b will not vary from the value of _b_ calculated by the use of equation

1-4 by more than

1412 1/2
* K951?“ (3:2—)

Bc - value of _b_ calculated by the use of equation 1-4.

where :

In the remainder of this research Bc will represent the cal-

culated value of b_ and b_ will represent the true value of b which

could be found if all past and future values of X and Y associated

with a particular production run were known. Thus, equation 4-3 is

setting a confidence interval for the true value of _b_ by use of Bc’

the best available estimate of 2.

Assuming that the variance of production cost remains the same

over the entire production cycle, the confidence limits for 1; (highest
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possible b_value and lowest possible 2 value determined from the use

of equation 4-3) can be used to determine confidence intervals for the

average cost of all anticipated production (YN), the cost of a particular

unit (U1), and the total cost at a particular level of output (T1).

This is done after the following section of this chapter. The assumption

that the variance of production time remains the same over the entire

production cycle is considered in Chapter VI.
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DETERMENING n FOR DESIRED CONFIDENCE LEVEL AND INTERVAL:

If a specific confidence level and interval is desired for b_the

only item.over which control is retained is n, the number of units of

input. Because the required size of‘n varies with the correlation

coefficient, it is necessary to gather a few units of initial data,

determine the correlation coefficient, and then make the calculations

necessary to determine the final value of n.

From (4-3) we know that a 95 percent confidence level fer b_

is represented by:

, B 1422 1/2
b B1: 1 K95 is (T) °

Assume we wish to be 90 percent confident that the true regression

coefficient, 2, is within :5 percent of Be' This interval may be

expressed as:

.958c 5 b s 1.05Bc . (4-4)

Equations 4-3 and 4-4 are new combined in order to express the

desired confidence interval in terms of t

 

.90°

2 1/2

B - 29: 1'R - .958
C R .90 (Tl-2) C

s b s

_ 2 1/2

leOSBc +%Ct090 (%-.§--) 0 (4-5)

We desire to evaluate (4-5) in order to determine n, the

number of units of input required to obtain a :5 percent confidence

interval, and a 90 percent confidence level for b, As the results of

evaluating either side of (4-5) are the same we need only evaluate the

right side. In terms of'n the right side of equation 4-5 may be
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expressed as:

2 2
n-i§g§§%l+2. (4-6)

In equation 4-6 the value of'n is dependent upon the value of R. The

larger the correlation coefficient, R, the smaller n. A low level of

correlation will require a large number of units of input in order to

obtain the desired confidence interval and level for b, For ease of

computation (4—6) is now restated as:

 

.052 . t.90 (4_7)

ll-h? 16:3?

To find n solve the left side of the equation. Then go to a

t table and select a t value under the column which yields a 90 percent

confidence level. The value selected should be placed in the right

side of (4-7) along with the appr0priate n value. This may have to be

done several times until both sides of the equation are approximately

equal.

For the example developed in Chapter III R = .99931 and (4-7)

may be expressed as:

.05 - .99931 1 5.90

«1*; .99862 4522

 
 

 

t

1.545 - '90 -

n-2

 

Reading from a standard t table we can proceed down the .90

column of t values, evaluating the above equation until the two terms

are approximately equal. At f s 3, t 90 = 2.353 and:

Z:§§§. a 1.557

45'2'
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This is as close as we can come with integer values of n. Thus, the

value of'n required to obtain a 90 percent confidence level, and a 5

percent interval for b_ is 5.

If a higher confidence level were desired, say 98 percent, we

could evaluate (4-7) for t At f - 6, t a 3.143 and:

98° 98

Eil£§.- 1.3

7822

Hence, to be 98 percent confident that Be is within :5 percent of b,

8 pairs of X and Y values must be used in the determination of Bc.

If a tighter confidence interval were desired it could be found

by substituting the desired interval value in place of .05 in (4-7),

e.g., suppose a 3 percent interval and a 90 percent confidence level

were desired:

.03 - .99931 . .806 .

{’1 - .99862

 

 

At f - 6, t 90 - 1.943 and:

1.943 . .793

V8-2

 

This is as close as we can come with interger values of n. Hence,

with a correlation coefficient of .99931, to be 90 percent confident

that Bc is within 13 percent of'b, 8 pairs of X and Y values must be

used.

After the n units of data specified by equation 4-7 are gathered

and a new correlation coefficient and Bc value are calculated, this

information should be analyzed to determine the confidence level and

interval attained.
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The purpose of determining confidence intervals and levels for b_

is to determine confidence intervals and levels for YN, Ui and T1.

The b_confidence intervals necessary to obtain :5 or 10 percent

intervals for each of these varies. The following sections consider

the b confidence intervals required to obtain is or 10 percent confidence

intervals for Y, U, and T at different levels of output.
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RELATIONSHIP BETWEEN E_AND ANY YN CONFIDENCE INTERVALS:

In the L-C cost allocation model the projected average cost of

all anticipated production, YcN’ is used to determine the cost of goods

produced and sold during each accounting period. In order to insure

that the cost of goods sold determined in this manner is not materially

in error certain minimum levels of statistical accuracy are specified

for the calculation of YcN‘ The cost of goods produced and sold is

said to be materially in error when the projected value of YN differs

from.the actual value of YN by more than 10 percent. For purposes of

this research the minimum level of statistical accuracy required to

implement the L-C cost allocation model for use in external accounting

reports is defined to be an 80 percent confidence level that YcN does

not differ from YN by more than 10 percent, assuming the true parameters

of the L-C cost allocation model remain the same.

In this section procedures are develOped to determine the con-

fidence interval for the regression slope coefficient, 2, required to

obtain a specified confidence interval for YN' Once this is done the

procedures developed in the previous section can then be used to deter-

mine the number of units of input data, n, needed to implement the

model with given values of Be' N, and R.

From (1-1) we know that the value of YN depends on the value of

2: Likewise, the determination of confidence intervals for YN depends

on the determination of confidence intervals for b, If a 5 percent

confidence interval is desired for YN this could be expressed as

.95)!cN s YN s 1.05vcN . (4-8)
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Let 81 and 82 represent extreme values of the confidence interval

for b_required to satisfy (4-8). Then, combining (1-1) and (4-8) we get

81 . BzAc/N - .95):cN < Y s 1.05? Ac/N (4-9)
' N CN

where:

Ac - calculated value of a, the cost of'producing the

first unit. See (1-5).

Solving for 81 and 82:

81 - (BclogN + legIOO - log95)/logN (4-10)

82 . (BclogN - log1.05)/logN . (4-11)

Because the percentage interval (Bc - 82)/Bc is smaller than

(81 - B¢)/Bc for all values of N and 8c only (4-11) need be solved to

determine the appropriate percent interval for b, The result is a

slightly tighter interval than is necessary for application of the L-C

cost allocation model. This difference is caused by the use of exponents.

After (4-11) is solved for the b confidence interval required to

obtain the desired YN confidence interval, (4-7) can then be evaluated

to determine the number of units of data, n, necessary to obtain the

desired confidence interval and level for YN.

With n units of data gathered and analyzed by least squares

regression analysis, equation 4-3 is then used to determine the con-

fidence intervals and levels obtained for b, The values of 81 and 82

determined by (4-3) are then used in (1-1) to determine the confidence

intervals attained for Y".

Assuming that the attained confidence intervals are determined

to be sufficiently tight, and the confidence level sufficiently high,

the L-C cost allocation model can be implemented. If the attained
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confidence level and interval for YN do not meet the desired standards

four courses of action may be followed:

(1) The standards may be lowered to a.minimum 80 percent con-

fidence level and 10 percent confidence interval.

(2) Additional units of data may be gathered after determination

of a new n by analysis of all gathered data through the use of equation

4-7.

(3) It may be decided that the potential variation of YN is so

large that the L-C cost allocation model should not be employed.

(4) It may be decided that partial implementation of the L-C

cost allocation model would be useful. In this case, costs could be

capitalized until the output at which YN equals U is reached using a

relatively high L-C percent. After that point the balance in Improve-

'ments in Production Procedures could be reduced through increasing

charges to all remaining units of production.

The computer program listed in Appendix 81 was used to determine

82 in equation 4-11 for YIOO; Y5003 Y Y5,0003 and Y10,000' where

1,000’

b_values ranged over L-C percents of 70 to 99. Table 4-1 lists the

values of the percent confidence intervals for b_required to obtain a

5 percent confidence interval for Y". Table 4-2 lists the values of

the percent confidence intervals for b_required to obtain a 10 percent

confidence interval for YN'

Assume a 5 percent confidence interval is desired for YN, when

8c - .207572, and N - 100. From table 4-1 the percent confidence

interval for 2 must be 5.273. Thus, we can have a 5 percent confidence
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interval for YN values up to N - 100 when the percent confidence interval

for I; is 5.273 or smaller, (8c - .207572).

Tables 4-1 and 4-2 show that the required percentage confidence

interval for 3 decreases as N becomes larger. This occurs because Y

becomes smaller as N increases in accordance with the learning curve.



Percent Confidence Interval for b Required to

80

TABLE 4-1

 

Obtain A t 5% Interval f'o'r YN

9: r b t i b t i: b t i: b t i: b

not b N-100 N-soo N-1,000 N-5,000 N-10,000

70 .51457 2.059 1.526 1.373 1.113 1.029

71 .49410 2.144 1.589 1.429 1.159 1.072

72 .47393 2.235 1.657 1.490 1.209 1.118

73 .45403 2.333 1.729 1.556 1.262 1.167

74 ‘.43440 2.439 1.807 1.626 1.319 1.219

75 .41503 2.553 1.892 1.702 1.380 1.276

76 .39592 2.676 1.983 1.784 1.447 1.338

77 .37707 2.810 2.082 1.873 1.519 1.405

78 .35845 2.956 2.190 1.970 1.598 1.478

79 .34007 3.115 2.309 2.077 1.684 1.558

80 .32192 3.291 2.439 2.194 1.779 1.645

81 .30400 3.485 2.582 2.323 1.884 1.743

82 ‘.28630 3.700 2.742 2.467 2.001 1.850

83 .26881 3.941 2.921 2.627 2.131 1.971

84 .25153 4.212 3.121 2.808 2.277 2.106

85 .23446 4.519 3.348 3.012 2.443 2.259

86 .21759 4.869 3.608 3.246 2.633 2.435

87 .20091 5.273 3.908 3.516 2.851 2.637

88 .18442 5.745 4.257 3.830 3.106 2.873

89 .16812 6.302 4.670 4.201 3.407 3.151

90 .15200 6.970 5.175 4.647 3.769 3.485

91 .13606 7.787 5.770 5.191 4.210 3.893

92 .12029 8.807 6.526 5.872 4.762 4.404

93 .10469 9.867 7.499 6.746 5.471 5.060

94 .08926 11.869 8.795 7.912 6.417 5.934

95 .07400 14.317 10.609 9.545 7.741 7.158

96 .05889 17.989 13.331 11.993 9.727 8.995

97 .04394 24.110 17.866 16.073 13.036 12.055

98 .02914 36.498 26.936 24.233 19.654 18.175

99 .01449 73.069 54.146 48.713 39.508 36.534
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TABLE 4-2

Percent Confidence Interval for b Required

to Obtain A.i 10% Interval for YN

 

t 1 b t t b t i b t 1 b t i b

L-ct b N-loo N-soo N-1,000 N=5,000 N-10,000

70 .51457 4.022 2.980 2.681 2.174 2.011

71 .49410 4.188 3.103 2.792 2.264 2.094

72 .47393 4.366 3.236 2.911 2.361 2.183

73 .45403 4.558 3.377 3.038 2.464 2.279

74 .43440 4.764 3.530 3.176 2.576 2.382

75 .41503 4.986 3.695 3.324 2.696 2.493

76 .39592 5.227 3.873 3.484 2.826 2.613

77 .37707 5.488 4.067 3.659 2.967 2.744

78 .35845 5.773 4.278 3.849 3.121 2.886

79 .34007 6.085 4.509 4.057 3.290 3.042

80 .32192 6.428 4.763 4.285 3.476 3.214

81 .30400 6.807 5.044 4.538 3.680 3.403

82 .28630 7.228 5.356 4.819 3.908 3.614

83 .26881 7.699 5.705 5.132 4.162 3.849

84 .25153 8.227 6.097 5.485 4.448 4.113

85 .23446 8.827 6.541 5.884 4.772 4.413

86 .21759 9.511 7.048 6.341 5.142 4.755

87 .20091 10.301 7.633 6.867 5.569 5.150

88 .18442 11.222 8.315 7.481 6.067 5.611

89 .16812 12.310 9.122 8.206 6.656 6.155

90 .15200 13.615 10.089 9.077 7.391 6.807

91 .13606 15.211 11.271 10.140 8.224 7.605

92 .12029 17.204 12.749 11.469 9.302 8.602

93 .10469 19.767 14.648 13.178 10.688 9.883

94 .08926 23.184 17.180 15.456 12.535 11.592

95 .07400 27.967 20.724 18.645 15.121 13.983

96 .05889 35.141 26.040 23.427 19.000 17.570

97 .04394 47.097 34.900 31.398 25.465 23.548

98 .02914 71.008 56.618 47.338 38.393 35.504

99 .01449 142.738 105.772 95.158 77.177 71.368
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RELATIONSHIP BETWEEN 11 AND 01 CMFIDENCE INTERVALS:

The ability to predict YN with a minimum 80 percent confidence

level and 10 percent confidence interval is necessary in order to

minimize the probability of a material error in the computation of the

cost of goods sold. If the correlation and size of the available data

does not permit such confidence in the projection of YN the L-C cost

allocation model should not be implemented for external reporting.

This section deals with procedures for determining whether or not there

is enough correlation in the original data to be able to predict the

production cost of a particular unit, U1, with specified confidence. It

may be that it is impossible to obtain these levels of accuracy with

any reasonable size :1. If there is enough correlation in the original

data to adapt the model other procedures could be used to determine

whether or not a decision should be made to investigate for probable

causes of a variance} If 01 is to be used for variance analysis, the

initial data must have enough correlation to be able to project U1 with

at least a :10 percent confidence interval and an 80 percent confidence

level.

Assure it is desirable to be able to predict U1 with a 10 percent

confidence interval. If this can be done with a high level of con-

fidence a deviation of more than 10 percent between "c1 and U1 would

 

J‘For example, Harold Bierman, Jr. develops a decision criteria

based on the probability of a cost variance exceeding some critical

percentage point, the cost of investigating the variance, and the cost

of not investigating the variance. See Harold Bierman, Jr., Topics In

Cost Accounting And Decisions, (New York, 1963) , pp. 15-23.
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indicate a need to investigate in order to determine whether or not a

parameter of’the L-C cost allocation model had changed. It could be

assumed that very few variances in excess of 10 percent would be caused

by random, nonrecurring factors.

Equation 1-10 shows that the value of Uci depends on the value

of Be“ Likewise, the confidence interval for U1 depends on the con-

fidence interval for b, If a 10 percent confidence interval is desired

for U1 this could be represented as:

.90Uc1 5 U1 5 1.10Uci . (4-12)

Lot 81 and 82 represent the extreme values of the confidence

interval for b_required to satisfy (4-12). Then, combining (1-10) and

(4-12) we have:

Ac(XC1-(X-1)C1) - .90Ac(xC¢-(x-1)C°)

5 01 s

1.10Ac(XC¢-(X-1)c¢) - Ac(x92-(x-1)C2) (4-13)

where:

01 - 1-81

cc - 1.8c

C2 - 1-82

x - i .

The values of C and 8 are indeterminate in (4-13). The computer

program.listed in Appendix 82 was used to find approximate values of

81 and 82 in equation 4-13 for U100; U500; ”1,0003 U5,0003 and "10,000’

where b_values ranged over L-C percents of 70 to 99. The percentage

interval (Bc - 82)/8c was found to be smaller than the percentage
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interval (81 - Bc)/Bc' The smaller percentage relationship is listed

in tables 4-3 and 4-4. Table 4-3 lists the percent confidence intervals

for b_required to obtain a 5 percent interval for U1. Table 4-4 lists

the percent confidence intervals for 2 required to obtain a 10 percent

interval for U1.

A comparison of tables 4-1 and 4-3 reveals that the interval

for b_required to project Ui with a 15 percent accuracy is much smaller

than the interval for b_required to project Y1 with a 15 percent accuracy.

This is because U1 is always smaller than Yi’ except at X - l. Fortunately,

for the L-C cost allocation model, projecting YN is much more important

than projecting U1. Even if the desired confidence interval for U were

not attainable the L-C cost allocation model could be implemented as

long as YN could be predicted with at least a 10 percent confidence ’

interval and an 80 percent confidence level.

From table 4-4, the G.L.U.B. Co. must attain a.b_confidence interval

of 8.112 percent in order to project U20 with 110 percent accuracy.

(The actual b confidence interval is somewhat larger because the closest

value in the table is for U100.) Previous calculations determined that

anrlof 5 was large enough to obtain a 5 percent confidence interval and

a 90 percent confidence level for 2, given an R of .99931. Thus, the

confidence interval for U20 is tighter than the 10 percent desired

and Ui may be used for variance analysis.

As production takes place, the G.L.U.B. Co. should analyze its

unit production costs to determine whether or not they vary from the

anticipated unit production costs by an amount sufficiently large to

indicate a potential change in the parameters underlying the adapted
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L-C cost allocation model.

Use of equation 1-10 gives a projected cost for ch of $5,828.75.

The actual cost of US is $5,700. Whereas $5,700 is less than -5 percent

from the projected cost of Us, it is concluded that the production

process is following the L-C cost allocation model's original parameters,

no significant changes have occurred. andno changes in the model are

necessary.

Assume, as is frequently the case, that G.L.U.B. Co. did not

keep records for individual unit production times or costs after Us.

Consequently some other procedures must be used to determine if the

L-C allocation model and its original parameters are still apprOpriate

for cost allocation. For this purpose the slightly less sensitive, but

more readily available, measure of total production cost may be used.
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TABLE 4-3

to Obtain A :l: 5% Interval £3: 01

 

t r b t i b t i b t t b t r b

L-Ct b x-loo x-500 xp1,000 x-5,000 xp10,000

70 .51457 1.418 1.146 1.049 .893 .835

71 .49410 1.497 1.194 1.092 .930 .870

72 .47393 1.582 1.266 1.160 .970 .907

73 .45403 1.673 1.321 1.211 1.035 .969

74 .43440 1.749 1.404 1.289 1.081 1.012

75 .41503 1.855 1.469 1.349 1.132 1.060

76 .39592 1.970 1.565 1.439 1.187 1.111

77 .37707 2.068 1.644 1.511 1.272 1.193

78 .35845 2.203 1.729 1.590 1.339 1.255

79 .34007 2.323 1.852 1.676 1.411 1.323

80 .32192 2.485 1.956 1.801 1.491 1.397

81 .30400 2.631 2.073 1.907 1.611 1.480

82 .28630 2.829 2.235 2.025 1.711 1.571

83 .26881 3.013 2.380 2.194 1.822 1.711

84 .25153 3.259 2.544 2.345 1.948 1.828

85 .23446 3.497 2.729 2.516 2.089 1.961

86 .21759 3.814 2.987 2.711 2.251 2.114

87 .20091 4.131 3.235 2.936 2.438 2.289

88 .18442 4.500 3.524 3.253 2.711 2.494

89 .16812 4.996 3.866 3.568 2.974 2.736

90 .15200 5.526 4.342 3.947 3.289 3.026

91 .13606 6.173 4.850 4.409 3.674 3.454

92 .12029 7.066 5.486 4.987 4.156 3.907

93 .10429 8.118 6.303 5.730 4.775 4.489

94 .08926 9.521 7.393 6.721 5.601 5.265

95 .07400 11.486 8.918 8.243 6.756 6.351

96 .05889 14.602 11.376 10.357 8.489 7.980

97 .04394 19.570 15.246 13.881 11.605 10.695

98 .02914 29.506 22.987 20.928 17.497 16.125

99 .01449 59.312 46.208 42.070 35.173 32.414
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TABLE 4-4

Percent Confidence Interval for b Required

to Obtain A t 10% Interval for U1

 

41b 81b 82b rib rib

L-ct b x-100 x9500 x-1,000 Xe5,000 x-10,000

70 .51457 2.779 2.234 2.059 1.749 1.632

71 .49410 2.934 2.347 2.165 1.821‘ 1.720

72 .47393 3.101 2.468 2.278 1.920 1.793

73 .45403 3.259 2.598 2.400 2.026 1.894

74 .43440 3.453 2.739 2.532 2.117 1.979

75 .41503 3.638 2.891 2.650 2.240 2.096

76 .39592 3.839 3.056 2.803 2.348 2.197

77 .37707 4.084 3.235 2.970 2.492 2.333

78 .35845 4.324 3.403 3.124 2.622 2.454

79 .34007 4.587 3.616 3.322 2.793 2.587

80 .32192 4.876 3.851 3.510 2.950 2.764

81 .30400 5.197 4.078 3.749 3.124 2.927

82 .28630 5.553 4.365 3.981 3.353 3.108

83 .26881 5.952 4.650 4.278 3.571 3.348

84 .25153 6.360 5.009 4.571 3.816 3.577

85 .23446 6.866 5.373 4.947 4.137 3.838

86 .21759 7.445 5.836 5.331 4.457 4.136

87 .20091 8.112 6.321 5.773 4.827 4.529

88 .18442 8.838 6.940 6.344 5.259 4.934

89 .16812 9.754 7.613 6.959 5.829 5.412

90 .15200 10.855 8.486 7.697 6.447 5.986

91 .13606 12.126 9.481 8.672 7.202 6.688

92 .12029 13.799 10.723 9.809 8.1461 7.647

93 .10469 15.950 12.416 11.270 9.360 8.787

94 .08926 18.707 14.563 13.330 11.090 10.306

95 .07400 22.702 17.567 16.081 13.378 12.432

96 .05889 28.526 22.243 20.205 16.810 15.621

97 .04394 38.458 29.811 27.080 22.529 20.936

98 .02914 57.983 44.945 41.171 33.966 31.907

99 .01449 117.245 90.347 82.761 68.967- 64.139



RELATIONSHIP BETWEEN E AND T1 CMFIDENCE INTERVALS:

In those cases where the production costs are not available for

individual units, a cmparison of actual and formula based total pro-

duction costs may be used to determine whether or not the L-C cost

allocation model and its parameters as originally determined are still

appropriate. If Ti is to be used for variance analysis, the initial

data must have enough correlation to be able to project T1 with at

least a :10 percent confidence interval and an 80 percent confidence

level. As in the previous two sections of this chapter, we will now

work back from the equation representing a percent confidence interval

for total production cost to the underlying _b_ parameter in equation 1-8

from which T is determined. The reason for doing this is to determine

how tight a confidence interval must be obtained for b in order to be

able to place a percent confidence interval around T. This confidence

interval for b can then be used to assist in determining the number of

units of initial input, n, needed to attain the desired level of

statistical accuracy in the model. Once the model has attained the

desired level of statistical accuracy, Ti may be used for variance

analysis.

From (1-8) we know that the value of T1 depends on the value of

3. Likewise, the determination of confidence intervals for T1 depends

on the determination of confidence intervals for 1_3_.

A 15 percent confidence interval for T1 is represented by

equation 4-14.

.95Td s Ti 5 LOST“ (4-14)
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Let 81 and 82 represent extreme values of the confidence interval

for b_required to satisfy (4-14). Then, combining (1-8) and (4-14) we

have:

Acxc1 - .95A.cx.cc 5 Ti 5 1.05Acch . AcXCZ (4-15)

where:

Cl I l-Bl

Cc I l-Bc

C2 I 1-82

X I i .

Solving for BI and 82:

81 - 1 - (10895 + CclogX - log100)/logX (4-16)

82 - 1 - (1031.05 4 CclogX)/logX . (4-17)

The computer program listed in Appendix 83 was used to determine

81 and 82 in equations 4-16 and 4-17 for T T
1003 500‘ 1,0003 75,0003

and T10 000, where b values ranged over L-C percents of 70 to 99. The
, ..

T

percentage interval (Bc - 82)/Bc was found to be smaller than the

percentage interval (81 - 8c)/B and is accordingly the one given inc'

table 4-5. Table 4-5 lists the percent confidence intervals for 2

required to obtain a 5 percent interval for T1. Table 4-6 lists the

percent confidence intervals for b_required to obtain a 10 percent

interval for T1.

For the G.L.U.B. Co., a.b_confidence interval of 4.924 is

required for predictions of T1 with a 15 percent confidence interval

over 100 units. For the 20 units G.L.U.B. Co. is planning on producing

the interval could be somewhat larger. Previous calculations showed

that an n of 5 was large enough to obtain a 5 percent confidence interval
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and a 90 percent confidence level for 2, Thus, Ti may be used by the

G.L.U.B. Co. for purposes of variance analysis.

For Bc I .207572 and A.c I $10,045.70, equation 1-8 yields Tc1

values of $35,963.60 at TcS’ $85,891.00 at TclS' and $107,883.00 at

TcZO' The actual values of T5, T15, and T20

and $107,300.00 respectively. As none of these actual values differed

were $35,936.67, $85,800.00,

from the anticipated values by more than 5 percent we can conclude that

the L-C cost allocation model originally applied to this product line

remained appropriate throughout the line's entire production cycle.
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TABLE 4-5

to Obtain A i: 58 Interval fFr Ti

 

8 i b 8 i b 8 t b 8 i b 8 t b

L—C8 b XIIOO XISOO XI1,OOO XI5,000 X310,000

70 .51457 1.922 1.424 1.281 1.039 .961

71 .49410 2.002 1.483 1.334 1.082 1.001

72 .47393 2.087 1.547 1.391 1.128 1.043

73 .45403 2.179 1.614 1.452 1.178 1.089

74 .43440 2.277 1.687 1.518 1.231 1.138

75 .41503 2.383 1.766 1.589 1.288 1.191

76 .39592 2.498 1.851 1.665 1.351 1.249

77 .37707 2.623 1.944 1.749 1.418 1.311

78 .35845 2.760 2.045 1.840 1.492 1.380

79 .34007 2.909 2.155 1.939 1.573 1.454

80 .32192 3.073 2.277 2.048 1.661 1.536

81 .30400 3.254 2.411 2.169 1.759 1.627

82 .28630 3.455 2.560 2.303 1.868 1.727

83 .26881 3.680 2.727 2.453 1.990 1.840

84 .25153 3.933 2.914 2.622 2.126 1.966

85 .23446 4.219 3.127 2.813 2.281 2.109

86 .21759 4.547 3.369 3.031 2.458 2.273

87 .20091 4.924 3.649 3.283 2.662 2.462

88 .18442 5.364 3.975 3.576 2.900 2.682

89 .16812 5.885 4.360 3.923 3.181 2.942

90 .15200 6.509 4.823 4.339 3.519 3.254

91 .13606 7.271 5.388 4.847 3.931 3.635

92 .12029 8.224 6.094 5.483 4.447 4.112

93 .10469 9.450 7.002 6.300 5.109 4.725

94 .08926 11.083 8.213 7.389 5.992 5.541

95 .07400 13.370 9.907 8.913 7.229 6.685

96 .05889 16.799 12.449 11.199 9.083 8.399

97 .04394 22.515 16.684 15.010 12.173 11.257

98 .02914 33.946 25.154 22.630 18.354 16.973

99 .01449 68.236 50.565 45.491 36.895 34.118



92

TABLE 4-6

Percent Confidence Interval for b Required

to Obtain A.t 108 Interval for T1

 

t r b t r b t t b t r b t i b

L-C8 b XIlOO XISOO XI1,000 XI5,000 XI10,000

70 .51457 4.022 2.980 2.681 2.174 2.011

71 .49410 4.188 3.103 2.792 2.264 2.094

72 .47393 4.366 3.236 2.911 2.361 2.183

73 .45403 4.558 3.377 3.038 2.464 2.279

74 .43440 4.764 3.530 3.176 2.576 2.382

75 .41503 4.986 3.695 3.324 , 2.696 2.493

76 .39592 5.227 3.873 3.484 2.826 2.613

77 .37707 5.488 4.067 3.659 2.967 2.744

78 .35845 5.773 4.278 3.849 3.121 2.886

79 .34007 6.085 4.509 4.057 3.290 3.042

80 .32192 6.428 4.763 4.285 3.476 3.214

81 .30400 6.807 5.044 4.538 3.680 3.403

82 .28630 7.228 5.356 4.819 3.908 3.614

83 .26881 7.699 5.705 5.132 4.162 3.849

84 .25153 8.227 6.097 5.485 4.448 4.113

85 .23446 8.827 6.541 5.884 4.772 4.413

86 .21759 9.511 7.048 6.341 5.142 4.755

87 .20091 10.301 7.633 6.867 5.569 5.150

88 .18442 11.222 8.315 7.481 6.067 5.611

89 .16812 12.310 9.122 8.206 6.656 6.155

90 .15200 13.615 10.089 9.077 7.361 6.807

91 .13606 15.211 11.271 10.140 8.224 7.605

92 .12029 17.204 12.749 11.469 9.302 8.602

93 .10469 19.767 14.648 13.178 10.688 9.883

94 .08926 23.184 17.180 15.456 12.535 11.592

95 .07400 27.967 20.724 18.645 15.121 13.983

96 .05889 35.141 26.040 23.427 19.000 17.570

97 .04394 47.097 34.900 31.398 25.465 23.548

98 .02914 71.008 52.618 47.338 38.393 35.504

99 .01449 142.273 105.772 95.158 77.177 71.368
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MINIMUM R REQUIRED TO OBTAIN 085128013

CONFIDENCE LEVEL AND INTERVAL:

Previous sections of this chapter have dealt with procedures

for: (l) determining the b_confidence intervals necessary to insure

desired confidence intervals for Y", U1,

number of units of input, n, needed to insure this b_confidence interval

and Ti’ (2) determining the

at a desired confidence level, and (3) evaluating actual performance in

order to determine whether or not the original parameters of the L-C

cost allocation model are being followed. In all of these sections,

the implied solution to the problem of’an inability to obtain desired

confidence intervals and levels due to a low correlation coefficient

was to increase n. The correlation coefficient, R, may be so low that

n would have to be infeasibly large, if it could be determined at all.

In this section, procedures are developed to determine whether or

not the initial data.has a correlation coefficient of sufficient magni-

tude to guarantee a desired confidence interval and level for b: If

the correlation coefficient of the original data is not sufficient to

guarantee a desired confidence interval and level for b, and it is

probable that the correlation coefficient will not increase as n

increases, the L-C cost allocation model developed in this research

should not be used for external reporting. The model might still be

of value for managerial decision making and could be used for internal

reporting. The minimum standards for external reporting were stated

to be an 80 percent confidence level that the project average cost of

all anticipated production, YcN' would not vary from the actual average
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cost of all anticipated production, YR, by'more than 10 percent unless

some change took place in a.parameter of the L-C cost allocation model

after it was adopted.

Equation 4-6 is used in determining n when R and a b_confidence

level and interval are specified. 8y modifying (4-6) tables can be

developed for this minimum.n value. Then, all the user would have to

do is go to the apprOpriate table (determined by the desired confidence

level), the appropriate column in that table (determined by the desired

b_confidence interval), find R, and read n, the required number of units

of input. This has been done in tables 4-7, 8, and 9 for 80, 90, and

95 percent confidence levels.

Table 4—8 was developed as follows:

From equation 4-6 we know that:

 

eR . t.90

t’l-R2 Jn-Z

where:

a 90 percent confidence level is desired.

e I desired 2 confidence interval.

Solving for R:

11 - togo/ KITTY—2n-+t (4-18)
.90

The computer program listed in Appendix 84 was used to solve

equation 4-18 for e values of'l through 10 percent and n values of

5 through 502.

Tuble 4-7 lists the minimum R required to be 80 percent confident

that b_has a desired confidence interval. Table 4-8 lists the minimum

R required to be 90 percent confident that b_has a desired confidence
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interval. Table 4-9 lists the minimum R required to be 95 percent

confident that b has a desired confidence interval. Procedures describing

how to use the tables presented in this chapter are given in the next

section.



1.638

1.533

1.476

1.440

1.415

1.397

1.383

1.372

1.363

1.356

1.350

1.345

1.341

1.337

1.333

1.330

1.328

1.325

1.323

1.321

1.319

1.318

1.316

1.315

1.314

1.313

1.311

1.310

1.303

1.298

1.296

1.292

1.290

1.286

1.283

1.282
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TABLE 4-7

Minimum R Required to Be 808 Confident that I;

Has A Desired Confidence Interval

PERCENT CONFIDENCE INTERVAL DESIRED FOR b
 

1.0 1.5 2.0 2.5 3.0 3.5 4.0

.99994

.99991

.99988

.99985

.99982

.99979

.99976

.99973

.99970

.99967

.99964

.99961

.99958

.99955

.99952

.99949

.99946

.99943

.99940

.99937

.99934

.99931

.99927

.99924

.99921

.99918

.99915

.99912

.99882

.99851

.99821

-.99761

.99700

.99400

.98515

.37570

.99987

.99980

.99974

.99967

.99960

.99953

.99947

.99940

.99933

.99926

.99919

.99913

.99906

.99899

.99892

.99885

.99879

.99872

.99865

.99858

.99851

.99844

.99838

.99831

.99824

.99817

.99810

.99803

.99736

.99667

.99600

.99465

.99330

.98666

.96748

.26090

.9997

.9996

.9995

.9994

.9993

.9991

.9990

.9989

.9988

.9986

.9985

.9984

.9983

.9982

.9980

.9979

.9978

.9977

.9976

.9974

.9973

.9972

.9971

.9970

.9968

.9967

.9966

.9965

.9953

.9941

.9929

.9905

.9881

.9766

.9442

.1986

.9996

.9994

.9992

.9990

.9989

.9987

.9985

.9983

.9981

.9979

.9977

.9975

.9974

.9972

.9970

.9968

.9966

.9964

.9962

.9960

.9958

.9957

.9955

.9953

.9951

.9949

.9947

.9945

.9927

.9908

.9890

.9853

.9817

.9642

.9167

.1600

.9994

.9992

.9989

.9987

.9984

.9981

.9978

.9976

.9973

.9970

.9968

.9965

.9962

.9959

.9957

.9954

.9951

.9949

.9946

.9943

.9941

.9938

.9935

.9933

.9930

.9927

.9924

.9922

.9895

.9869

.9843

.9791

.9740

.9496

.8861

.1339

.9993

.9989

.9985

.9982

.9976

.9974

.9971

.9967

.9963

.9960

.9956

.9952

.9949

.9945

.9941

.9938

.9934

.9930

.9927

.9923

.9920

.9916

.9912

.9909

.9905

.9901

.9898

.9894

.9858

.9823

.9788

.9718

.9651

.9332

.8537

.1150

.9991

.9986

.9981

.9976

.9972

.9967

.9962

.9957

.9952

.9948

.9943

.9938

.9933

.9929

.9924

.9919

.9914

.9910

.9905

.9900

.9895

.9891

.9886

.9881

.9877

.9872

.9867

.9863

.9816

.9770

.9725

.9637

.9551

.9153

.8203

.1008

4.5

.9988

.9982

.9976

.9970

.9964

.9958

.9952

.9946

.9934

.9928

.9922

.9916

.9910

.9904

.9898

.9892

.9886

.9880

.9874

.9868

.9862

.9856

.9851

.9845

.9839

.9833

.9827

.9769

.9712

.9656

.9547

.9442

.8962

.7868

.0897

5.0

.9986

.9978

.9971

.9964

.9956

.9949

.9941

.9934

.9926

.9919

.9912

.9904

.9897

.9889

.9882

.9875

.9867

.9860

.9853

.9846

.9838

.9831

.9824

.9817

.9810

.9802

.9795

.9788

.9717

.9648

.9581

.9449

.9324

.8762

.7539

.0808



502

100,001

1.638

1.533

1.476

1.440

1.415

1.397

1.383

1.372

1.363

1.356

1.350

1.345

1.341

1.337

1.333

1.330

1.328

1.325

1.323

1.321

1.319

1.318

1.316

1.315

1.314

1.313

1.311

1.310

1.303

1.298

1.296

1.292

1.290

1.286

1.283

1.282
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TABLE 4-7 (can't)

PERCENT CONFIDENCE INTERVAL DESIRED

5.5 6.0 6.5 7.0 7.5 8.0

.9983

.9974

.9965

.9956

.9947

.9938

.9929

.9920

.9911

.9902

.9893

.9884

.9876

.9867

.9858

.9849

.9840

.9832

.9823

.9814

.9805

.9797

.9788

.9780

.9771

.9763

.9754

.9745

.9661

.9579

.9499

.9345

.9198

.8556

.7219

.0735

.9979

.9969

.9958

.9948

.9937

.9927

.9916

.9905

.9895

.9884

.9874

.9863

.9853

.9842

.9832

.9821

.9811

.9801

.9790

.9780

.9770

.9760

.9749

.9739

.9729

.9719

.9709

.9699

.9601

.9505

.9413

.9235

.9067

.8346

.6911

.0674

.9976 .9972

.9964 .9958

.9951 .9944

.9939 .9929

.9926 .9915

.9914 .9901

.9902 .9886

.9889 .9872

.9877 .9858

.9864 .9843

.9852 .9829

.9840 .9815

.9828 .9801

.9816 .9787

.9803 .9773

.9791 .9759

.9779 .9746

.9767 .9732

.9755 .9718

.9743 .9704

.9731 .9691

.9720 .9677

.9708 .9664

.9696 .9650

.9685 .9637

.9673 .9624

.9661 .9610

.9649 .9597

.9536 .9468

.9426 .9343

.9321 .9225

.9119 .8999

.8930 .8789

.8135 .7924

.6617 .6339

.0622 .0578

.9968

.9952

.9936

.9919

.9903

.9886

.9870

.9853

.9837

.9821

.9805

.9782

.9773

.9757

.9741

.9725

.9710

.9694

.9678

.9663

.9647

.9632

.9617

.9602

.9587

.9572

.9556

.9541

.9396

.9257

.9125

.8875

.8645

.7714

.6076

.0539

.9964

.9945

.9927

.9908

.9889

.9871

.9852

.9834

.9815

.9797

.9779

.9761

.9743

.9725

.9707

.9689

.9672

.9654

.9636

.9619

.9602

.9585

.9567

.9551

.9534

.9517

.9500

.9483

.9321

.9167

.9021

.8747

.8498

.7508

.5828

.0506

FOR b

8.5

.9959

.9939

.9918

.9897

.9876

.9855

.9834

.9813

.9792

.9772

.9751

.9731

.9711

.9691

.9671

.9651

.9632

.9612

.9592

.9573

.9554

.9535

.9516

.9497

. 9478

.9460

.9441

.9422

.9244

.9074

.8915

.8618

.8350

.7305

.5594

.0476

9.0

.9955

.9931

.9908

.9884

.9861

.9838

.9814

.9791

.9768

.9745

.9723

.9700

.9678

.9656

.9633

.9611

.9590

.9568

.9546

.9525

.9504

.9483

.9462

.9441

.9421

.9400

.9379

.9359

.9163

.8978

.8806

.8487

.8201

.7107

.5375

.0449

9.5 10.0

.9949

.9924

.9898

.9871

.9845

.9820

.9794

.9768

.9743

.9717

.9692

.9668

.9643

.9619

.9594

.9570

.9546

.9522

.9498

.9475

.9452

.9429

.9406

.9383

.9361

.9338

.9315

.9293

.9081

.8881

.8696

.8355

.8052

.6914

.5169

.0426

.9944

.9915

.9887

.9858

.9829

.9801

.9772

.9744

.9716

.9688

.9661

.9634

.9607

.9580

.9553

.9527

.9501

.9474

.9449

.9423

.9398

.9373

.9348

.9323

.9299

.9275

.9250

.9226

.8996

.8781

.8583

.8222

.7903

.6727

.4976

.0405



t

2.353

2.132

2.015

1.943

1.895

1.860

1.833

1.812

1.796

1.782

1.771

1.761

1.753

1.746

1.740

1.734

1.729

1.725

1.721

1.717

1.714

1.711

1.708

1.706

1.703

1.701

1.699

1.697

1.684

1.676

1.671

1.664

1.660

1.653

1.648

1.645
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TABLE 4-8

Minimum R Required to Be 908 Confident that _b_

Has A Desired Confidence Interval

PERCENT CONFIDENCE INTERVAL DESIRED FOR b
 

1.0 1.5 2.0 2.5 3.0 3.5 4.0

.9997

.9996

.9994

.9992

.9991

.9989

.9987

.9986

.9984

.9983

.9981

.9979

.9978

.9976

.9974

.9973

.9971

.9969

.9968

.9966

.9964

.9963

.9961

.9960

.9958

.9956

.9951

.9953

.9937

.9920

.9904

.9872

.9840

.9686

.9262

.1708

.9996

.9994

.9992

.9990

.9988

.9985

.9983

.9981

.9979

.9976

.9974

.9972

.9970

.9968

.9965

.9963

.9961

.9959

.9956

.9954

.9952

.9950

.9947

.9945

.9943

.9941

.9939

.9936

.9914

.9892

.9870

.9827

.9784

.9579

.9033

.1470

.99997

.99995

.99993

.99992

.99990

.99988

.99986

.99984

.99983

.99981

.99979

.99977

.99975

.99973

.99971

.99970

.99968

.99966

.99964

.99962

.99960

.99959

.99957

.99955

.99953

.99951

.99949

.99948

.99929

.99911

.99892

.99855

.99819

.99636

.99092

.46149

.99993 .9998 .9998

.99990 .9998 .9997

.99986 .9997 .9996

.99982 .9996 .9995

.99978 .9996 .9993

.99974 .9995 .9992

.99969 .9994 .9991

.99965 .9993 .9990

.99961 .9993 .9989

.99957 .9992 .9988

.99953 .9991 .9987

.99949 .9990 .9985

.99945 .9990 .9984

.99941 .9989 .9983

.99936 .9988 .9982

.99932 .9988 .9981

.99928 .9989 .9980

.99924 .9986 .9979

.99920 .9985 .9977

.99916 .9985 .9976

.99912 .9984 .9975

.99907 .9983 .9974

.99903 .9982 .9973

.99899 .9982 .9972

.99895 .9981 .9971

.99891 .9980 .9969

.99887 .9979 .9968

.99883 .9979 .9967

.99841 .9971 .9956

.99800 .9964 .9944

.99759 .9957 .9935

.99676 .9942 .9910

.99594 .9928 .9888.

.99186 .9856 .9778

.97991 .9650 .9470

.32765 .2517 .2037

.9995

.9992

.9990

.9987

.9984

.9981

.9978

.9975

.9972

.9969

.9967

.9964

.9961

.9958

.9955

.9952

.9949

.9946

.9943

.9940

.9937

.9935

.9932

.9929

.9926

.9923

.9920

.9917

.9889

.9860

.9832

.9776

.9721

.9461

.8788

.1289

4.5

.9994

.9991

.9987

.9983

.9980

.9976

.9972

.9969

.9965

.9961

.9958

.9954

.9950

.9947

.9943

.9939

.9936

.9932

.9928

.9925

.9921

.9918

.9914

.9910

.9907

.9903

.9899

.9896

.9860

.9824

.9789

.9719

.9651

.9332

.8534

.1148

5.0

.9993

.9989

.9984

.9980

.9975

.9971

.9966

.9962

.9957

.9953

.9948

.9944

.9939

.9935

.9930

.9926

.9921

.9917

.9912

.9908

.9903

.9899

.9894

.9890

.9885

.9881

.9876

.9872

.9828

.9784

.9741

.9657

.9575

.9194

.8275

.1034
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TABLE 4-8 (can‘t)

PERCENT CONFIDENCE INTERVAL DESIRED FOR.b

n t 5.5 6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5 10.0

5 2.353 .9991 .9990 .9988 .9986 .9984 .9982 .9980 .9978 .9975 .9973

6 2.132 .9986 .9984 .9981 .9978 .9975 .9971 .9968 .9964 .9960 .9956

7 2.015 .9981 .9977 .9974 .9969 .9965 .9960 .9955 .9950 .9944 .9938

8 1.943 .9976 .9971 .9966 .9961 .9955 .9949 .9943 .9936 .9929 .9921

9 1.895 .9970 .9965 .9959 .9952 .9945 .9938 .9930 .9921 .9913 .9903

10 1.860 .9965 .9958 .9951 .9943 .9935 .9926 .9917 .9907 .9897 .9886

11 1.833 .9959 .9952 .9943 .9935 .9925 .9915 .9904 .9893 .9881 .9868

12 1.812 .9954 .9945 .9936 .9926 .9915 .9903 .9891 .9878 .9865 .9851

13 1.796 .9948 .9939 .9928 .9917 .9905 .9892 .9879 .9864 .9849 .9833

14 1.782 .9943 .9932 .9921 .9908 .9895 .9881 .9866 .9850 .9833 .9816

15 1.771 .9937 .9926 .9913 .9899 .9885 .9869 .9853 .9836 .9818 .9798

16 1.761 .9932 .9919 .9905 .9891 .9875 .9858 .9840 .9822 .9802 .9781

17 1.753 .9926 .9913 .9898 .9882 .9865 .9847 .9828 .9807 .9786 .9764

18 1.746 .9921 .9906 .9890 .9873 .9855 .9836 .9815 .9793 .9771 .9747

19 1.740 .9916 .9900 .9883 .9865 .9845 .9825 .9803 .9780 .9755 .9730

20 1.734 .9910 .9893 .9875 .9856 .9835 .9813 .9790 .9766 .9740 .9713

21 1.729 .9905 .9887 .9868 .9847 .9825 .9802 .9778 .9752 .9724 .9696

22 1.725 .9899 .9881 .9860 .9839 .9816 .9791 .9765 .9738 .9709 .9679

23 1.721 .9894 .9874 .9853 .9830 .9806 .9780 .9753 .9724 .9694 .9663

24 1.717 .9889 .9868 .9845 .9822 .9796 .9769 .9740 .9710 .9679 .9646

25 1.714 .9883 .9861 .9838 .9813 .9786 .9758 .9728 .9697 .9664 .9630

26 1.711 .9878 .9855 .9831 .9805 .9777 .9747 .9716 .9683 .9649 .9613

27 1.708 .9872 .9849 .9823 .9796 .9767 .9736 .9704 .9670 .9634 .9597

28 1.706 .9867 .9842 .9816 .9788 .9757 .9725 .9692 .9656 .9619 .9581

29 1.703 .9862 .9836 .9808 .9779 .9748 .9714 .9679 .9643 .9604 .9564

30 1.701 .9856 .9830 .9801 .9771 .9738 .9704 .9667 .9629 .9589 .9548

31 1.699 .9851 .9823 .9794 .9762 .9728 .9693 .9655 .9616 .9575 .9532

32 1.697 .9846 .9817 .9786 .9754 .9719 .9682 .9643 .9603 .9560 .9516

42 1.684 .9793 .9755 .9714 .9671 .9625 .9577 .9526 .9473 .9418 .9361

52 1.676 .9741 .9694 .9643 .9590 .9534 .9474 .9413 .9348 .9282 .9213

62 1.671 .9690 .9634 .9574 .9511 .9445 .9376 .9303 .9229 .9151 .9072

82 1.664 .9589 .9517 .9440 .9359 .9274 .9186 .9095 .9001 .8906 .8808

102 1.660 .9492 .9404 .9311 .9214 .9113 .9008 .8900 .8791 .8679 .8565

202 1.653 .9048 .8896 .8739 .8579 .8416 .8252 .8087 .7923 .7760 .7598

502 1.648 .8014 .7755 .7499 .7250 .7009 .6775 .6551 .6335 .6129 .5932

100,001 1.645 .0941 .0863 .0797 .0741 .0691 .0648 .0610 .0577 .0546 .0519
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100,001

3.182

2.776

2.571

2.447

2.365

2.306

2.262

2.228

2.201

2.179

2.160

2.145

2.131

2.120

2.110

2.101

2.093

2.086

2.080

2.074

2.069

2.063

2.060

2.056

2.052

2.048

2.045

2.042

2.021

2.009

2.000

1.990

1.984

1.972

1.965

1.960
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TABLE 4-9 (can't)

PERCENT CONFIDENCE INTERVAL DESIRED

5.5 6.0 6.5 7.0 7.5 8.0

.9995

.9992

.9988

.9984

.9981

.9977

.9973

.9969

.9965

.9961

.9958

.9954

.9950

.9946

.9942

.9938

.9935

.9931

.9927

.9923

.9919

.9915

.9912

.9908

.9904

.9900

.9896

.9892

.9855

.9817

.9780

.9707

.9636

.9302

.8476

.1119

.9994

.9990

.9986

.9982

.9977

.9973

.9968

.9963

.9959

.9954

.9950

.9945

.9941

.9936

.9931

.9927

.9922

.9918

.9913

.9909

.9904

.9900

.9895

.9891

.9886

.9881

.9877

.9872

.9828

.9784

.9740

.9655

.9571

.9185

.8258

.1027

.9993

.9989

.9984

.9978

.9973

.9968

.9963

.9957

.9952

.9947

.9941

.9936

.9930

.9925

.9920

.9914

.9909

.9904

.9899

.9893

.9888

.9883

.9877

.9872

.9867

.9861

.9856

.9851

.9799

.9748

.9697

.9598

.9502

.9063

.8039

.0949

.9992

.9987

.9981

.9975

.9969

.9963

.9957

.9951

.9944

.9938

.9932

.9926

.9920

.9913

.9907

.9901

.9895

.9889

.9883

.9877

.9870

.9864

.9858

.9852

.9846

.9840

.9834

.9828

.9768

.9709

.9651

.9539

.9430

.8937

.7821

.0881

.9991

.9985

.9978

.9971

.9964

.9957

.9950

.9943

.9936

.9929

.9922

.9915

.9908

.9901

.9894

.9887

.9880

.9873

.9866

.9859

.9852

.9845

.9838

.9831

.9824

.9817

.9810

.9803

.9735

.9668

.9603

.9476

.9353

.8806

.7606

.0823

.9990

.9983

.9975

.9968

.9960

.9952

.9944

.9936

.9928

.9920

.9912

.9904

.9895

.9887

.9880

.9872

.9864

.9856

.9848

.9840

.9832

.9824

.9816

.9808

.9800

.9792

.9785

.9777

.9700

.9625

.9552

.9410

.9274

.8673

.7394

.0772

FOR b

8.5

.9989

.9981

.9972

.9964

.9955

.9946

.9937

.9928

.9918

.9909

.9900

.9891

.9882

.9873

.9864

.9855

.9846

.9837

.9829

.9820

.9811

.9802

.9793

.9784

.9776

.9767

.9758

.9749

.9663

.9580

.9498

.9341

.9191

.8538

.7187

.0727

9.0

.9988

.9979

.9969

.9959

.9949

.9939

.9929

.9919

.9909

.9899

.9889

.9879

.9868

.9858

.9848

.9838

.9828

.9818

.9809

.9799

.9789

.9779

.9769

.9759

.9750

.9740

.9730

.9720

.9625

.9533

.9442

.9270

.9106

.8401

.6986

.0687

9.5

.9986

.9976

.9966

.9955

.9944

.9932

.9921

.9910

.9899

.9887

.9876

.9865

.9854

.9843

.9832

.9820

.9809

.9798

.9787

.9776

.9766

.9755

.9744

.9733

.9722

.9711

.9701

.9690

.9585

.9483

.9384

.9196

.9019

.8264

.6790

.0651

10.0

.9985

.9974

.9962

.9950

.9938

.9925

.9913

.9900

.9888

.9875

.9863

.9851

.9838

.9826

.9814

.9802

.9789

.9777

.9765

.9753

.9741

.9729

.9717

.9705

.9694

.9682

.9670

.9658

.9543

.9432

.9325

.9121

.8929

.8126

.6601

.0618



102

SUMMARY OF STATISTICAL PROCEDURES:

By way of the example developed in Chapter III, this section

summarizes the statistical procedures develOped in this chapter. It

illustrates how to use them rapidly, and gives a brief exPlaination to

justify their use.

For the G.L.U.B. Co. the procedures necessary to determine the

n required to insure a desired confidence level and interval for YN are

as follows:

(1) Gather initial data (pairs of X and Y) and determine N,

total anticipated production. (N . 20)

(2) Evaluate the initial data by the use of the equations 1-4,

1-5, and 1-6, or by the use of the computer programs listed in Appendix

Al or A2. Five pairs of X and Y were used. The correlation coefficient,

R, was feund to be .99931, and the regression slope coefficient, BC,

was determined to be .207572.

(3) Assume G.L.U.B. Co. desired to obtain a 90 percent confidence

level and a :5 percent confidence interval for YN. From table 4-1 a

15.273 percent confidence interval fbr b_is required to obtain a 15 per-

cent confidence interval fbr YIOO’ (YIOO is the closest value to YZO

listed in table 4-1). From table 4-8 a minimum R of .9991 is required

to be 90 percent confident that b_has a $5.5 (5.273 rounded) percent

confidence interval when n equals 5. Thus, because the required R

value is less than the computed R value only 5 pairs of X and Y are

required to implement the L-C cost allocation model in this case.
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If R had been .9975, 9 units of input would have been required.

(See table 4-8.) After 4 additional pairs of X and Y data were gathered

steps 2 and 3 would be repeated in order to insure that the desired

confidence level and interval had been attained.

If R had been .9956, 12 units of input would be required to be

90 percent confident that YcN and YN would not vary by more than 5

percent. Since this is more than 50 percent of G.L.U.B. Co.'s antici-

pated production it might be desirable to lower the confidence level

to 80 percent, and/or increase the confidence interval fer YN. Lowering

the b_confidence level to 80 percent we would only need an n of 8. If

we desire to increase the YN confidence interval to 10 percent we must

go to table 4-2 (page 81) to find the required b_confidence interval.

It is 10.301 percent. For a 10 percent b_confidence interval an n of

6 is required to attain a 90 percent confidence level.

(4) For purposes of variance analysis it is desirable to minimize

the probability of large deviations between Uci and U1 being caused by

random, nonrecurring factors. One of the ways of doing this is to set

up confidence intervals and levels for the prediction of Ui‘ If

deviations larger than these previously determined intervals occur it

will then be highly probable that they are caused by a change in an

underlying parameter of the L-C cost allocation model. For purposes of

this research, projections of 01 must be able to be made with a minimum

80 percent confidence level and a maximum 10 percent confidence interval

if "i is to be used for variance analysis.

Assume the G.L.U.B. Co. desired to use the differences between

uci and 01 fer purposes of variance analysis. In addition, assume they
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desired to be able to predict U with a 90 percent confidence level

i

and a 5 percent confidence interval. From table 4-3 the _b_ confidence

interval necessary to predict 020 with a 5 percent confidence interval

is 3.98 percent. Table 4-8 indicates an n of 6 is required to obtain a

90 percent confidence level and a 4 percent confidence interval for 1_>_

when R - .99931. Table 4-7 indicates an n of 5 is required to obtain

an 80 percent confidence level and a 4 percent confidence interval for

_11. Assuming that G.L.U.B. Co. did not desire to gather additional data

before implementing the L-C cost allocation model, this lower confidence

level would be accepted. (Because of rounding inaccuracies the higher

confidence level could also be accepted.)

If 01 cannot be used as a variance indicator because of the lack

of unit production data, an analysis can be made of total production

time or cost. Use can be made of table 4-5 if a 5 percent confidence

interval is desired forTi. Use of this table shows that the G.L.U.B. Co.

would have to obtain a 4.924 percent confidence interval for _b_ in order

to be able to predict T with a 5 percent confidence interval. Table
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4-7 indicates that the G.L.U.B. Co. needs only 5 units of input to be

able to predict Ti with a 5 percent confidence interval and a 10 percent

confidence level .



CHAPTER V

PROBLEMS IN APPLICATION

INTRODUCTION:

The illustration of the L-C cost allocation model presented

in Chapter III was straightforward. The correlation coefficient was

high, actual production costs were close to those predicted by the

model, and the actual number of units produced was the same as the

anticipated total production. In the real world a number of factors

may hinder application of the model. Startup termination, essential

modifications in the product or production procedures, changes in

total anticipated production (N), changes in production costs, and

the existence of a low correlation coefficient may cause serious

problems in applications of the L-C cost allocation model. The prob-

lems caused by a low correlation coefficient were considered in

Chapter IV. The other problems mentioned above are considered in this

chapter.

Management may anticipate some of these problems and allow for

them in the L-C cost allocation model from its inception. Unanticipated

changes, may however, also occur after the L-C cost allocation model

has been implemented. If unanticipated changes occur the firm must

modify its L-C cost allocation model to reflect these changes. If

105
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changes are anticipated, there are, in reality, no Special problems,

there are merely special procedures. If they are unanticipated there

are special problems because the balance in the account "Improvements

in Production Procedures" is inaccurate.

In most of the sections which follow, each potential problem in

application is first presented as an anticipated change. Then it will

be considered as an unanticipated change occuring after the L-C cost

allocation model has been initially implemented.
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STARTUP TBRMHNATION:

The startup phenomenon may be terminated due to union production

standards, peer groups pressure among labor, or failure to set proper

production standards. Figure 5-1 shows the effect of a startup termin-

ation on unit production cost. Line 1 represents unit production costs

as they would normally occur with the L-C phenomenon. Line 2 represents

unit production costs with the startup terminated at output level Z.

Beyond output level 2 unit production costs are constant.

FIGURE S-l

Startup Termination
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’Cumulative Production In Units

 

If'managemmnt is aware of the existence of union production

standards at the time the L-C cost allocation model is initiated,

these standards may be incorporated into the model. Assume that the

G.L.U.B. Co. has produced 5 units and has determined the values of R,

Ac' and Bc from an analysis of this data using equations 1-4, 1-5, and

1-6 or the computer program listed in Appendix Al. With the values of

Ac, BC, and an N of 20, projections are made of the cumulative average
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cost of all anticipated production, the cost of each unit, the total

cost at various output levels, and the cumulative average cost at

various output levels by the use of equations 1-1, 1-8, and l-lO, or

the computer program.listed in Appendix A4. An analysis of unit pro-

duction costs and the labor contract reveals that production costs

(ignoring reduced materials usage) will reach their minimum at unit 2

(Z<N) and unit production costs from 2 through N will be constant. The

unit cost of units 1 through Z is:

u - Ac(xc¢-(x-1)cc) x - 1,2,...,z (5-1)

and the unit cost of units 2 through N is constant at:

u . Ac(zc¢-(z-1)C¢) . (5-2)

Equations 5-1 and 5-2 may be used to apply the L-C cost allocation

model to situations involving startup termination, or the computer

program listed in Appendix Cl may be used. In developing income state-

ments with the L-C cost allocation model, G.L.U.B. Co. used the computer

program listed in Appendix Cl, a partial reproduction of the printout

is presented below:

CUMULATIVE UNIT TOTAL AVERAGE ACCOUNT

PRODUCTION COST COST COST BALANCE

5 5828.76 35963.6 7192.73 7918.17

10 4989.33 62288.5 6228.85 6197.62

15 4989.33 87235.2 5815.68 3098.81

20 4989.33 112182.0 5609.09 --

0n the basis of this information, assuming no variances occur

after the fifth unit, the following calculations and journal entries
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would be made:

1969 1970 1971

Actual Cost of units Produced $35,800.00 $51,271.60 $24,946.80

-Calculated Cost of Units

  
  

   

    

Produced 35,963.67 51,271.60 24,946.80

cost variance, Uhfavorable,

(3519:2219) . g (163,67) 3 -0- 3 -0-

Calculated Cost of Units

Produced $35,963.67 $51,271.60 $24,946.80

-Number of Units Produced

x Average Unit Cost 28,045.45 56,090.90 28,045.45

ange n Improvements’in

[Iggygtigp Eggcedgzgg § 7.918.22' $(4,819.30)* $(3,098.65)*

‘Rounding errors cause these figures not to total to zero.

1969:

Cost of Goods Sold $28,045.45

Improvements in Production

Procedures 7,918.22

Cost variance-Favorable $ 163.67

various Cost Accounts 35,800.00

1970:

Cost of Goods Sold $56,090.90

Improvements in Production

Procedures $ 4,819.30

Various Cost Accounts 51,271.60

l97l:

Cost of Goods Sold $28,045.45

Improvements in Production

Procedures $ 3,098.65

Various Cost Accounts 24,946.80
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Income statements for 1969-1971 using the L-C cost allocation

model would be as follows:

G.L.U.B. Co.

Income Statements (L—C)

For the Years Ending December 31, 1969, 1970, 1971

 

  

1969 1970 1971

Sales $50,000.00 $100,000.00 $50,000.00

Cost of Goods

Sold $28,045.45

Cost variance (163.67)* 27 881.78 56,090.90 28 045.45

Gross Margin m , . mints:

Other Expenses 15 000.00 15,000.00 15,000.00

Net Income 3 2:118;22 § 28.909.10 § 6,954,55

*Favorable

Using standard or actual costs the income statements fer these

years would be:

G.L.U.B. Co.

Income Statements (Std.)

For the Years Ending December 31, 1969, 1970, 1971

1969 1970 1971

Sales $50,000.00 $100,000.00 $50,000.00

Cost of Goods Sold 35 800.00 51 271.60 24,946.80

Gross Mhrgin 514,200.00 $ 48,728.40 $25,053.20

Other Expenses 15 000.00 15 000.00 15 000.00

Not new a...) 2mmm

The characteristic differences between the L-C cost allocation

model and current accounting practice are still apparent. The L-C

cost allocation model gives a higher net income in earlier periods

and a lower net income in later periods.
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The treatment of startup terminations is relatively straight-

forward if’management can anticipate their occurance. The situation of

an unexpected startup termination is somewhat more complex. Assume

the G.L.U.B. Co. management did not anticipate a startup termination

and, at the end of 1969, made the entry presented in Chapter III. The

balance in Improvements in Production Procedures (IPP) after this entry

was $8,992.92. As the year 1970 neared its end, it would become appar-

ent that something was wrong with the original L-C cost allocation

parameters. Unit number 15 cost $4,989.33, and the cost of the first

15 units was $87,071.53. This compares with an anticipated cost of

$4,569.77 for unit number 15, and a projected cost of $85,891.00 for

the first 15 units. Because the actual and projected costs of unit 15

differed by more than 5 percent a decision is made to investigate the

situation.

After it is determined that the L-C terminated at unit 10, the

computer pregram listed in Appendix C1 is run to determine the preper

basis for cost allocation. A comparison of the previously presented

printout of this program with the previous G.L.U.B. Co. calculations

presented in Chapter III shows that the projected average cost of all

anticipated production has increased from $5,394.15 to $5,609.09, and

that the balance in IPP after 5 units have been produced should be

$7,918.17 instead of $8,992.92. Because of the change in the G.L.U.B.

Company's expected costs, something must be done to reconcile these

differences.

Three alternatives are available:

(1) Amortize the $1,074.75 difference between $7,918.17 and
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$8,992.92 over the remaining production life cycle of the product,

increasing costs.

(2) Regard the $1,074.75 as a correction of prior year's

earnings. .

(3) Treat the $1,074.75 an an expense of the current period.

The first alternative is rejected because, in certain situations,

it could result in an accounting loss on all subsequent production

(suggesting production should be discontinued) when, in fact, income is

being earned. This could occur if the difference between marginal

revenue and the projected average cost of all anticipated additional

production were small. The increase in unit cost caused by amortizing

the $1,074.75 could cause reported unit costs to exceed unit revenues.

While it is true that an unexpected loss on the entire venture may

occur when a.products startup is terminated (since the revised antici-

pated total production costs may now exceed anticipated total revenues),

such a loss should not be spread over periods subsequent to the termin-

ation. If, after the termination, a review of projected additional

costs and revenues reveals that additional revenues will exceed addi-

tional costs, accounting reports should show a.profit fer subsequent

operations. The unexpected termination has resulted in a sunk cost.

The firm is now in a new situation and should make the accounting

entries necessary to have accounting reports reflect this new situation.

The second alternative, regarding the $1,074.75 as a correction

of’prior years' earnings, might seem proper in those situations where

management should have been aware of the startup termination. Such a

situation might be indicated when maximum production standards have been
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set by a previously existing labor contract, or where management is

aware of informal production standards.1

If the startup termination could not have been anticipated it

seems reasonable to have the accounting effects of the termination

reported in the year the termination occurred. Accordingly, the

$1,074.75 adjustment to the balance in IPP should be reflected in the

current year's income statement.2 For ease of presentation all

adjustments to the balance in IPP will be treated as adjustments be-

fore arriving at the current year's net income.

Assuming that the G.L.U.B. Co. treated the $1,074.75 as an

adjustment to 1970 net income the following journal entry would be

made at the end of 1970:

Cost of Goods Sold $56,090.90

L-C Termination Adjustment 1,074.75

Improvement in Production

Procedures $ 5,894.05

Various Cost Accounts 51,271.60

Under the L-C cost allocation model, with an unexpected startup

termination at unit 10, the income statements far 1969, 1970, and

 

1While an adjustment to prior periods' earnings may be

desirable from a theoretic point of view, the criteria for

prior period adjustments set forth in Accountin Principles

Board Opinion No. 9 would rule out their use in ‘5 case. See

AICPA, Accountin Princi les Board inion N0. 9, "Reporting

the Resu ts o rat ons, ew or : , 66), para 23.

2Paragraph 21 of APB #9 would require that adjustments to

the balance in IPP be shown as an ordinary income item because

of their reoccurring nature.
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G.L.U.B. Co.

Income Statements (L-C)

For the Years Ending December 31, 1969, 1970, 1971

 

   

1969 1970 1971

Sales $50,000.00 $100,000.00 $50,000.00

Cost of Goods

Sold $27,970.75

Cost Variance (163.37)* 26 807.08 56 090.90 28 045.45

Gross Margin , . , . m

Other Expenses 15,000.00 15,000.00 15,000.00

Net Income

Befbre L-C

Adjustments $ 8,192.92 $ 28,909.10 $ 6,954.55

Adjustment Caused

by L-C Termination -0- 1 074.75 -0-

m Inca-e m mm

*Favorable

Comparing these income figures with those presented earlier in

this section shows that the L-C cost allocation model still shows

a higher income in 1969 and a lower income in 1970 and 1971 than the

income statements prepared using a standard or actual cost system.
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INCREASE IN PRODUCTION COSTS:

Closely related to the problem of L-C termination is the prob-

lem of changes in hourly or unit production costs. Such changes

may be caused by changes in the labor wage rate, the price of raw

materials, or the cost of factory overhead.

These changes may be either upward or downward, anticipated or

unanticipated. This section will first consider anticipated increases

in production costs. Attention will then be given to the problems

posed by unanticipated increases in production costs. The next section

will deal with anticipated decreases in production costs, and unantici-

pated decreases in production costs. It should be noted that the

only change is in cost. It is assumed that all other characteristics

of the L-C cost allocation model including the reduction in material

usage, and.production time, and the number of units to be produced

remain the same. In terms of cumulative average production time the

learning curve remains intact.

As in the case of startup termination, an anticipated change

in production costs does not present a special problem. It requires

the use of special techniques. The necessary calculations can be

performed by the computer program listed in Appendix CZ.

Assme that G.L.U.B. Co. anticipated a 20 percent increase in

the costs of all factors of’production1 starting with.unit 11. The

cost of the first 10 units is calculated by the use of equation 5-3.

 

1Only variable costs are included in this example. Fixed costs

are written off as a period expense.
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u - uccxckcx-n“) (5-3)

where:

Alc - original Ab parameter. See (l-S). 10045.7

Cc - l-Bc

Bc - .207572 .

The cost of units 11 through 20 is calculated by the use of equation

5-4.

0 - Azccxc°-CX-1)°°) (5-4)

where:

A2c I Alc increased by the percent increase in production

costs. 10045.7 x 1.20 - 12054.84.

The cost data for selected levels of production with the

increase in production costs described above was calculated by the

computer program listed in Appendix C2. A partial printout is pre-

sented below:

CUMULATIVE UNIT TOTAL AVERAGE ACCOUNT

PRODUCTION COST COST COST BALANCE

5 5828.76 35963.6 7192.73 6713.18

10 4989.33 62288.5 6228.85 3787.63

15 5483.72 90611.5 6040.77 2860.17

20 5156.54 11700.2 5850.09 --

On the basis of this information, assuming no variances occur

after the fifth unit, the calculations and journal entries presented

on the following page would be made.
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1969 1970 1971

Actual Cost of Units Produced $35,800.00 $54,647.90 $26,390.50

-Calculated Cost of Units

    

 

    

Produced 35,963.67 54,647.90 26,390.50

cost Viriance, Chiavorable,

Calculated Cost of Units

Produced $35,963.67 $54,647.90 $26,390.50

-Number of Units Produced

x Averagg_Unit Cost 29,250.45 58,500.90 29,250.45

Changein Improvements in

figgdgggign gzoggduzgg $ 6,713,237 $[3,853,90)* $L2,§§2,§§)*

'Rounding errors cause these figures not to total to zero.

1969:

Cost of Goods Sold $29,250.45

Improvements in Production

Procedures 6,713.22

Cost Variance-Favorable $ 163.67

various Cost Accounts 35,800.00

1970:

Cost of Goods Sold $58,500.90

Improvements in Production

Procedures $ 3,853.00

various Cost Accounts 54,647.90

1971:

Cost of Goods Sold $28,250.45

Improvements in Production

Procedures $ 2,859.95

various Cost Accounts 26,390.50

With the anticipated increase in production costs described

above, the 1969, 1970, and 1971 income statements of the G.L.U.B. Co.

using the L-C cost allocation model would be as presented on the

following page.
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G.L.U.B. Co.

Income Statements (L-C)

For the Years Ending December 31, 1969, 1970, 1971

 

1969 1970 1971

Sales $50,000.00 $100,000.00 $50,000.00

Cost of Goods

Sold $29,250.45

Cost Variance (163.67)* 29 086.78 58 500.90 29 250.45

Gross mm W 3747—31,99.1 m, 9.

Other Expenses 15 000.00 15 000.00 15 000.00

mum $191122 $291231 2:12.293;

*Favorable ~

If a standard or actual cost allocation model was used the

income statements would be:

G.L.U.B. Co.

Income Statements (Std.)

For the Years Ending December 31, 1969, 1970, 1971

1969 1970 1971

Sales $50,000.00 $100,000.00 $50,000.00

Cost of Goods Sold 35 800.00 54 657.90 26 390.50

Gross Margin mm m,. grim-.117

Other Expenses 15 000.00 15,000.00 15,000.00

  Net Income (loss) ilifl!£13!_i

Now assume that the G.L.U.B. Co. did not anticipate the change

in production costs which took place during 1970 and, at the end of

1969, made the entry recorded in Chapter III. A comparison of either

the actual and anticipated costs of unit number 15, or the actual and

anticipated costs of the first 15 units would indicate the possible

existence of a change in the parameters of the L-C cost allocation

model, since in both cases actual and anticipated costs differ by

more than 5 percent.
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After it has been determined that the variance is caused by a

20 percent increase in production costs beginning with unit number 6

new cost projections would be made with the use of the computer program

listed in Appendix CZ. (See the partial printout presented earlier in

this section.) An analysis of these cost projections reveals that the

projected average cost of all anticipated production has increased from

$5,394.15 to $5,850.09, and that the balance in IPP at the end of 1969

should have been $6,713.22 instead of $8,992.92. An adjustment to the

balance in IPP will have to be made. Assuming that the 20 percent in-

crease in production costs was an unexpected event, the following

journal entry is made at the end of 1970:

Cost of Goods Sold $58,500.90

L-C Production Cost Increase

Adjustment 2,279.70 '

Improvements in Production

Procedures $ 6,132.70

Various Cost Accounts $4,647.90

The G.L.U.B. Co. income statements for the years 1969-1971,

based on the L-C cost allocation model and the assumption that the

change in production costs is unexpected are presented on the following

page.

This set of statements should be compared with those presented

earlier in this section. Compared to the statement develOped using

standard or actual costs 1969 income is higher, and 1970 and 1971 income

is lower.
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G.L.U.B Co.

Income Statements (L-CD

For the Years Ending December 31, 1969, 1970, 1971

  

   

1969 1970 1971

Sales $50,000.00 $100,000.00 $50,000.00

Cost of Goods

Sold $26,970.75

Cost Variance (163.37)* 26,807.08 58 ,500. 90 29 250.45

Gross Margin m I 41,499.10 3W, 9.55

Other Expenses 15,000.00 15 ,000. 00 15,000.00

Net Income Before

L-C Adjustments $ 8,192.92 $ 26,499.10 $ 5,749.55

Adjustment Caused by

L-C Production Cost Increase 2 279.70 ~0-

Net Income m i 22:21220‘112531

*Favorable
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DECREASE IN PRODUCTION COSTS:

An anticipated decrease in production costs should be handled

in the same manner as anticipated increases in production costs are

handled. Assume that the G.L.U.B. Co. expected a 20 percent decrease

in production costs beginning with unit number 11. Production costs

could be projected by the use of the computer program listed in

Appendix C2. A partial printout of that program for the above situation

is presented below:

CUMULATIVE UNIT TOTAL AVERAGE ACCOUNT

PRODUCTION COST COST COST BALANCE

5 5828.76 35963.6 7192.73 11272.6

10 4989.33 62288.5 6228.85 12906.5

15 3655.81 81170.5 5411.37 7097.49

20 3437.69 98764.1 4938.2 --

On the basis of this information, assuming no variances occur

after the fifth unit, the following calculations and journal entries

would be made:

1969 1970 1971

Actual Cost of Units Produced $35,800.00 $45,206.90 $17,593.60

-Calcu1ated Cost of Units

 
 

  

 

    

Produced 35,963.67 45,206.90 17,593.60

cost variance,*UnfavorabIe,

Lfigggggglgli § (163,67) ~0- ~0-

Calculated Cost of Units

Produced $35,963.67 $45,206.90 $17,593.60

-Number of Units Produced x

Avera e Unit Cost 24,691.00 49,382.00 24,691.00

Cfiange in Improvements in

2222255322 fizgcedureg $11,272,67* $(4II75,10)* $‘7,097,40)'

*Rounding errors cause these figures not to total to zero.
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1969:

Cost of Goods Sold $24,691.00

Improvements in Production

Procedures 11,272.67

Cost Variance-Favorable $ 163.67

Various Cost Accounts 35,800.00

1970:

Cost of Goods Sold $49,382.00

Improvements in Production

Procedures $ 4,175.10

Various Cost Accounts 45,206.90

1971:

Cost of Goods Sold $24,691.00

Improvements in Production

Procedures $ 7,097.40

various Cost Accounts 17,593.60

Using the L-C cost allocation model the income statements for

1969, 1970, and 1971 would be:

G.L.U.B. Co.

Income Statements (L-C)

For the Years Ending December 31, 1969, 1970, 1971

 

  

1969 1970 1971

Sales $50,000.00 $100,000.00 $50,000.00

Cost of Goods

Sold $24,591.00

Cost variance (163.67)* 24 527.33 49 382.00 24 691.00

Gross Margin m $ 50,618.00 , .

Other Expenses 15,000.00 15,000.00 15 000.00

Not Income Iii-11101! m

“Favorable

If a standard or actual cost allocation model were used the

income statements for 1969, 1970, and 1971 would be as presented on

the following page .
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G.L.U.B. Co.

Income Statements (Std.)

For the Years Ending December 31, 1969, 1970, 1971

1969 1970 1971

Sales $50,000.00 $100,000.00 $50,000.00

Cost of Goods Sold 35 800. 00 45,206.90 17 593. 60

Gross Margin m $32,606.16

Other Expenses 15 ,000. 00 15000.00 15 000. 00

n... 1.....(1...) dam» mm

If the G.L.U.B. Co. did not anticipate the decrease in production

costs beginning with unit 11 a comparison of either actual and pro-

jected unit costs for unit 15 or actual and total costs of the first

15 units would show variances in excess of 5 percent. Assuming manage-

ment decides to investigate these variances and determines that pro-

duction costs decreased 20 percent beginning with unit number 11 a new

series of cost projections could be made in a.manner similar to those

made earlier in this section.

A comparison of this new data with that previously developed

shows that the balance in IPP after 5 units were produced should have

been $11,272.67, not $8,992.92. G.L.U.B. Co. must therefore determine

how to handle the $2,279.75 by which IPP is understated.

Three alternatives are available:

(1) Amortize the $2,279.75 over the remaining production life

cycle of the product, decreasing cost.

(2) Treat the $2,279.75 as a correction of prior years' earnings.

(3) Treat the $2,279.75 as an income adjustment of the current

period.
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The first alternative is rejected because failure to correct the

balance in IPP would result in charges to inventory and the cost of

goods sold which do not reflect the average unit cost of all anticipated

production. Such amortization is a step away from the cost allocation

model developed in this research.

From a theoretical standpoint the second alternative seems

appropriate when management should have been aware of the impending

change in production costs. This alternative will not, however, be

developed here because Accounting Principles Board Opinion No. 9 does

not regard such action as a generally accepted accounting principle.1

In most situations, treating the $2,279.75 as an adjustment

in arriving at net income seems appropriate. If the firm's expected

profit potential has changed during a given period because of an

unexpected event occurring during that period the accounting reports

of that period should reflect the change.

Assuming that the G.L.U.B. Co. treated the $2,279.75 as an

adjustment to 1970 net income the following journal entry would be

made at the end of 1970:

Cost of Goods Sold $49,382.00

L-C Production Cost

Decrease Adjustment $ 2,279.75

Improvements in Production

Procedures 1,895.35

various Cost Accounts 45,206.90

 

1APB #9, paragraph 23.
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Under the L-C cost allocation model, with an unexpected decrease

in production costs starting at unit 11, the income statements for

1969, 1970, 1971 would be as follows:

G.L.U.B. Co.

Income Statements (L-C)

For the Years Ending December 31, 1969, 1970, 1971

 

   

1969 1970 1971

Sales $50,000.00 $100,000.00 $50,000.00

Cost of Goods

Sold $26,970.75

Cost variance ' (163.37)" 26 807.08 49 382.00 '24 691.00

Gross Margin , . , . aim

Other Expenses 15,000.00 15,000.00 15,000.00

Income Before L-C

Adjustment $ 8,192.92 $ 35,618.00 $10,309.00

Adjustment Caused by

L-C Production Cost

Decrease 2 279.75

n... 1...... 1:552 m ire-21m

*Favorable

Comparing these income statements with those presented earlier

in this section with a standard or actual cost allocation model shows

that the L—C cost allocation model still results in higher incomes in

earlier periods and lower incomes in later ones.
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CHANGES IN N:

Total anticipated production, N, is likely to change after

production begins. A change in N is, by its very nature, unanticipated.

N changes as sales estimates become more precise. unfortunately, a

change in N does not automatically bring attention to itself by causing

variances between Uéi and U, or'Tc1 and T1. Nevertheless, a change in

N is important to the L-C cost allocation model because the projected

average cost of all anticipated production YcN' is partially determined

by N. If a confidence interval of 15 (or 10) percent is desired for

Y , it is desirable to determine how sensitive YN is to changes in N.

If Y" is relatively insensitive to changes in N, no special problems

are caused by changes in N, unless such changes are major.

we previously determined that a :5 percent confidence interval

for Yfi is represented by equation 4-8:

.9SYcN g Yfi s 1.05YcN .

Let N1 and N2 represent the extremes of the interval within which N

can vary without changing YR by more than :5 percent. Then, combining

(1—1) and (4-8) we have:

Ac/m’c - sac/NBC

s Aell‘lBe :

1.05A¢/NB¢ - Ac/NZBC (5-5)

Solving for N1 and N2:

N1 - antilog ((BclogN-log.95)/Bc) (5-6)

N2 - antilog ((BclogN-logl.05)/Bc) (5-7)
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The computer program listed in Appendix C3 was used to solve

equations 56 and 5-7 for the E values corresponding to L-C percents

ranging from 70 to 99 at N values of 100; 500; 1,000; 5,000; and

10,000. The results were the same regardless of the N value used.

Table 5-1 lists the percent change in N required to change YN by

:5 percent. Table 5-2 lists the percent change in N required to change

YN by :10 percent.

The first thing that should be obvious from tables 5-1 and

5-2 is that YN becomes less sensitive to changes in N as the L-C

percent increases (the rate of learning decreases). In other words,

the higher the L-C percent is the more the original estimate of

N can be in error. For example, if a 5 percent interval for YN is

desired, and the L-C percent is 90, the actual value of N can be

27.456 percent less than the estimated value before YN is off by 5

percent. If the L-C percent is 80, the actual value of N can be 17.273

percent greater than the estimated value of N before YN is off by

5 percent. Analysis of tables 5-1 and 5-2 indicates that the model

is not so sensitive to N that the probability of changes in this

parameter after production began would invalidate the model.

Despite the large leeway possible in estimating N, whenever

circmstances indicate that a change in that estimate is necessary,

that change should be incorporated into the L-C cost allocation model.

This is especially desirable when the revised estimates are less than

the previous ones. If this is not done a large balance may remain
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TABLE 5-1

Percent Change in N Required to

Change Y by 15%

  

N

-58 Y +58 Y

3 am" um"

.51457 10.482 - 9.046

.49410 10.939 - 9.403

.47393 11.430 - 9.783

.45408 11.960 -10.189

.43440 12.533 -10.624

.41508 13.155 -11.091

.39592 13.832 -11.594

.37707 14.572 -12.137

.35845 15.384 -12.726

.34007 16.280 -13.365

.32192 17.273 ~14.063

.30400 18.380 -14.827

.28630 19.621 -15.668

.26881 21.023 -16.598

.25153 22.620 -17.632

.23446 24.454 -18.787

.21759 26.584 -20.087

.20091 29.085 -21.561

.18442 32.065 -23.245

.16812 35.675 ~25.189

.15200 40.137 -27.456

.13606 45.788 -30.134

.12029 53.173 -33.342

.10469 63.218 -37.250

.08926 77.643 -42.106

.07400 100.000 -48.280

.05889 138.917 ~56.327

.04394 221.818 -67.054

.02914 481.159 -81.250

.01449 3,338.340 -96.544
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TABLE 5-2

Percent Change in N Required to

Change Y by 110%
N

-10% 7 +10% Y

3 MN" MNN

.51457 22.722 -16.908

.49410 23.767 -17.543

.47393 24.895 -18.218

.45408 26.118 -18.935

.43440 27.448 .19.700

.41503 28.898 -20.518

.39592 30.487 -21.394

.37707 32.235 -22.335

.35845 34.168 -23.348

.34007 36.317 -24.441

.32192 38.718 -25.625

.30400 41.420 -26.912

.28630 44.484 -28.315

.26881 47.984 -29.851

.25153 52.023 -31.539

.23446 56.731 -33.402

.21759 62.288 -35.469

.20091 68.946 -37.773

.18442 77.056 -4o.357

.16812 87.140 -43.272

.15200 100.00 -46.S82

.13606 116.921 -50.365

.12029 140.094 -54.720

.10469 173.555 -59.761

.08926 225.531 -65.62

.07400 315.281 -72.416

.05889 498.360 -80.l77

.04394 999.739 -88.570

.02914 3,615.000 -96.l99

.01449 143,114.0 -99.860
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in Improvements in Production Procedures when production is completed.

Referring to the example developed in Chapter III, assume that

the G.L.U.B. Co. management revised their estimate of total production

from 20 to 25 units in 1970. On the basis of an N of 25, the balance

in IPP at the end of 1969,8hould have been $10,213.70, not $8,992.92.

The increase is caused by a decrease in YcN from $5,394.15 to $5,150.00.

Assuming there were no cost variances after the fifth unit the following

journal entry would be made at the end of 1970:

Cost of Goods Sold $51,500.80

L-C Increase in N

Adjustment $ 1,220.78

Improvements in Production

Procedures 351.84

various Cost Accounts 49,927.40*

*Totals contain a two cent rounding error.

If, in 1971, it becomes apparent that 30 units will be produced

instead of 25, the balance in IPP after 15 units had been produced

should have been $11,510.00, instead of $8,641.08. This increase is

caused by a decrease in YcN from $5,150.00 to $4,958.74. Assuming

production on all 30 units was completed by the end of 1971, the

following journal entry would be made at the end of 1971:

Cost of Goods Sold $74,281.10

L-C Increase in N

Adjustment $ 2,868.92

Improvements in Production

Procedures 8,641.08

various Cost Accounts 62,871.00.

*Totals contain a ten cent rounding error.
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Using the L-C cost allocation model, and making the necessary

adjustments in 1970 and 1971, the income statements for the G.L.U.B. Co.

would be as follows:

G.L.U.B. Co.

Income Statements (L-C)

For the Years Ending December 31, 1969, 1970, 1971

 

   

1969 1970 1971

Sales $50,000.00 $100,000.00 $150,000.00

Cost of Goods

Sold $26,970.75

Cost Variance (163.37)* 26 807.08 51 500.00 74 381.10

Gross Margin m rm , .

Other Expenses 15,000.00 15,000.00 15,000.00

Net Income Before

L-C Adjustments $ 8,192.92 $ 33,500.00 $ 60,618.90

Adjustments Caused by

L-C Increase in N -0- 1 220.78 2 868.92

n. 1...... {3.1.2.2912 m

*Favorable

If a standard or actual cost allocation model was used the 1969,

1970, and 1971 income statements of the G.L.U.B. Co. would be as

follows:

G.L.U.B. Co.

Income Statements (Std.)

For the Years Ending December 31, 1969, 1970, 1971

1969 1970 1971

Sales $50,000.00 $100,000.00 $150,000.00

Cost of Goods Sold 35 800.00 49 927.40 62 871.00

Gross Margin 616,200.00 $ 50,072.60 6 67,129.00

15 000.00 15 000.00 15 000.00th

2.8.2.5733...) 5:199:90 m cm
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The procedures necessary to handle decreases in N correspond to

those necessary to handle increases in N, and therefore do not appear

in this chapter. A significant decrease in N, such as that which might

be caused by a major buyer's bankruptcy or an economic downturn would

presumably fulfill the requirements of APB No. 9 for presentation as an

extraordinary loss.
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ESSENTIAL MODIFICATIONS:

Changes in either the product or production procedures of other

than a.ndnor nature will affect the L-C cost allocation model. If

a major change in production procedures takes place after implementation

of the L-C cost allocation model, the cumulative average cost curve

becomes a composite curve, one part made up of the cumulative average

costs of the unchanged portion of the production process, the other

part made up of the changed portion of the production process. Figure

5-2 shows the elements of this composite curve in a graphic manner.

FIGURE 5-2

Elements of Composite Curve Caused by Essential Modifications
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In figure 5-2, line 1 represents the original cumulative average

cost curve. Beyond output level 2, the output level at which the

essential modifications took place, this curve is no longer applicable.
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Line 2 represents the cumulative average unit cost of the unchanged

portion of the production process. Line 3 represents the cumulative

average unit cost of the new portion of the production process. It

begins at output level 2. For it 2 represents unit number 1.

To adequately account for modifications in the product or*pro-

duction process, it is necessary to:

(1) Determine what portion of the original product or’production

process has pgg_changed;

(2) Determine learning curve parameters for the new portion of

the product or production process;

(3) Combine the applicable portions of the original curve and

the new curve to assist in determining the projected average cost of

all anticipated production, and unit and total production costs at

various output levels .

The portion of the original product or production process which

has not changed may be determined by a comparison of the current pro-

duct or production procedures with the original product or production

procedures. Projections can then be made of the unchanged unit cost

or cumulative average costs at various output levels. Separating costs

incurred for the unchanged.portion of the product or production process

from the total unit or average costs incurred after the change, one

can find the L-C parameters of the changed product or production

process. First, make a projection of’the unit costs associated with the

unchanged portion of the product or production process. Second,

subtract these unit costs from the unit costs incurred after the change.
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The differences are the basic data necessary for calculating the L-C

parameters of the changed portion of the product or production process.

This data.may now be analyzed by the use of equations 1-4 and 1-5 (after

it is converted into cumulative average costs) or the computer program

listed in Appendix Al.

The cost of units 1 through 2-1 is represented by:

u - Ac(xC°-(x-1)C°).

The cost of units 2 through N is:

u - v.1,(xcc-(x-1)°°)+42cccx-2+1)CZC-(x-Z)C2°) (s-s)

where:

Z - output level at which the essential modification took

place

A2c - calculated ngarameter of changed portion of’product

or production process

C I 1-8
2c 2c

32c - calculated 2 parameter of changed portion of'product or

production process

P - percent of original product or production process which

has not changed

X I 2.....N.

Because of the computational difficulties involved in equation

5-8 the computer program listed in Appendix.C4 performs all of the

calculations necessary to implement the L-C cost allocation model after

an essential modification has occurred and.A2c, 62c! N, Z, and P are

determined.
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Assume that after 10 units have been produced, the G.L.U.B. Co.

finds it necessary to make major changes in its production procedures

in order to prepare for an increased production run of 30 units. From

an analysis of engineering reports, it is determined that 50 percent

of the original production procedures will remain unchanged. Manage-

ment decides to change the L-C cost allocation model after sufficient

information has been gathered to make a composite model feasible. The

following analysis would occur after 5 additional units have been

produced.

(1) (2) (3) (4)

UNIT ACTUAL ORIGINAL RETAINED NEW

NUMBER COST PROJECTION PORTION PORTION

11 9,458.33 4,886.65 2,443.33 7,015.00

12 7,897.58 4,795.16 2,397.58 5,500.00

13 6,856.41 4,712.82 2,356.41 4,500.00

14 6,069.05 4,638.09 2,319.05 3,750.00

15 5,684.89 4,569.77 2,284.89 3,400.00

where:

Column 1 lists the actual cost of units 11-15.

Column 2 lists the original estimate of the cost of

these units.

Column 3 is 50 percent of column 2, the portion of the -

original process retained.

Column 4 is column 1 less column 3, the costs applicable to the

changed production procedures.1

 

1In reality column 4 would contain a variety of things, including

inefficiencies. Care would have to be taken to eliminate extraneous

costs before an analysis is made. How important such extraneous

factors are could be determined by looking at the correlation coefficient.

In this example the correlation coefficient is high, indicating that

the effect of extraneous factors is minrmal and can be ignored.
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An analysis of column 4 by the use of the computer program

listed in Appendix Al deterldnes A c to be 7158.58, and 32c to be

.230141. The cost data for selected levels of’production with the

essential modification indicated above was calculated by the computer

prongm.listed in Appendix C4 to be.

CUMULATIVE UNIT TOTAL AVERAGE ACCOUNT

PRODUCTION COST COST COST BALANCE

1 10045.7 10045.7 10045.7 4133.13

5 5828.76 35963.6 7192.73 6400.81

10 4989.33 62288.5 6228.85 3162.89

11 9601.9 71890.5 6535.5 6852.23

15 6185.75 98803.3 6586.89 10114.9

20 5431.65 127225. 6361.25 8973.6

30 4753.64 177377. $912.57 ---

Assuming that the procedures set forth in Chapter III were

followed at the end of 1969, the balance in IPP would have been $8,992.92.

With the increase in N and the essential modifications in production

procedures incorporated into the L-C cost allocation model, the balance

in IPP at the end of 1969 should have been $6,400.81. It may or may

not be desirable to separate the difference caused by the essential

modifications from the difference caused by the change in N when adjust-

ments are made in the accounts. If the two changes were made inde-

pendently they could be analyzed in their order of occurence. Assuming

that the change in production procedures was necessary to attain an N

of 30, the following journal entry would be made at the end of 1970:

Cost of Goods Sold $59,125.70

Improvements in Production

Procedures 1,122.00

L-C Increase in N and

Essential Modifications

Adjustment 2,592.19

Verious Cost Accounts $62,839.70.

*Totals contain a seventeen cent rounding error.
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Income statements for the years 1969, 1970, and 1971 using the

L-C cost allocation model, and a standard or actual cost allocation

model, assuming all variances after unit number 5 are zero, are

presented below.

G.L.U.B. Co.

Income Statements (L-C)

For the Years Ending December 31, 1969, 1970, 1971

 

  

1969 1970 1971

Sales $50,000.00 $100,000.00 $150,000.00

Cost of Goods

Sold $26,970.75

Cost variance 1163.37)* 26 807.08 59 125.70 88 688.55

Gross Margin , . , . m

Other Expenses 15,000.00 15,000.00 15,000.00

Net Income Before L-C

Adjustments 3 8,192.92 5 25,874.30 3 46,311.45

Adjustment Caused by

L-C Change in N and

Essential Modification -0- 2 592.19 -0-

Net Inca-o m m

'Pavorable.

G.L.U.B. co.

Income Statements (Std.)

For the Years Ending December 31, 1969, 1970, 1971

1969 1970 1971

Sales $50,000.00 $100,000.00 $150,000.00

Cost of Goods Sold 35 000.00 62 839.70 78 573.70

Gross Margin 314,200.50 3 37,160.30 5 71 426 30’ O

Other Expenses 15 000.00 15 000.00 15 000.00

Not 1...... (1...) cmmm

Use of the L-C cost allocation model still results in a higher

reported income in 1969 and a lower reported income in 1971 than does

use of a standard or actual cost allocation model. However, in 1970

it reports a higher income. This is caused by the L-C model's tendency
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to defer costs when a startup occurs, and the essential modification

places a new startup in the model during 1970.

We have only considered essential modifications as events not

planned for when the original L-C cost allocation model and its parameters

were adopted. Essential modifications may be anticipated, but it is

difficult to incorporate them into the original model because of the

unavailability of the data needed for computation of parameters. For

purposes of internal reporting and planning it may be desirable to

estimate these parameters, but such estimates would usually lack a

sufficient level of objectivity to justify their use for external

reporting.
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(”NONEION :

There are many other problems which could occur in any attempt

to apply the L-C cost allocation model. The basic procedures for

handling other problems is the same as those developed to handle the

problems considered in this chapter. After some sort of a change in a

parameter of the L-C cost allocation model has occurred these changes

are incorporated into the formula used to compute unit cost, cumulative

average cost, total cost, and the balance in IPP at various output

levels. A comparison is then made between the balance in IPP after

the last recorded change in the account and the balance which should

have been in IPP at that time given the change. IPP is then adjusted

to the amount which should have been in it. The amount of the adjust-

ment to IPP is usually treated as an adjustment to mount income.

After the adjustment is made the model, and its new parmaeters, are

applied in the normal manner.

The solutions to problems caused by changes in parameters of

the L-C cost allocation model is limited only by the ability of the

problem solver to devise the proper mathematical formula and computer

programs. The formulas presented in this chapter and the computer

programs presented in the Appendices should serve as a guide.
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APPLICATION

INTRODIETION :

This chapter concerns itself with an application of the L-C

cost allocation model. The purpose of this application is to get

an additioanl prospective of the model's Operational characteristics

and limitations.

The primary problem involved in testing the L-C cost allocation

model was obtaining the appropriate data. Most firms contacted by

this researcher did not maintain sufficient detail in their'production

records. The model requires consecutive production cost data for

individual or small groups of units. Firms who appeared to have the

appropriate information, for a variety of reasons, did not deem.it

advisable to let it be used. At least one firm that appeared to have

the appropriate information and declined to let it be used, expressed

interest in this research. They implied that their financial statements

were influenced by the failure to consider the L-C phenuenon in their

cost allocation procedures. One firm that did not have the appropriate

data, but felt that the L-C phenomenon was important to them, invited

the researcher to assist in setting up a system which would provide the

data. Finally, with the assistance of’a national accounting firm, the

data required to test the model was obtained.
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THE DATA:

The model was applied to a production venture undertaken by a

midwest tool manufacturer. In this production venture 3,202 units were

produced over a 19 month period. Table 6-1 lists the monthly pro-

duction data, and the cx-ulative average labor cost, the cmlative

average materials cost, and the cunulative average total cost of pro-

duction as of the end of each month. The sequence of months and pro-

duction cost data was supplied by the manufacturer. The production

time period has been disguised by changing the starting date. Information

as to the nuber of units sold in each period, the selling price of each

unit, or other company costs was not available for this research. It

is therefore asst-ed that all units were sold in the period produced

for $600 each. The analysis will focus on the difference between the

gross margin and the gross margin percent which would have been reported

with the use of the L-C and the actual (or standard) cost allocation

model during each half year of the total production period.

An inspection of table 6-1 indicates that labor costs and total

costs were greatly influenced by the L-C phenomenon. Materials costs

decreased for a while but then began to rise, apparently due to increases

in the cost of materials purchased. This indicates that, in this case,

the L-C cost allocation model might be more accurately applied to labor

costs than to total costs. Accordingly, three sets of income statements

are developed. The first is for those which would result from the use

of actual or standard costs. The second is for those which would
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result from applying the L-C cost allocation model to total costs. The

third is for those which would result from applying the L-C cost allo-

cation model to labor costs alone.
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TABLE 6-l

Data for Application of L-C

Cost Allocation Model

CUMULATIVE

PRODUCTION

36

131

347

499

671

868

1123

1322

1543

1819

2019

2219

2386

2425

2643

2795

2917

3119

3202

CUM..AVO.

LABOR

COST

392.00

322.00

301.00

294.00

280.00

273.00

259.00

252.00

254.45

247.52

243.81

241.36

239.33

238.84

235.90

233.94

231.98

229.67

228.41

CUM; AVG.

.HATERIAL

COST

248

235

230

230

235

230

230

230

230

230

235

235

240

240

240

240

240

245

245

CUM. AVG.

TOTAL

COST

640.00

557.00

531.00

524.00

515.00

503.00

489.00

482.00

484.45

477.52

478.81

476.36

479.33

478.84

475.90

473.94

471.98

474.64

473.41
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ACTUAL (STANDARD) COST WDEL:

Asst-lug that the selling price is $600 per unit, the incme

statements presented on the following page are developed applying an

actual (or standard) cost allocation model to the data presented in

table 6-1.

As is typical of income statements developed with actual costs,

when the L-C phenomenon is present, the gross margin and gross margin

percent has a tendency to increase over time. In this case the tendency

to increase is offset in the final period by the increase in materials

cost. However, labor costs take up a continually decreasing portion

of the sales dollar, decreasing from 46.4 percent to 31.9 percent.
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L-C ABEL APPLIED TO TOTAL COST CURVE:

In December of 19x1, an evaluation of the relation between cumula-

tive production, x, and cumulative average cost of each unit produced

for each of the 5 production periods, n, in 19x1 determined Ac to be

815.612, Bc to be .0723382, and R to be -.976393. For the purpose of

simplification, and because the original estimate is not known, it is

assumed that total anticipated production, N, was estimated to be 3,202

units. Table 4-1, the "Percent Confidence Interval for 2 Required to

Obtain A 1:58 Interval for YN" indicates that the 11 confidence interval

required to project a 15 percent confidence interval for Y5,OOO when

Be is .0723382 is 7.741. Por Y1,000 the b confidence interval is 9.545.

Because the estimate of N is 3,202, and the closest N in the table is

5,000, we can interpolate for the difference in the 11 confidence interval

required for N - 1,000 and for N I 5,000 in order to find the approx-

imate b confidence interval for N . 3,202. At N - 1,000 the b interval

is 9.545. At N I 5,000 the E interval is 7.741. Thus:

(9°545 : 7'7‘1 x (3,202 - 1,000) - .9922
O O

7.741 + .9922 - 8.7332 .1

Nhen Bc - .0723382 and N - 3,202 the percent cmfidence interval for 2

required to obtain a :5 percent confidence interval for Y3 202 is 8.7332.

9

 

1Interpolation yields a slightly tighter confidence interval than

would be obtained by solving equation 4—ll. If application of the L-C

cost allocation model is contemplated it would be desirable to expand

all of the tables presented in Chapter IV and develop them in more

detail. This is easily done by use of the computer programs listed in

the Appendices.
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Table 4-7 indicates that an n of 15 is required to obtain a

8.5 percent confidence interval for b_when R is <.9772 and 2.9751. But,

in order to be of value the model should be implemented at this time

because the greatest impact of the L-C cost allocation model is usually

in the first accounting period. In general, three courses of action are

available:

(1) Increase the confidence interval for YN from as percent to

:10 percent.

(2) Break down the available data into smaller production groups

or time periods in order to increase n, and then find Ac, Be, and R

for the new n.

(3) Decide not to apply the L-C cost allocation model.

Because the second course of action listed above was not available

due to the lack of the raw data used to calculate table 6-1, a fourth

option was added.

(4) Determine whether or not R was increasing over the production

life cycle of the product. If R was increasing and 3c was not showing

any drastic change the model could be provisionally implemented on the

assumption that R would continue to increase and 8c would not vary by a

significant percent.

Because of the limitations of the tables used in this research

the first course of action is rejected. Table 4-2, for a 110 percent

confidence interval for YN, shows that the b interval for N - 1,000 is

18.645 percent, and the b_interval for N a 5,000 is 15.121 percent.

These values are out of the range of tables 4-7, 4-8, and 4-9. If a
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complete set of tables for implementing the L-C cost allocation model

were develOped, tables 4-7, 4-8, and 4-9 could be easily expanded to

include these b_confidence intervals.

Because the raw data used to develOp table 6-1 is not available

the second course of action is not available.

The fourth alternative was chosen because R increased over the

production life cycle of this product.

Using the computer program listed in Appendix A4, the average

cost of all anticipated production is determined to be $454.891, the

total cost of the first 671 units is computed to be $341,764.00, and the

proper balance in Improvements in Production Procedures is calculated

to be $36,531.60 after 671 units are produced. The actual cost of the

first 671 units was $345,565.00.

Using this data the following analysis and journal entry are

made for the six-month period ending 12/31/xl:

 

 

  

 

Actual Cost of units Produced $345,565.00

-Calculated Cost of Units Produced 341 764.00

, g ,2 f EEOEE

Calculated Cost of Uhits Produced $341,764.00

-Number of Units Produced x

Avera e Unit Cost 305,232.40

Change n Improvements ingProduction

W W

Cost of Goods Sold $306,232.40

Improvements in Production

Procedures 36,531.60

Cost Variance - Unfavorable 3,801.00

Various Cost Accounts $345,565.00
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The income statement for the 6-month period ending 12/31/xl,

using the L-C cost allocation model, is:

Application - Total Cost

Income Statement (L-C)

For the 6-Month Period Ending 12/3l/xl

 

AMOUNT 8

Sales $402,600.00 100.0

Cost of Goods Sold $305,232.40

Cost variance 43,801.00* 309 033.40 76.7

Gross Margin W 251

*Favorable

For the 9-month period ending 4/30/x2 another analysis of cumula-

tive production, X, and cumulative average cost, Y, is made. This

analysis is made to determine Ac’ 8 and R on the basis of data for
CD

the previous 9 months (n . 9). The new values of Ac, 8 and R are
C:

813.486, .0717945, and -.989272. In order to obtain a 15 percent con-

fidence interval for Y3 202 with an 80 percent confidence level 9 units

9

of data are needed when R is <.9897, and 2.9876. Therefore these new

parameters can be used to predict YN with a 25 percent confidence inter-

val and an 80 percent confidence level. USing the computer program

listed in Appendix A4 the data necessary to implement the L-C cost

allocation model is determined to be:

cmuunva unrr TOTAL AVERAGE accoum

911000811011 COST com 0081' BALANCE

671 473.275 342,081 509.808 36,305.9

2019 437.129 951,033 471.042 3o,972.2

2917 426.206 1,338,210 458.761 8,927

3202 423.028 1,459,150 455.701 --
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This additional information indicates that the balance in IPP

after 671 units had been produced should have been $36,531.60. Because

the model was provisionally implemented due to the inability to get

more detailed information and the assumption that R would rise as n

increased, an adjustment must be made for the $225.70 difference between

$36,531.60 and $36,305.90. Once the adjustment for this change is made,

the L-C cost allocation model may be implemented in the normal manner.

using the above data, and the actual production costs shown in the income

statements prepared by the use of a standard or actual cost allocation

model, the following calculations are made for the periods ending

6/30/x2, 12/31/x2, and 6/30/x3:

6/30/x2 12/3l/x2 6/30/x3

Actual Cost of Units Produced $621,152.39 $410,048.27 $139,093.16

-Calculated Cost of Units

  

 

 
 

Produced 608,952.00 387,177.00 120,940.00

Cbst varianceJUnfivorable

W 1.12.99423 W 1.1.9.2219.

Calculated Cost of Units

Produced $608,952.00 $387,177.00 $120,940.00

-Number of Units Produced

x Average unit Cost 614,285.70 409,222.20 129,867.00

Change in Improvements in

Production Procedures -$ 5,333.70 -$ 22,045.20 -$ 8,927.00

L-C Adjustment - 225.70*
 

-ilE!!3$$l3! -ll?!l¢§3!3'-lllJlfiflllfi'

*Overstatement of balance in IPP at end of previous period.

 

 

The income statements for the 6-month periods ending 12/3l/xl,

6/30/x2, 12/3l/x2, and 6/30/x3, using the L-C cost allocation model

are presented on the following page.

Comparing the gross margin percents in this set of income

statements with those presented in the previous set shows that the
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gross margins reported with the L-C cost allocation model are higher

in the first period and lower in subsequent periods than those reported

with the actual or standard cost allocation model.

If variable costing is used the following points can be made about

the L-C cost allocation model:

(1) In the absence of large variances or a change in a parameter

the L-C cost allocation model will always report a higher gross margin

in earlier periods and a lower gross margin in later periods than an

actual or standard cost allocation model.

(2) In the absence of variances, or changes in a.parameter of

the L-C cost allocation model or the sales price, the L-C cost alloca-

tion model will report a constant gross margin percent in all periods

and a constant percent for the cost of goods sold.

(3) If it is only applied to one element of the cost of goods

sold the gross margin percent will vary, but the percentage cost to

which it is applied will remain constant.

In the example presented above the unadjusted cost of goods sold

is the same for all periods after the first (which used a slightly

different Bc parameter). In this example the cost variance varied from

a low of .9 percent of sales in the first period to a high of 10.6 percent

of sales in the last. From the information presented in table 6-1 this

appears to be caused by the high level of variability in the cost of

materials. In the next section, when the L-C cost allocation model

is only applied to labor costs, the highest cost variance is 2.5 percent

of sales.
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L-C “JOEL APPLIED TO LABOR COST CURVE:

When a separate analysis is made of the materials and labor

cost data contained in table 6-1 it soon becomes evident that the L-C

cost allocation model could be implemented with greater accuracy to

the labor cost Curve than to either the total cost curve or the materials

cost curve. Table 6-2 compares Ac, Bc’ L-C percent, and R for each

of these curves at 2 values of n.

TABLE 6-2

Comparison of Total, Labor, and Materials Cost Data

 

n A Bc L-C8 R
c

Total Cost Data 5 815.612 .0723382 95.10 -.976392

10 811.186 .071246 95.18 -.98834

Labor Cost Data 5 567.757 .108667 92.74 -.983418

10 581.089 .113462 92.43 -.992478

Material Cost Data 5 265.294 .0220332 94.48 -.823883

10 258.452 .0166742 98.85 -.82267

 

For the materials cost data the value of R is and remains so low

that the L-C cost allocation model should not be implemented for the

materials cost alone. When the materials cost data is combined with the

labor cost data the resulting total cost data has a sufficiently high R

to permit implementation. Taken alone, the labor cost data.has the

highest values of R. Hence, it seems advisable to see what the results

would be if the L—C cost allocation model is applied to the labor costs

alone, with the actual materials costs written off in accordance with a

standard or actual cost model. It should be noted that the relationships

indicated in table 6-2 will not always occur. That is, a low R for one
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component of the total cost curve will not always offset a higher R for

another component of the total cost curve and lower R for the total

cost curve. There may be situations where two or more R values for the

component cost curves will result in a higher R value for the total

cost curve when the component curves are combined. This would happen

if the variances in the component cost data offset each other when

combined.

If, at the end of 19x1, the L-C cost allocation model is applied

to labor cost data alone, a 11 confidence interval of 10.688 percent

is required to insure that at N - 5,000 the actual value of YN will

not differ from the cmuted value of YN by more than 10 percent. Table

4-7 indicates that an n of 9 is required to be 80 percent confident

that YcN will not vary from YN by more than 10 percent.1 Because R for

the labor cost curve increases, and a higher R can be obtained, the

model is implemented. If the raw data, from which table 6-1 was computed,

were available the data for the first 5 months of production could be

broken down to increase 11 without waiting for additional production

periods.

Using the computer program listed in Appendix A4 , the average

cost of all anticipated production is determined to be $236.174, the

total cost of the first 671 units is computed to be $187,808.00, and

the balance in Improvements in Production Procedures should be $29,332.40

 

1Additional refinement, which could be obtained by the use of

interpolation, would be of little value here because the maxim con-

fidence interval for _b_ in tables 4-7, 4-8, and 4-9 is 10 percent.
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after 671 units are produced. The actual labor cost of the first 671

units is $187,880.00.

Using this data the following analysis and journal entry are

made for the period ending 12/31/xl:

 

  

 

Actual Labor Cost of Units Produced $187,880.00

-Calculated Labor Cost of Units Produced 187 808.00

gogt Mace - minggle [Eavgmbto) m

Calculated Labor Cost of Units Produced $187,808.00

-Number of Units Produced x Average

Labor Unit Cost v 158,475.60

Change in Improvements in Preduction

d s 1.2231239.

Labor Cost of Goods Sold $158,475.60

Improvements in Production

Procedures 29,332.40

Cost Variance - Unfavorable 72.00

Labor Cost Accounts $187,880.00

The income statement for the 6-month period ending 12/3l/xl

using the L-C cost allocation model to determine labor costs is:

Application - Labor Cost

Income Statement (L-C)

For the 6-Month Period Ending 12/3l/xl

 

AOINICP 8

Sales $402,600.00 100.0

Cost of Goods Sold:

Labor $158,475.60 39.3

Materials 157,685.00 . 39.1

Cost variance 72.00* 316,232.60 78.5

Gross Margin Iii-1251110 m

'Unfavorable

For the 9-month period ending 4/30/x2 another analysis of cumula-

tive production, X, and cumulative average labor cost, Y, at the end

of each month is made. This analysis is made to determine Ac, 8 and
c9
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R on the basis of data for the previous 9 months (n I 9). The new values

of'Ac, Be’ and R are 580.458, .113253, and -.991038. In order to obtain

a 110 percent confidence interval for average labor cost at N I 3,202

1 are needed whenwith an 80 percent confidence interval, 7 units of data

R is -.991038. Because this is less than the number of units of data

used, the confidence level is higher and the confidence interval is tighter

than that previously specified. By the use of the computer program

listed in Appendix A4 the data necessary to implement the L-C cost

allocation model for labor costs is determined to be:

CUMULATIVE UNIT TOTAL AVERAGE ACCOUNT

PRODUCTION COST COST COST BALANCE

671 246.298 186362 277.738 30229.7

2019 217.105 494983 245.162 25188.6

2917 208.602 685950 235.156 7203.69

3202 206.76 745062 232.686 --

This new information indicates that the balance in IPP after 671

units had been produced should have been $30,229.70 instead of $29,332.40.

The $897.30 difference between $30,229.70 and $29,332.40 is treated as

an adjustment to gross profit in the second period. Using the above

data, and the actual production costs shown in the income statements

 

1For Bc I .113253, rounded to the nearest value in table 4-1,

.12029, the b_confidence interval for N I 1,000 is 11.469, and the

N confidence interval for N I 5,000 is 9.302. Interpolating for

I 3,202

11.469 - 9.302

9 9

x (3,202 - 1,000) - 1.192

9.302 + 1.192 I 10.492

rounded to nearest figure in table 4-7, 10.0 percent.
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prepared by the use of a standard or actual cost allocation model, the

following calculations are made for the periods ending 6/30/x2, 12/31/x2,

and 6/30/x3:

6/30/x2 12/31/x2 6/30/x3

Actual Cost of Units Produced $304,372.39 $184,433.27 $54,683.16

-Calculated Cost of units

  

 

  

 

Produced 308,621.00 190,967.00 59,112.00

CostIVarianceéUnfavorable

W1 WWW

Calculated Cost of Units

Produced $308,621.00 $190,967.00 $59,112.00

-Number of Units Produced

x Avera e unit Cost 313,662.10 208,951.91 66,315.69

Change n Improvements in

Production Procedures -$ 5,041.10 -$ 17,984.91 -$ 7,203.69

L-C Ad ustment 897.30*

M --- 

*Understatement of balance in IPP at end of previous period.

The income statements for the 6-month periods ending 12/3l/xl,

6/30/x2, 12/3l/x2, and 6/30/x3, using the L-C cost allocation model

for the determination of labor costs are presented on the next page.

In this set of statements the labor costs in all periods except

the first is 39.7 percent of sales. The labor cost for the first

period is 39.3 percent of sales. This difference is caused by the

determination of'a new 80 parameter for labor costs during the second.

The variance between actual and calculated labor costs varies from a

low of less than .05 percent of sales to a high of 2.5 percent of sales.

This is considerably better than the low of .9 percent of sales and

the high of 10.6 percent of sales which occurred when the L-C cost

allocation model was applied to total production costs. The difference

is caused by excluding the cost of materials from the L-C cost allocation
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model. Because of the rising materials cost the gross margin percent

fell over the production life cycle. The gross margin percents obtained

by applying the model to labor costs does not vary by a significant

amount from those obtained by applying the model to total costs. The

greatest difference is 1.9 percent of sales. The preference for applying

the model to labor costs alone has to rest on the reduction of variances,

not on the change in gross margin percent. The model had a higher L-C

percent when it was applied to total costs than it had when applied to

labor costs because of the variability in materials costs.

Tables 4-1 and 4-2 show that the lower the L-C percent the

tighter the confidence interval for §_must be. This required an in-

crease in the desired confidence interval for §_(from 5 to 10 percent)

when the model was applied to labor costs alone. In some situations it

may be necessary to apply the model to a group of items which have a

higher L-C percent. The increase in R, obtained by applying the model

to data which more closely follows the learning curve, might not be

enough to offset the higher value of R required to apply the model to

the tighter confidence intervals for §_necessitated by low L-C percents.

In both situations presented, the L-C cost allocation model re-

sulted in a higher gross profit in the first period and a lower gross

profit in the last 2 periods than did the use of an actual (or standard)

cost allocation model.



CHAPTER.VII

CONCLUSION

SUMMARY:

For most firms in most industries the production costs of a

product are higher when that product is first introduced than they are

after that product has been produced for a.period of'time. A graphic

representation of the decrease in production costs as total production

increases has been referred to as a learning curve. This research

effort was devoted to developing a cost allocation model based on the

learning curve phenomenon.

Current accounting techniques of cost allocation take a segmented

view of the production life cycle of a.product and charge inventory or

the cost of goods sold in each period on the basis of actual production

costs of that period. .A standard cost allocation model usually charges

the cost of goods sold with any excess of the actual costs of production

over the standard costs of production. The result is a relatively

low level of reported income in early periods when production costs are

high and a relatively high level of reported income in later periods

when production costs are lower.

The L-C cost allocation model developed in this research takes

the entire production life cycle of a product into consideration and

161
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attempts to reconcile the timing differences between this period and

the normal accounting period. The effect of using the L-C cost allo-

cation model is to decrease the early period production costs charged

to inventory and the cost of goods sold from their current levels, thus

raising reported income, and to increase the later period production

costs charged to inventory and the cost of goods sold, thus lowering

reported income. These changes in reported income are accomplished by

adopting production cost standards based on the learning curve phenomenon

and using a cost equalization account to insure that, as production

takes place, charges to inventory and the cost of goods sold are equal

to standard unit costs based on the average cost of all anticipated

production. As long as actual production costs proceed in accordance

with the learning curve phenomenon, the reported cost of each unit is

the same. If actual production costs differ from those projected by

the learning curve, a.period cost variance is recognized or the model

is changed.

The primary difference between the L-C cost allocation model and

most other cost allocation models is that they are concerned with

matching costs to units while the L-C cost allocation model is concerned

with matching costs to production ventures on the basis of the per-

centage of completion of the production venture.

In addition to developing the basic cost allocation model in

Chapter III, a discussion of the significance of the model was presented

in Chapter II. Chapter Iv reviewed the accounting concept of'materiality

and evaluated the L-C cost allocation model in the light of this concept
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in order to determine certain statistical pmperties of cost data

required before the model should be implemented for external reporting.

Chapter v referred to a number of problems which can arise after the

model has been implemented and mentioned some ways of handling these

problems. Finally, in Chapter VI, the results of an application of the

model to a production venture were presented.

The major points considered in Chapter II included a brief review

of the matching concept. It was noted that despite the accountants'

desire to match costs with revenues, current procedures attach costs

to units. In industries which do not display the L-C phenomenon such a

procedure leads to meaningful results. But, in industries which display

the L-C phenomenon such a procedure may lead to artificial variability

in reported earnings. It was further pointed out that this artificial

variability in reported earnings may in turn lead to a lower P/E ratio

for firms displaying the L-C phenomenon than their economic position

justifies. It was also noted that because earnings are lower in early

periods than in later periods for firms displaying the L-C phenomenon

investors are apt to erroneously evaluate the firm and its management

when management is undertaking a project which will eventually prove

very profitable. It was concluded that a cost allocation model based

on the L-C phenomenon could help eliminate these problems by taking a

long term prospective of projects undertaken by management.

In Chapter Iv, based on a review of the accounting concept of

materiality, it was concluded that before the L-C cost allocation model

is implemented for external reporting the model should be able to predict
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the average cost of all anticipated production with a :10 percent

confidence interval and an 80 percent confidence level.' Procedures

were develOped, and tables presented, to assist in the implementation

of the model with the desired degree of accuracy.

Chapter v was devoted to a consideration of some of the

problems which can occur after the L-C cost allocation model is imple-

mented. The problems considered included termination of the learning

curve, changes in production cost, changes in the number of'unitsto

be produced, and essential modifications in the product or production

process. It was noted that the model is fairly insensitive to changes

in the number of units to be produced. The general solution to the

above problems involved the computation of a new value for the average

cost of all anticipated production and an adjustment to the cost equali-

zation account, Improvements in Production Procedures.

In the application presented in Chapter VI gross margin was used

as a surrogate for net income. In this application the L-C cost alloca-

tion model achieved its objective of raising gross margin in the first

period while lowering it in the last. The L-C cost allocation model

was applied to both total costs and labor costs. This was done because

of the high level of variability in materials cost. Applying the model

to labor costs alone resulted in a significantly lower variance between

the costs projected by the model and the actual costs incurred.
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CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER RESEARCH:

The L-C cost allocation model developed in this research could be

a valuable tool in attempting to reconcile the differences between the

accounting period and the production life cycle of a product. The

L-C cost allocation model is able to allocate production costs over

the entire production life cycle of a product while still retaining the

accounting concepts of "cost" and "objectivity."

The primary impediment to the adoption of the L-C cost allocation

model appears to be a lack of detailed production information. However,

once a decision has been made to adopt the model, the additional infor-

mation could probably be generated with relatively little cost as a

part of the normal accounting process.

This research centered around the cumulative average time learning

curve. Developing a cost allocation model based on the unit time

learning curve might be of value. This latter version of'the L-C cost

allocation model could then be used whenever the correlation coefficient

attainable with the unit time curve was higher than the correlation

coefficient attainable with the cumulative average time learning curve.

In many ways this research is just a beginning step in attempts

to incorporate dynamic production cost data into accounting reports.

Frequently other curves or equations may relate more closely to the

actual change in costs than the learning curve. There are many research

topics in this area. "The study of dynamic data should not be constrained



166

by the learning-curve 'theory' specifications."1 The important fact

is that dynamic data can be quantified and result in more meaningful

accounting reports .

 

J“lesdi K. Bhada, "Dynamic Cost Analysis," Management Accounting,

(July, 1970), p. 14.
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APPENDIX A

Programs Used to Implement the L-C Cost Allocation Model





APPENDIX A1

Determination of Parameters Mith unit Cost Data

Purpose: To determine AC, DC, L-C percent, and R from unit pro-

duction time or cost data.

Requirements: Consecutive unit production time or cost data beginning

with the first unit of production.

Input Data Format: As many DATA statements as required beginning

with DATA statement number 500.

500 DATA n, 01,

501 DATA ul, U2, ... ,

502 DATA ... , Uh_1, Uh

Output Data Format:

ACTUAL VALUE OF A - ul

WWWWVMWOFA-k

REGRESSION SLOPE COEFFICIENT B - Bc

LEARNING CURVE PERCENT - L-Cn

COEFFICIENT OF CORRELATION - R

COEFFICIENT OF DETERMINATION - 3?

Example: For the example presented in Chapter III the input data

would be:

500 DATA 5, 10000,

501 DAEA 10000, 7500, 6600, 6000, 5700
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The output would be:

ACTUAL VALUE OF A I 10000

COMPUTED VALUE OF A I 10045.7

REGRESSION SLOPE COEFFICIENT B I .207572

LEARNING CURVE PERCENT I 86.5994

COEFFICIENT OF CORRELATION - —.99931

COEFFICIENT OF DETERMINATION I .99862

Mathematics: Based on equations 1-2, 1-3, l-4, 1-5, 1-6, and the

relationship:

B
L-C’6 - 100 93%.?

R and R2 is for the log-log slepe.



100

110

120

130

140

150

160

170

180

190

200

210

220

230

240

250

260

270

280

290

300

310

320

330

340

350

360

370

380

390

174

LISTING OF A1

READ N,A

LET C-O

LET D-O

LET E-O

LET F-O

LET GaO

LET H-O

FOR X91 TO N

READ U

LET C-C+U

LET Y-C/X

LET D-D+LOG(X)

LET E-E+LOG(Y)

LET F-F+LOG(X)*LOG(Y)

LET G-G+(LOG(X))+2

LET H-H+(LOG(Y))+2

NEXT X

LET B-(N’F-D*E)/(N*G-D+2)

LET Al-(E/N)-(B‘(D/N))

LET Bs-B

LET Al-EXP(A1)

LET Ll-lOO*(Al/(2+B))/Al

LET Rp(N*F-D*E)/(SQR(N*G-D+2)*SQR(N*H-E+2))

LET R2=R+2

PRINT "ACTUAL VALUE OF A I" A

PRINT "COMPUTED VALUE OF A -" A1

PRINT "REGRESSION SLOPE COEFFICIENT B a" B

PRINT "LEARNING CURVE PERCENT 3" L1

PRINT "COEFFICIENT OF CORRELATION -" R

PRINT "COEFFICIENT OF DETERMINATION -" R2

9999 END



APPENDIX A2

Determination of Parameters With Cumulative Average Cost Data

Purpose: To determine Ac, Bc’ L-C percent, and R from cumulative

average production time or cost data.

Requirements: A sequence of output levels and the cumulative average

production time or cost of all output to each of the listed

levels. Consecutive data is not required.

Input Data Format: As many DATA statements as required beginning

with DATA statement number 500.

500 DATA n, x , Y1,

501 DATA x2, I2, ... ,

502 DATA ... , Xn_l, Yn_1, Xn, Yn

Output Data Format:

COMPUTED VALUE OF A . Ac

REGRESSION SLOPE COEFFICIENT B - Bc

LEARNING CURVE PERCENT . L-C%

COEFFICIENT OF CORRELATION - R

COEFFICIENT 0F DETERMINATION - R2

Example: For the original application to the total cost curve

presented in Chapter VI the input data would be:

500 DATA 5, 36, 640, 131, 557,

501 DATA 347, 531, 499, 524, 671, 515
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The output would be:

COMPUTED VALUE OF A I 815.612

REGRESSION SLOPE COEFFICIENT B I .0723382

LEARNING CURVE PERCENT I 95.1095

COEFFICIENT OF CORRELATION I -.976393

COEFFICIENT OF DETERMHNATION I .953343

Mathematics: Based on equations 1-2, 1-3, 1-4, 1-5, 1-6, and the

Comments:

relationship:

L-C’6 - 100 flaggi

R and R2 is for the log—log slepe.

The essential difference between A1 and A2 is the presence

of statements 170 through 200 in Al which converts unit

data into cumulative average data. In A2 the data is already

in this form.

Similar programs could easily be devised for other types

of data inputs such as total cost data.



100

110

120

130

140

150

160

170

190,

177

LISTING OF A2

READ N

LET D-o

LET E-o

LET FIO

LET c-O

LET n-o

FOR III TO N

READ x,y

The remainder of A2 is the same as Al except that lines 180,

200, and 340 are omitted.



APPENDIX A3

Determination of Units Which Can Be Produced‘Nith Given FUnds or Time

Purpose: To determine the number of units which can be produced

within a given time period or with a specified amount of

fUnds.

Requirements: Values of Ac, Bc, and an estimate of the available

time period if Ac is in terms of time. An estimate of

the available fUnds is required if Ac is in terms of money.

Input Data Format: One DATA statement is required fer line 500.

500 DATA Ac, BC, T

where:

T I total available time or funds

Output Data Format:

FOR A B VALUE OF B GIVEN T HOURS OF AVAILABLE

PRODUCTION TIME X UNITS CAN BE PRODUCED

Mathematics: The total production time of X units of production is

represented by equation 1-8.

T - AXC (1-8)

If T, A, and C are known, the equation can be solved for X:

X I Antilog((logT-logA)/C)
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The major value of this program is to assist in the

preparation of pro-forms financial statements. It could

also be used in production scheduling and in sensitivity

analysis when it is desired to determine how large a change

in X will occur when either T, A, or C changes. Remember

CIl-B, and B is the eXponential representative of the

learning curve percent .
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LISTING OF A3

100 READ A,B,T

110 LET CIl-B

120 LET XI(LOG(T)-LOG(A))‘(1/C)

130 LET x-Expm

140 PRINT "FOR A B VALUE OF" B, "GIVEN" T "HOURS OF AVAILABLE"

150 PRINT "PRODUCTION TIME" x "INITS CAN BE PRODUCED"

9999 END



APPENDIX A4

Model Projected Cost Data

Purpose: To make the cost projections and calculations required to

implement the L-C cost allocation medal, including the

proper balance in Improvements in Production Procedures at

various output levels.

Requirements: The previously determined values of Ac and Be, an

estimate of N, and the output levels, in terms of units,

fer which calculations are desired.

Input Data Format: As many DATA statements as required beginning

with DATA statement number 500.

500 DATA Ac, BC, N,

501 DATA XI, x2, eee , Xi, eee , X", 0

where:

Xi I an output level fer which calculations are desired

(X1 3 N)

Output Data Format:

YATNmYN

CUMULATIVE UNIT TOTAL AVERAGE ACCOUNT

PRODUCTION COST COST COST BALANCE

2:, "i Ti '1 Ti‘xi'YN

xN ”N TN YN ’°"

181
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Example: For the example presented in Chapter III the input data

would be:

500 DATA. 10045.7, .207572, 20,

501 DATA 5, 15, 20, O

The output would be:

Y AT N I 5394.15

CUMULATIVE WIT TOTAL AVERAGE ACCOLNT

PRODUCTION COST COST COST BALANCE

5 5828.76 35963.6 7192.72 8992.9

15 4569 . 77 85891 . 5726 . O7 4978. 83

20 4297. 1 1 107883 . 5394 . 14 0

Mathematics: Based on equations 1-1, 1-8, l-lO, and the following

calculation for the account balance:

IPPiITi-Xi-YN.



100

110

120

130

140

150

160

170

180

190

200

210

220

230

READ A,B,N

LET C-l-B

LET AI-A/NnE

PRINT "Y AT N -", AI

PRINT "CUMULATIVE UNIT

PRINT "PRODUCTION COST

READ x

LET UIA*(X+C-(X-l)+C)

LET TIA*X+C

LET YIA/X+B

PRINT X,U,T,Y,T-X*Al

READ x

IF x-o THEN 9999

GO TO 170

9999 END
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LISTING OF A4

TOTAL AVERAGE

COST COST

ACCOUNT"

BALANCE"



APPENDIX 8

Programs Used for Statistical Analysis of

L-C Cost Allocation Model



APPENDIX BI

Confidence Intervals for b Required to

Obtain Confidence Intethls fer Y“

Purpose: To perfOrm the calculations necessary to develop tables

4-1 and 4-2.

Mathematics: Determines BI and 82 in equations 4—10 and 4-11 and

indicates the percentage intervals (BC-B2)/Bc and

(Bl-Bc)/Bc.

The equations are solved fer N values of 100; 500;

1,000; 5,000; and 10,000 while Bc varies from the B value

corresponding to L-C percents of 70 to 99.

Comments: The program listed is for table 4-1. The program is easily

modified for other N values.
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100

110

120

130

I40

150

160

170

180

190
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LISTING OF 81

LET N(I)-100

LET N(2)-500

LET N(3)-1000

LET N(4)-5000

LET N(5)-10000

FOR III TO 5

PRINT "NI",N(I)

LET Al-LOG(2)

FOR x-70 T0 99

LET F-100/x

LET D-LOG(F)

LET BID/Al

LET Bl-(LOG(lOO)+B*LOG(N(I)) -LOG(9S))/LOG(N(I))

LET BZI(B*LOG(N(I))-LOG(l.OS))/LOG(N(I))

PRINT "BI",B,"BlI",Bl,"BZI",BZ

PRINT "(Bl-B) /E-", (BI .13) /B ,"(B-BZ) /E-" , (3-32) [8

NEXT x

PRINT

NEXT I

9999 END



APPENDIX 82

Confidence Intervals for 2 Required to

Obtain Confidence Intervals for U1

Purpose: To perform the calculations necessary to develOp tables

4-3 and 4-4.

Mathematics: Obtains approximate values of Cl and C2 in equation

44:! and converts to terms of BI and BZ. B1 and B2 are

listed along with the percent intervals (Bl-B¢)/Bc and

(BC-82) /Bc. The solutions are accurate to 4 decimal places.

The solutions are for N values of 100; 500; 1,000; 5,000;

and 10,000 while Bc varies from the B values corresponding

to L-C percents of 70 to 99.

Cements: The program listed is for a 10 percent confidence interval.

In the BASIC programing language ”is the same as +.
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LISTING OF 82

LET X(1)IlOO

LET X(2)ISOO

LET X(3)I1000

LET X(4)ISOOO

LET X(5)IIOOOO

FOR III TO 5

PRINT "XI",X(I)

LET AIIOOOO

LET A1ILOG(2)

FOR NI7O TO 99

LET FI1OO/N

LET DILOG(F)

LET BID/A1

LET CII-B

LET UIA*(X(I)**C-(X(I)-1)‘*C

LET BIIB+.1

LET ClII-Bl

LET U1IA*(X(I)**C1-(X(I)-1)*’C1)

IF U1>I.90*U'THEN 220

LET BlIBl-.0001

GO TO 170

LET BZIB-.1

LET C2Il-BZ

LET U2IA?(X(I)'*C2-(X(I)-1)**C2)

IF U2<I1.1O*U THEN 280

LET BZIB2+.OOOI

GO TO 230

PRINT "BI",B,"B1I",Bl,"BZI",B2,

PRINT "(Bl-B)/BI",(Bl-B)/B,"(B-82)/BI",(B-BZ)/B

NEXT N

NEXT I

9999 END



APPENDIX B3

Confidence Intervals for 2 Required to

Obtain Confidence Intervals fer Ti

Purpose: To perfOrm the calculations necessary to develop tables

A 4-5 and 4-6.

Mathematics: Determines BI and 82 in equations 4-16 and 4-17

and indicates the percentage intervals (Bl-Bc)/Bc and

(Bo-323/Bc- The equations are solved fer N values of

100; 500; 1,000; 5,000; and 10,000 while Bc varies from

the B value corresponding to L-C percents of 70 to 99.

Comments: The program.listed is fer table 4-6.
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ONE6666

ILxEN

NlXEN

E/(E-za)‘u-E/(E-zE)A‘E/(Ia-E)‘u-E/(IE-E)ulNIUd

za‘u-zau‘ta‘u-IEA‘E‘u-EulNIUd

((I)x)DOT/(((I)x)90T.D+(OI'I)90T)-I-zaLET

((I)x)90T/((001)DOT-((I)x)90T.D+(06)90T)-I-IaLET

E-t-aLET

Iv/a-ELET

(E)90T-0LET

N/OOIIdLET

660LOLINEOE

(Z)DO'IIIYLET

(le‘u-xuLNIUd

50LI-IEOE

OOOOI-(s)xLET

ooos-(leLET

Door-(E)xLET

005-(z)xLET

OOII(I)XLET

SE:10DNILSI'I

06I

06I

OBI

OLI

O9I

OSI

OPI

OSI

OZI

OII

OOI

06

08

OL

09

OS

0?

02

OZ

OI



APPENDIX B4

Minimum Value of R Required to Obtain Desired

Confidence Level for 3 Confidence Interval

Purpose: To perform the calculations necessary to develOp tables

4-7, 4-8, and 4-9.

Mathematics: Solves equation 4-18 for R. e varies between .01

and .10. t and F come from t-tables. In t-tables n-F+2.

Co-ents: The program listed is for table 4-8. The program could

be easily modified to get more detailed listings of the

relationship between required R and e, the percent confidence

interval for g.
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110

499

500

501

502

503

504

505

506

507
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LISTING OP E4

PRINT " T N E

READ N

FOR III TO M STEP I

READ T,F

FOR E-.01 TO .10 STEP .005

LET RIT/SQR(((E‘*2)*F)+CT**2))

PRINT T,F+2,E,R,

PRINT

NEXT E

PRINT

NEXT I

DATA.36

DATA 2. 353, 3 ,2.132,4, .

DATA.1. 895, 7, 1.86 8

DATA 1.782,12,1.7

DATA.I.746,16,1.7

DATA 1. 725,20,1. 7

DATA l.708,2$,l.706,

DATA 1.697,30,1.684,4

DATA 1.660,100,1.6s3,20

(
a
l
t
-
I

H
O
N
N
N
N
N
U
‘

2 O

O, 1 8

71 3,1.

40, 7,1.

21 1 1.

6 1

0,1

0,

’ 0

“
O
H
:

u

b
o
w
“

H
'
O
U
I

v

9999 END



APPENDIX C

Programs Used to Handle Special Problems in Applying

the L-C Cost Allocation Model



APPENDIX C1

Startup Termination

Purpose: To make the cost projections required to implement the

L-C cost allocation model when the startup phenomenon is

terminated.

Requirements: Values of’Ac, Bc, N, and Z, the output level at which

the startup termination occurred.

Input Data Format: As many DATA statements as required beginning with

DATA statement number 500.

500 DATA Ac, 3c: 2, N,

501 DATA. Xi, ... , XN

Output Data Format:

VALUE OF Y AT N I Y"

CUMULATIVE UNIT TOTAL CUMMLATIVE ACCOUNT

PRODUCTION COST COST AVERAGE BALANCE

x1 "1 71 Y1 TI-XI'YN

Example: For the startup termination presented in Chapter V the input

data would be:

500 DATA 10045.7, .207572, 10, 20,

501 EATA s, 10, 15, 20, 0

The output level at which the change occurred must be

included. The output would be:
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VALUE OF Y AT N I 5609.09

CUMULATIVE

PRODUCTION

S

10

15

20

Mathematics:

UNIT

COST

5828.76

4989.33

4989.33

4989.33

TOTAL CUMULATIVE

COST

35963.6

62288.5

87235.2

112182.

2 unit costs are constant.

AVERAGE

7192.73

6228.85

5815.68

5609.09

Similar to those in Appendix A4 through unit 2.

ACCOUNT

BALANCE

7918.17

6197.62

3098.81

-0-

After
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LISTING OP C1

DIM Y(100)

DIM T(200)

DIM U(100)

READ A1,Bl ,N,

LET Y(Z)IAl/Z+Bl

LET ClIl-Bl

LET U(Z)IA1'(Z+Cl-(Z-l)tCl)

LET T(Z)IA1*Z+C1

LET TIU(Z)*(N-Z)

131‘ Y(N)-(T(Z)+T)/N

PRINT "VALUE OF Y AT N I",Y(N)

PRINT "CLMULATIVE [NIT TOTAL

PRINT "PRODUCTIGJ COST COST

READ Xl

IF XlIO THEN 9999

IF Xl>z THEN 310

LET UIAl*(Xl+Cl-(X1-1) +61)

LET TIAl'XMCl

LET YIAl/XlTBl

PRINT X1,U,T,Y,T-X1‘Y(N)

GO TO 230

FOR XIZ+l TO N

LET TIT+U(Z)

IF Xl>X THEN 360

LET YIT/X

PRINT X,U(Z) ,T,Y,T-(X'Y(N))

NEXT X

m TO 230

9999 END

CWLATIVE

AVERAGE

ACCOINT"

BALANCE"



APPENDIX C2

Change in Production Costs

Purpose: To develOp the cost projections required to implement the

L-C cost allocation model when there is a change in the

cost of the underlying factors of production.

Requirements: Values of Al, B, Z, A2, and N.

Where:

Al I original estimate of a

B I regression slope coefficient

2 I output level at which costs increase

A2 I Al increased or decreased by the percentage change

in costs

N total anticipated production

Input Data Format: As many DATA statements as required beginning

with DATA statement number 500.

500 DATA Al, B, 2, A2, N,

501 DATA X1, , X"

Output Data Format: Same as in Appendix Cl .

Example: For the decrease in production costs presented in Chapter V

the input data would be:

500 DATA 10045.7, .207572, 11, 8036.56, 20,

501 DATA 5, 11, 15, 20, 0

The output would be:

197



198

VALUE OF Y AT N I 4938.2

CUMMLATIVE UNIT TOTAL CUMULATIVE ACCOUNT

PRODUCTION COST COST AVERAEE BALANCE

5 5828.76 35963.6 7192.73 11272.6

11 3909.32 66197.9 6017.99 11877.6

15 3655.81 81170.5 5411.37 7097.49

20 3437.69 98764.1 4938.2 -0-

Mathematics: Similar to those in Appendix A4 to Z. From Z on the

value of Ac used in computations is changed. The total

cost of all anticipated production is:

T-(ucz-1)°)+(A2-N°)-(A2(2-1)°)

and
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LISTING OF C2

READ A1,B,Z,A2 ,N

LET CIl-E

LET T1I(A1*(Z-1)TC)+(A2‘NTC)-(A2*(Z-1)TC)

LET Y2IT1/N

PRINT "VALUE OF Y AT NI",Y2

PRINT "CIMULATIVE [NIT TOTAL CIMULATIVE

PRINT "PRODIETIW COST COST AVERAE

READ X1

IF X1IO THEN 9999

IF X1>(Z—1) THEN 250

LET UIA1*(X1+CIX1-1) TC)

LET TIA1'X1TC

LET YIAI/XlTB

PRINT X1,U,T,Y,T-X1*Y2

GO TO 170

LET TIA1’(Z-1)+C

FOR XIZ TO N

LET UIA2*(XTC-(XI1)TC)

LET TITIU

IF X1>X THEN 320

LET TIT/X

PRINT X,U,T,V,T-X'Y2

NEXT X

m TO 170

9999 END

ACCIDENT"

BALANCE”



Purpose:

APPENDIX C3

Percent Change in N Required to Change

YN by A Given Percentage

To calculate the values presented in tables 6-l and 6-2.

Mathematics: Computes N1 and N2 in equations 6-6 and 6-7 for N

Comments:

values of 100; 500; 1,000; 5,000; and 10,000; when Bc

varies from those values corresponding to L-C percents of

70 to 99. Also computes the percentage intervals (Nl-N)/N

and (N2-N)/N.

The program.listed is for table 6-2.

200



100

110

120

130

140

150

160

170

180

190

200

210

220

230

240

250

260

$00

501

201

LISTING OF C3

READ M

LET AILOG(2)

FOR III TO M

READ N

PRINT N

FOR N1-70 TO 99

LET CIlOO/Nl

LET DILOG(C)

LET BID/A

LET XII (B’LOG(N) -LOG( .90) ) /B

LET X2I(B*LOG(N)-L0G(l.10))/B

LET X1IEXP(Xl)

LET X2IEXP(X2)

PRINT B,Xl,(Xl-N)/N,X2,(X2-N)/N

mnNI

PRINT

NEXT I

DATA 5,

DATA 100,500,1000,5000,10000,

9999 END



APPENDIX C4

Essential Modifications

Purpose: To make the cost projections required to implement the

L-C cost allocation model when there are essential modi-

fications in the product or production procedures.

Requirements: values of Al, B1, 2, A2, 32, N, and P. A1 and BI

refer to the original parameters. A2 and B2 are the

parameters of the changed portion of the product or pro-

duction procedures. 2 is the output level at which the

essential modification took place. P is the portion of

the original product or production process which has not

changed.

Input Data Format: As many DATA statements as required beginning

with DATA statement SOO.

Output Data Format: Same as Cl.

Example: For the essential modification presented in Chapter V the

input data.would be:

500 DATA 10045.7, .207572, 11, 7158.58, .230141, 30, .5,

501 DATA. 5, 10, 11, 15, 30, O

202



The output would be:

203

VALUE OF Y AT N I 5912.57

CUMULATIVE UNIT TOTAL CUMULATIVE ACCOUNT

PRODUCTION COST COST AVERAGE BALANCE

5 5828.76 35963.6 7192.73 6400.81

10 4989.33 62288.5 6228.85 3162.89

11 9601.9 71890.5 6535.5 6852.23

15 6185.75 98803.3 6586.89 10114.9

30 4753.64 177377. 5912.57 -0-

Mathematics: Similar to those in Appendix A4 through Z-l. After

2-1 the unit cost is:

U'P'Al(XC1-(X-l)51) +A2( (X-Z+1)C
2- (11-2)“)
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LISTING OF C4

READ A1,BI,Z,A2,BZ,N,P,

LET C1I1-B1

LET C2I1-82

LET T1IA1*(Z-1)+C1

FOR XIZ TO N

LET T1IT1+P*A1*(X+C1-(X-1)+C1)

NEXT X

LET T1IT1+A2‘((N-Z+1)+C2)

LET Y1IT1/N

PRINT "VALUE OF Y AT N I",Y1

PRINT "CUMULATIVE UNIT TOTAL CUMULATIVE

PRINT "PRODUCTION COST COST AVERAGE

LET TIO

READ X1

IF X1IO THEN 9999

IF X1>(Z-1) THEN 310

LET UIA1*(X1+C1-(X1-1)+C1)

LET TIAl'XlTC1

LET YIA1/X1TBl

PRINT X1 ,U,T,Y,T-X1*Y1

GO TO 230

LET TIA1*(Z-1)+C1

FOR XIZ TO N

ACCOINT"

BALANCE"

LET UIP‘A1*(X+C1-(X-1)+C1)+A2'((X-Z+1)TCZ-(XIZ)+C2)

LET TIT+U

IF X1>X 00 TO 380

LET YIT/X

PRINT X,U,T,Y,T—X*Yl

NEXT X

00 TO 230

9999 END



APPENDIX D

Relationship Between _b_ Parameter and L-C Percent



APPENDIX D

It was previously determined that a L-Ct of 90 had a 31 value

approximately equal to .1520. This was arrived at by solving _b_

in (1-1) when X equaled 2, a equaled 100, and Y equaled 90. Here,

when cumulative output doubled from 1 to 2 nnnits, cunnlative

average time fell from 100 to 90. This same basic relationship can

be used to solve for the relationship between any other L-C% and

_b_. Solving (1-1) for _b_ in general terms we get:

YIac/Xb

Y-XbIa

XbIa/Y

blown-10mm

b. loggaG)

08

If X is set equal to 2, and 1 is set equal to 100, Y then repre-

sents the L-C percent and we can solve for _b_. Table D lists the g

values corresponding to L-C percents of 51 through 100. The program

used to compute the values presented in table D is listed on the

page following table D.
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TABLE D

b Values Corresponding to L—C Percents 51 to 100

L-Ct p_ L-Cn g.

51 0.97143 76 0.39592

52 0.94341 77 0.37707

53 0.91593 78 0.35845

54 0.88896 79 0.34007

55 0.86249 80 0.32192

56 0.83650 81 0.30400

57 0.81096 82 0.28630

58 0.78587 83 0.26881

59 0.76121 84 0.25153

60 0.73696 85 0.23446

61 0.71311 86 0.21759

62- 0.68966 87 0.20091

63 0.66657 88 0.18442

64 0.64385 89 0.16812

65 0.62148 90 0.15200

66 0.59946 91 0.13606

67 0.57776 92 0.12029

68 0.55639 93 0.10469

69 0.53533 94 .0892673

70 0.51457 95 .0740005

71 0.49410 96 .0588937

72 0.47393 97 .0439433

73 0.45403 98 .0291463

74 0.43440 99 .0144996

75 0.41503 100 0.0



1O

20

3O

4O

50

6O

7O

LET AILOG(2)

FOR N-51 TO 100

LET CIlOO/N

LET DILOG(C)

LET BID/A

PRINT N,B

NEXT N

9999 END
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LISTING OF PROGRAM FOR D
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