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ABSTRACT

A ROBUST METHOD FOR ADDRESSING PUPIL DILATION IN IRIS RECOGNITION
By
Raghunandan Pasula

The rich texture of the iris is being used as a biometric cue in several human recognition systems.
Iris recognition systems are fairly robust to small changes in illumination and pose. However
there are a number of factors that still adversely affect the performance of an iris matcher. These
include occlusion, large deviation in gaze, low image resolution, long acquisition distance and
pupil dilation. Large differences in pupil size increases the dissimilarity between iris images of
the same eye.

In this work, the degradation of match scores due to pupil dilation is systematically studied
using Hamming Distance histograms. A novel rule-based fusion technique based on the aforemen-
tioned study is proposed to alleviate the effect of pupil dilation. The proposed method computes a
new distance score at every pixel location based on the similarities between IrisCode bits that were
generated using Gabor Filters at different resolutions.

Experiments show that the proposed method increases the genuine accept rate from 76% to
90% at 0.0001% false accept rate when comparing images with large differences in pupil sizes
in the WVU-PLR dataset. The proposed method is also shown to improve the performance of
iris recognition on other non-ideal iris datasets. In summary, the use of multi-resolution Gabor
Filters in conjunction with a rule-based integration of decisions at the pixel (bit) level is observed

to improve the resilience of iris recognition to differences in pupil size.
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CHAPTER 1

INTRODUCTION

“To suppose that the eye with all its inimitable contrivances for adjusting the focus
to different distances, for admitting different amounts of light, and for the correction
of spherical and chromatic aberration, could have been formed by natural selection,

seems, I confess, absurd in the highest degree."

— Charles Darwin, On the Origin of Species

Eye is an extremely complex and yet balanced organ in the human body. Human eye is a nearly
spherical organ whose primary function is to allow for human vision. The visible part of the eye
appears as shown in Figure 1.1 [10]. It is comparable to an optical system that captures the imagery
of a scene and projects it on to a sensor known as retina in the back of the eye.

Textural pattern of human iris (see Figure 1.1) is believed to be unique to each individual. This

is exploited in the field of biometrics to recognize individuals.

1.1 Biometrics

Passwords and keys have been the cornerstone of authentication. However, biometrics has made
inroads into the world of secure authentication and surveillance in the 21% century [11]. ISO/IEC
2382-37:2012 [12] defines biometrics as the science of automatically recognizing individuals based
on their biological and behavioral characteristics. Examples include recognizing humans based on
their fingerprint, face, iris and hand geometry among others. Unlike passwords that have to be
remembered or keys/tokens that have to be physically carried, biometrics are intrinsically associ-
ated with the users themselves. A large study of web password habits by Microsoft [13] on half
million users found that an average user has 6.5 passwords and uses them across an average of
25 accounts. It gets increasingly harder to create and remember new passwords. Secure access to

physical locations typically requires keys or tokens such as magnetic cards. Most locations also
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Figure 1.1 Figure showing the external anatomy of the human eye in the RGB spectrum. The
focus of this thesis is on the iris, which is the annular textured structure situated between the pupil
and the sclera. The iris is typically imaged in the near infrared (NIR) spectrum and not in the
RGB spectrum.

require the user to type in a password besides producing a token or a key. The users cannot be
authenticated in case the user forgets the password or forgets to bring the keys/tokens. Biometrics
eliminates these stringent requirements and only needs the user to interact with the system. A good
biometric trait [14] is universal - all users have it, permanent - it is stable through the lifetime of
a user, distinct - it is unique across multiple users and is easily collectible. Biometrics has been
successfully deployed in real world applications including surveillance, immigrant verification at
the port of entry, access control, ATMs and even identifying lost children.

A classical biometric system consists of a biometric sensor (typically a camera imaging the



biological trait), a feature extractor, a matcher and a database module (see Figure 1.2). A biometric
sensor captures the biometric data from the user, generally in the form of a digital signal. The
captured signal may have to be pre-processed to identify the region of interest or enhanced to
improve its quality. Then a feature extractor transforms the data into a numerical pattern that can
later be used for comparison.

A biometric system in practice is operated in one of the following three modes.

Enrollment
In this mode, a user is enrolled by adding his/her features to a database known as gallery.
Features stored in the database from the acquired digital signal are referred to as a template
during enrollment. In a cooperative environment, an identity in the form of a label is assigned
to each stored template. It is also possible to have a system where the identity of an enrolled

template is unknown and labeled using nominal identifiers [15].

Y
New user ~_

\

a Feature :
] Pre- q :
Sensor extraction Template [~ Template3 ]
processor .
(Encoding) [ Template2 ]
Template 1

Gallery

Figure 1.2 A biometric system, during the, enrollment stage adds a template belonging to a new
user into the Gallery.

Verification
In the verification mode, the user interacting with the system claims an identity. For example,
consider a biometric system deployed to recognize a person entering the United States. Bob,

who is already enrolled into the Gallery, is now interacting with the system claiming that he



is Bob and would like to enter the country. The sensor collects the biometric data (probe)
and extracts a feature set. In verification mode a single gallery template corresponding to the
claimed identity, in this case Bob, is retrieved from the gallery and matched against the probe
feature set. If the similarity is greater than a threshold value, then the identity is successfully
verified. Since the matching is performed between one probe and one gallery template, it is
also referred to as 1:1 matching. This operational mode is typically used to grant access to

secure facilities, verifying identity at the port of entry, etc.

Identification
As in the case of verification, the feature set is extracted from the data acquired from a user.
In this mode, the obtained feature set is matched against all the templates in the gallery in
order to retrieve identities whose templates have similarity greater than a certain threshold.
Since the matching is performed between one probe and all gallery templates, it is sometimes
referred to as 1:N matching (N being the number of templates in the gallery). For example,
Tom who is applying to enter a certain country may be required to present his biometric
sample (fingerprint). The extracted feature set is then matched against a specific gallery
containing templates of known criminals in order to find a possible match. Similarly, the
identification mode can be used in surveillance scenarios to determine the identity of people

at a particular location.

An iris recognition system has multiple components that are described in Section 1.3. In spite
of the relatively high accuracy of iris recognition systems, they are highly susceptible to a variety
of problems. For example, an acquired image that is out of focus may probably note be matched
with its correct identity. This increases the False Rejection Rate (FRR) or the False Match Rate

(FMR) [16]. Section 1.4 details current challenges in the field of iris recognition.



1.2 Eye anatomy

The ocular region in Figure 1.1 is the anterior portion of the eyeball that is externally visible.
The horizontal cross-section of the anterior ocular region broadly consists of three regions namely
pupil, iris and sclera. Pupil is the dark hole in the center of the eye and sclera is the whitish
portion of the eye. Iris is the textured and colored part of the eye enclosed between the pupil and
sclera. The human visual system is comparable to an optical camera system where the pupil may
be considered as the lens/aperture and the iris as the aperture stop that controls the size of the
aperture.

In the context of biometrics, the ocular traits traditionally refer to physical or behavioral at-
tributes in the eye globe such as iris [17], conjunctival vasculature in episclera [18], retinal vas-
culature [19], Oculomotor Plant Characterstics (OPC) [20] and Complex Eye Movements (CEM)
[21]. Periocular region [22] consists of upper and lower eyelids, and a fixed rectangular region
around the eye. The upper eyelid is a type of skin fold that is able to stretch out and cover the eye
to protect it from dust, debris and sunlight. Periocular region may also contain other identifiable

features such as eye brows and moles on the skin in the vicinity of the eye region.

1.2.1 Layers of eye

Since the iris texture is treated as a biometric trait, it is important to understand its structure,
components, physiology and spectral properties. Since the eye is a 3 dimensional object, the
image of an eye is merely a 2 dimensional representation of the original shape. Figure 1.3 shows
the sagittal cross-section of an eye.

From an image acquisition perspective, the light from the source encounters cornea, aqueous

humor, iris and lens after which it is projected on to the retina.

Cornea
Light from an object enters the eye through the cornea which is a transparent protective

tissue layer protecting the eye from external world. It is the first defensive system employed
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Figure 1.3 Sagittarial cross-section of iris. Image published here with permission from [1]

by the eye. It covers the entirety of iris with an approximate diameter of 11.8mm. The
refractive index of corneal layer is approximately 1.33. The light undergoes refraction since
it is passing from air with a refractive index of 1.0 to corneal layer with a refractive index of

1.33. Hence, it acts as a focusing element that focuses the incoming light into the pupil.

Aqueous humor
Once the light crosses cornea, it enters a watery medium known as aqueous humor. This
region is also referred to as the anterior chamber of the iris. Aqueous humor inflates the
ocular region and helps in maintaining ocular pressure while transporting required nutrients
to iris tissues. Aqueous humor consists of 98% water and small portions of amino acids,
electrolytes, ascorbic acid, glutathione and immunoglobulins. Spectral properties of aqueous
humour may be approximated to that of water since it is 98% water and is usually transparent

in the visible and near-infrared spectrum.



Iris

After the light passes through aqueous humor, it encounters the annular iris region with a
hole in the center. The iris acts as a diaphragm between the anterior and posterior chamber
of the eye. The iris is primarily divided into three layers - stroma, sphincter and dilator

muscles, and pigmented epithelium. These components are pictorially shown in Figure 1.4.

cornea
iris tissue (stroma)

ciliary body
Pigment Epithelium

Sphincter Stroma

Dilator
muscle

Pupillary
margin

Posterior Iris root
pigmented
epithelium

Figure 1.4 Different layers of iris when looking into sagittal axis.

The iris gains its texture from its elements in the anterior portion, i.e, stromal faetures such
as fibrous tissues, crypts, anti-crypts, freckles, moles and concentration of a pigmentation
material called melanin. The color of the iris is mostly impacted by the concentration of
melanin in the stroma. Very low concentrations of melanin gives iris a bluish color, medium

concentration gives it a green/yellow/hazel color and a high concentration of melanin gives



iris a very dark brown color. However, the incident and image acquisition wavelength also

play a major role in the apparent texture of the iris.

Iris consists of a base layer of heavily pigmented cells known as posterior pigmented ep-
ithelium. Dilator muscle lines the top of this pigmented epithelium and is responsible for
pupil dilation. Dilator muscles are radial and extend from iris root to pupillary ruff. Their
contraction results in pulling the pupillary margin towards the iris root thereby dilating the
pupil size. Sphincter muscle, on the other hand, is a circular (parallel to pupillary margin or
concentric to pupillary boundary) muscle that extends from pupillary margin to an imaginary
boundary known as Collarette. It can be observed from Figure 1.5 that the collarette is the
boundary where spinchter and dilator muscles start to overlap. However it is important to
note that both sphincter and dilator muscles are located beneath the stroma and hence are not

visible to the naked eye.

Lens (pupil)
Lens is a near transparent crystalline biconvex structure that is located behind the iris and
supported by suspensory ligament which is in turn connected to the ciliary body. Part of the
lens not covered by the iris is visualized as a dark hole known as pupil in the eye image, since
all the light entering the lens is finally absorbed by the vitreous humor behind the lens. The
lens along with the cornea accounts for all the focusing power of the eye’s optical system
and helps to focus the incoming light onto the retinal wall on the back of the eye. The light
intensity on retina is converted into impulses which are then transmitted to the brain through
the optical nerve. The extent of lens exposed to the light is controlled by sphincter and dilator

muscles in iris.

1.2.2 Apparent iris texture

As mentioned earlier, the apparent iris texture is dependent on the wavelength at which the iris

image is acquired. Let us assume that there is sufficient illumination incident on the eye. Figure
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Figure 1.5 Location of sphincter and dilator muscles that control pupil constriction and dilation,
respectively.

1.6 shows the major absorption elements on the path from the image acquisition camera to the eye.
Since the base of iris is opaque and all the light is absorbed though the lens in the center, only the
texture pertaining to anterior portion of iris is captured by the camera.

Table 1.1 and Figure 1.7 show the wavelengths of the electromagnetic spectrum that we are
interested in and their corresponding names. Visible spectrum ranges from 450nm wavelength
denoting bluish color to 700nm wavelength denoting reddish colors. Near Infra-Red (NIR) covers
wavelengths from 700nm to 900nm and is usually considered monochromatic. Short Wave Infra-
Red (SWIR) encompasses wavelengths from 900nm to 1600nm.

Absorption of liquid water and melanin are shown in Figure 1.8 (a) and (b). In visible spectrum,
air and aqueous humor act as pass-through filters, while the light is scattered and reflected from

tissues and melanin pigment in iris. Blue colored irises contain very minute concentrations of
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Figure 1.6 Path from light source to the eye

Table 1.1 Wavelength range for visible, NIR and SWIR spectrum

Spectrum Wavelength range
Visible 400nm - 700nm
Near Infra-Red 700nm - 900nm
Short Wave Infra-Red | 900nm - 1600nm

melanin, and, hence most of the incident light is scattered and internally reflected resulting in a
bluish appearance (due to Tyndall effect [23]). Irises with high concentration of melanin appear
dark brown in visible spectrum since melanin absorbs most of the incident illumination. Figure 1.9
shows examples of three iris images with varying levels of melanin content.

In NIR spectrum, the air and aqueous humor still act as pass-through filters while the absorption
coefficient of melanin drops significantly after 700nm. This results in dark irises exhibiting good
textural patterns revealing the meshwork of fibres, crypts and possible pigmentation spots. Figure

1.10 shows an image of a dark brown iris in visible spectrum exhibiting discernible textural patterns

10



Figure 1.7 Figure showing wavelengths of electro-magnetic spectrum relevant to iris biometrics

Absarption (1/m)

Wavelength (m)

10 10 10° 10® 107 10°® 105 10* 103 10% 101
| | |
- ”“I::\\\I\ I\\\\\ | |
, . ‘ . » 740 900 1600
[nm] 350 400 450 500 550 600 700 *
Wavelength
(nm)

10y

'y

[ Orviiet ] 750 EE NN N =T

0 am

00 nm

1pm

10
Wavelangth

(a)

100 um

1 mm

2.5-
o 24® H
: L
L4
m
2 i
w‘l.Sa
=]
< 1
-
=z 11
w
(+f
<
&
2 0.5+
9 T ) T l
300 a00 500 600 700
WAVELENGTH (nm)
(b)

Figure 1.8 Absorption spectrum of (a) liquid water [2] and (b) melanin [3] at different

wavelengths of electromagnetic spectrum

when imaged with a NIR sensor.

Figure 1.10 shows an iris that is apparently devoid of textural morphology when imaged in the
visible spectrum but tht exhibits good textural patterns in the NIR spectrum. Since iris texture is

believed to be unique, NIR cameras are typically used to acquire iris images for biometric purposes.
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(a) Low melanin, Bluish (b) Moderate melanin, Yellowish (c) High melanin, dark brown

Figure 1.9 Example of blue, yellowish and dark brown iris images that contain low, moderate and
high concentration of melanin, respectively.

(a) Dark iris (False color RGB) (d)

Figure 1.10 Dark iris in (a) imaged at (b) 470nm, (¢) 520nm, and (d) 700nm and (e) NIR
wavelengths.

1.2.3 Pupil dynamics

Iris controls for the amount of visible spectrum light entering the pupil (lens). Although iris mus-
cles are continuously adjusting for the light, they are usually maintained at a delicate balance with
minimal movements. This state is known as the resting state of the eye. However external factors
such as alcohol intake [24], change in brightness and administering eye drop drugs [25] and inter-
nal factors such as disease and stress forces either the sphincter or dilator muscles to activate, and
to constrict or dilate the pupil accordingly.

Figure 1.11 shows examples of factors that influence pupil dilation/constriction.

12



Influence Muscle
Bright light on Sphincter
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Figure 1.11 Examples of factors influencing the size of the pupil.

1.3 Iris biometric system

In reference to an iris biometric system, the biometric sensor is typically a NIR camera that acquires
an image of an eye in the 750nm-850nm wavelength. It is then followed by a pre-processor module
that consists of a segmentation process that identifies the iris region, and a normalization process
that converts the annular region into a rectangular matrix. Feature extractor module encodes the iris

texture and generates a template known as IrisCode that consists of binary values. These modules

13



are shown in Figure 1.12.
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Figure 1.12 Components of a typical iris recognition system

Broadly, the components in Figure 1.12 may be categorized into the following tasks.

1. Image acquisition
Iris images are typically acquired in the NIR spectrum (750nm - 850nm). As described in the
earlier section, the concentration of melanin pigmentation determines the perceived color of
the iris in the visible spectrum. Higher concentrations of melanin results in darker colored
irises while its absence results in lighter bluish iris colors. However, the effect of melanin
decreases significantly in the NIR spectrum [17]. Hence, good textural patterns are observed,

even for darker irises, in the NIR spectrum.

However, several works have argued for feasibility of iris image acquisition in the Visible

spectrum [26][27] and Short Wave Infra-Red spectrum (900nm-1350nm) [28].

Traditionally, iris image acquisition required a subject to peer into the camera at close prox-

imity. However, recently, there have been several systems that are able to acquire good
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quality iris images “at a distance" [29][30] up to 3 meters or “on the move" [31]. There is

also a system that is able to capture iris images as a person drives though a checkpoint [32].

There are other research efforts that aim to obtain consistently sharp images with good focus

by extending the depth-of-field via wavefront coding [33] and hyper-focal imaging [34].

. Segmentation

The acquired image consists of the ocular and periocular region. Segmentation is the process
of automatically localizing the iris region in the given eye image. As part of this process,
the inner pupillary boundary, the outer limbic boundary and the contours of upper and lower
eyelids are detected. Occluding factors such as eye lashes and specular reflections are also

detected.

There are various approaches to this segmentation task. Daugman, in [17], proposed an
integro-differential operator that aims to find a boundary that has a maximum cumulative

radial image gradient. The Integro-differential operator is given by

d I(x,y)
MAX(rx0.,y0) |G6(r) * E 72@0’0 2nr ds|'

The algorithm computes the cumulative radial image gradient at every pixel in the circumfer-
ence of a circle with a fixed size radius. This process is repeated for multiple radius values, r.
The circle that results in the maximum cumulative value is determined. This can correspond

to the inner or outer boundary of the iris.

Wildes in [35] detects the edges in the images and converts the input image into a binary
edge image. Then a circular Hough transform is used to identify circular boundaries. For a
fixed acquisition distance, upper and lower limits can be set for the outer boundary radius.
These limits are used to eliminate false positives and select the correct iris boundary. The
region inside the outer boundary is then searched to find the inner pupillary boundary. Line

Hough transform is used to detect upper and lower eyelids [36][4].
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However, recent work in iris segmentation has focused on removing the assumption of cir-
cular boundaries, since the limbic and pupillary boundary are not typically circular under
non-ideal conditions. Zuo and Schmid in [37] approximated the iris and pupil boundaries
with more relaxed ellipses. Shah and Ross [38] further removed the constraints by first de-
tecting the pupil by thresholding and then using a snake like geodesic active contour to find
the limbic boundary. There are other similar work that rely on the principle of active contours
[39][40], although the detection of pupil is still performed using basic thresholding followed

by binary morphological operations, since its location is needed to initiate the active contour.

Other methods involve classifying the pixels based on their textural content. Broussard et
al [41] used a neural net to classify each pixel as iris or non-iris. These methods involve
extensive training to build models that learn the difference between true iris pixels and non-
iris pixels. He et al [42] used a trained AdaBoost detector to rapidly localize the iris region

(rectangular bounding box).

. Normalization

Normalization is the process of unwrapping the annular iris region into a fixed size rectangu-
lar grid. Normalization is expected to account for the iris texture deformation due to varying
pupil size. Normalization is assumed to result in very similar rectangular images even if the
images of the same eye are captured with different pupil sizes. However, recent works has
shown the inadequacy of this assumption. Most methods are either based on or are variants
of Daugman’s rubber sheet model [17]. This step is optional since there are methods that
perform image matching on the original images themselves such as [43], that used similarity
of descriptors at local interest points, and [44], that used classic SIFT descriptor to match

iris images.

The rubber sheet model maps each pixel (x,y) in the iris region to a point (r,0) in the
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rectangular region using the following mapping function.
1(x(r,0),y(r,0)) = 1(r,0)

where,

x(r,0) = (1 —7r)xp(0) +rx;(0)

y(r,8) = (1=r)yp(8) +ry(6).

Here, x,(0),y»(0) and x;(6),y;(6) are a set of pupillary and limbic boundary points. The
formula can be interpreted as follows. The annular region is sampled at R regular intervals
along the radial direction at a fixed angular value. The sampled points are assembled along a
single column of the normalized image. This is repeated across multiple angular directions to
populate other columns in the normalized image 1.14. Similarly, a normalized mask is also
generated to denote the non-iris pixels that correspond to the eyelids, specular reflections,

eye lids, etc.

. Pattern representation and matching
Since the iris texture is believed to be unique, there are several texture representation methods
and corresponding distance measures to match two iris images. Classical method involves

convolving the normalized image with a bank of complex Gabor filters of the form

r(r—r0)2 (9_60)2
G(r,0) = e ™(O0=0) o2 o PB*

Y

where, r, and 6, denote the radial and angular bandwidth of the 2-D Gabor filters. Figure

1.13 shows real and imaginary parts of a Gabor filter.

The real part of the resulting output is adjusted to have zero mean. Then the adjusted real
part and the complex part are binarized depending on the sign of the response. Positive
value is denoted as 1 and negative output is denoted as a zero. Hence, for each pixel in the

normalized image, two bits are generated using one filter. The final binary representation of
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(a) (b)
Figure 1.13 (a) Real part and (b) Imaginary part of a Gabor filter

the normalized iris image is referred to as IrisCode. IrisCodes C4 and Cp with corresponding

masks M, and Mp are compared using a fractional Hamming distance:

(C4®Cg)N(MaNMp)

HD =
[Ma NMp||

In principle, this value may range from O (complete match) to 1 (complete mis-match). In
practice, the impostor scores have a mean of 0.5 since the probability of two completely

random bit-streams matching is around 0.5.

Other methods that use similar approaches include Boles and Boashash [45] that use zero
crossing of 1D wavelet transform, Chou et al. [46] that uses Laplacian of Gaussian filters,

Roche et al. [47] that use zero crossings of dyadic wavelet transform.

There are also methods that uses eigen-iris approach that attempt to extract basis functions
and represent the input image as a combination of these basis functions. Examples include
methods by Dorairaj et al. [48] who used PCA and ICA on the entire region, Huang et
al. [49] who applied ICA on small windows, Ma et al. [50] who used Gabor filters in

conjunction with Fisher’s LDA to discriminate between iris images.

Other textural descriptors include GLCM (Gray Level co-occurrence Matrix) that was used
by Chen et al. [51] in which they computed a 3-D co-occurrence matrix instead of the classic

pairwise co-occurrence matrix. LBP (Local Binary Patterns) is also used to denote textural
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patterns in non-overlapping blocks in the normalized image, and a block level similarity

measure is used to compute distance measure.

Figure 1.14 shows the outputs of segmentation, normalization and encoding modules on a

sample iris image.

(d)

£t N "MWWW"M & &% %"

Figure 1.14 (a) Original acquired Image (b) Segmentation output (c¢) Normalized image (d)
Corresponding mask image (e) IrisCode generated by encoding the normalized image using
Masek’s method. [4]

Other optional modules include quality checker to accept/reject the acquired images based on the
quality of the acquired image, and a pre-processing module that enhances the quality of either the

acquired images or the segmented iris texture.
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1.4 Challenges in Iris recognition

There are multiple factors that influence the performance of an iris recognition system. Most of
them are due to interaction between sensor and the user, while others are due to the characteristics
of the eye and the choice of image processing methods. It may be noted that iris recognition
systems have a very low False Match Rate (FMR) provided sufficient number of bits are matched
(low occlusion). Hence, these challenging factors increase the False Non-Match Rate (FNMR) i.e,
they result in failure of successfully matching images of the same eye acquired at different times.

A list of such factors is presented below.

1. User Interaction and Ambient Factors

(a) Ilumination
Poor illumination is not a major concern unless the illumination intensity is consider-
ably low that results in the sensor registering dark noise instead of actual texture. How-
ever, non-uniform illumination is a very serious challenge. On the other end, strong il-
luminators can result in large specular reflections which might impact iris texture and,
in some cases, affect segmentation accuracy. Figure 1.15 shows examples of poorly

illuminated images.
(b) Occlusion

i Eyelids
Sometimes the users may not have their eyes completely open, see Figure 1.15,
that would result in images where, iris is occluded by the eyelids. It reduces the
number of iris pixels thereby reducing the discriminative power of the acquired
image.

i1 Eyelashes

Some individuals may prefer to have long and dark eyelashes [52]. Such eye lashes
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(c)

(d)

(e)

®

can occlude a part of the iris. One of the major challenge here is to detect the
eyelashes in order to exclude them during the matching stage.

i1 Glasses
Although clear glasses are not believed to impact iris texture, it brings in additional

challenges such as specular reflections and frame occlusions.

iv Contact lens
Certain types of contact lenses such as hard lenses, marked lenses and theatrical
pattern contact lenses are shown to degrade iris performance by a considerable

margin. However, it is possible to detect the presence of such contact lenses.

Focus

Iris recognition systems expect a well focused image that has high frequency content
in it. Strongly defocused images smooth out the texture and the resulting encoded
information would correspond to the state of the sensor at the time of capture rather
than the original texture [17]. However, it is easy to reject such kind of images by

computing the focus measure rapidly in real time and retaining only in-focus images.

Motion blur
Iris is located on a continuously moving organ known as the eye ball which is in turn
placed in another moving object - the head. Hence, it is possible that the images pro-

cured by the camera exhibit a significant amount of motion blur.

Image resolution

Typical iris image acquisition systems require the user to interact with the camera at
close proximity. It ensures good image quality in terms of focus, blur and uniform
illumination. But another major challenge associated with large standoff distance is
poor image resolution. It is recommended to have at least 200 pixels across the iris

diameter [53] to achieve good iris recognition performance.

Off-axis iris image
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(d)

Figure 1.15 Examples of non ideal iris images. (a) and (b) Non-uniform illumination, (c) and (d)
Eyelid occlusion, (e) Eyelash occlusion, (f) Motion blur.

Iris recognition systems require the captured iris image to be frontal, i.e, the eye has to
be staring directly into the camera in line with its optical axis. Otherwise, the acquired
image would be deviated from the optical axis in the roll, yaw and pitch directions.

Figure 1.16 shows examples of few off-axis images. Off-axis imagesm when compared

Figure 1.16 Examples of off-axis iris images.

against frontal enrolled images, would not yield the same normalized image nor can
be compared directly since there is an affine transformation involved. Although such a

transformation matrix may be estimated [16], it may not be complete and reconstruction
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of one set of images from the other is not well-defined.

2. Sensor
It is possible for an iris to be enrolled using one camera sensor model but recognized using
images acquired by a different camera sensor model. Bowyer et al. [54] observed that
although the non-match distribution is stable, the match score distributions are adversely

impacted.

3. Image compression
Biometric data may be stored digitally on passports. It is also sometimes necessary to store
the original image rather than the IrisCode template. In some applications, this image has to
be stored in limited space. For example, the Registered Traveller Inter-operability Consor-
tium (RTIC) [55] allocates only 4000 bytes per eye. A typical gray scale iris image of size
640 x 480 has 307,200 bytes of data that has to be compressed to 4000 bytes by a scale of
76.8. Rakshit and Monro [56] showed that the normalized or “unwapped" iris image could
be compressed to 2560 bytes and Daugman and Downing [57] showed that the original iris
image (in native image domain) could be compressed to as low as 2000 bytes without sub-

stantially impacting the recognition performance.

4. Eye diseases
Eye diseases can adversely impact iris recognition [58][59][60] since they may deform the
observed iris texture, distort pupil shape or impact eye color. Figure 1.17 shows examples of
iris images exhibiting eye diseases. It can be observed that in some of the images, contours

of the iris boundaries are drastically altered and textural abnormalities are induced.

5. Iris stability
Human iris starts forming from the third month of gestation. The constituent parts of the
iris continue to grow and stabilize after 8 months of conception. However, the pigmentation

continues to grow after birth until the second year. However, there are many theories for
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(c)
Figure 1.17 Few examples of eye diseases that impact iris recognition (a) Polycoria - Multiple
pupil openings (b) Coloboma - Tear in iris (c) Severe cataract - Thickening of lens (looses

transparency). Although the images are shown in RGB, some of these diseases can also impact
the NIR images.

predicting the eye color given family history of eye colors [61]. It is commonly believed
that the iris texture remains relatively stable (except in the case of the eye diseases) after two
years since birth. However Fenker and Bowyer [62] have presented evidence of match score
degradation when comparing images of the same eye taken two years apart using the same
camera. This phenomenon is referred to as iris aging. It must be noted that iris aging may
be, in part, due to the limitations of iris recognition algorithm and intra-class variation due to
variations in pupil size and imaging conditions such as blur, focus and gaze directions across

imaging sessions.

6. Pupil dilation
Pupil responds to the strength of light (in visible spectrum) entering the eye. It constricts
in brighter light to protect the retina and dilates in darker environments to allow for more
light to enter the eye. Daugman’s rubber sheet model for normalizing the iris image [17] is
believed to account for changes in pupil size across different lighting levels and image size.
However recent research [6] has shown that extreme variation in pupil size would increase

the Hamming distance between samples of the same eye resulting in false non-matches.

7. Multi-spectral matching

Although the iris is imaged in the NIR spectrum, there are practical benifits to be able to
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1.5

perform iris recognition in visible spectrum especially due to the advent of smartphones that
typically capture images in the visible spectrum. Also, Ross et al in [28] have shown the
feasibility of performing iris recognition in wavelengths ranging from 900nm to 1350nm.
These wavelengths are considered to be part of the Short Wave Infra Red (SWIR) spectrum.
Human eye is not able to sense these wavelengths and a strong illuminator in SWIR band
would be invisible to a human observer, making it viable for use in covert as well as nighttime
environments. It is also sometimes required to match an iris image acquired in either visible

or SWIR band against an NIR template stored in the database.

The major limiting factors to perform intra spectral or cross-spectral matching are

* Lack of textural content in darker iris when imaged in visible spectrum.
* Specular reflections in visible spectrum due to the tear film on the corneal layer.

* Differential response of iris constituents at different wavelengths.

Objectives of this work

This work focuses on one of the major challenges facing iris recognition, namely pupil dilation.

The adverse impact of pupil dilation is studied and a simple yet effective solution is proposed to

improve the performance of iris recognition when the input images exhibit large difference in iris

sizes.
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CHAPTER 2

MOTIVATION AND PREVIOUS WORK

Iris is a complex structure in the human eye that has very interesting elastic properties. When
the light incident on the eye is varied, muscles in the iris contract or expand to allow for less or
more light into the eye to better perceive the scene whilst protecting the retina at the same time.

Interestingly, the iris muscles revert exactly to their old position after a perturbation [63].

2.1 Motivation

During the normalization stage, most iris recognition algorithms unwrap the iris into a pseudo-
polar coordinate rectangle using Daugman’s rubber sheet model [17] by sampling the iris region
uniformly along the radial and angular directions. This transformation is believed to account for
changes in iris size due to its compression or dilation. However, upon simple visual observation,
it is evident that iris undergoes a complex non-linear deformation during pupil constriction or
dilation. It is well documented that extreme pupil dilation affects the match score between two
iris images [6]. Larger the pupil size difference between two images of the same iris, larger is the
Hamming distance. Figure 2.1 shows (a) an eye image and (b) it’s corresponding normalized iris
image [5]. When the pupil dilates from (a) to (c), the iris region is compressed in a non-linear
fashion as shown in (d). Close-up of regions in Figure 2.1 (b) and (d) shows that these highlighted
regions do not align well with each other.

Hollingsworth et al. [6] showed that a large difference in pupil size between two images results
in a large genuine dissimilarity score. Figure 2.2 shows two iris images with different pupil-to-iris
radius ratio values. If the dilation ratio is defined as the ratio of pupil radius to iris radius, then a
smaller value of pupil dilation ratio indicates a larger iris region with a smaller pupil size relative to
the iris radius and a larger dilation ratio indicates a larger pupil size with relatively less iris region.

It is not uncommon to find iris images that have dilation ratios as low as 0.2 and as high as 0.8 [6].
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() (d)
Figure 2.1 (a) and (b) Iris image with moderate pupil size and the corresponding normalized iris
image. (c) and(d) Iris image with large pupil size and the corresponding normalized iris image.
Highlighted regions in (c) and (d) do not align correctly. Images from [5].

Figure 2.2 Iris images with dilation ratios of (a) 0.3478 and (b) 0.6545. Images from [6].

In effect, the eye image acquired at different times can exhibit a large variation in dilation ratio,
thereby increasing the possibility of false non-matches, where the user is failed to be identified.
Hence, there is a need to account for the variations in iris texture to better match two iris images

with large pupil size variation.
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2.2 Previous work

The previous work on this topic may be broadly divided into three categories based on their end
goals. The first line of work tried to model the dynamics of iris deformation by deriving a theo-
retical model to understand the deformation process. The second line of work only emphasized on
improving the iris matching performance in presence of pupil dilation without necessarily model-
ing the biological basis. The third category of work only focused on documenting the effects of
pupil dilation.

The following are three deformation models proposed in the literature in chronological order.

1. Minimum wear and tear model;
2. Empirical model;

3. Mechanical strain model.

2.2.1 Minimum wear and tear model

Rohen [7] was the first to propose a structure for collagenous fibers in iris. Figure 2.3 shows the
structure proposed by [7] that consists of orthogonal set of fibers (clockwise and anti-clockwise)
that connect the pupil boundary to the outer iris boundary. Rohen also observed that these fibers

are interwoven with blood vessels and other components of the iris.

2.2.1.1 Wyatt 2000

Wyatt [8] provided a mathematical framework for this meshwork that minimizes wear and tear of
iris muscles due to constriction or dilation. There are additional constraints that have to be satisfied
for better application of this model for iris deformation. For example, points on the iris should not
rotate too much around the center of pupil as the pupil diameter increases. Secondly, the fiber

arcs in the meshwork must not have relative slip at any given location. The conditions laid by the

28



Figure 2.3 Iris mesh work proposed by Rohen [7]. Image from [7].

constraints are met when points in the iris region are assumed to move only in radial direction as
pupil diameter varies.
Wyatt modeled linear deformation of iris according to the following formula
R(6,60,p) =R(0,60,pref) (M) + 10 <m) :
Fo— Dref Fo— Pref

R is the radius as a function of polar coordinate 6, the polar angle traversed by a single fiber from
pupillary margin to the iris root 6,,, and pupil diameter p; the meshwork is initialized with the pupil
diameter equal to py, ¢. Figure 2.4 shows a pictorial representation for 6,.

The meshwork was represented using a simple logarithmic spiral of the form

R\ (85)
RZP(?) |

After solving for logarithmic spirals, additional deviation was allowed in the form of a 20-term
polynomial in 6 to account for nonlinear deformation. An optimum curve was found for 6 = 100°

as shown in Figure 2.5. The nonlinear stretch of iris is modeled as the sum of a linear stretch and
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Iris
region

Figure 2.4 6, is the angle between starting point of the fiber arc on pupillary boundary and
ending point on limbic boundary.

OO

Figure 2.5 Optimum arcs derived by Wyatt [8] for 6 = 100°, and pupil diameter 1.5, 4.0 and 7.0
mm

a nonlinear deviation.

R= Rlinear+AR(Pur)-

where, Rjjqqr 15 the solution of the linear deformation model and AR is the additional displace-
ment of a point on the iris region after the linear stretch. AR is approximated using a 6'" order

polynomial.
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2.2.1.2 Yuan and Shi 2005

Yuan and Shi [9] leveraged the idea of meshwork as fibers, and described a model for estimating
the location of a point in the iris region after deformation. Semi-circular arcs are constructed as
shown in Figure 2.6. From the figure, P’ is the reference pupil boundary which is deformed to the

Ya

Iris rogt
- e -
F.—*"'
/ A L
P - =

Reference pupil margin J,f 74 -~

&,

Figure 2.6 Normalization model proposed by Yuan and Shi. Image from [9].

current boundary marked as P. I’ is the iris root boundary which is assumed to remain fixed. In
this implementation, the angle between any P and it’s corresponding I’ is 7t/2. The arcs before
and after deformation are modeled as sectors of circles. Given a location A’ in the iris region of the
reference image, it’s corresponding location A after deformation can be easily derived as a function

of the point’s location with respect to the pupil center. The assumptions made in this model are:
* the pupillary and limbic boundaries are approximated as concentric circles;
* margin of the pupil (boundary) does not rotate significantly; and

* shape of pupil remains roughly circular during dilation or constriction.
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From the model, it is evident that points closer to the pupil boundary are displaced by a large
distance, while points closer to the iris root (limbic boundary) are not displaced as much. This
introduces a nonlinearity in displacement magnitudes for points in the iris region as a function of
their distance from the pupillary boundary. A parameter A is defined as

r

=2,
R

where, r is the radius of pupil and R is the radius of the outer iris boundary. As in the previous
model, a fixed pupil radius is chosen as the reference using the formula r,,r = 4,7 * R. The
deformation model is used to deform the given iris as its pupil radius changes from r to r,, r. Once
the given iris image is deformed to match pupil radius equal to r,, ¢, then it is linearly mapped to a

pseudo-polar rectangular grid using Daugman’s method [17] for further encoding and matching.

2.2.1.3 Wei et al. 2007

The model proposed by Wei et al. [5] follows along the same lines as Waytt [8] by modeling the
nonlinear stretch of points in iris regions as sum of a linear stretch and a deviation. This deviation

is modeled as a function of the current pupil radius, p and position, r:

Ruontinear = Riinear +AR(p,1).
While Waytt [8] approximated the deviation value as a 6" order polynomial in 6, Wei et al.
computed the deviation values using statistical measures of a training set.
As the iris radius may differ slightly depending on the relative position of the eye to the camera
during image acquisition, a consistent parameter called iris deformation factor 7 is defined as

)

T ;
R;

where, R, and R; are radius of the pupil boundary and the iris root boundary, respectively.

AR is then modeled as a function of Ry, and T,

Rnonlinear = Rlinear + AR(Rlinearv T)'
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This iris deformation factor, 7', is same as the dilation ratio in [6].

A reference band for 7, namely [T, T;], is chosen and the deformation model is applied when
the value of T is outside this band. The pupil is dilated for 7 > 7}, and the pupil is constricted for
T < T. The deviation from the linear stretch is a factor of how far T is from the reference band.

The deviation from linear stretch is formulated as

AR=Cx F(Rlinear)a

Ts+T, . ) .
where, C = ( SJZF L' T and F(R};,pqy) is a function of the linear stretch, R;;,,,,. Here, C deter-

mines the strength of nonlinear deformation.

F (Rjineqr) 1s learnt using a training set of 600 iris images from 60 subjects with 10 samples
each, that were obtained at gradually varying illumination. A set of points in the iris region are
manually marked and tracked across the 10 images. The set of points are divided into three regions,
{Pin}{Pnia} and {Pou:}, based on their proximity to the pupil boundary using nearest neighbor
clustering. Nonlinear stretch is computed for these three regions and deviation AR is derived for
all the three regions. The plotted deviations for these regions are approximated using Gaussian

distributions.

AR = CXF(Rlinear):CXN<.u762)

1 Riinear — M)?
- Cx exp _( lmear2 u) _
2ro 20

Parameter C is the iris deformation factor that can be estimated from the iris image. (i, o) can be

estimated from plots of deviations.

2.2.2 3-D anatomical model

2.2.2.1 Francois et al. 2007

This is not an iris deformation model but an anatomical representation of the iris structure that

could potentially be used to model iris deformation. Iris is a 3-D entity consisting of structures
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at different depths from the corneal plane. The incident light is refracted onto these structures
and a 2-D projection on the recording camera is visualized as an image. Francois et al. [64]
proposed a method to recover structure of iris from a single photograph. A representation known
as Subsurface Texture Mapping [65] is used to describe the morphological relief of the human iris.

Then a refractive function is also presented to account for refraction at corneal surface.

2.2.2.2 Clark et al. 2012

The mechanical model proposed by Clark et al. [66] considers iris as a material that is acted upon
by internal mechanical forces, and subsequent deformation is modeled in terms of mechanical
strain, stress and material properties of iris. A mathematical model is derived using biomechanics
of iris to characterize the nonlinear deformation.

The iris is approximated as a thin cylindrical shell with negligible thickness in the z direction
and the structure reduces to a thin plate and can be modeled in terms of polar coordinates r and
0. The displacement of a point in the iris region, when the pupil radius changes from some initial

value to some final value, is represented as u(r, 0).
i(r,0) = uy %+ ug 6.

Cauchy-Euler equations [67] for thin plates are used for strain equilibrium conditions while a
separate set of stress equilibrium conditions are also derived.

Additional assumption of negligible angular displacement, ug and 88_9’ is made based on the
observation that pupillary response causes axisymmetric load on the iris muscles and that iris mus-
cles are equally distributed across the iris region. These assumptions also lead to the nullification
of shear stress [68]. Now, the displacement vector becomes u = u, * 7. The reduced equilibrium

conditions based on additional assumptions are as follows:
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¢ For strain:

2
du 1 (du
e 2.1
T ar 2<dr> @1
1 2
gy — E——@) . 2.2)
r 2\r

¢ For stress:
doy n Oy — Op _
dr r

0, (2.3)

where, & and €g are normal strains; 0, and Oy are normal stresses, respectively.
Relation between the strain vector and the stress vector is computed assuming the iris material

to be orthotropic that can be deformed only in two orthogonal directions (r and 6 in this case).

Gr Vre
& = ———O¢,, (2.4)
r . EG 0
V@r Op
g = ———O0r+— 2.5
0 Er r+ Eg’ ( )

where, E, and Eg are Young’s moduli of elasticity for iris; Vrg and Vg, are Poisson’s ratio of
the iris material in the azimuthal and radial directions, respectively. The symmetry property for

orthotropic material states that

Vo, _ Vre

= . 2.6
E L (2.6)

Substituting equations 2.4 and 2.6 in equations 2.1 and 2.3 gives rise to a master differential equa-

tion of the form,
2—0 2.7
_T ; 2_r , (2.7)

where, ()’ is regular differentiation w.r.t r; { = E_? and v =vp,.

Equation 2.7 is solved as boundary value problem with conditions
u( pupil_boundary) = c

and

u(limbic_boundary) = 0.
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Here, c is the difference in pupil radius between the initial and final configuration. Another key as-
sumption in boundary values is that iris remains fixed at the limbic boundary. That is, displacement
of points on the limbic boundary is zero. The master differential equation is solved using the finite
element method and numerical results show a nonlinear deformation of the iris region with varia-
tion in pupil size. They also show the solution for the master equation along with numerical results
and simulation whilst assuming that the iris region is isotropic. Isotropic deformation is considered
to be a special case of orthotropic deformation when E, = Eg. In their work it is observed that
linear deformation is a good approximation for nonlinear deformation in case of smaller changes
in pupil size, but a strong nonlinear deformation is clearly evident when the pupil size changes by

a large magnitude.

2.2.3  Gejji et al. 2015

Genjji et.al in [69] and Clark et.al in [70] studied the response of pupil to light, also known as pupil

light reflex (PLR), in the near infra-red (NIR) spectrum using a biological model.

2.2.4 Other Deformation models

All the aforementioned models assume that the iris is a 2-D structure and that angular displacement
is negligible. However, iris is in fact a 3-D structure and the image acquired is only a 2-D projection
of the texture. Therefore, there is a need to model the iris deformation as a 3-dimensional object.
Additional structures such as contraction furrows become evident when the iris is compressed. It
is still very complex to model the iris as a 3-D deformable object since no information is available
in the 3" dimension. There are several deformation models in the literature that can potentially be
used to model the iris deformation such as (a) dynamic modeling of local and global deformation
[71], (b) utilizing principles of deformations of elastic material from continuum mechanics [72],
(c) modeling using splines and their variants [73], and (d) developing models using fixed anchor

points around which deformation occurs.
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Several papers have been published that describe the improvement of performance of iris
matching between eye images of varying pupil sizes. For example, Yuan and Shi [9] used the
minimum wear and tear model to derive an equation that predicts the exact location of a point in
the iris region after dilation. In another work, Wei et al. [5] approximated the non-linear term
in Wyatt’s model AR(p, r) using a Gaussian distribution that is in turn learned from a training set.
Thornton et al. [74] divided the normalized iris into a set of non-overlapping blocks, and computed
transformation parameters between corresponding blocks in the target image. Then the posterior
probability of these parameters is maximized iteratively resulting in the optimal deformation pa-
rameter set. This information is used to compute block-wise similarity metrics that are averaged
to produce a final score. Tomeo-Reyes et.al [75] used the bio-mechanical iris tissue model used in
[66] to predict the displacement of a point in the iris at a given dilation level and used this in the
normalization process. They tested their technique on the WVU-PLR dataset to show a significant
improvement in matching performance especially when comparing iris images with large variation
in pupil sizes.

Pamplona [25] collected extremely dilated images of a few eyes by administering mydriatic
drugs that dilated the pupil. Specific points in the iris region were then manually annotated and
tracked across the images. It was observed that points are displaced predominantly in the radial
direction and structures such as crypts deform in the angular direction. There are several papers

[6][76][77] that demonstrate the adverse impact of pupil dilation on iris matching performance.

2.3 Bit matching

There have been other methods developed that exploit the characteristics of the IrisCode to improve
the performance of an iris recognition matcher. Hollingsworth et al. [78] used a matching scheme
where only best bits in an IrisCode are used. Best bits are chosen based on their consistency across
different samples of the same eye. Rathgeb et al. [79] employed a selective bit matching scheme by

comparing only the most consistent bits in an IrisCode. These consistent bits are obtained by using
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different feature extractors. In other works, Rathgeb et al. [80] proposed a new distance measure
based on Hamming distance values that are generated by shifting one IrisCode with respect to the
other at multiple offsets. In SLIC [81], IrisCodes are matched one row at a time, thereby decreasing
the discriminatory potential of IrisCodes that are typically matched in their entirety but resulting

in better match speeds.
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CHAPTER 3

COLLECTION OF DATABASE

3.1 Motivation

Major drawbacks of the previous work in the literature to address the problem of pupil dilation
are as follows. 1) Theoretical models are not empirically validated; 2) Software solutions require
significant alterations to existing systems; and 3) Datasets used in previous research do not system-
atically measure the impact of pupil dilation on iris matching. Previously demonstrated effects of
pupil dynamics were tested on generic datasets that were not specifically acquired for studying the
effect of pupil dilation. As noted earlier, there are several other contributing factors such as focus,
illumination changes and blur that can impact recognition accuracy. In our work, these factors
are overcome by acquiring a dataset in highly controlled illumination conditions and distances as

described in the following section.

3.2 Data acquisition protocol

Videos are captured with a Redlake (DuncanTech) MS3100 multispectral camera at roughly 8
frames/s and saved as a sequence of still images. The camera is attached to the mobile arm of an
ophthalmologist’s slit lamp and connected to an Epix frame grabber. An annular ring light flanked
by 2 NIR LEDs (810 nm) is placed in front of the camera and is connected via an optic fiber guide
to a StelarNet light source (a voltage regulator and a tungsten-krypton bulb with a broad spectrum
of 300 nm to 1700 nm). The two LEDs are used for an even illumination of the eye while camera
is focused prior to data collection. With the chin on the chin rest and gazing into the camera, the
participant is given time to adjust to the darkness. With camera in focus, the recording is started.
After 10 seconds, the on/off button on the light source panel is turned on, the light is directed to

the eye through the annular ring for an additional 10 seconds interval of time, after which the light
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is turned off. The video recording is stopped following 10 seconds of darkness. The NIR LEDs
are on for the duration of the recording. The video captures the pupil dynamics: the constriction
of the pupil when the eye is exposed to the flash of light and the dilation of the pupil when the
eye adapts to the darkness. Figure 3.1 depicts the variation of the voltage on the tungsten-krypton
bulb. The camera acquires color infrared images (CIR) with a resolution of 1040x1392x3 pixels

that includes NIR spectrum as well as visible light spectrum.

vA

Vmax

S
0 t1 t2 t3 time

Figure 3.1 Image sequence capture starts at #) = 0. After approximately 10 seconds, at ¢, the
light source is turned on illuminating the eye for 10 more seconds [t{,1,]. At t, the light source is
turned off and remains off for 10 more seconds [t5,#3]. The video capture is stopped at z3.

3.3 Description

The data is collected from 54 subjects, one video/eye with an average of 130 frames / video. The
total number of images is 7115 for the left eye and 6985 for the right eye with an average of 440
pixels across the iris diameter.

Example of NIR images are shown in Figure 3.2. Distribution of demographics and eye color
information is presented in Tables 3.1 and 3.2.

Relation between pupil radius (Rp) and iris radius (R;) may be represented as a difference, D,
or a ratio, R; where

D =R;—Rp,
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Figure 3.2 Sample images from the dataset

Table 3.1 Demographics distribution Table 3.2 Eye color information

Demographics Eye Color

i Blue 7
Caucasian 32
Asian 20 Green/Hazel 6
i Light Brown/Mixed | 4
African

African American Brown 10
Dark Brown 27

R
rR=-L

Ry
R, is usually known in the literature as pupil dilation ratio. The iris radius does not change for all
the eyes even when the pupil is undergoing dilation and constriction. Hence, only the pupil size is

found to vary when the light source is turned on or off. Figure 3.3 shows the histogram of pupil

dilation ratio of a subset on 2218 images corresponding to the left eye in the dataset.
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Figure 3.3 Distribution of pupil dilation ratios in the dataset. They range from 0.2177 to 0.6367.
3.4 Impact of pupil dilation

Pupil dilation is known to impact iris matching systems by increasing the Hamming distance be-
tween images of the same eye having different pupil sizes. Genuine scores are computed for images
of the same eye at different pupil sizes in order to study the impact of pupil dilation. Relation be-

tween the pupil and iris radius for images /; and I, denoted as (D1,R1) and (D2,R2), respectively,

can be computed as follows:

D1 =Ry —Rp,,
D2 =Ry, —Rp),
Rp
Rl=—1

Ry,

Rp
R2=—2.

Ry,

Figure 3.4 shows the distribution of genuine Hamming distance scores as a function of (a)
|ID1 — D2| and (b) |R1 — R2|. Typical iris radius is around 6mm. The difference in iris widths

and dilation ratios are scaled with respect to 6mm iris radius and three different categories of
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dilation differences/ratios are considered. The boundaries between these categories correspond to

approximately 0.5mm, 1mm and > 1mm deformation in pupil radius.
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Difference of iris widths in pixels Difference of pupil dilation ratio

(a) (b)

Figure 3.4 Distribution of genuine Hamming distance scores as a function of dilation differences.
(a) |D1 — D2| and (b) |R1 — R2|

It can be observed from all the plots in Figure 3.4 that, in general, larger differences in iris
widths or pupil dilation ratios result in a larger Hamming distance when matching iris images of

the same eye. This substantiates the previous findings of pupil dilation’s adverse impact on iris

matching systems.
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CHAPTER 4

PROPOSED METHODS

The proposed methods require iris to be encoded using different filters of varying bandwidths. In
this work, unwrapped iris regions are encoded using multi resolution Gabor filters. This section
describes the encoding process to generate IrisCode; the methodology used by typical iris matchers
to generate match scores; followed by the proposed novel matching method and how it is different

from the typical matcher.

4.1 Multi-resolution Gabor filter encoding

IrisCodes can be generated by applying multi-scale filters on a normalized iris image and quan-
tizing their complex output. One such implementation by OSIRIS applies filters of three different
sizes. Each filter produces two bits of IrisCode per pixel.

Let the " image be denoted by /;. Its normalized image is denoted as N;. The size of the
normalized image is r X t where r is the radial resolution and ¢ is the angular resolution. Three
rectangular complex filters F,}l | xny> Fn%Zan and Fn313><n3 are applied on the normalized image.
The resulting complex output is then converted to a binary IrisCode set (C},C%,C?)rxzt along
with a mask M; . .- Figure 4.1 pictorially shows an IrisCode set.

Normalized image with size r = 64 and t = 512 for filter sizes 9 x 15, 9 x 27 and 9 x 51
are used in this work. Figure 4.2 shows a normalized iris image and its corresponding IrisCode
generated using the 3 complex filters. The smallest filter encodes smaller regions in the image
and the largest filter encodes larger regions in the image. This is reflected in the smoothness of

IrisCodes at different filter sizes. The larger filter results in a smoother IrisCode compared to the

smaller filter.
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Figure 4.1 A normalized image is encoded using multi-scale filters to result in an IrisCode set
along with a mask showing valid bits in each IrisCode. This mask is same for all the codes in the
IrisCode set

Image

Re(F) Real Part

Filter 1

| el re-
<f gt

Filter 2

Filter3 ‘“7‘ j

Figure 4.2 A normalized image and its corresponding IrisCode generated using 3 filters. These
filters encode the image at multiple scales.

4.2 Typical IrisCode matcher

Let us suppose that IrisCode sets generated from two normalized images N; and N; are being
matched. The corresponding IrisCode sets are represented by (Cl-l , Cl-z, C?,Mi) and (C Jl , CJZ-, CJ3-,M i)
respectively. A common mask, M;; is computed to denote the location of common valid bits

corresponding to the iris in both the IrisCodes.
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M;; = M;(\M;.

Let the result of XOR operator, ), for matching individual IrisCodes generated by filter F' be
RT:
f _~f Jor_
R}, =C] ®Cj f=1,2,3.

Q results in 0 if the corresponding bits are the same and 1 if they are not. Hamming distance
between two IrisCodes at the fth filter scale is then given by

;IR N

Yo Myl

,f=1,2,3.
Typically, the Hamming distances computed for each filter are fused using sum rule to produce
a final matching score.
Dj;..=HD! +HD?+HD>,
Ljsum i 1y ij-
The above described steps employed by a typical iris matcher are presented in the form of a

flow chart in Figure 4.3.

4.3 Histogram of matching patterns

Based on the aforementioned discussion, three filter outputs are available at each pixel location
in an iris image. Hence three filter matching results (r1,r2,13) are generated at every location
when two IrisCode sets are matched. These three results at each location may be combined and
represented as a single vector, R, which is referred to as matching bit pattern at every bit location.
It can have values such as 000, 001, 010,..., 111. Here, 000 at a specific location would mean that
the pixel is matched by all filter scales; 100 would mean that although the pixel is mis-matched
at filter 1, it is matched by filter 2 and filter 3. Similarly, 111 would indicate that the pixel is

mis-matched at all filter scales.
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Figure 4.3 A typical iris matcher. Match scores are computed independently at each scale which
are then fused at score level to result in a final distance score.

Figure 4.4 shows distribution of these matching patterns for one subject. The legend in the
plots denotes the size of the pupil radius in pixels of the two images that are being matched. It is
observed that the percentage of 000s (matched at all filters) decreases with increase in difference
of pupil dilation ratios between the matched samples. Figure 4.5 shows distributions of multi-filter
matching patterns for a few randomly selected inter-class (impostor) pairs in the dataset. It is
observed that the distribution of these decisions is roughly equal and similar across the decision
patterns.

In a traditional sum rule matcher, the instances of 000, 001,..., 111 would have been merely
summed up and divided by the total number of locations. This would mask some of the interesting

properties observed in these patterns. Figure 4.6 shows the distribution of these matching results
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Figure 4.4 Distribution of multi-filter decisions for genuine matching cases for a single subject.

at three different filter scales for the genuine and impostor cases.
It is observed from Figure 4.6 that some matching patterns, such as 000, 011, 101, 110 and
111, are much more discriminative compared to others. Hence, these filter decisions could be

selectively fused to provide better performance.

4.4 Fusion

The idea behind the proposed method is to make a matching decision at each pixel location based
on information at multiple scales. The distribution of decision patterns shown in the previous
sections are exploited to come up with a better decision strategy. IrisCode bits generated from

multiple filters are selectively matched to compute a final dissimilarity score. This is pictorially
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Figure 4.5 Distribution of multi-filter decisions for randomly selected impostor matching cases

depicted in Figure 4.7.

4.4.1 Rule based Fusion

Multiple decision strategies can be developed to allow for strcit or relaxed matching conditions.

The proposed matching strategies are described below.

Method 1:

Two iris images (I;,1;) are first matched using IrisCodes generated by filter 1 at each bit lo-

cation, rl = (cl1 , c}) If the images are not matched at filter 1, i.e, Pl = 1, then the matching

is extended to IrisCodes generated by larger filters 2 and 3. The bit location is deemed a

match, if IrisCodes are at least matched by filters 2 and 3. This helps in handling local defor-
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Figure 4.6 Comparison of distributions of possible multi-filter decisions for genuine and impostor
matching cases

mations since match is established at a larger scale for those bits that would have otherwise

mismatched at smaller scales.

Method 2:
This method relaxes the conditions for a match. If two IrisCodes are not matched at the
lowest scale, an additional opportunity is provided at medium scale filter 2. In case IrisCodes

are not matched at filter 2, then a final opportunity is afforded at larger filter 3. This method
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Figure 4.7 The proposed iris matcher sequentially combines the results at multiple scales and
generates a single decision result.

allows for a positive match if the iris regions are matched at least in one of the scales.

Method 3:
This method provides a stricter matching criterion compared to all the other methods by
requiring the IrisCodes to match at filter 1 as well as either filter 2 or filter 3. This method

removes the possibility of matching locally deformed regions. Only those regions that are

matched at multiple scales are deemed a match.

The logical operations shown in Figures 4.8, 4.9 and 4.10 are used in the sequential fusion step
in Figure 4.7 and can be implemented using a single Boolean expression. Corresponding truth

tables are used to derive the Boolean expression that directly computes the final result based on the
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Table 4.1 Logical operations used to combine the output of multiple IrisCodes.

Fusion Logic
Sum rule R+ RZ+R3
Method 1 | R'&(R?|(~ R*&R7))
Method 2 R'&R?&R3
Method 3 | R'|(~ R'&R?&R?)

decisions at each scale. Hence, a single decision is made, » = 0 (match) and r = 1 (non-match),
at each bit location in an IrisCode. The final decision is equivalent to applying a single complex
filter on the normalized image. Let the final matching decision bits be presented in a matrix R.
Hamming Distance between two IrisCode sets (Cl-l,Cl-Z,C?,Ml-) and (CJI-,CJZ.,C;’,M ;) is then given
by

[l7i; M|

Myl
Table 4.1 shows the logical operations for these three methods along with the simple sum rule

fusion.

4.4.2 Classifier based Fusion

As seen in the previous section, a histogram of matching patterns is being generated for every
pair of images that are being matched. A linear SVM classifier was trained using histograms of
matching patterns for genuine and impostor cases on a training dataset. Given a new pair of iris
images, the trained classifier was used to predict if the new histogram of matching patterns pertains
to the genuine or a impostor case. The obtained results were found to comparable to the Method 1

proposed in the previous section. However, further research on this topic will be necessary.

4.5 Experiments and Results

The proposed methods are tested on left eye images acquired at full illumination in the proprietary
pupil dilation dataset. A total of 2218 images of left eyes from 52 subjects is used to test the

proposed methods. The images are automatically segmented, normalized and encoded using the

52



Method 1 applied
at each bit location

Method 1
1'2

[y
w

=
=

=== o oo o
= =00 R RO OO
=A== =)
I === ==

r=rta(r?|(~r?&r?)

A 4 \ 4
Non-match Match

Figure 4.8 Flowchart depicting Method 1 and its corresponding truth table

OSIRIS_v4.1 SDK. Semilog ROCs are presented to better observe the performance at low FARs.
A total of 46,480 genuine scores and 1,696,504 impostor scores are generated. Figure 4.11 (a)
shows ROCs for the full data. It is clearly seen that all the three methods clearly improve upon
the traditional sum rule fusion method. However, generic matching using Masek’s 1-D encoded
IrisCodes [4] is observed to provide better stand alone performance. Judicious parameter tun-
ing using 2-D Gabor filter would probably yield better performance, in which case the proposed
method is expected to further improve the performance. It can also be observed that fusing scores
from Method 1 with match scores from Masek’s 1-D encoded IrisCode results in the overall best
performance.

In order to observe the impact of the proposed methods on deformed iris patterns, scores from

the traditional matching methods and proposed methods based on differences in pupil dilation
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Figure 4.9 Flowchart depicting Method 2 and its corresponding truth table

ratio are examined. The genuine scores are divided into three dilation groups - small, medium and
large - depending on the absolute value of the difference in pupil dilation ratio between the pair of
images being matched. Impostor distributions are kept the same for the respective methods. These
ROC:s are shown in Figure 4.12. It is evident from the ROC plots in Figure 4.12 that the proposed
methods have a larger impact when comparing highly deformed patterns than when comparing
two images with almost the same pupil dilation values. Fusing best performing Method 1 with
Masek 1-D method [4] results in the best overall performance when comparing images with larger
differences in pupil sizes. Figure 4.13 shows the histogram distributions of genuine and impostor
scores for Masek’s method alone and after fusing the Masek’s score with the match score from
Method 1.

These matching methods are not just limited to handling deformation due to pupil dilation/constriction
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Figure 4.10 Flowchart depicting Method 3 and its corresponding truth table

alone, but can be used to handle non-ideal iris images. To validate the efficacy of these methods,
experiments were conducted on the WVU non ideal [82] and QFire [83] datasets as well. The
WVU non-ideal dataset has 1557 images from 241 subjects obtained under non-ideal conditions
exhibiting the presence of blur, out of focus and occlusion. A total of 5277 genuine scores and
1206069 impostor scores are generated on the WVU dataset. QFire has 1304 left eye images from
90 subjects imaged at various acquisition distances. A total of 8847 genuine scores and 840709
impostor scores are generated on the QFire dataset. Figure 4.14 shows the result of applying the
proposed matching methods on WVU and QFire datasets, and the improvement in performance is

clearly observed.
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Figure 4.11 (a) ROCs for full data. The genuine and impostor score distributions are plotted for
(b) Method 1, (¢) Method 2 and (d) Method 3.

4.6 Examples

The proposed rule-based matching method is able to provide better verification performance over
the traditional method. This implies that at a low operating FAR of, say, 0.0001% FAR a dilated
probe image that would not have previously matched with a non-dilated image in the gallery would
now be correctly identified using the new matching scheme. Examples of such pairs of images are
shown in Figure 4.15. It is however possible that the improvement may not be apparent, or can
result in a false mis-match when comparing genuine pair images with similar pupil size but large

Hamming distance (due to occlusion/specular reflections).
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Figure 4.12 ROCs generated by using the genuine scores for pairs whose pupil dilation ratio

differences are (a) small, (b) medium and (c) large. The impostor distributions are held the same
across all the cases.
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Figure 4.13 The histogram of genuine and impostor scores using Masek’s method and after
fusion of match scores from Masek’s method and proposed Method 1.
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Figure 4.14 ROC curves for (a) WVU and (b) QFire datasets. The improvement in GAR is clearly
evident at low FARs.



Probe Image Gallery Image

Figure 4.15 Genuine pairs of images that were correctly matched using the proposed method but
were incorrectly rejected by the traditional matching method at 0.0001% FAR.
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CHAPTER 5

SUMMARY

5.1 Summary

A novel selective matching scheme based on IrisCodes obtained using multiscale filters is pro-
posed. The three proposed methods integrate the decisions made at the bi (or pixel) level, thereby
accounting for local deformations. The proposed approach is shown to significantly improve the
matching accuracy when comparing images with large differences in pupil dilation ratio. It is also
shown to improve the performance when non-ideal irides are compared where multiple factors
including improper segmentation, off-gaze images could negatively influence matching accuracy.
Future work will aim at exploring other matching strategies, which are based on a deeper under-
standing of the advantage of these methods.

The distribution of multi filter decision patterns could be used as a feature vector and a classifier
could be trained to select the best decision strategy. In this work, filter sizes are increased along the
angular direction; in future, we aim to explore other filter sets such as those varying increasing in
the radial direction, or those radial and angular filters, etc. In addition, the possibility of designing
new encoding schemes based on the results of this thesis will be explored. In particular, bit-level
decision integration can allow for the generation of spatial statistics that can potentially provide

deeper insights into the variation of the iris texture of an individual.
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