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ABSTRACT

KNOWING AND USING RESEARCH IN TEACHING COMPOSITION

By
Richard VanDeWeghe

In order to establish solid foundations for composition pro-
grams, teachers and directors of composition programs should know
about the research done in the field of composition and understand how
it can be integrated with relevant theory into a comprehensive ration-
ale for the design of composition programs. Three central arguments
are advanced in this dissertation. First, composition teachers and
directors of composition programs should know how to read research
reports and should know what research has been done in composition.
Second, in designing and carrying out composition programs, teachers
and directors should use the insights available to them from research.
Third, teachers and directors should integrate relevant theory and
research in order to build composition programs soundly informed by
the most significant and relevant information avajlable.

Chapter I serves as a guide to reading research reports.

Three essential elements of research design are examined in it--design

validity, test validity, and measurement reliability. These three

elements of design are frequently mentioned in the literature on

research in composition, but are never defined in it.
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Richard VanDeWeghe

Chapter II is a compilation of research done since 1963 in
twenty-four areas of needed research proposed by Richard Braddock,

Richard Lloyd-Jones, and Lowell Schoer in Research in Written Composi-

tion (NCTE: 1963). Both published and unpublished research reports
are examined, and recommendations for further research are made.

Chapter III is an examination of the arguments advanced
against using research in composition as well as those advanced in
favor of using it. A theoretical rationale for using the results of
research in the design of composition programs is developed.

Chapter IV is an investigation of theory which bears directly
on the teaching and learning of composition. Insights derived from
learning theory, language theory, and composition theory are integrated
with insights derived from research in composition to formulate a
representative theory of instruction for composition.

Chapter V presents two major charges to the English profession.
The first is that composition is an intellectually sophisticated field
rich in knowledge and presenting numerous empirical, theoretical, and
pedagogical challenges for researchers, teachers, and directors.

Thus, composition should be recognized as an academic discipline in
its own right. The second charge is that composition teachers and
directors at all levels should receive specific training in research,

theory, and pedagogy in composition and in related fields.
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INTRODUCTION

My title--Knowing and Using Research in Teaching Composition--

governs the structure of this book and the central arguments advanced
in it. Starting with the premise that research in composition offers
many rich insights into the teaching and learning of composition at
all levels, I propose that composition teachers and directors of com-
position programs should know how to read research reports and should
know what research has been done in composition. Second, I suggest
that teachers and directors should use the insights available to them
from research in designing composition programs. Third, I argue that
teachers and directors should integrate research findings with rele-
vant theory in order to build composition programs which are soundly
informed by the most significant and relevant information available.
Though much of what I discuss in these chapters may be of
interest to research specialists, I am writing primarily for the
benefit of research novices, composition teachers, and directors of
composition programs, particularly those of the latter two groups who
have ignored--for whatever reasons--research in composition. I want
to help the reader who does not have the technical expertise of the
research specialist to understand research reports and to make

informed judgements about the contributions research can make to the

design of composition programs.
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Other writers dealing with research in composition have sought
similar goals. The most notable of these writers are Richard Braddock,

Richard Lloyd-Jones, and Lowell Schoer, whose Research in Written

Comppsition.] published in 1963, provided both an examination of

research design and a summary of research throughout this century and

also a detailed examination of five research studies. Henry Meckel's

chapter in the 1963 Handbook of Research 1g.Teachigg? also summarized

research up to that time. In 1969, J. Stephen Sherwin published Four

3

Problems in Teaching English: A Critique of Research,™ which included

a long chapter on investigations into the relationship between
writing and traditional grammar, linguistics, and writing practice.
Two other research reports appeared in the sixties and early seven-

ties. Richard Braddock's chapter in the 1969 Encyclopedia of
4

Educational Research reviewed research throughout the sixties, and

Nathan S. Blount's chapter in the 1973 Second Handbook of Research in

Teaching5 examined research in the late sixties and early seventies.

Finally, Sara W. Lundsteen's Help for the Teacher of Written Composi-
6

tion, published in 1976, reviewed research and offered directions
for the classroom which derived from the research perspective of the
mid-1970's.

I intend my book to be read as a companion to these other
books and articles on research in composition. Mine differs, however,
in four respects. First, in Chapter I, I give considerable attention
to essential elements in research design. Of the books and articles I

cited above, only Research in Written Composition attempts to guide

the inexperienced reader by providing some commentary on how to read

and evaluate research. I extend that book's guide to research design
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by closely examining three key elements frequently mentioned in it

and in the other summaries but never defined--namely, design validity,

test validity, and measurement reliability.

Second, in Chapter II, I examine research since 1963 in the

twenty-four areas of needed research proposed in Research in Written

Composition. To my knowledge, no one has yet compiled the research

which specifically relates to these crucial proposals. In this regard,
I examine both published and unpublished research reports, many of
which have significant implications for the teaching and learning of
composition. I also make recommendations for additional needed
research.

Third, in Chapter III, I develop a theoretical rationale for
using the results of research in the design of composition programs.

I examine both the arguments advanced against using research as well
as those in favor of it.

Finally, in my fourth chapter, I examine theory in fields which
bear directly on the design of composition programs. Here, I integrate
insights derived from learning theory, language theory, and composition
theory with insights derived from research in composition to formulate
a theory of instruction for the teaching and learning of composition.
My intention here is to present a model of how theory and research can
be integrated in order to build the soundest, most informed composi-
tion programs.

The reader will notice that I do not direct my remarks to any
particular level of instruction--elementary, secondary, or college.

I have maintained a comprehensive perspective because the insights I

derive from both research and theory apply to many instructional
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levels. Furthermore, such a perspective will, I hope, promote greater
interaction and exchange among all levels of instruction.

The reader will notice, in addition, two themes which form an
undercurrent throughout this book. The first is that composition is a
serious and intellectually sophisticated field, one that is rich in
knowledge and one which presents numerous empirical, theoretical, and
pedagogical challenges for researchers, teachers, and directors of
composition programs. The second theme follows from the first--that
the training of composition teachers at all levels must extend far
beyond what it has been in the past and still is today. Given the
current state of knowledge about composition, we can no longer ignore
the valuable resources that are available to us in research and in

theory. Teachers and directors must become familiar with both if they

wish to achieve intellectually defensible and more successful programs.
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CHAPTER I

DESIGN VALIDITY, TEST VALIDITY,
MEASUREMENT RELIABILITY

In 1961, the Executive Committee of the National Council of
Teachers of English appointed a coomittee to investigate the state of
knowledge about composition. Its stated purpose was "'to review what
is known and what is not known about the teaching and learning of com-
position and the conditions under which it is taught, for the purpose
of preparing for publication a special scientifically based report on
what is known in this area.‘"] Two years later, NCTE published

Research in Written Composition, a monograph prepared by the committee

and written by its directors, Richard Braddock, Richard Lloyd-Jones,
and Lowell Schoer.* This monograph was the first of a number of
research reports published throughout the sixties and early seventies
which provided summaries of research in composition. But the Braddock
Report was unique in that, along with reporting on research studies,
it also examined the critical 'tools necessary for careful scrutiny of
such studies. The Braddock Report stands, then, as an important and
valuable document for composition teachers and for researchers in

written composition. I find, however, that it has certain

*Hereafter referred to as the Braddock Report.
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smortcomings which I will address myself to in this chapter. In order

to do so, I will briefly review the substance of the Braddock Report.

The Report begins with a brief description of its preparation.

t(hapter 1l surveys the methodology and some of the elements of design

in composition research. The first section in this chapter examines

var-i ables which affect the rating of compositions--the writer variable,

the assignment variable, the rater variable, and the inter-rater vari-

ble. The next section deals with the design of research studies

based on frequency counts. In a final section, "General Considera-

tions , ' the authors make suggestions for the critical interpretation
and ewvaluation of research reports by discussing, among other things,

the attditude of the investigator, planning of procedures, and reporting
of resuits.

Chapter III summarizes a considerable amount of research in

CoOmpos i tion done in this century. Here the authors list research

Studi es ynder five general headings: 1) environmental factors influ-
encing composition; 2) instructional factors influencing composition;

3) rhetorical considerations; 4) objective tests versus actual

Wit ng as measures of writing performance; and 5) other considera-
tiO“S. such as size of English classes, writing vocabulary, spelling,
and handwriting. At the end of this chapter appear twenty-four

QUestions for further research in composition.*

In their fourth chapter, the authors select five of the "most
S0undly pased" research studies and examine in considerable detail

the design, execution, and results of each study.
\

*y
1 will discuss these questions, and the research that has been done
in regard to them, in my next chapter.
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For teachers, for researchers, and for directors of composition

programs, the Braddock Report is an important document. It is the

F4 rst major summary of research to appear in over thirty years.
Second, it provides for the research novice a useful, though brief,

examination of the basic tools for a critical scrutiny of research

studies. Third, it heightens the professional and pedagogical aware-

ness of composition teachers by demonstrating that empirical research
in composition exists; by discussing elements of design and measure-
ment 1in layman's terms; and by providing information on composition

research that teachers and curriculum designers can implement when

cons tructing writing programs. Fourth, it presents twenty-four recom-

mendations for needed research in composition, many of which have been

investigated in recent years. Finally, it has become a document

high1ly regarded by subsequent research specialists. Nathan S. Blount,

for example, in the Second Handbook of Research in Teaching (1973),
Calls the Braddock Report an "indispensable source of information,"3
and a *classic monograph."4

While Blount's praise constitutes continuing recognition of
this important document in composition research, it raises an essen-
tiay Question: for whom is the Braddock Report an indispensable

SOurce of information? In the preceding paragraph I suggest some

POSsibjlities. Part of the readership for the Braddock Report con-

Sists of researchers and teachers with research background and
teChnical training, who no doubt benefit most from the summaries of
Tesearch and the twenty-four recommendations in Chapter III. A
Second and probably much larger audience consists of research novices

and teachers who lack research experien;e and technical expertise.
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[ n addition to the research summaries and recommendations, these
readers need the survey of research methods and design in Chapter II

and the close examination of the five studies in Chapter IV. In other

words, I see the authors attempting to provide this second audience
with the background material in research that will help them when

exami ning research studies of the sort that appear in the book.
ever,

How-
while this background material does provide much necessary and

useful information, I have found it limited in three ways.

The first limitation concerns research design. The purpose of

the second chapter is to "survey some of the methods and elements of

des ign in composition research" (p. 6) by pointing out the variables

affecting composition rating, frequency counts, and other elements of

design. The authors remark that this introduction to research design
is a *"cursory review," (p. 26), with which most readers would agree.

I3 Nntend, therefore, to reformulate and elaborate on the variables

which affect research design by presenting the concept of design

Yalidity, specifically, internal validity and external validity as

de"eloped by Donald T. Campbell and Julian C. Stanley in their monu-

Mentaq work, Experimental and Quasi-Experimental Designs for Research,

which was first published the same year as the Braddock Reponr't.5

The second limitation concerns testing, or more particularly,
test validity. This concept appears often in the Braddock Report, but

1t s never defined. In Chapter II, for example, we find such

Teferences to test validity as the following:

Too few investigators conduct pilot experiments and validate
their instruments before undertaking an investigation. (p. 5)
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The worth of such instruments becomes better known, of course,

\zhen oi):her investigators attempt to validate the instruments.
p. 18

The authors again cite the importance of test validity in their review

of the Harris study: "The reader's attention is also directed to the

manner in which Harris tried out his procedures in a three-month pilot

experiment and validated his criteria of measurement before he under-

took his regular experiment" (p. 70). For the reader who is unfamiliar

with the meaning of test validity, such references to its essential

role 1in research are vague and confusing. I will, therefore, examine

test wvalidity later in this chapter and detail its importance in

assuriing accurate measurement.

The third limitation I wish to consider in the Braddock Report
is measurement reliability.

Like test validity, measurement reli-

ability is frequently brought up in the Report as an essential
cons ideration, but it is never defined or clarified. In Chapter II,
for example, the authors remark:

Wiseman has frequently reported reliabilities in the lower .90's

for raters using the general impression method for the English
11+ examination.

Cast found the general impression and analytic methods more
reliable than the other two and the analytic method slightly
Superior to the general impression method. (p. 13)

In SpPite of such references, however, no mention is made of what

Yeliability means. Similarly, in the "Explanation of Statistical

Te"“‘S,“ in Chapter IV, reliability is not explained, though in dis-
C“SSing the Buxton study, the authors give considerable attention to
Buxton's method of obtaining reliability in rating the essays. More-
over, jin analyzing the Harris study, they point out that Harris

Tefined his measuring instrument so that "all criteria except a and g
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r-eached a good or high level of reliability" (p. 75). I find this

fa i lure to define reliability a shortcoming in the Report, and so I

intend to examine this concept, which for now may be defined as con-

si stency in measurement.

I wish to stress that I am writing for the benefit of the

research novice or the teacher who does not have the technical know-

ledge of the research specialist. I want to assist the inexperienced

reader of research reports and summaries of research "to determine for

himse1f whether or not to be convinced by the conclusions of the

studies" (p. 55). By thus extending the Braddock Report, moreover, I

wish to help the reader make critical sense of such statements in the

Report as this: "if raters are not evaluating for the same qualities,

they cannot be expected to rate with validity or reliability" (p. 12).

Such comments appear throughout the Report, as well as in other pub-

lished investigations of research.

With this projected audience in mind, then, I will examine

i rsSt, design validity; second, test validity; and third, measurement

Teliability. In order to illustrate these three concepts, I will draw

ONn the "most soundly based" research studies found in Chapter IV of
the Braddock Report. I will rely on these extended summaries rather
than on primary materials for three reasons. First, I intend this
BOOk to pe read as a comparison to other books and articles which
deay With research in composition: the Braddock Report; Henry C.

Meckel's chapter in the 1963 Handbook of Research on Teaching®

J. S1‘-1&phen Sherwin's Four Problems in Teaching English: A Critique

of Research7; Richard Braddock's chapter in the 1969 Encyclopedia of

%nal Research8; Nathan S. Blount's chapter in the 1973 Second
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H andbook of Research in Teachingg; Sara W. Lundsteen's Help for the

Teacher of Written Compositionlo; and other sources of a less compre-

hens ive scope. Second, I want to avoid extended description of entire
research studies, such description being beyond my purposes here.
Finally, I wish to provide examples from easily accessible materials,

materials with which readers of this book may already be familiar.

Design Validity

Design validity has received its finest exposition in Donald T.

Campbell's and Julian C. Stanley's Experimental and Quasi-Experimental

Des igns for Research, a book which has been highly regarded by

research specialists as a "classic exposition of experimentation in

Education“” and a "monumental treatise on experimentation in educa-

tional research." 2 In discussing design validity, Campbell and

Stan ey make a fundamental distinction between internal validity,

Which asks, "Did in fact the experimental treatments make a difference

in this specific experimental instance?"; and external validity, which

asks, "To what populations, settings, treatment variables, and

Measurement variables can this effect be generalized?" (p. 5).

%M validity, in other words, concerns the control of extraneous

Variabiles (variables other than the treatment variable) in an experi-

Ment; and external validity concerns the generalizability of the

Tesults of the experiment to other situations. I find this an impor-
tant and useful distinction because it focuses attention on the
factors which jeopardize both kinds of validity. These factors, or
u"‘%. to the validity of research design are presented in the

Campbe11 and Stanley book in a lucid schema, and I will draw heavily
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12

£ rom this material in my discussion here. In addition, I will also

dr-aw from Glenn H. Bracht's and Gene V. Glass' "The External Validity

of Exper*iments,"]3

a 1968 article appearing in the American Educational

Research Journal which elaborates on the threats to external validity

originally identified by Campbell and Stanley. I believe that by

understanding the threats to a valid design--the extraneous variables
onn the one hand, and the generalizability on the other--the reader of
research reports will become better equipped to assess the results of
research investigations and their applications.

Campbell and Stanley present eight classes of extraneous vari-
ables which, "if not controlled in the experimental design, might
Produce effects confounded with the effect of the experimental stimu-

lus*™ (p. 5). These variables pose threats to the internal validity

of a design by postulating a plausible rival hypothesis (or hypotheses,

In the case of a number of uncontrolled variables) to account for the

results of the experiment. "Where an experimental design 'controls’

for One of these factors, it merely renders this rival hypothesis

imp) ausible,” write Campbell and Stanley (p. 36). The eight factors

Which Jjeopardize the internal validity of a design are identified by

the Quthors as follows:

1) Hi Story: This term refers to "the specific events occurring
bet‘ﬂeen the first and second measurement in addition to the experi-
™ental variable" (p. 5). The key word here is "events": what
haPDEned between measurements which was not intended (controlled),
but wWhich nonetheless affected the experimental outcome? That is,

in general, what the Braddock Report means when the authors state
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that if "the investigation entails the comparison of one method of

4 ns truction to another, all variables other than the method should be

controlled" (p. 25).

2 ) Maturation: This refers to "all of those biological or psychologi-
cal processes which systematically vary with the passage of time,

i ndependent of specific external events" (pp. 7-8). For example, if
an experiment tests for development of syntactic fluency, we might
cons ider whether during the time lapse between measurements students
hawve naturally grown more syntactically sophisticated, thus calling
into question the full effect of the experimental variable intended

to produce this result.

3) Testing: This threat pertains to "the effects of taking a test
UPONn the scores of a second testing" (p. 5). For example, the occa-
sion of the pretest may generate anxiety, which may in turn affect the
Student's performance on the test. On the second testing, however,
the stydent may have become adjusted to the testing situation, thus
r‘eduo::ing anxiety and improving performance. Hence the pretest-
POsttest gain may be partly accounted for by the reduction of anxiety
Which was generated by the pretest. As Campbell and Stanley point out,
it s well known that students taking achievement and intelligence
tests for the second time usually do better than those taking the
test for the first time (p. 9).

4) Instrumentation: This refers to "autonomous changes in the measur-

ng instrument” (p. 9) which might explain a change from the first
Measurement to the second. The section in the Braddock Report dealing

With rater variables lists a number of instrumentation threats to
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4 nternal validity, personal feelings and rater fatigue being among the
most comon. Thus, it is desirable in an experiment using pretest and
posttest essays that compositions from both experimental and control
groups be shuffled and sequenced indiscriminately throughout the

rating period. Another source of instrumentation contamination

brought out in the Braddock Report deals with statistical procedures:
an 1investigator, state the authors, "should be reasonably consistent
in his use of [statistical] procedures. He should not, for example,
swi tch criterion measures in different parts of an experiment when
there seems to be little basis for the change, as did the investigator
who wused the subordination index as a measure of language development
from grade four to grade eight but then depended upon sentence length

as his measure through grades nine to twelve" (p. 24).

5) Statistical Regression: This phenomenon occurs when "persons whose

initial scores were toward either extreme (very low or very high

Scores) tend to score nearer to the mean on retest than they did on

the original test."?

That is, if students have been selected for
€Xperimentation on the basis of their extreme scores--say, students
Who score extremely low on achievement tests--careful consideration

Should be given to the possibility of a regression effect in the data.

6) Selection: This term refers to biases "resulting from differential
S€lection of respondents for the comparison groups" (p. 5). Experi-
™ental and control groups should be equivalent to begin with. If
they are not equivalent, if, for example, the experimental group is
Superior to the control group in some way, then a gain specific to

the experimental group may be attributed to this initial
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non-—equivalence. Thus, the effects of the experimental treatment

m7ight be confounded with the selection difference. The control for

this selection threat is brought up in the Braddock Report when the
auth o rs cite the need to control such essential selection variables

as ‘" Tt he mental ages, writing proficiency, and socioeconomic and

inte 3 lectual home backgrounds of the students" (p. 25). Randomization

€ Ih e best assurance of group equality because it rules out the

is

pos < -1 bility that the groups would have differed anyway even without

the e xperimental variable.

7 ) E >cperimental Mortality: This concerns "the selective dropping out

Of p>e rsons from one of the groups" (p. 12). Campbell and Stanley

PYO W 1 de a good illustration of this threat:

¥ ypically, experiments on teaching methods are spread out over
<l ays, weeks, or months. If the pretests and posttests are given
¥ n the classrooms from which experimental and control groups are
<l rawn, and if the experimental condition requires attendance at
< ertain sessions, while the control condition does not, then the
<l jfferential attendance on the three occasions (pretest, treat-
ment, and posttest) produces "mortality" which can introduce

S wbtle sample biases. If, of those initially designated as

€ xperimental group participants, one eliminates those who fail
T o show up for experimental sessions, then one selectively

S hrinks the experimental group in a way not comparably done in
T he control group, biasing the experimental group in the direc-
T ion of the conscientious and healthy. (pp. 15-16).

Exx € rimental mortality may be a particular threat where an experiment

e
>XTends over a considerable length of time.

8
> &Iecti on-Maturation Interaction, etc.: This concerns the possi-

| oY <
bR Tty that extraneous variables such as history, testing, and

m
a-tur‘ation interact with whatever specific selection differences dis-

t -
b M guish the experimental and control groups to begin with. If, for

Q
xa'"liﬂ e, persons in the experimental group are chosen because of low
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academic achievement while those in the control group are of higher
academic achievement, a gain specific to the experimental group may be
caused as much by the fact of increased attention to their achievement
in tTth e experiment itself as by the treatment variable. In this case,
the = election difference (low achievement) could interact with the
mataa w—ation variable (motivation) to produce a gain that might have

occ wa rrwed even without the treatment.

So far I have discussed only the variables which pose threats

to T he internal validity of a research design. In the next section

I wi 1 1 consider threats to external validity. Though my focus will

be o r external validity, the reader should keep in mind that both

i nte vnal validity and external validity can be endangered by the same

var i ables.

In the closing paragraphs of Chapter II, the Braddock Report
urge s ;3 pnumber of imperatives in the reporting of results in a
reseawrch study. One of these imperatives reads: "the nature of the
STudents must be described in enough detail to permit the reader to
dete wmine for which kinds of students the results are applicable, and
the 1 nvestigator must be careful not to generalize his conclusions
beyohd the limitations of the type of population he sampled from"

(e 27). Here, the authors are referring to external validity. In

t <
h ST v earlier comments on variable control, they were also dealing

|
MR Tcitly with questions of external validity; but I believe these

s
Qattered comments can be reformulated and elaborated on more pre-
<3
Se'l.y, as I have tried to do in my discussion of threats to internal

\ ] s
%. I will draw on an excellent extension of the Campbell and
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Sstan1ey book--Bracht's and Glass' 1968 article, in which the authors

treat external validity far more comprehensively than did Campbell and

Stam1ey.

Bracht and Glass define external validity as "the extent and

manmer in which the result of an experiment can be generalized to
di F Ferent subjects, settings, experimenters, and, possibly, tests."

The  &authors go on to divide the threats to external validity into

two broad classes: 1) population validity, or "those dealing with

gerne ralizations to populations of persons (What population of subjects
Cawrs be expected to behave in the same way as did the sample experi-

mern tal subjects?); and 2) ecological validity, or "those dealing with
the

* environment' of the experiment (Under what conditions, i.e.,
Set t i ngs, treatments, experimenters, dependent variables, etc., can

the <= ame results be expected?)" (p. 438). External validity, then,

CONce rns the applicability of the results of an experiment to a group
OFf pPe rsons not included in the original experiment and most likely not
trea Ted under the controlled conditions of the experiment. When we
app1¥ the results of a research study to our classroom practice, we

Are basing that application on judgements of external validity.

Population validity draws attention to the relationship between
those persons directly involved as subjects in an experiment and those
P ¥Y™“Sons to whom the experimental results are projected. As Bracht and
=7 |QAss point out, "One of the purposes of a research study is to learn

Qmething about a large group of people by making observations on a
e Qtively much smaller group of subjects" (p. 440).

Population
v
AN i dit » then, calls for a close identification between these two
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groups; threats to population validity are threats to this identifica-

tion. Bracht and Glass present two kinds of threats to population
val i dity:

1) E ><perimentally Accessible Population vs. Target Population: The

expe v—imentally accessible population is "the population of subjects

that s available to the experimenter for his study. The target

popea I ation is defined as the total group of subjects about whom the

expe v—-imenter is empirically attempting to learn something" (p. 440).

The & ccessible population should be similar to the target population,

since

that is the group to whom the experimenter ultimately wants to

appP 1y the conclusions of his study. And, because the experimenter

draws , sample from the accessible population, that sample should be

drawmr randomly to further insure that similar characteristics mark

both groups. The importance of controlling for this threat is empha-

STiZed in the Braddock Report in the quotation I cited above and now

repeat: "the students should be chosen in such a way that they repre-

sent S ome meaningfully defined student population; otherwise, the

resul € s of the experiment cannot validly be generalized beyond those

"MV O ved in the experiment" (p. 25).

2)

X nteraction of Personological Variables and Treatment Effects:

Th
is threat to gopu]atwn validity concerns the "ability to make

e
g *& raj statements about the effect of some treatment" (p. 444).
Th
QT is, when a treatment is being tested with a certain group of
e
v QD‘e, is it safe to assume (i.e., generalize) that this one

e ‘
eatlTlent can be prescribed for other groups of people? The authors

)\
Nus trate this threat by citing one experiment which found that "the
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d s covery method has more value for some students than for others;

some students will perform better with inductive teaching, and some

wil1 T respond better to didactic teaching." Hence, the experimenter

con t emnded that "generalizations will have to be stated with several

qua ¥ ¥ fications in the form: 'With subject matter of this nature,

indwu < tive experience of this type, in this amount, produces this

pat t e wvn of responses, in pupils at this level of development'"

(p- <4} 47). Thus, we see that the threat to external validity from the

Tmte v—action of personological variables and treatment effects can

res wul t in limited generalizability and a morass of qualifications.
Yet € he qualifications are a necessary guide to the experiment's
app 1 i cability and should be carefully considered when assessing

res e a wch conclusians.

Ecological validity is a much larger class of threats to

EXTte vmal validity because there are more variables to control. Eco-
% validity is concerned with experimental conditions; that is,

the experimenter wants to say that the same effect will be obtained

u - s
Nde v jther environmental conditions. Such a generalization assumes

t
hat The experimental effect is independent of the experimental

e < .
"'V 3 vonment (hence, the choice of the word, 'ecological')" (p. 452)
The

T deal experiment for ecological validity, then, would be one

wh <
T<h jg representative of all conditions to which the experimenter
deg 5

eas to generalize the results. Thus, as the authors stress, a

na
tu"a] setting, or "real" experimental situation, will provide a

mnuy
<h  cioser approximation to situations in which "the human being

Yo
Ymajy 1y interacts with his environment. Generalization to those

si . .
t‘-'61:1'ons which are not similar to the experimental setting is
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fraught with indeterminate risks" (p. 455). I now turn to the threats

to ecological validity as developed by Bracht and Glass.

1) Describing the Independent Variable Explicitly: This refers to the

nece ssity for a detailed and complete description of the experiment--
for- T he subsequent experimenter who may wish to replicate the original
expe r-iment as well as for the reader who wishes to assess the generali-
zab 3 1 ity of the results. Incomplete or unclear description may
mi s wr—e present the conclusions of the experiment and thus threaten

ext e r-nal validity, as is pointed out in the Braddock Report when the

aut hors remark that "Terms and criteria may mean nothing in the
abs €t wract. It should be clear what they represent. If a composition
is Dbe-ing rated in part for 'fluency,' for example, the meaning of
that temm should be made clear. It could refer to the number of words
A S T wudent writes, the speed with which he writes, writing without
COrre cting or adding elements, or even writing so that the reader
Proceeds smoothly from one idea to the next. Terms and criteria

Shou1 d be defined carefully, preferably in an operational manner,

P€¥mi tting others to use the terms and criteria with the same
TeEsS UL (p. 23).

2
J Mtiple-ﬁ‘eatment Interference: This occurs in instances in which

two or more treatments are administered consecutively to the same

PSvrs ons" (p. 456). When only one treatment is used, the response to
1

t Can easily be measured. But when a number of treatments are used,
r\

es Ponses to subsequent treatments often depend on the earlier treat-

Nts, For example, if an experimental writing group's essays are

®*ing thoroughly marked, graded, and revised, it may be difficult to
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de te rine which of these three treatments contribute to the improve-

men t of writing performance (if such improvement should be the experi-

men tal result).
3) H awthorne Effect: This concerns the possibility that a "subject's
knowwr Tedge that he is participating in an experiment may alter his

In such cases the experimental results

res p onse to the treatment.
can ot be accounted for entirely by the treatment effect" (p. 457).

Th e Braddock Report notes the effect of increased motivation generated

"This experiment illustrates . . . the

by € he Hawthorne Effect:
* Haww thorne Effect,’' the added stimulation received by an experimental
gy O up when a new method is being compared to an old method" (p. 26).

4) Novelty and Disruption Effects: This threat appears in instances

AN ww hich the treatment, simply because it is new, creates a certain

AamoO wunt of enthusiasm, which may account for the treatment's effects.

Simi arly, if the experimenter is unfamiliar with the treatment in the

inditj al application because of its newness to him, a disruption effect
MAY o ccur which will produce effects that may not appear once the

ExXpe rimenter has become more familiar with the treatment. The

B"‘a‘-'ldock Report notes this threat to external validity when the

autho rs comment on the introduction of some irregular element in the
- ‘

xperimental situation: "If a procedure or instrument is being used
\°" ¥} =

S Ch would not be employed in a regular teaching situation (such as

a
kA'Inograph, recording on a moving drum the starts and stops of a
s
tudent's writing), steps should be taken to insure that the atypical

<
1 ©Sment did not affect the outcome of the experiment" (p. 26). The

s < . .
b j @ct's receptivity to newness is thus another element of design
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that the experimenter must consider, as Bracht and Glass point out:

*"The effect of some new program in a setting where change is common

may be quite different from the effect in a setting where very few

charmges have been experienced" (p. 439).

5) E Xperimenter Effect:

This threat has to do with unintentional

i 8 wences on the behavior of the subjects generated by the experi-

me m» . er's behavior, such as encouragement, annoying mannerisms,

rewve aled expectations, etc. It also includes the experimenter's

ap pPre arance--sex, age, and race--which may operate as another influence

OoOn € he subject's behavior. These unintentional influences are among

the wariables to be controlled that the authors of the Braddock Report
C1 t e when they mention the possible bias produced by the personality,
kKknow 1 edge, experience, and attitudes of the teacher in classroom

exXp e riments (p. 25).

6) P wetest Sensitization: This refers to instances in which pre-
tested subjects become sensitized to the experimental variable through
the e xperience of the pretest. Campbell and Stanley also note this

1'-’h"ﬁtc‘:\t but call it the reactive or interaction effect of testing, "in

Wi § Ch a pretest might increase or decrease the respondent's sensi-
T = . .
T wi ty or responsiveness to the experimental variable and thus make

Tt
he results obtained for a pretested population unrepresentative of
the

effects of the experimental variable for the unpretested universe

-F
rom which the experimental respondents were selected" (pp. 5-6).
T

h‘-‘S, if there is evidence of a pretest effect, the generalizability
o
* Tthe results to occasions where a pretest will not be administered

Nay be threatened.
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7) Posttest Sensitization:

This threat occurs when the experimental

e ffe ct appears because of the posttest. That is, the occasion of the

pos t test itself may, like the occasion of the pretest, sensitize the

subJ e ct to the expectations generated by the experimental variable.

camp»bell and Stanley stress that the "more obvious the connection

be tween the experimental treatment and the posttest content, the more

li ke 1y this effect becomes" (p. 21). Bracht and Glass point out, for

examp» le, that the wording of posttest questions or illustrations may

“Ppr-© wr -ide a crucial opportunity for the student to acquire the con-

cept """ (p. 436). Both Campbell and Stanley and Bracht and Glass suggest

us i rsg natural settings to counteract the threat of pretest or posttest

sens i tization.

According to Campbell and Stanley, "Through regular

Cl1as s »oom examinations or through tests presented as regular examina-
tiowns and similar in content, and through alternative teaching proce-

dures presented without announcement or apology in the regular
teach § ng process, these two sources of reactive arrangements can
Prob abily be avoided in most instances" (p. 22). Similarly, Bracht
AnNA Glass report that in experiments "where post-test sensitization
nays © Ffect the measurement of the treatment effect, the experimenter

s
hou'l d try to employ valid unobtrusive measures" (p. 464).

8
> I\"N:er'action of History and Treatment Effects: This concerns local

SO A tions at the time of the experiment which "may affect the
res W1 ts of the treatment in such a way that the effect would not be
Fou“d on other occasions" (Bracht and Glass, p. 464). The threat
QQQut‘r-ing here is that the effect was indigenous to the historical

c <
Nay tdions of the experiment, thus making generalizability to other
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conditions difficult. Hence, historical conditions may threaten both

internal validity and external validity.

9) Measurement of the Dependent Variable: The dependent variable

(experimental outcome) must be clearly defined if we are to know pre-
cisely what we are talking about when we generalize the experimental
results to other settings. In addition, precise measurement of the
dependent variable depends upon the "selection of a measuring instru-
ment which is assumed to measure both reliably and validly the under-
lying construct" (Bracht and Glass, p. 465). I will discuss

reliability and test validity later; but, for now, suffice it to say

that an experimental design is threatened if it is not certain that
the dependent variable is in fact being measured (validity) or that
it is being measured consistently (reliability). The Braddock Report
points out that "Statistical analyses in composition research are
based upon criterion measures about which certain assumptions must
be made. The nature of these assumptions should be made clear, and
there should be fairly adequate evidence that the assumptions are

valid and that the criterion measures can be applied reliably" (p. 24).

10) Interaction of Time of Measurement and Treatment Effects: It is

possible that a treatment effect "which is observed immediately after
the treatment period may not be maintained at some later time, e.g.,
a month or six months after the treatment period. Most experimenters
fail to take the time element into account and thus risk invalid
generalization effects to other points in time" (p. 466). This is a
crucial consideration for research design because it points to the

necessity for seeing how much, if any, of the treatment has any
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lasting hold on the experimental subject. If, months or years after
the experiment, the subject shows little or no effects from the treat-
ment, then the validity of the original experiment is threatened. The
same point is made in the Braddock Report: "Often a follow-up measure
should be taken, months or even a year after a new method has been
tried, to see how learning stands up for experimental and control
groups, when instruction and practice lie in the past" (p. 26). Too
often such follow-up testing is not included in a research design.

In this section I have summarized the threats to the two

classes of external validity in research design--population validity

and ecological validity--as developed by Campbell and Stanley and by

Bracht and Glass. My discussion of these threats as well as the

threats to internal validity is intended to aid the reader in the

interpretation of experimental results by carefulvscrutiny of a
research design. I will now turn to an examination of three research
designs presented by Campbell and Stanley in their book and briefly

consider each in light of the threats to internal and external

validity enumerated above. Altogether, Campbell and Stanley present
sixteen designs along with some variations on them. I will focus on
just three of these designs to illustrate how the threats to design
validity operate on commonly used designs and how each design con-
trols, or fails to control, for these threats. I will rely on Camp-
bell's and Stanley's graphic notation to describe the features of each
design. This simple notation is as follows:

An X represents the exposure of a group to an experimental
variable or event, the effects of which are to be measured.
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An 0 represents some process of observation or measurement.

An R represents random assignment to separate treatment
groups.

A dashed line-- --represents comparison groups not

equated by random assignment.
Each horizontal row indicates a group.

The left to right dimension indicates temporal order (p. 6).

The first design to examine is the "One-Group Pretest-Posttest
Design," which the authors call a "pre-experimental” design because it
illustrates a number of extraneous variables that can jeopardize

internal validity. A scheme of the design is:

Thus, we see that one group is used in the experiment; it is measured
at the outset, subjected to one experimental treatment, and then
measured as a follow-up. But a number of uncontrolled variables may
threaten the hypothesis that X caused the 0]____92 difference. One is
history. Since only one group is involved, events in addition to X
may occur to students in the group which may cause the change.
Another variable is maturation: between the two measurements,
students may have grown older, more verbally sophisticated, more
tired. A third variable is the effect of testing. That is, the
initial measurement may make the experimental group more self-
conscious, more alert to the experimental variable, more motivated to

change. Another variable is statistical regression, which will

threaten the design if the experimental group has been chosen because

of its extreme score on 0]. Because of this design's lack of control
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over these (and even more) variables, Campbell and Stanley cite it as
a "bad example" (p. 7) of a research design.

A second design is the "Pretest-Posttest Control Group
Design," which Campbell and Stanley call a "true experimental design"
by virtue of its randomization and the addition of a control group,
both of which provide for control of many of the variables that
threaten the "One Group Pretest-Posttest Design." The scheme of this

second design is:

RO, X0

History is controlled "insofar as general historical events that might
have produced an 0]____92 difference would also produce an 03____94
difference" (p. 13). Similarly, if maturation and testing influence
an 0]____92 change, this should also appear in the control group.
Regression is controlled if both groups are randomly assigned from the
same extreme pool. "In such a case," write the authors, "the control
group regresses as much as does the experimental group" (p. 15).

Similarly, selection is removed as a threat through randomization.

Of the factors which jeopardize external validity, threats

to population validity can be controlled through random selection from

an experimentally accessible population with characteristics shared by

the target population. Multiple-Treatment Interference is ruled out

because only one treatment is used. The Hawthorne Effect and the

Novelty and Disruption Effect can threaten the generalizability,

however, if the student is aware of his participation in the experiment
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and if the experimental setting is too artificial; the best control
for both of these factors would be to use a natural setting such as a
classroom and embed Xs and Os in the normal classroom routine. Such
control procedures would also limit any contamination resulting from

pretest or posttest sensitization. I should note, however, that a

pretest sensitization threat may still exist if one wishes to general-
ize from the pretested experimental group to the unpretested target
population in any application of the experiment's results. Finally,

the interaction of time of measurement and treatment effects may also

pose a threat unless post-experimental measurement is carried out.
This would alter the design scheme by adding additional Os beyond 02
and'04. but it would strengthen the ecological validity of the

results.

A third design is the "Nonequivalent Control Group Design,"
which Campbell and Stanley call a "quasi-experimental design" because,
while it lacks full experimental control, it is nonetheless advocated
in "those settings where better experimental designs are not

feasible.* The scheme of this design is:

In contrast to the "One Group Pretest-Posttest Design," this design
has a control group; but, unlike the "Pretest-Posttest Control Group

Design," this one does not assign subjects randomly from a common

*In fact, one of the main themes of the Campbell and Stanley
book is the usefulness of such designs, which in some instances are
preferable to "true experimental designs." One such instance might
be a classroom-situated experiment, as I explain above.
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population. This design is most often used in settings where random
assignment is not possible or feasible. Hence, it is a widely used
design in educational research where intact groups such as classrooms,
which are naturally assembled rather than randomly assigned, are used.
Though the experimental and control groups do not have pre-experihental
equivalence (which would be attained through randomization), there is
some equivalence established through pretesting. If similarity between
groups is confirmed by the pretest, then certain threats to internal
validity can be controlled: "we can regard the design as controlling
the main effects of history, maturation, testing, and instrumentation,
in that the difference for the experimental group between pretest and
posttest (if greater than that for the control group) cannot be
explained by main effects of these variables such as would be found

affecting both the experimental and the control group" (p. 48). The

major threat to internal validity with this design is with selection-

maturation interaction, etc., since the experimental and control

groups are not equivalent to begin with. For example, there is the
possibility that in spite of similarities derived from pretest data,
one group may have a higher maturation rate than another. Such a

selection-maturation interaction could thus be confounded with the

effect of X. The threats to external validity are the same as those

I enumerated in the "Pretest-Posttest Control Group Design."

The theoretical designs presented above are but three of the
sixteen discussed by Campbell and Stanley. I have chosen these three
as sufficient to illustrate the effects on research design of threats

to internal and external validity. I will now consider selected

design aspects of three of the research projects summarized in the
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Braddock Report as "most soundly based." Though the Report considers
five studies in detail, three will be sufficient for my purpose here--

to corroborate the Report's notations on design validity and to make a

final illustrative application of the design validity elements I have

presented above. One caution, however, is in order. I am well aware,
as were the authors of the Braddock Report, that their five selected
research studies were not "perfect in all respects" (p. 55). Hence,
my intention is not to attack these studies but rather to help the
reader in considering the validity of their designs.

I find, for example, that the external validity of the Buxton

study is flawed by failure to control the multiple-treatment interfer-

ence threat. The difference between the "Writing" and "Revision"
groups' treatment in that experiment is that the "Revision" group's
essays were thoroughly marked, graded, and revised while the "Writing"
group's essays were commented on only briefly and not graded or
revised. Thus, the experimenter claimed three treatment variables--
intensive marking, grading, and revising. Failure to measure the
effect of each of these variables is noted by the authors of the
Braddock Report: "It is not clear, however, what the relative influ-
ence is of each of these three factors" (p. 70). Furthermore, a

closer scrutiny of the events occurring to the "Revision" group during

treatment reveals even more variables at work. I will quote from
the Braddock summary of this group's treatment:

The assignments and papers in the Revision group were
treated with considerably more direction. Although the students
could develop the assigned topic "in their own way," they were
expected to write on the same topic and to include some critical
thinking, a central idea, and material that was organized and
developed. They were encouraged to organize preliminary ideas
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into an outline before beginning the theme itself, to choose
their words and illustrations carefully, and to develop good
unity within paragraphs and transitions between them. They
were also warned against using unqualified and fallacious
statements. These qualities--as well as errors in spelling,
punctuation, and sentence structure--were marked on the
papers, and a few sentences of general evaluation were written
at the end, including mention of commendable qualities as well
as suggestions for improvement. Each paper was given two
grades, one for content and organization, another for general
correctness and accuracy.

The papers of the students in the Revision group were
returned at the beginning of a class period. The general
strengths and weaknesses of the essays were pointed out at
that time, and excerpts exemplifying certain good features
were read to the class to elicit comments on how the effective-
ness was achieved. Then the students were required to correct
the errors indicated on their papers while the reader went
from student to student, giving assistance where it was
needed. (p. 61)

A number of variables here may well have interacted with the
three treatment variables to produce the experimental results. The
first is motivation: the students were given more direction and

encouragement to write well. The second is mild intimidation: the

students were "warned against using unqualified and fallacious state-
ments." The third variable is peer interaction, which is a powerful
motivational and correctional strategy: excerpts from students'’
papers were read to the class and discussed. A fourth variable is

individual attention: while the students revised their papers, the

reader gave assistance to individual students. A1l of these uncon-

trolled variables can be subsumed under the multiple-treatment

interference threat to external validity. That is to say, along with

the three independent variables the experimenter claims in his con-
clusions--thorough marking, grading, and revising--we must also add
motivation, intimidation, peer interaction, and individual attention.

Since any one (or all) of these additional variables may also account
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for Buxton's results, the experimenter's third conclusion--that
"College freshmen whose writing is graded and thoroughly marked and
who revise their papers in light of these matters can improve their
writing more than college freshmen whose writing receives a few
general suggestions but no grades or intensive marking and who do not
revise their papers"--would seem to misrepresent the actual number of
variables in the experimental treatment.

Similarly, the Smith study reflects a threat to external
validity or, more specifically, to population validity. This is the

point that the Braddock Report makes in saying that "a question was
raised about how representative the University High School ninth
graders would be of school pupils in general" (p. 96). That the
students in this experiment were of high intelligence and high socio-
economic background limits the applicability of the experiment's result
to a rather small proportion of the larger American school population,
as the Report stresses in the beginning of the summary of this study.
The Kincaid study, on the other hand, is cited as being one
with a "superior design." This praise derives from Kincaid's careful

control of threats to both internal validity and external validity.

Factors jeopardizing internal validity were controlled in many ways.

For example, Kincaid tried to control the history threat by cautious
spacing of the students' writing occasions. He did not wish to space
the writing occasions "so far apart that new learning experiences would
cause more differences in quality of writing than variations in effi-
ciency would cause" (p. 86). Hence, he spaced the two days of

writing one week apart. Clearly, his intention was to prevent the

intrusion of unintended influences on the experimental outcome.
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The fatigue factor in the maturation threat was controlled
when "every other student wrote on the first topic during the first
hour, took a ten-minute break, and then wrote on the second topic.
The other students first wrote on the second topic and then, after a
ten-minute break, on the first topic" (p. 85). Similarly, Kincaid

sought to control the rater variable of the instrumentation threat

by having all three graders judge all four papers from each student
during the same rating period and by staggering the themes of indivi-
dual students in their order of evaluation.

Kincaid was equally careful in his control for selection bias.
To insure that his subjects were "representative of the freshman
population at Michigan State, the investigator relied on the usual
registration procedure for the course," thereby obtaining a random
sample from the university population. Furthermore, as a check on the
equivalence between the four groups in the experiment, Kincaid used
the first theme written by the students to determine equality in their
ability to write. He was thus confident that "each of the four groups
was representative of the total group of 80 students" (p. 87).

Kincaid also instituted controls for external validity. As I

noted earlier in my discussion of ecological validity, for example, a

"natural” setting such as a classroom is desirable for the generaliza-
bility of an experiment because of its approximation to the conditions
of everyday life. It is significant, then, that Kincaid conducted his
experiment in regular writing classrooms with regular writing instruc-
tors. He also contributed to this natural setting by choosing topics
that were "similar in nature to writing assignments used previously

in the term" (p. 84).
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In conclusion, I wish to add that of the five studies sum-
marized in detail in the Braddock Report, I find the Kincaid study

the soundest in design validity. I will have further comments to make

on this and on the other studies in the Braddock Report in the sections

that follow here on test validity and measurement reliability.

Test Validity
In the introductory part of this chapter I stated that in my

examination of test validity I would point out its importance in

assuring that an experimental test "measures what we want it to

measure." This is a basic definition of test validity. (There are a

number of variations on this definition, but most adhere to essen-

tially this idea.) Put another way, the concept of test validity

answers the question, "What does the test measure?" For example, if
a test is supposed to measure students' skill in assessing grammatical
correctness, then we must be sure that the test does in fact measure
that skill. If it does not measure that skill adequately, then it
may be said to have low validity as a test of skill in assessing
grammatical correctness. Thus we see that this definition of test
validity relates to 1) what is actually being measured by the test;
and 2) the degree to which the test measures what it supposedly

measures, which is another way of saying that test validity is a

matter of degree, that tests are not just considered valid or invalid.
A good example of degrees of validity appears in Clinton S. Chase's

book, Measurement for Educational Evaluation, where the author writes:

"an intelligence test is valid to the extent that it tells us the

truth about an individual's capacity to perform intelligent acts . . .
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suppose we have two intelligence tests--A and B. We discover that
Test A has often provided scores that relate more closely to achieve-
ment in complex learning tasks than has Test B. Shall we say that
Test A is valid and Test B is invalid? No, both have degrees of
validity, but Test A is more valid than Test B."]5

There are four types of test validity commonly used in

research testing: content validity, construct validity, and two forms

of criterion-related validity--predictive and concurrent. I will

explain each here and provide examples wherever possible.

Content validity refers to the relationship between the actual

content of the test and the subject-matter or performance the test is

supposed to measure. Thus, content validity is defined in the litera-

ture on educational and psychological measurement as "the extent to
which a test measures a representative sample of the subject-matter

content and the behavioral changes under consider'ation."]6

Content
validity is a central concern in achievement testing, because such
tests are intended to represent instructional objectives as well as
the content of instruction. As Richard H. Lindeman writes in Educa-

tional Measurement, "An achievement test has content validity if it

represents faithfully the objectives of a given instructional
sequence and reflects the emphasis accorded these objectives as the
instruction was carried out." Thus, Lindeman continues, "A test in
modern algebra would have low content validity for measuring achieve-
ment in American history. A test in long division would have low
content validity if administered to second-grade pupils. When

students criticize a test as not fairly representing the actual
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content of the course, they are in reality remarking about the test's
wl?

content validity.

Construct validity refers to the interpretation of test scores

in terms of some general psychological quality (e.g., some ability,
trait, or attitude) known as a construct. In the educational and
psychological literature, this kind of validity is defined as "the
extent to which test performance can be interpreted in terms of cer-

tain psychological constructs.“ls

Examples of constructs are anxiety,
intelligence, reading readiness, critical thinking, mechanical
interest, study skills, and verbal ability. The value of making

inferences based on construct validity is well put by Gronlund: "There

is an obvious advantage in being able to interpret test performance in
terms of such psychological constructs. Each construct has an under-
lying theory which can be brought to bear in describing and predicting
a person's behavior. If we say a person is highly intelligent, for
example, we know what behaviors might be expected of him in various

specific S'it:uations."]9

In addition, a test with high construct
validity may provide information to help teachers understand students'
academic performance. A diagnostic reading test, for example, may
tell us a lot about a person's ability to conceptualize abstract
features of language, such as inflections or other phonological
properties.

Criterion-related validity is a comparison of a person's test

scores with an actual performance (the criterion). The test is valid
to the extent that the scores corroborate the actual performance. Of

the two forms of criterion-related validities, predictive validity is

involved when test scores are used to forecast future performance.
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Concurrent validity, on the other hand, is involved when test scores

are used to estimate an individual's present performance. The differ-
ence between these criterion-related validities is well illustrated
by Gronlund:

For example, reading readiness test scores might be used to
predict pupils' future achievement in reading, or a test of
dictionary skills might be used to estimate pupils' current
skill in the actual use of the dictionary (as determined by
observation). In the first example, we are interested in
prediction and thus in the relationship between the two
measures over an extended period of time. This type of
validity is called predictive validity. In the second exam-
ple, we are interested in estimating present status and thus
in the relationship between the two measures obtained con-
currently. A high relationship in this case would show that
the test of dictionary skills is a good indicator of actual
skill in use of the dictionary. This procedure for deter-
mining validity is called concurrent validity . . . The
major difference between the two kinds of validity resides
in the time between the two obtained measures.

Criterion-related validities are usually reported statisti-

cally in the form of correlation coefficients. This statistical

procedure expresses the degree of agreement between the original test
score and the criterion measure being used as a basis for comparison.
Gronlund's explanation of correlation coefficient is concise and

lucid.

Basically, a coefficient of correlation expresses the degree
of relationship between two sets of scores by numbers ranging
from +1.00 to -1.00. A perfect positive correlation is indi-
cated by a coefficient of +1.00 and a perfect negative corre-
lation by a coefficient of -1.00. A correlation coefficient
of .00 lies midway between these extremes and indicates no
relationship between the two sets of scores. Obviously, the
larger the coefficient (positive or negative), the higher the
degree of relationship expressed.

We may use Gronlund's example of a reading readiness test (see
above) to illustrate positive correlation and negative correlation.

If a person scores very high on the reading readiness test and
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subsequently attains superior success in reading, then a positive
correlation may be said to exist between the test scores and later
achievement. But if a person scores extremely low on the reading
readiness test yet still attains superior success in reading, then a
negative correlation exists. Perfect positive correlations seldom
occur.

What, then, is a satisfactory correlation coefficient for the

test interpreter to rely on? Most correlation coefficients found in

test reports run between .35 and .80; and, though most experts recom-
mend coefficients in the neighborhood of .70 or better, they also
agree that our evaluation depends on our purpose for using the test.
That is, our ideal is a high correlation in a positive direction, but
if we do not have any other information upon which to base judgements
which must be made, then we may well be satisfied with a validity
coefficient of, for example, .38. In doing so, however, we must
realize that the .38 correspondence between test scores and criterion
measure indicates a small amount of agreement and thus should be inter-
preted cautiously.

I have presented the four types of test validity independent

of one another. It should be noted, however, that the four overlap

considerably. This interdependence among the various test validities

was stressed most recently in the American Psychological Association's

Standards for Educational and Psychological Tests:

These aspects of validity can be discussed independently, but
only for convenience. They are interrelated operationally and
logically: only rarel¥ is one of them alone important in a
particular situation.?
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One example of such interdependence might occur in a diagnostic

reading test which could have high construct validity as a test of a

person's reading readiness as well as high predictive validity as a

measure of future reading success. Another example appears in the
Braddock Report's summary of the Harris study. I remarked earlier in
this chapter that the authors of the Braddock Report direct their
readers' attention to the manner in which Harris validated his cri-
teria of measurement. I wish, therefore, to examine Harris' valida-
tion procedure as a way of applying the information I have provided

here on test validity.

Harris' problem was finding a frequency count test that would
validly measure "'the rate of growth of a child's maturing style'"
(p. 74). Evidence that a test would in fact measure this construct
would be the results indicating that a "satisfactory difference"
exists between the test scores of two groups of differently aged
children. Earlier measures tried by the investigator did not result
in any significant difference between different age groups (i.e., did

not demonstrate construct validity). But when the investigator

analyzed compositions written by one group of ten year-olds and those
written by another group of fifteen year-olds, he developed a set of
eleven criteria "'which occurred sufficiently often to give a clear
measurement.'" After computing the difference between the groups,
Harris found that the test did indicate a significant difference on
all eleven criteria, thus providing the experimenter with a valid test
of maturing style. Consequently, Harris used this test in his formal
experiment, but not until he determined the reliability of his

measuring instrument.
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Measurement Reliability
Reliability refers to the consistency with which a measuring
instrument (e.g., essay, objective test, essay rater) measures from
one occasion to another. If an instrument does not give consistent
measurements, then it may be said to have low reliability for whatever
it measures. Chase provides a simple and clear illustration by using
the yardstick as the measuring instrument:
For example, if I measure the length of a room with a yard-
stick, I should get about the same result today as I did yester-
day. My measuring procedure is reliable. But suppose I have
an elastic measuring tape a yard long. Some days I tend to
pull it too taut and get more than three feet in each unit. On
those days I underestimate the length of the room. Other days,
I do not pull it taut enough, and I overestimate the length of
the room. My measuring device is inconsistent, or unreliable. 3
There are two main ways for determining the reliability of a
measuring instrument. The first is through methods of calculating

correlation coefficients and the second is through calculating the

standard error of measurement.

Correlation coefficients for determining reliability are

calculated and interpreted in the same way as the procedure I

described in the section on determining validity coefficients. When

determining reliability coefficients, however, agreement is based on

the correlation between two sets of the same or very similar measure-
ments. This difference becomes clear in considering the methods of

calculating reliability coefficients.

One method is called "test-retest," in which the same test is
given to the same group twice with a certain amount of time inter-

vening between the two testing occasions. Scores from the two tests

are correlated and the correlation coefficient indicates how
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consistent the test results are over the time between tests. The
advantage of the test-retest method is that it indicates how consis-
tent are scores over a period of time. One caution, however, must be

observed. As pointed out in Standards for Educational and Psychologi-

cal Tests, "retesting is not ordinarily a desirable method of estima-
ting reliability because the examinee may remember his or her
responses to items from one testing to the next. Hence, memory
becomes a systematic source of variance."24
A second method is through using "parallel forms" of the
test. This involves making up two different but equivalent test forms
(e.g., both sample from the same content, level of difficulty, etc.).
One form of the test is administered; and, after some time, the other
form is administered. The memory variable which threatened the test-
retest method is controlled because the two forms of the test contain

different items. Scores from both test administrations are correlated

and this correlation coefficient tells us the degree to which the test

is consistent between the two forms.

A third way of estimating reliability is by means of the
"split-half" method. This involves a single administration of a
single form of a test. After the test is given, it is divided into
two equivalent parts (odd and even numbered items, for example) and

the correlation coefficient between these two parts is calculated.

Thus, the split-half method indicates the degree to which the two
halves are consistent with one another in their measurements. This

method is also known as a measure of internal consistency in that

items on the test are correlated against one another.
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I pointed out above that there are two main ways of determining
the reliability of a measuring instrument. One way, as I have shown,

is through calculating the correlation coefficients. The other way

is through calculating the standard error of measurement. Standard

error of measurement indicates how much we would expect a person's

score to vary if he were to be measured a number of times with the
same test. That is to say, since there will be minor fluctuations in
test scores from one testing to another, any single test score should
be seen as a range of scores rather than an absolute score. We should
think of a person's test score as comprised of two components: a true
score component, which is the score a person would obtain if there

were no error in measurement; and a measurement error component.

Errors in measurement operate randomly, sometimes increasing a score,

and sometimes decreasing it. Standard error of measurement is thus a

statistical procedure which estimates the amount of variation we can
expect in test scores due to random errors in measurement. A useful
illustration appears in Gronlund's book:

For example, let us assume that we have just administered an
intelligence test to a class and the results indicate that Mary
Smith has an IQ of 97. We note in the test manual that the
standard error of measurement is 5. What does this 5 mean with
regard to Mary Smith's IQ? In general, it indicates the amount
of error that must be taken into consideration in interpreting
Mary Smith's IQ score. More specifically, it provides the
1imits within which we can reasonably expect to find Mary
Smith's "true" IQ score. . . . Thus, a range of scores from 92
to 102 would typically be used to describe Mary Smith's per-
formance. . . . The standard error of measurement makes it
clear that a test score should be interpreted as a "band of
scores" rather than as a specific score. With a large

standard error the band of scores is large and we have less
confidence in our obtained score. If the standard error is
small the band of scores is small and we have greater confi-
dence that our obtained score is a dependable measure of the
characteristic.25
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Standard error of measurement thus gives us a way of expressing

a test's reliability in terms of score units: it tells us that a
person's or group's obtained scores are not necessarily the "true"
scores, but rather scores which fall within an estimated range. It

is an estimation of the amount of variation to be expected in test
scores due to unavoidable random errors in measurement. Thus, as
Gronlund stresses, "The amount of variation in . . . test scores would
be directly related to the reliability of the testing procedures. Low
reliability would be indicated by large variations in the pupil's test
scores. High reliability would be indicated by little variation from
one testing to another.“26

For anyone reading research reports, an understanding of

measurement relijability is important in interpreting and assessing the

merits of the research. This is pointed up in Standards for Educa-

tional and Psychological Tests, in which the following principle is

deemed "Essential": "The test manual or research report should pre-
sent evidence of reliability, including estimates of the standard
error of measurement, that permits the reader to judge whether scores
are sufficiently dependable for the intended uses of the test."27 As
a way of applying some of the information I have provided here on‘
reliability, I will examine briefly some of the instances in the
Braddock Report where evidence of reliability is presented.

In Chapter II of the Report, for example, the authors comment
on a study by Stalnaker which emphasized practice rating sessions for
composition raters (p. 14). After the first reading of the composi-
tions by a number of raters, the correlation between raters ranged

between .30 and .75; but, after training, the correlation ranged
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between .73 and .98, with an average of .88, thus indicating greater

measurement reliability with practice in rating.

Rater reliability coefficients are also reported in the Buxton

study, where only two raters were used and the coefficient of correla-

tion was calculated through the Pearson product-moment formula (a very

common method for computing the coefficient of correlation). The

authors report a reliability coefficient of .91 for the pretest

themes, thus "indicating a high degree of consistency between the two
raters" (p. 66).

Finally, reliability calculations were used in the Harris

study to insure that his test--which measured "the rate of growth of

a child's maturing style"--proved consistent in its measurement of the
eleven criteria of maturing style. (See the above section where I
discuss Harris' validation procedures used with this test, since
insuring both the validity and the reliability of his instrument was
one of the merits of the study). In his validation procedure, Harris
demonstrated that by relying on his eleven criteria of maturing style,
his test did measure differences between the ten year-olds and the
fifteen year-olds. Thus, it proved to be valid instrument. To
determine the reliability of the instrument, Harris gave the same test
to a group of thirteen year-olds. If the test again indicated differ-
ences in this median age group, then he could feel confident that it
measured the eleven criteria consistently. The results were that "all
criteria except a and g reached a good or high level of reliability"

(p. 75). Both the correlation coefficient and the standard error of

measurement are reported in Table 4 of the summary. The correspon-

dence between the low coefficient correlation figures and the high
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standard error of measurement figures in the criteria with lowest

reliabilities illustrate the point I made earlier--that the higher the

standard error of measurement obtained, the lower the reliability.

In this chapter, then, I have tried to provide information
which can assist readers in their understanding and assessment of
research reports. I have defined and examined variables which

threaten research projects by jeopardizing the internal and external

validity of research design. I have also examined and illustrated

two other essential facets of research studies--test validity and

measurement reliability--by defining each concept and showing how each

figures in the reporting of research experiments. In summary, then,

a research design should provide control for extraneous variables and
should have generalizable results; a research test should measure what
it is intended to measure; and, finally, a research measure should

measure consistently.



CHAPTER II

RESEARCH IN COMPOSITION*

In "The Crisis in Knowing about Learning to Write," an article

which appeared in the September, 1975, ADE Bulletin, Robert E. Shafer

stated that "It would seem that those of us who are in a position to
do so should make every effort to infuse programs of student writing
with the 'best that has been thought and said about writing, and_that
those of us who are not accustomed or experienced in evaluating experi-
mental studies of writing should make every effort to familiarize
ourselves with their results" [sic] (p. 56). Shafer is quite right

in suggesting that the design of composition programs should take

into account the experimental research which has been done in the
field. But I believe that part of his statement--"those of us who are
not accustomed or experienced in evaluating experimental studies
should make every effort to familiarize ourselves with their results"
--needs modification. If we consider only the results of research
studies, we can easily be led to accept blindly the studies' conclu-

sions. We must look beyond the results to questions of design and

*In this chapter, I will not use the standard format of foot-
noting by numbers. Because I will cite so many research studies, I
will use a more convenient system of simply dating the studies in my
text. I will provide full reference information for the studies in
my notes.

46
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procedure. To make such information readily accessible was my purpose
in the previous chapter--to help those who are not research specialists
make critical sense of the results of research by careful scrutiny of

some of its essential components: design, test validity, and

measurement relijability. This is knowing research in one sense--

knowing how to read research reports by understanding research funda-

mentals. But we must also know research in a second sense--we must

know what specific research has been done in composition. In this

chapter, then, I will try to help the reader know research in this

second sense.

As I noted in the last chapter, there have been major over-
views of research in composition in the past few years (Braddock,
Lloyd-Jones, Schoer, 1963; Meckel, 1963; Braddock, 1969; Sherwin,
1969; Blount, 1973; and Lundsteen, 1976). Each overview summarizes
research according to some frame of reference. The Braddock Report,
for example, presents topics relating to composition (e.g., environ-

mental factors influencing composition, instructional factors
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