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ABSTRACT

COLLABORATION BASED SPECTRUM SHARING ALGORITHMS

IN COGNITIVE RADIO NETWORKS

By

Chowdhury Sayeed Hyder

Radio spectrum assignment to wireless providers using traditional fixed allocation policy will no

longer be a viable technique to meet the growing spectrum demand of emerging wireless applica-

tions. This is because while the available pool of unassigned radio spectrum is low, the spectrum

already assigned to existing applications is also often underutilized in time, frequency, and loca-

tion. With features like transmission flexibility and adaptability cognitive radio (CR) provides a

useful means of spectrum sharing among growing users as an alternative to the current fixed pol-

icy. The cognitive radio network (CRN), based on the functionality of CR, consists of two types

of users — primary users (PU) and secondary users (SU). Primary users are licensed users who

have exclusive access rights of a fixed spectrum range. Secondary users are unlicensed users who

opportunistically exploit the spectrum holes or negotiate with primary users to earn transmission

access rights.

The CRN based efficient spectrum sharing algorithms work on different forms of collaboration

between the PUs and the SUs (inter-user collaboration) and among the SUs themselves (intra-user

collaboration). In the sensing based collaboration model, the SUs sense licensed spectrum and

collaboratively decide about its availability based on the sensing results without any involvements

from the PUs. In the relay based collaboration model, the SUs coordinate with the PUs directly,

relay primary packets in exchange for transmission opportunities, and thus build a win-win cooper-

ative framework to attain mutual benefits. In the auction based collaboration model, the SUs bid for

temporary or permanent usage rights of unused licensed spectrum bands that are put into auction



for sale by the PUs. Each of these collaboration models faces different sets of challenges towards

achieving high spectrum utilization. In this dissertation, we address some of these challenges and

present a set of efficient spectrum sharing algorithms based on these collaboration models.

The first work in this dissertation addresses the spectrum sensing data falsification (SSDF)

attack in IEEE 802.22 wireless regional area network (WRAN) under the sensing based collab-

oration model. We discuss different strategies of manipulating sensing reports by one or more

malicious users and how these manipulation strategies may affect the spectrum utilization. To de-

fend against such malicious attacks, we present an adaptive reputation based clustering algorithm.

The algorithm combines the clustering technique with feedback based reputation adjustment to

prevent independent and collaborative SSDF attacks and quarantines the attackers from the deci-

sion making process.

Our next set of work in this dissertation falls under the relay based collaboration model. We

investigate the feasibility of this collaboration model in the case of real-time applications. We

quantify the impact of packet deadlines and cooperation overhead on the system performance. We

discuss the impact of interference that may cause from secondary transmissions. Based on the

analysis, we develop an interference aware reliable cooperative framework which improves the

packet reception rate of both users with low overhead. We extend our investigation of this relay

based collaboration model from single hop to multiple hops in the form of cooperative routing. We

formulate the routing problem as an overlapping coalition formation game where each coalition

represents a routing path between primary source and destination consisting of multiple SUs as

intermediate relays. The proposed model allows SUs to participate in more than one coalitions and

creates more transmission opportunities for them while achieving stable routing paths for PUs.

Our final set of work in this dissertation deals with the challenges in the auction based collabo-

ration model. We consider an online setting of spectrum auctions where participation and valuation



of both bidders and sellers are stochastic. We analyze the behavior of bidders and sellers in such

settings and develop truthful auction mechanisms with respect to bid and time, improving spectrum

reuse, auction efficiency, and revenue. The findings from our research will help to understand the

underlying challenges in future networks, build a better spectrum ecosystem, and encourage new

spectrum sharing models in wireless broadband communications.
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Chapter 1

Introduction

1.1 Present Status and Core problem

The communication world has witnessed a tremendous advancement in wireless technology over

the last few decades. A diverse range of wireless services has been offered starting from health-care

applications to vehicular networks, from real-time system monitoring to Internet of Things (IoT)

applications. A new set of wireless communication devices like smartphones, tablets, wearable

devices have been introduced with useful and interesting features. As a result, the usage of wireless

devices has skyrocketed, wireless communication has become an integral part of our daily lives,

and wireless traffic has grown at an exponential rate. According to Cisco study [25], mobile data

traffic has grown 4000-fold over the last 10 years with 74% growth in the last year only, and this

trend will continue to increase in future. In the same study, it is expected that monthly mobile data

traffic will be 30.6 exabytes (EB) by 2020. This huge traffic has to be carried over a fixed range

of radio spectrum whose usage and access are regulated by Federal Communications Commission

(FCC) in the US.

Traditionally the FCC approves different service providers an exclusive license of a fixed spec-

trum band. In the face of growing traffic demand, such fixed allocation cannot meet future demand

with the unassigned spectrum bands only. The service providers with already licensed spectrum

are not utilizing their share very efficiently as well. For example, Shared Spectrum Company

(SSC) conducted a citywide experiment in Vienna, VA on the usage of spectrum between 30MHz
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and 3GHz [108]. The study showed that a significant number of spectrum bands were “highly

underutilized” or “almost never used.” Similar spectrum occupancy studies have been performed

in different cities, and the results are consistent throughout all these studies [116] [89] [11] [17].

Therefore, the current allocation system is proved to be inadequate, and its reformation is a neces-

sity to develop an efficient spectrum sharing platform.

1.2 Solution with Cognitive Radio Network

Federal Communications Commission (FCC), the spectrum regulation committee in the US has

taken significant steps (see Sec. 2.1.2) to accommodate new users and satisfy their requirements.

Similar steps have been taken by other spectrum regulation committees in Europe and Asia [91].

The concept of cognitive radio (CR) is introduced as a viable solution to both the spectrum scarcity

problem and underutilization problem by dynamically sharing spectrum to end users according to

their quality of service requirements.

By definition, cognitive radio can change its transmission parameters based on interaction with

the environment. There are two features that make cognitive radio unique in the networking world

[3]: (1) its cognitive capability to capture the information from the radio environment and (2) its

reconfigurability to work on diverse frequencies in different transmission access technologies.

Based on the usage rights, cognitive radio network (CRN) consists of two types of users —

primary users (PU) and secondary users (SU). Primary users are basically the license holders, and

they have exclusive access rights to use a fixed spectrum band. On the other hand, secondary

users either opportunistically exploit free spectrum or negotiate with primary users to transmit

their own data. Cognitive radio network has thus become a prominent research field to address the

spectrum allocation and sharing problem. Various spectrum sharing algorithms have been proposed
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and developed based on the collaboration between PUs and SUs in CRN. In this dissertation, we

have explored several of these collaboration models. We have discussed the unique challenges

associated with each model, and developed efficient spectrum sharing algorithms addressing some

of these challenges.

1.3 Collaboration based Spectrum Sharing

Initial focus of the CRN research was to find unused spectrum without interfering primary users’

transmission. Spectrum sensing techniques became the center of research to identify primary users’

activity, detect unused spectrum, and opportunistically utilize that spectrum for transmission of

secondary packets. Over the years different sensing techniques were developed by the researchers

(for a comprehensive summary of sensing techniques, readers are referred to Sec. 2.1.3). While the

sensing techniques offer an immediate opportunity to utilize unused spectrum without any major

change in the existing primary user architecture it also faces several challenges. For example,

determining sensing duration and sensing frequency while maintaining a high sensing accuracy

were a major concern. Further research shows that cooperative sensing can reduce the sensing error

and provide better detection and spectrum utilization than independent sensing. Consequently, an

IEEE standard [110] is developed around collaborative sensing to design a regional area network.

The strict requirement of spectrum sharing is later relaxed, and secondary users are allowed

to transmit as long as the interference caused from their transmission do not exceed a predefined

threshold. In this model, collaboration between primary-secondary pairs is established on the basis

of cooperative diversity and mutual needs. These collaboration models of spectrum sharing, their

implementation challenges, and future prospects were discussed in the 2009 NSF workshop [109].

In parallel to these techniques, there is a continuous effort to ensure efficient spectrum sharing
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Figure 1.1: Sensing based collaboration model

by improving the existing spectrum regulation system. A well regulation system should motivate

the primary users to share their unused spectrum to secondary users in exchange for additional

revenue. This effort from the researchers and policymakers leads to design of various innovative

auction mechanisms with dynamic network settings. These ongoing efforts have been recognized

in the 2013 NSF workshop on wireless networking [13] and well adapted by FCC in designing

future spectrum trading. We summarize these spectrum sharing techniques into the following three

categories based on the collaboration between the primary and secondary users as follows [6].

1.3.1 Sensing based Collaboration Model

The first spectrum sharing model involves collaboration among the secondary users only. The

primary users are unaware of the existence of the secondary users, and therefore secondary trans-

mission must not interfere their transmission. To avoid interference with primary transmissions,

the secondary users apply spectrum sensing techniques, and together, they decide the presence or

absence of PU activity. When their collaborative decision implies the absence of PUs, the sec-

ondary users can share the unused spectrum for their own transmission.

An industry standard [110] IEEE 802.22 is being developed for Wireless Regional Area Net-

work (WRAN) based on this sensing based collaboration model. Fig. 1.1 shows a WRAN consist-
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Figure 1.2: Relay based collaboration model1

ing of one base station (BS) and multiple secondary users as consumer premise equipments (CPE).

In this standard, a base station instructs the CPEs to sense spectrum, and the secondary users send

back their reports to the base station. The base station then makes a decision based on the sensing

reports. However, this collaboration among secondary users also gives a malicious user an oppor-

tunity to manipulate the system [15]. An individual secondary user may send an incorrect sensing

result, lead the base station to a wrong decision, and use the spectrum for its own benefits. This

form of manipulation is referred to as ‘spectrum sensing data falsification’ or SSDF attack in IEEE

802.22 networks. In our research work, we address this problem and develop a decision making

algorithm that prevents SSDF attack and isolates the manipulators from the decision making.

1.3.2 Relay based Collaboration Model

This spectrum sharing model involves mutual need based collaboration between primary and sec-

ondary users (see Fig. 1.2). Secondary users intend to access primary spectrum for their own

transmission in exchange for relay services to primary users. This relay based communication

reduces the impact of path attenuation, multi-path propagation, shadowing by obstacles and thus

helps to strengthen the primary signal at the destination. PUs and SUs exchange their coopera-

tion information and build a collaborative spectrum sharing model. This model is also known as

1the picture is partially taken from http://famousbloggers.net/quickhaggle.html
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cooperative cognitive radio network (CCRN).

In this CCRN model, the PUs share their licensed spectrum in temporal, spectral, and spatial

domain if the SUs offer relaying services to PU traffic. The PUs and SUs coordinate and schedule

their cooperative transmissions for achieving mutual benefits by applying different relaying strate-

gies (see Sec. 2.1.5). Since video will be the dominant part of the future traffic, we investigate

whether mutual cooperation helps to support real-time traffic. We present a detailed analysis of the

collaboration model between PUs and SUs addressing the impact of cooperation overhead and in-

terference constraints. We develop a distributed interference aware reliable cooperation algorithm

that helps a user to make cooperation decision and transmits its data.

Next we take our investigation from single hop to multi-hop cooperative communication in re-

lay based collaboration model. We consider multi-hop cooperative relaying to establish a routing

path through the SUs in exchange of their transmission opportunities. We apply the concept of an

overlapping coalition game to define the reward of an individual user for participating in a coop-

eration. The simulation results show that it increases transmission opportunities of the secondary

users while improving the reward of the primary users in terms of data rate and transmission delay.

1.3.3 Auction based Collaboration Model

In the auction based collaboration model, the primary and secondary users collaborate via a third

party e.g., FCC [39]. The PUs auction their unused spectrum for extra revenue whereas the SUs bid

in the auction to acquire necessary usage rights. Usually a trusted authority (e.g., FCC) holds the

auction, administers spectrum allocation, and manages the payment transaction. Fig. 1.3 illustrates

different components of a spectrum auction. Recent initiatives from the FCC strongly indicate

that spectrum auctions will play a significant role in revolutionizing future spectrum distribution in

general as well as in military use.
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Figure 1.3: Auction based collaboration model

The major challenge in this model is to accommodate diversity in bidders and sellers while

ensuring integrity and reliability of the auction. The licensed users may auction their spectrum in

temporal and spatial domain with different values. Similarly, the secondary users place their bids

according to their transmission requirements which also vary from users to users. In presence of

such diversity, an auction mechanism must ensure truthfulness that cannot be achieved with well-

known V CG mechanism (see Sec. 2.1.6). Additionally, spectrum auctions must ensure reusability

which is different from traditional auctions. In traditional auctions, a single unit of product is sold

to a single bidder whereas in spectrum auctions, the same spectrum can be allocated to more than

one users as long as they are not interfering with each other. These unique differences make the

traditional auction algorithms inapplicable to spectrum auctions.

In this context, we focus on online auctions in particular where the number of bidders and

spectrum units are not known a priori and the auctioneer needs to make decision online. This

setting is inline with the PU activity and spectrum demand from the opportunistic users. We also

consider the diversity in bidders’ transmission requirements. For example, a delay tolerant user

can offload data at later time whereas an interactive user wants immediate spectrum access. We

consider diverse features of bidders and sellers and design strategyproof auction algorithms which

are then evaluated in terms of efficiency and revenue.
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1.4 Contribution

With the arrival of new applications offering different services, the future network requires to

accommodate the spectrum demand of their users. In this dissertation, we address some of the

challenges towards accomplishing that requirement. The highlights of our contribution are as

follows:

(i) IEEE 802.22 [110] is the wireless standard for rural broadband access. SSDF attack is a

major problem in IEEE 802.22 networks. Our solution of this problem presented in Chapter

3 will be helpful to develop a secure collaborative sensing platform in IEEE 802.22.

(ii) Since the video traffic will dominate in near future, the network should be able to support

reliable video transmission with low infrastructure cost. Our results from the relay based

collaboration model will be useful to develop a reliable network based on mutual cooperation

benefits between the PUs and SUs. The results are further extended from a single hop model

to multi-hop collaboration model.

(iii) The ubiquitousness of wireless services will increase the number of consumers who will

want to access networks anytime anywhere. The diversity in the requirements of these users

and supplies need to be addressed online to build better spectrum sharing models around

it. Our proposed auction mechanisms presented in this dissertation ensure online spectrum

allocation and determine price considering diversities of both the buyers and sellers.

1.5 Organization

This dissertation is organized into several chapters. In Chapter 2, we first provide some background

information related to our research, then present an extensive summary of related work on different
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collaboration models. Each of the following chapters addresses a specific problem based on user

requirements and collaboration models. Chapter 3 addresses the SSDF attack in IEEE 802.22

networks under sensing based collaboration model and presents an adaptive clustering algorithm

to prevent such attacks. Chapter 4 focuses on the challenges with real-time traffic and presents an

interference aware reliable cooperation algorithm in relay based collaboration model. Chapter 5

explores the multi-hop relay based collaboration model to establish stable routing paths for the PUs

while ensuring SU transmission opportunities. In Chapter 6, we analyze the diversity of bidders

and sellers under auction based collaboration model. We develop online single and double auction

algorithms that ensure truthfulness, individual rationality, budget balance, and improve efficiency

and revenue. Finally, Chapter 7 concludes our work and discusses our future research directions.
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Chapter 2

Background and Related Work

To better understand the research problems and the proposed solution, we provide some back-

ground information about some relevant topics. We also present a comprehensive summary of

existing research work on three collaboration models.

2.1 Background

2.1.1 Spectrum Licensing

In each country, spectrum licensing is handled by a government authorized entity that regulates

spectrum allocation, usage and distribution among the interested providers. In the US, Federal

Communication Commission (FCC) is responsible for managing and licensing radio spectrum

throughout the country to a diverse range of commercial and non-commercial users including pub-

lic safety and emergency response services [36]. Since its formation in 1934, the FCC works

with specific goals of advocating innovation and investment in broadband services, offering high-

est and best spectrum allocation techniques, and ensuring efficient and reliable access to allocated

spectrum. Currently, the FCC controls the allocation of spectrum between 9KHz and 275GHz.

Basically there are two ways the FCC makes spectrum available to wireless services - licensed and

unlicensed. The licensed spectrum assignment is usually done through spectrum auctions. Note

that different radio frequencies hold different propagation characteristics and are suitable for dif-
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ferent services. The FCC holds auction for a specific frequency band and selects the highest bidder

as winner among the interested service providers. The FCC then grants the winner permission to

use that spectrum band for a specific or entire geographical location. For example, cellular service

is in the range of 824-849MHz and 869-894MHz [107]. In the unlicensed spectrum, users operate

without any license, however, must comply with the technical requirements guided by the FCC.

The FCC also grants exclusive access to specific spectrum range to public safety agencies and first

responders.

2.1.2 FCC Reformation Initiatives

It is evident from the present statistics and the Cisco traffic forecast [25] that it is not possible to

satisfy the growing demand using traditional spectrum licensing techniques. The FCC advocates

an innovative approach of spectrum sharing between legacy networks and new users via dynamic

spectrum access (DSA). Based on early statistics, the FCC opens the TV broadcast channels for

unlicensed access with an imposed interference constraint [38] [37]. It has been proposed to create

a database with spectrum information. In 2010, the FCC presented the National Broadband Plan

(NBP) which recommends several steps to reform the spectrum policy to address the spectrum sit-

uation [90]. The recommendations include taking initiative to make 500MHz of spectrum available

for broadband access, offering incentives and mechanisms to repurpose spectrum, and expanding

opportunities for innovative spectrum access models. Subsequently, the FCC has started an incen-

tive auction, first of its kind, in the month of March of 2016 [58]. Recently, the FCC is planning

to share the 3.5GHz spectrum which is currently used by the government radars and fixed satel-

lites [26]. A three layer access policy has been proposed. In this proposal, the legacy network has

the highest priority and operates on the first layer, the second layer provides access based on an

incentive auction, and the third layer is open to users for unlicensed access.
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2.1.3 Spectrum Sensing

A number of different sensing algorithms are presented in literature [101] [42] [9]. The most

common sensing technique is energy based detection due to its low computational cost and imple-

mentational complexities. The received signal is compared with a preset threshold value to detect

the presence of PU. The challenge of this technique includes the appropriate threshold selection

and its differentiation between PU signal and noise under low signal-to-noise (SNR) values. In

the wavelet-based sensing, known pattern is used to detect PU signal that ensures higher reliability

and faster convergence than the energy detection method. Another sensing method is to exploit

cyclostationary features of the received signals. Cyclostationary features can even be used to dis-

tinguish among different types of transmissions and primary users. With the knowledge of the

technology used in PU transmission, several features can be extracted from the received signal

and various classification model can be applied to detect the PU signal. Besides these sensing

methods, few other methods are presented in literature [133]. However, detection performance of

an individual secondary user often suffer from multipath fading, shadowing, receiver uncertainty

issues [4]. Collaborative spectrum sensing is found to be an effective solution to overcome these

limitations [133].

2.1.4 IEEE 802.22 WRAN Standard

The IEEE 802.22 standard has been started being developed in 2004 [1] [29]. It is targeted to

provide low population density rural areas with broadband access. IEEE 802.22 defines a central-

ized, single hop, point to multi-point communication standard for wireless regional area network

(WRAN). The base station is connected to the Internet through a backhaul while the customer

premise equipments (CPE) are connected to the base station through vacant TV channels. The
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users apply cognitive radio techniques to avoid interference to broadcast users. The spectrum

sensing is controlled and coordinated by the base station. The base station also has an interface to

access the spectrum database. The network operates over 54-862MHz and uses OFDMA technol-

ogy [1]. A complete proposal draft and its amendments can be found here [122].

2.1.5 Relaying Strategies

In relay based collaboration model, the primary source node sends packet to an intermediate sec-

ondary node, and then intermediate secondary node forwards it to the destination. There are gen-

erally two strategies used in relaying packets from source to destination. They are as follows:

(a) Amplify and Forward (AF ) [28]: The relay node receives the signal at first, then amplifies

it, and finally relays it to the destination.

(b) Decode and Forward (DF ) [28]: The relay node tries to decode the signal after it received

it from the source and extract the intended message. It then re-encodes the message and

transmits it to the destination.

The AF strategy is preferred when the relay node is closer to the destination, and the relay does

not need to use much power. Since the relay amplifies the noisy received signal, the noise is also

amplified and its effect becomes more severe when the relay is far from away from the destination.

On the other hand, the DF strategy works better if the relay node is closer to the source. It is

then more probable that the relay node decodes the message without any error. Both these relaying

strategies are studied in relay based collaboration model [86] [50] [23] to explore the cooperation

benefits of transmitting primary packets through secondary users in cognitive radio networks under

inter-user collaboration model. There is another less known relaying strategy called compress and
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forward (CF ) [28]. In this strategy, the relay node quantizes the received signal, encodes the

samples into a new message, and then forwards the message to the destination.

2.1.6 VCG Auctions

In general, an auction mechanism should have the following properties such as truthfulness, in-

dividual rationality, and budget balance. The truthfulness property ensures that a bidder cannot

increase its profit by manipulating any of its information. Individual rationality means that any

participant in the auction must achieve nonnegative profit. An auction is budget balanced if the

total amount paid to the sellers is no greater than the total amount paid by the bidders.

The design of second price auction by Vickrey ensures truthful bidding of bidders. According

to this auction [72], bidders place their sealed bids. The highest bidder wins but pays equal to

the second highest bid. This concept is further generalized by Vickrey, Clarke, and Groves [138].

In their proposed sealed bid multi-unit auction (referred to as ‘VCG auction’), bidders bid their

valuations for the desired item without knowing the bid information of competing bidders. The

auctioneer assigns items in a socially optimal manner. Each winner is charged the amount equal

to the bid of the losing bidder who could win if the winner were not present. This mechanism is a

generalization of the second price auction and is proved to be incentive compatible and individual

rational. The mechanism is attractive since it guarantees truthful reporting as the best strategy of

a bidder and a bidder cannot increase its profit by manipulating its bid. However, this mecha-

nism does not guarantee truthfulness when the bidders have flexible deadlines and their arrival is

dynamic.
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2.1.7 McAfee Auction

McAfee in his seminal paper [88] designed a dominant strategy for both buyers and sellers in a

static double auction. This strategy is used to design a truthful mechanism for spectrum double

auctions [20, 143]. According to this strategy, bidders in the set T are sorted into non-increasing

order of bid b1 ≥ b2 ≥ . . . ≥ bn′ where n′ denotes the number of bidders in the auction, i.e.,

|T| = n′. The sellers in set S′ are sorted into non-decreasing order of ask a1 ≤ a2 ≤ . . . ≤ am′

where m′ denotes the number of sellers in the auction, i.e., |S′| = m′. The minimum bid of the

bidders b(n′+1) and the maximum ask of the sellers a(m′+1) are set to −∞ and ∞ respectively.

Then, h pairs are selected such that ∀ i ≤ h, bi ≥ ai and b(h+1) < a(h+1). So, there are h − 1

trades in the auction, and the h− 1 highest bid buyers and the h− 1 lowest ask sellers are selected

as winners. If h = 1, no winner is selected. This implies that there must be at least two pairs of

bidders and sellers to have one successful trade. Each winning bidder i ∈ T pays the amount equal

to b(h), and each winning seller j ∈ S′ is paid the amount equal to a(h). The auctioneer’s utility is

equal to (h − 1)× (b(h) − a(h)). While this mechanism works for static setting, it fails to ensure

truthfulness in online setting consisting of bidders with transmission deadlines.

2.2 Related Work

We discuss the existing research work based on the collaboration models between the primary and

secondary users in the network.

2.2.1 Related Work on Sensing based Collaboration Model

Early research on cognitive radio network mostly addresses the independent effort of secondary

users to find spectrum holes without primary users [77] [83] [100] [56] [8]. Further research
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showed that collaborative sensing improves the sensing accuracy and increases secondary trans-

mission opportunities in comparison to independent sensing [133] [4] [42].

While cooperative sensing improves the accuracy of primary user detection, it brings different

form of challenges such as SSDF attack. We divide the existing solutions to combat against SSDF

attack into three categories — reputation-based, data mining based, and artificial intelligence ap-

proaches. Wang et al. [120] proposed an onion peeling approach based on Bayesian statistics to

assign suspicion levels to all nodes in the network. They test their heuristic based approach for

false alarm attacks, miss detection attacks, and combinations thereof. However, they assume that

base station has prior knowledge about the activities of attackers, which is not very common. Also,

Qin et al. [93] proposed a trust based model and use a weighted sensing result aggregation method

to remove malicious nodes from the decision making process. Chen et al. [18] presented a hy-

brid method called the weighted sequential probability ratio test (WSPRT) that combines a node’s

reputation and the use of a sequential probability ratio test to identify malicious or faulty units.

WSPRT is only tested against attackers utilizing an always-false or always-free response which

are unsophisticated attack strategies not likely to reflect real scenarios. Rawat et al. in [7] explored

independent and collaborative SSDF attacks and proposed a simple reputation-based method to

identify attackers. They determined optimal attacking strategies for collaborating attackers where

the BS cannot possibly discriminate between honest and attacking CRs. A mathematical analysis

of detection performance was carried out using the Kullback-Leibler divergence (KLD). Accord-

ing to their results, in presence of 50% independent attackers, BS cannot differentiate between the

honest users and the attackers. However, for collaborative attack, this ratio reduces to 35%.

A new approach based on K-neighborhood distance algorithm is presented in [78] to detect

independent malicious users. This approach does not need any prior knowledge of attacker distri-

bution and exposes attackers across multiple sensing rounds. However, when attackers collaborate,
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they can successfully evade detection. Further work has been done by [65] in establishing a more

robust decision algorithm corroborating information regarding PU positioning and path loss to the

secondary user. The proposed method dramatically increases misdetections when using incorrect

static thresholds.

Clancy et al. [27] addressed a series of steps to combat the sensitive areas in CR by assuming a

noisy environment, implementing levels of common sense, and programmatically resetting learned

values to avoid extended corruption from attackers. They offer up the use of swarm behavior in

determining a global decision on whether a sensed signal was actually generated by a primary user,

along with a trust-based method. However the proposals on how these CRs should operate in the

field are presented without details for verification. They also do not address how to incorporate

this new information into the current IEEE 802.22 networks. Besides these approaches, Yu et al.

in [132] considered data falsification attacks in ad hoc cognitive networks and used a consensus

based algorithm inspired from animal life to detect independent attackers only.

Few more research studies have addressed the spectrum sensing data falsification attacks by

using support vector machine [35], suspicion level [84], incentive based approaches [105], radio

propagation characteristics [85], cross layer information and statistical analysis [106]. However,

none of these studies have considered to be effective in the case of collaborative attackers.

2.2.2 Related Work on Relay based Collaboration Model

Over the years researchers have shown great interest in developing cooperation frameworks be-

tween the primary and secondary users using game theory approaches like Stackelberg game

[136] [131], [103], [48], noncooperative games [81], back-pressure algorithm [67, 127] and so

on. Also, initial research work in this category mainly focuses on single hop communication

[53, 61, 62, 64, 67, 76, 131, 136]. The single hop cooperation is considered in time domain or fre-
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quency domain or in both.

Zhang et al. [136] modeled the cooperation as a Stackelberg game and analytically found the

Nash equilibrium. In this cooperation model, a primary user uses a secondary user as a relay to

improve its throughput while the secondary user can access a fraction of the channel as payment

for relaying the primary traffic. The same model is also considered in [115], [131], and [103].

According to this model, time slots are divided into subslots. The primary user broadcasts its

packet to a chosen set of secondary users in the first subslot. In the next subslot, all the secondary

users relay primary traffic while the primary user transmits the packet directly. In the last subslot,

secondary users transmit their traffic. However, this model is designed for one primary transmitter

and one primary receiver. They assume that the primary transmitter uses a predefined fixed traffic

rate. The focus here is on maximizing primary user utility while secondary user utility is ignored.

Also, in [103], cooperation between primary and secondary users is investigated using Stackelberg

game. Cooperation model based on packet retransmissions only is analyzed in [74].

Yi et al. [131] [130] also study the cooperation framework among users where the primary ac-

cess point (AP) and secondary AP sequentially decide the strategy for cooperative relay selection,

slot allocation among multiple users, and spectrum leasing price. The sequential process is again

formulated as a Stackelberg game, and a unique Nash equilibrium is found using backward induc-

tion analysis. However, this work also considers a fixed traffic rate for the primary users and no

minimum requirement for the secondary users. Since, we consider cooperation, secondary users’

performance cannot be ignored. Authors in [111] consider a slightly different model where the pri-

mary users give up a part of their bandwidth for the secondary users exclusively to transmit their

traffic and propose an optimized allocation mechanism to maximize primary users’ power saving

and secondary users’ transmission rate.

The study in [69] considers cooperation between primary and secondary users in a primary
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multicast network. In this context, primary users leverage secondary users as relays in return for

part of their transmission time which is distributed among all secondary users in TDMA fashion.

The authors formulate an optimization problem to find the time allocation between primary and

secondary users to improve utility of both networks. An approximation algorithm based on linear

programming is proposed to solve the problem. Khalil et al. [67] added immediate reward and

long term reward for secondary users in the cooperative model. In the case of immediate reward,

the primary user shares the same time slot with the secondary user while in the case of long term

reward, the secondary user is guaranteed to get a share of the spectrum in the long term. However,

like previous approaches, it schedules only one pair of primary and secondary users and assumes

both types of users have backlogged traffic. Additionally, the algorithm sacrifices the primary

users’ transmission to support the long term transmission opportunity for the secondary users.

This framework may not be suitable for packets with deadline constraints.

Besides game theory approaches, one of the common tools used to formulate and analyze the

cooperation framework is a Markov decision process (MDP). For example, authors in [87] consider

a network consisting of a single primary user with infinite buffer and multiple secondary users and

formulate a constrained MDP problem with the aim of maximizing secondary transmission oppor-

tunities while guaranteeing stability of the queue of the primary user. The authors in [117] derived

a stable throughput region considering a single primary-secondary user pair where a secondary

user’s sequential decision to cooperate or not is formulated as a MDP problem focusing on the

tradeoff between gain and cost of cooperation. A few papers address the delay issue in different

settings. For example, Shafie et al. in [98] considered delay sensitive primary users, Ashour et al.

in [10] analyzed the tradeoff between throughput and delay, Elmahdy et al. in [34] studied finite

relaying buffers, and Hyder et al. in [53] presented an analytical framework for delay optimization

in cognitive radio networks.
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The research paradigm is recently shifted from single hop to multi-hop cooperative commu-

nication. Intermediate relays in a cooperative transmission try to achieve the same goal as does

the primary source. For example, the authors in [2, 57, 68] exploited the routing information for

different channel models to minimize the overall energy consumption. In the context of CCRN, the

intermediate relays are secondary users who may have different and contrasting goals. A cross-

layer optimal scheduling algorithm was proposed in [127] for cooperative multi-hop CRNs. In

this network, the secondary users cooperate with primary users to transmit in a multi-hop fashion,

and the secondary users earn transmission opportunity in return. The analysis was developed to

achieve optimal throughput for the primary users where the upper bound was derived. However,

the analysis considers a fixed routing path between a pair of primary source and destination nodes.

Li et al. [79] considers multi-hop cooperation among primary and secondary users in both time and

frequency domain and investigates the cooperation opportunity for finding a stable routing path.

Accordingly, the routing path construction problem is formulated as a network formation game,

and utility and payoff functions are defined accordingly. Primary users sequentially construct rout-

ing paths through one or more secondary users. However, members of two separate routing path

are mutually exclusive i.e. no secondary user can participate in more than one routing path, which

limits the opportunity of secondary users to improve its winning probability. Therefore, it is im-

portant to study the cooperation behavior considering the strategic independence of primary and

secondary users.

2.2.3 Related Work on Auction based Collaboration Model

Spectrum auctions can be categorized in single (single-sided) and double (double-sided) auctions

or static (offline) and real-time (online) auctions. In single auctions, one or more sellers have one or

multiple number of spectrum units for sale but they have not set minimum price per unit. However,
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the bidders make different bids for one or multiple units of spectrum. In double auctions, sellers

also set different selling prices for their units. In static auctions, the number of bidders and the

number of sellers are fixed and the auctioneer is aware of the entire set. In online auctions, the

auctioneer does not know the number of future participants and take decision on-the-fly about the

allocation and pricing.

VERITAS [142] presents a framework so that the auctioneer can apply different allocation

algorithms according to its objective function where the objective can be ensuring fairness or max-

imizing revenue. The proposed auction mechanism is proved to be truthful and efficient. Sengupta

et al. in [96, 97] presents an auction mechanism where wireless service providers (WSP) bid to

acquire spectrum. The allocation problem is mapped to a knapsack problem and winner selec-

tion and pricing are optimized under both first price and second price bidding strategies. Sun et

al. in [113] proved the existence of Nash equilibrium in an auction where users are bidding for

wireless fading channel with budget constraint. Kong et al. in [71] uses a variation of the VCG

algorithm to allocate resources in a non-cooperative OFDM network and ensures truthfulness of

the mechanism. Wu et al. in [123] proposed an auction algorithm focusing on waiting time in-

stead of auction revenue. Their analysis proves the existence of a unique Nash equilibrium and the

simulation results show that the proposed auction improves the winning probabilities of secondary

users.

Later work captures the diversity in sellers’ valuations in double auction settings. TRUST

[143] is the first double auction mechanism that ensures spectrum reusability and satisfies auction

properties such as truthfulness. Later work ( [21, 22, 31, 40]) on double auctions considers similar

static models and improves certain auction outcomes such as revenue and fairness.

All of these above research consider static models and present offline auction mechanisms.

Recent research focuses on online spectrum auction models [30,41,63,125,126]. Considering the
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online arrival of users, the authors in [30] proposed an efficient online spectrum auction mecha-

nism with preemption which prevents both bid-based and time-based cheating. However, it does

not provide a performance bound on revenue with respect to the optimal solution. Under the same

online auction model, Xu et al. [125] proposed TOFU, another online semi-truthful spectrum auc-

tion mechanism with channel preemption. In contrast to previous solutions, TOFU achieves only

semi-truthfulness where users may underbid to gain. TORA [63], on the other hand, considers a

reverse auction where number of bidders is fixed throughout the auction. LOTUS [20] proposed

a location and distribution aware online double auction mechanism where dynamic requests from

bidders are satisfied from a fixed set of spectrum units. However, it cannot ensure truthfulness in

the presence of dynamic availability of spectrum and bidders with transmission deadlines.
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Chapter 3

ARC: an Adaptive Reputation based

Clustering Algorithm against SSDF Attack

in IEEE 802.22 Networks

As the research on cognitive radio matured, it was realized that cooperative sensing based collab-

oration model1 among secondary users may detect the PU presence more quickly and accurately

than independent sensing [4]. This realization was reflected on the design of the first cognitive radio

based network standard, IEEE 802.22 for wireless broadband access (see Sec. 2.1.4). This standard

defines the implementation of opportunistic spectrum sharing (OSS) by outlining how/when wire-

less devices are able to utilize temporarily idle bands in licensed radio spectrums. The proposal

also defines the cellular like communication interface between a base station (BS), and secondary

users called consumer premise equipments (CPE). The BS is responsible for controlling the spec-

trum usage and channel assignment to CPEs. All CPEs in a cell periodically monitor primary user

signals and the BS leverages the distributed sensing power of CPEs through continual spectrum

1The work presented in this chapter has been published in two research articles:

(i) Chowdhury Sayeed Hyder, Brendan Grebur, Li Xiao, ”Defense Against Spectrum Sensing Falsification Attacks

in Cognitive Radio Networks”, International Conference on Security and Privacy in Communication Networks

(Securecomm), pp 154, London, UK, Sept 7-9, 2011.

(ii) Chowdhury Sayeed Hyder, Brendan Grebur, Li Xiao, Max Ellison, ”ARC: an Adaptive Reputation based

Clustering against Spectrum Sensing Data Falsification Attacks”, IEEE Transaction on Mobile Computing,

13(8), pp 1707-1719, August 2014.
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reports obtained from them.

To coordinate the process, a centralized BS collects sensing information from the secondary

users attached to the cell. Each user submits a hypothesis regarding whether or not they suspect

the primary user is transmitting. As radio waves are affected by physical barriers or environmental

conditions, the detection accuracy of any node within sensing range of the PU’s signal varies from

time to time. Malfunctions associated with the sensing equipment may also influence the node’s

observed measurements. From the hypotheses supplied by the secondary users, the BS must decide

on the actual state of the associated spectrum. Once a decision is made, the base station informs

SUs and revokes permission of the users currently transmitting on that spectrum.

Due to its unique characteristics, CRNs face new security threats in addition to the common

existing security challenges in wireless network. One typical type of attack is the Spectrum Sensing

Data Falsification (SSDF) attack or Byzantine attack. During such an assault, the malicious user

compromises one or more of the secondary users and may begin sending modified sensing reports

to the BS. In this way, an attacker tries to influence the BS into producing a wrong decision about

the channel status. Compromised nodes may work independently, or may collaborate to reduce

spectrum utilization and degrade overall performance of the network.

Constructing a decision-making strategy that mitigates the impact of both independent and

collaborative SSDF attackers will be invaluable to the advancement of CRN. By strengthening the

base station against malicious or malfunctioning users, the interference produced from CRNs will

be minimized, potentially expediting the implementation of such network alternatives. Ultimately,

both users and businesses can reap the benefits of efficient radio spectrum usage through CRNs.

Existing research studies like [78], [120], [121] mainly consider independent malicious attack.

However, these approaches either require prior information of attackers (e.g. number of attackers

[121], attackers’ distribution, attacking strategy [120] etc.) or depend on careful threshold selection
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[78]. To the best of our knowledge, only one work [7] handles both independent and collaborative

attacks using a reputation based method and limits the error rate in deciding channel status and

in identifying attackers. Although the identification rate of attackers of this approach is high,

it also misdetects a large number of honest users as attackers. Additionally, this approach fails

completely when only a few users collaborate in SSDF attack, and error rate (i.e. number of

incorrect decisions) increases almost linearly with number of attackers.

In this regard, we propose an adaptive reputation based clustering algorithm to defend against

both independent and collaborative SSDF attacks that does not require prior information about the

number of attackers or attacking strategies [55] [54]. The whole process goes through a sequence

of phases to make a decision. First, the nodes are clustered based on the sensing history and

initial reputation of nodes. The channel status is decided through intra-cluster and inter-cluster

voting. The final decision is propagated back to the clusters and then to the individual nodes for

adjusting the reputation of the nodes. We compare the performance of our algorithm with that of

the algorithm proposed in [7] under different attacking scenarios. Our algorithm handles SSDF

attacks significantly better than the one in [7] and minimizes the error in deciding channel status.

Our algorithm also identifies most of the attackers while keeping a much lower misdetection rate.

3.1 System Model

In this section, we explain the topology of the CR network. We also consider both independent

and collaborative attacking models and explain the decision mechanism of the BS.
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3.1.1 Network Model

We consider an IEEE 802.22 WRAN network where the BS is the central coordinator and acts as

the fusion center that regulates the medium access of all n secondary nodes attached to it. Among

the n secondary nodes, na nodes are attackers and nh are honest users (na ≤ nh). Honest users are

completely unaware of the presence of the attackers. We do not consider the number of attackers

more than 50% because it is not productive to study a network where a majority of nodes are

attackers.

The BS performs distributed sensing through secondary users to decide on the channel status.

At the start of each time period, SUs periodically sense a channel and report it back to the BS. The

BS takes the final decision based on the reports and if the channel is free, it allocates the channel

among the users. We assume that SUs use the threshold based energy detection technique [133]

for spectrum sensing and the threshold for primary user detection is defined by the BS.

All secondary nodes decide about the PU presence independently based on the detection tech-

nique and send their reports to the BS. According to the IEEE 802.22 standards [99], the required

sensing time of a node is 2 sec and the probability of a false alarm should be kept to 0.1 at maxi-

mum. However, due to the sensing time constraints and limitation of detection techniques, it is not

possible for SUs to detect PU presence with 100% accuracy. We also assume that neither secondary

users nor the base station have any knowledge about the actual channel status.

In each time slot, honest SUs sense the channel, compare the sensed energy with the threshold,

and decide independently about the channel status. Finally, they report their findings to the BS

without any alteration. On the other hand, the dishonest users can be selfish or malicious based

on their intention; both are commonly referred to as ‘attackers’. From a selfish attacker’s point

of view, the goal is to make the base station take a wrong decision about the channel status so
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that it may exploit the spectrum opportunity to transmit its own data. On the contrary, a malicious

attacker’s goal is not only to minimize the spectrum utilization, but also to degrade the network

performance. The latter one is more harmful than the former since it also increases the interference

with primary users.

3.1.2 The Decision Rules

The BS performs a binary hypothesis test to decide on the actual channel status that can be defined

as follows.

H0 : Primary user is absent (channel is free)

H1 : Primary user is present (channel is busy)

When there is no attack prevention mechanism, the BS generally follows a ’n0 out of n’ rule to

decide on the channel status where n denotes the total number of secondary users. Accordingly,

if each secondary user i sends its own individual hypothesis (Di ∈ {0, 1}) to the base station, the

final decision D can be defined as follows [32].

D =



















H1 if
∑n

i=1Di ≥ n0

H0 otherwise

The special case (when n0 = 1) is referred to as OR rule (if any of the nodes sense the channel

busy, BS decides a busy channel). This approach is very conservative in the sense that one single

attacker or even a malfunctioning honest node can reduce the spectrum utilization. The alternative

approach is to decide depending on majority voting (e.g. n0 = n
2 ). This resolves the spectrum
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underutilization problem but significantly increases the misdetection rate. As a result, it becomes

vulnerable when attackers collaboratively decide their attacking strategy as well.

3.1.3 Honest User Model

We assume that even an honest user cannot detect PU presence with 100% accuracy. We define

false alarm rate as the probability of sensing the presence of a PU when it is actually not trans-

mitting, and we define misdetection rate as the probability of not sensing a PU when it is actually

operating. Let us assume that the probability of false alarm and misdetection rate of a user are Pfa

and Pmd respectively.

Pfa = Pr(yi = 1|H0), Pmd = Pr(yi = 0|H1)

where yi represents the sensed result by user i.

As explained, honest users do not change their sensing results. Let us assume that xi represents

the report sent to the BS by user i.

Pr(xi = 1|yi = 1) = 1,Pr(xi = 0|yi = 1) = 0,Pr(xi = 0|yi = 0) = 1,Pr(xi = 1|yi = 0) = 0

Accordingly, we can calculate the detection probability of an honest user, Ph
detect using Eqn. 3.1.

Ph
detect = Pr(xi = 0|H0) Pr(H0) + Pr(xi = 1|H1) Pr(H1)

= (1− Pfa)PI + (1− Pmd)PB (3.1)

Here, PI and PB denote the actual idle and busy rate of the channel respectively.
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3.1.4 Attack Model

We consider that attackers devise their plan independently or collaboratively. Based on their at-

tacking strategy, each attacker node may alter its sensing result from busy to idle and from idle to

busy with different probability. We also assume that both of the probabilities are the same. How-

ever, our results can be easily extended for different probability. Accordingly, we consider one

independent and three collaborative attacking techniques. We selected the attacking techniques

considering the ease of implementation, impact of the attack, frequency of attack and so on. The

first collaborative technique “nl out of na” was already shown to be effective in [7]. The second

technique is considered here due to ease of implementation and it follows an intuitive attacking

model. The third technique is considered to exploit the proposed decision mechanism used.

3.1.4.1 Independent Attack

Each independent attacker changes its sensing result with probability Pmal. The detection proba-

bility of an individual attacker, P a
detect while working independently can be expressed using Eqn.

3.2.

P a
detect = Pr(xai = 0|H0) Pr(H0) + Pr(xai = 1|H1) Pr(H1)

= [(1− Pmal)(1− Pfa) + PmalPfa]PI + [(1− Pmal)(1− Pmd) + PmalPmd]PB(3.2)

Similarly, we can find the false alarm probability of an attacker (P a
fa).

3.1.4.2 Collaborative Attack

In the case of a collaborative SSDF attack, attackers exchange their sensing information and decide

their response collaboratively. First, we consider the collaboration strategy ‘nl out of na’ attack.
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It is shown in [7] that only 35% of attackers using this approach can blind the decision mechanism

of the BS. Let us assume that P a1
detect and P a1

fa denote the common detection probability and false

alarm probability of attackers. In this case, P a1
detect and P a1

fa will be,

P a1
detect =

na
∑

i=nl

Ψ(na, i, P
a
detect), P a1

fa =

na
∑

i=nl

Ψ(na, i, P
a
fa) (3.3)

where, Ψ(na, i, k) =

(

na
i

)

(k)i(1− k)na−i.

Here, nl is defined in [7]

nl = min

(

na,

⌈

na
1 + ζ

⌉)

where, ζ =

ln
Pfa

Ph
detect

ln
1−Ph

detect
1−Pfa

The second collaboration technique is inspired from the fact that if a majority of the nodes

alter their sensing reports, the BS will take a wrong decision. Accordingly, we consider the Going

Against MAjority (GAMA) attack to analyze the impact of collaboration in which all attackers

share their true sensing results and then decide to send to the BS the opposite to the majority

sensing result with a certain probability. For example, if two attackers sense the channel idle and

one attacker senses the channel busy, all three attackers report to the BS that the channel is busy.

In this case, the common detection probability of attackers will be

P a2
detect =

na
∑

i=l

Ψ(na, i, 1− Ph
detect), P

a2
fa =

na
∑

i=l

Ψ(na, i, 1− Pfa) (3.4)

where l = na/2 + 1.

The third collaboration technique we consider is the SubGroup (SG) attack. The reason we
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select this approach is to investigate whether it is possible for attackers to successfully attack and

avoid being detected simultaneously if they attack in subgroups. Consequently, attackers form

small groups, and each group changes their sensing result according to the first approach. Finally,

one group is chosen randomly, and all the attackers in that group report the same sensing result.

We did not consider that attackers can overhear the honest users and devise their plan accord-

ingly since it is not easy to overhear the sensing reports from all users. Even if an attacker can

report its sensing report based on that, its response will incur a significant latency to reach to the

BS which can be exploited to discard it from the decision mechanism. Also, this type of attack

will be more effective if the BS follows an OR rule instead of majority rule [32].

3.2 Algorithm Design - Attackers vs BS

In this section, we show the impact of attackers in the decision mechanism and explain the defense

mechanism that the BS uses to defend against different attacking strategies in detail.

3.2.1 Attackers’ Impact

In this section, we analyze the impact of attackers, both independent and collaborative, in the

decision mechanism of the BS.

Let us assume that the base station decides based on a majority voting. Let X and Y denote

the number of honest users and malicious users that detect the channel status correctly. Since all

the honest users are independent, X follows a binomial distribution with parameter nh and Ph
detect.

Similarly, in the case of independent malicious attack, Y also follows a binomial distribution with

parameter na and P a
detect. So, PS , the overall detection probability of the system, can be calculated

using the joint distribution of detection probability of independent honest users and independent
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Figure 3.1: System detection accuracy with varying attackers

attackers. Let, k = (na + nh)/2.

PS = Pr(X + Y > k) =

nh
∑

i=1

Ψ(nh, i, P
h
detect)

na
∑

j=k−i

Ψ(na, j, 1− P a
detect)

In the case of collaborative attack, the detection probability degrades according to their collab-

oration strategy. Here, we only demonstrate the impact of a GAMA attack as a representative of

collaborative attack. Similarly, other variations of collaborative attacks can be explored.

Let us consider the GAMA attack when all the attackers change their decision against the

majority sensing result with probability α i.e. Pmal = α. So, either all attackers send correct

channel status or none of them sends correct report. For simplicity, let us assume that probability

of attack α is 1. So, attackers always send the opposite of the majority sensing results.

Let PY denote the probability that all the attackers will send correct sensing report in GAMA

attack. This is equivalent to the case when majority attackers fail to sense the correct channel

condition.

PY = Pr(Y <
na
2
) =

na/2−1
∑

j=1

Ψ(na, j, P
h
detect) = P a2

detect
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The overall detection accuracy of the system depends on the joint distribution of attackers and

honest users’ detection probability. Eqn. 3.5 represents the correct detection probability in presence

of collaborative GAMA attackers.

PS = PY Pr(X ≥ k − na) + (1− PY ) Pr(X ≥ k)

= P a2
detect

nh
∑

i=k−na

Ψ(nh, i, P
h
detect) + (1− P a2

detect)

nh
∑

i=k

Ψ(nh, i, P
h
detect) (3.5)

The impact of both independent and collaborative attackers in the decision making process is

shown in Fig. 3.1. We calculate the detection accuracy of independent attackers according to

Eqn. 3.5. and of collaborative attackers according to Eqn. 3.5. We achieved similar results for

other type of collaborative attacks. The parameters we consider here are as follows: PI = 0.9, PB

= 0.1, Pfa = Pmd = 0.2.

3.2.2 Design of the Algorithm

The decision mechanism should be robust and capable of defending against any attacking strategy

adopted by any number of malicious users. However, the BS does not have any information about

the attacking strategies or number of attackers. The only information available to the BS is the

sensing reports sent by users attached to it. So, the defense mechanism should be able to nullify

(or at least reduce) the impact of collaboration of attackers, identify them and quarantine them

from the process.

Accordingly, we design an adaptive reputation based clustering (ARC) algorithm to defend

against both independent and collaborative SSDF attacks. The algorithm works against the inten-

tion and motivation of malicious users and tries to nullify their influence on the final decision.

To reduce the impact of attackers, we create clusters so that nodes with similar sensing history
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Figure 3.2: Reputation distribution

will be in the same cluster. Then, each cluster has only one vote to cast and the channel status is

decided based on majority voting of the clusters. The idea behind this is that if the attackers attack

frequently, attackers and honest nodes will be in separate clusters due to their different sensing

reports. Also, the collaboration of attackers will not help to increase the error rate since each

cluster has only one vote.

The key to attackers’ success is to avoid being in the same cluster and to take control of the

majority of the clusters. To handle these issues, we introduce distance weighted voting in a cluster

and a feedback component in each node’s reputation. Each node’s voting weight in the cluster is

inversely proportional to its distance from the median of that cluster. Similarly, each node gets

reputation, which is inversely proportional to its distance from the median of that cluster. By

distributing the reputation based on distance from the median, nodes are only impacted relative to

their “confidence” of that group.

The reputation assignment to each node in a sample cluster is demonstrated in Fig. 3.2 where

the reputation of each node is shown inside the parenthesis of each node. As explained, the closer

is the node to the median (M), the higher is the reputation of the node. Accordingly, the median

node (M) has the highest reputation (4) while the node farthest from the median (A) has the lowest

reputation.
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Figure 3.3: Block diagram of different phases of the algorithm

Furthermore, from the next round, nodes’ modified reputation is also used for clustering in

addition to sensing history. In this way, even if an attacker and an honest user incorrectly fall

in the same cluster, attackers cannot establish their decision. Furthermore, as time goes on, the

distance between an honest user and an attacker will be amplified due to the joint consideration of

reputation and sensing history in cluster formation.

3.3 Adaptive Reputation based Clustering (ARC) Algorithm

The proposed adaptive reputation based clustering (ARC) algorithm executes a sequence of phases

to reach the final decision (Fig. 3.3). In the collection phase, the BS collects the sensing reports

from all the nodes in its cell. In the clustering phase, the modified version of the partitioning

around medoids (PAM) algorithm is applied to create k equal sized virtual clusters. In the voting

phase, final decision is made based on intra-clustering and inter-clustering voting. This is followed

by an update phase where the number of clusters are adjusted and the reputation of all nodes are

reevaluated. Next, the major components of our algorithm are explained.
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3.3.1 Cluster Formation (Clustering Phase)

Clustering techniques are often used in anomaly identification or outlier detection. Two of the

prominent clustering techniques are K-means and K-medoid [66]. K-means defines a cluster in

terms of a centroid, which is usually the mean of the group of points. It clusters the objects in a

way to minimize the sum of squared Euclidean distance. On the other hand, K-medoid defines a

cluster in terms of a medoid, which is the most representative object for a group of objects and can

be applied to a wide range of data. The K-medoid algorithm requires only a proximity measure for

a pair of objects and tries to minimize the total error. We prefer K-medoid to K-means algorithm

for clustering since the former is more robust to noise and outliers than the latter and minimizes a

sum of pairwise dissimilarities instead of a sum of squared Euclidean distances.

Several algorithms have been proposed to implement K-medoid clustering. We use the Parti-

tioning Around Medoid (PAM) algorithm [66] to cluster nodes based on their sensing reports. A

medoid is the node of the cluster whose average dissimilarity to all other nodes in the same cluster

is minimal. Given the number of clusters and sensing reports from all the nodes as input, PAM

sequentially finds the same number of nodes as medoids around which all other nodes are clustered

in a way so that the objective function is minimized. We modify PAM so that each cluster has

equal number of nodes.

The BS maintains a ∆+1 dimensional vector (Xi = [ρi, x1,i, . . . x∆,i]) to store information for

each node i. The first entry in the vector represents the reputation and the remaining ones represent

latest ∆ sensing reports. The most recent ∆−1 sensing reports of each node i (from x2,i, . . . x∆,i)

are directly considered in calculation while the prior history is also maintained in one entry x1,i

as weighted average of previous sensing reports. So, the effect of past sensing reports decrease

with time. We do not consider large dimension of vector for two reasons. First, the algorithm may
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Figure 3.4: Information propagation

suffer as the dimension increases since the data points become more uniform in high dimensions.

This is popularly known as curse of dimensionality. Second, higher dimensions of data increase

computational cost that makes the algorithm undesirable.

3.3.2 Decision Making (Voting Phase)

One of the key features in our algorithm is how we reach the final decision and use that decision

recursively to update the clustering. The flow chart of information propagation in each time step

is illustrated in Fig. 3.4. As stated earlier, the BS considers the most recent ∆ sensing reports of

each node in addition to their reputation during cluster formation. The reputation score is always

between 0 and 1. We assume that the BS is unaware of the location of nodes attached to it. All

nodes are assigned 0.5 as the initial reputation score. The decision process goes through two

substeps: intra-cluster voting and inter-cluster voting.
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3.3.2.1 Intra-Cluster Voting

Each cluster finalizes its decision about channel status in a unique way. Only the last round sensing

report of each node in the cluster is considered. However, each response is weighted with an impact

factor that is inversely proportional to the distance between the node and the median of that cluster.

The impact factor of a node j denoted by Ij is defined as

Ij =
1

d(j,mi)

where mi is the median of the cluster i and d(j,mi) denotes the distance between node j and

median mi of the same cluster. Nodes closer to the median have higher influence in decision

making process than the far ones. Accordingly, the voting Vi of cluster i is determined by Eqn.

3.6.

Vi =

∑nh/k
j=1 Ij × x∆,j

∑nh/k
j=1 Ij

(3.6)

Here, k is the number of clusters and x∆,j is the latest sensing report from node j that takes value

from {0, 1}.

3.3.2.2 Inter-Cluster Voting (Final Decision)

After each cluster finalizes its decision, the BS checks the validity of each cluster and makes the

final decision V on the basis of majority voting among the valid clusters. If the average reputation

of all member nodes of a cluster is below a threshold, the cluster is invalid; then the members in

that cluster cannot vote and are marked as attackers. The cluster validation process is performed

periodically. Assuming k′ valid clusters, V = ⌈2×
∑k′

i=1Vi/k
′⌉.
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3.3.3 Reputation Adjustment (Update Phase)

At the end of every time step, the BS updates the reputation of all the nodes according to the

algorithm and if needed, increases the number of clusters.

The final result is propagated back to the clusters, and then to the individual nodes. If the

final decision matches with a cluster decision, that cluster gets a positive feedback; otherwise, it

gets negative feedback. Similarly, if a node’s decision matches with its cluster decision, it gets

positive feedback while it receives negative feedback for a mismatch. Each node’s reputation is

then adjusted according to Eqn. 3.7.

ρj = ρj +Π (Vi,V)×

∑nh/k
j=1 Π(Vi, x∆,j)× Ij

∑nh/k
j=1 Ij

(3.7)

where rj denotes the reputation of node j and Π(a, b) is an indicator function that returns 1 if a

equals b, and it returns -1 otherwise.

The final result is also used to adjust the number of clusters. Initially, we start with 5 clusters

with 5 random medoids. After each validation period, if all clusters pass the validation (i.e. average

reputation score exceeds threshold, ǫ = 0.5), we increment the number of clusters and continue

the same process. Otherwise, we remove all the nodes in the cluster that fails the test. After

few periods, we go back to initial state removing “attacker” tag and start the algorithm from the

beginning.

3.4 Analysis of Attack Models

In this section, we explain the significance of the users’ sending reports in decision making. We

then analyze how the attackers exploit the mechanism to their own benefits and how our proposed
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algorithm works against the attacking strategies.

To begin with, the BS performs a binary hypothesis test based on the sensing reports sent by

the secondary nodes. The test can be expressed as Pr(Hj |x1, x2, . . . xn) ∀j ∈ {0, 1}. According

to the Bayesian theory, the hypothesis test can be further simplified as

Pr(Hj |x1 = j, x2 = j, . . . , xn = j) =
Pr(x1 = j, x2 = j, ..., xn = j|Hj) Pr(Hj)

Pr(x1 = j, x2 = j, ..., xn = j)

=
Pr(x1 = j|Hj) Pr(x2 = j|Hj) . . .Pr(xn = j|Hj) Pr(Hj)

Pr(x1 = j, x2 = j, . . . , xn = j)
.

Since the BS does not know the actual channel statistics, the test result depends on the prob-

abilities of sensing reports of individual nodes. Accordingly, for any user i, we calculate the

conditional probabilities Pr(xi = j|Hj) and Pr(xi = j̄|Hj) ∀j ∈ {0, 1} and these probability

distributions determine the accuracy of the decision mechanism. Therefore, we need to determine

the closeness between these probability distributions.

We employ the Kullback-Leibler divergence (KLD) to analyze the difference in the probability

distribution. The KLD is being used in different detection scenarios including Byzantine attacks in

cognitive radio networks [7]. Technically, KLD is a statistical measure that quantifies in bits how

close a probability distribution a = ai is to a model (or candidate) distribution q = qi [102].

ΛKL(a||q) =
∑

i

ai log2
ai
qi

(3.8)

Similarly, we can express the KLD between the distributions Pr(xi|H0) and Pr(xi|H1) as

Λ(Pr(xi|H1)||Pr(xi|H0)) =
∑

j∈{0,1}

Pr(xi|H1) log2
Pr(xi|H1)

Pr(xi|H0)
. (3.9)
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For an honest user i, the distributions Pr(xi|H1) and Pr(xi|H0) depend on the node’s sensing

accuracy.

Λ(Pr(xi|H1)||Pr(xi|H0) = Pmd log2
Pmd

1− Pfa
+ (1− Pmd) log2

1− Pmd

Pfa

When there is no attacker, the false alarm (Pfa) and misdetection (Pmd) probabilities are sig-

nificantly small. Therefore, the KLD value is large and the BS mostly takes the right decision

about channel status.

However, in the presence of attackers, the probabilities are different. Let us assume that δ de-

notes the fraction of nodes acting as attackers and each attacker independently changes its sensing

report with probability Pmal. Accordingly, the collective probability distribution can be expressed

as

Pr(x|Hj) = δPr(xai |Hj) + (1− δ) Pr(xi|Hj) ∀j ∈ {0, 1}. (3.10)

Using results from Eqn. 3.8, independent attackers can disrupt the decision mechanism if

Λ(Pr(x|H1)||Pr(x|H0) = 0 which implies the following condition

Pr(x|H1) = Pr(x|H0). (3.11)

Solving the above equation leads us to find the necessary condition for attackers to be successful.

The condition can be stated as follows

δPmal =
1

2
where 0 ≤ δ, Pmal ≤ 1. (3.12)
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According to the condition, if half of the nodes independently always change (i.e. with probability

1) their sensing report, attackers take complete control of the decision mechanism of the base

station. As attacking probability of individual node decreases, it needs more and more nodes to

act as attackers to blind the base station. In a similar analysis in [7], it is shown that if δ = 35%,

collaborative attackers can disrupt the decision mechanism completely.

Next, we explain how ARC prevents both independent and collaborative attackers from dis-

rupting the decision mechanism. ARC separates attackers from honest users based on sensing

reports using an adaptive clustering technique. As a result, if two users follow the same probability

distribution, they end up in the same cluster. Therefore, in addition to the conditional probabilities,

attackers must make sure that their sensing reports are not too different from those of honest users

to avoid being detected by ARC. Otherwise, attackers will be separated into the same cluster and

thus, will be detected and eliminated.

Let P
diff
HH denote the probability that two honest users differ in their sensing report at any time.

P
diff
HH = 2[PIPfa(1− Pfa) + PBPmd(1− Pmd)] (3.13)

Similarly, let P
diff
AH denote the probability that an attacker and an honest user differ in their sensing

reports at any time.

P
diff
AH = 2PI(1− Pmal)Pfa(1− Pfa) + PIPmal

[

(1− Pfa)
2 + P 2

fa

]

+ 2PBPmd(1− Pmd)(1− Pmal) + PBPmal

[

P 2
md + (1− Pmd)

2] (3.14)

Accordingly, if the attackers want to be successful, the KLD value of these two probabilities should
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(a) case 1: dA1H
> dA1A2

and dA1H
>

dHH

(b) case 2: dA1A2
> dA1H

and dHH >

dA1H

Figure 3.5: Relationships among attackers and honest users

be equal to zero.

Λ(P
diff
HH ||P diff

AH ) = P
diff
HH log2

P
diff
HH

P
diff
AH

= 0 (3.15)

On the other hand, we can estimate the distance between an honest user and an attacker and

between two honest users according to the strong law of large numbers from the clustering point

of view. Accordingly, the normalized distance between any two honest users dHH converges to

P
diff
HH with time. Similarly, the normalized distance between an honest user and an attacker dAH

converges to P
diff
AH with time.

It follows that if these two probabilities are equal, then distance between an honest user and

an attacker and between two honest users are approximately equal. Hence, attackers and honest

users will end up in the same or different clusters with equal probability and cannot be separated

by ARC. With similar analysis in [78], it can be shown that malicious users can avoid the detection

by setting proper Pmal if the false alarm and misdetection probabilities are greater than or equal

to 0.4. However, as the standard false alarm and misdetection probability are 0.1, we can conclude

that independent attackers cannot defeat the ARC in normal conditions.

The alternative approach to deceive ARC is to take control of the majority of the clusters which

we explored in SubGroup attack. It is easily obtainable if attackers outnumber the honest users.
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Otherwise, the possible way to manipulate the decision mechanism is to spread out into different

clusters and dominate in decision making of every cluster (or, majority of the clusters) consistently.

Accordingly, each attacker group works with a different attacking probability, and all members in

a group report the same sensing result to influence the cluster decision in their favor.

Let us assume that the attacking probability of the attacker group Ai is αi, and the probability

that the attacker group Ai and the honest user differ in their sensing reports at any time is P
diff
AiH

.

Similarly, P
diff
AiAj

denotes the probability that any attacker group Ai and attacker group Aj differ

in their sensing reports at any time.

P
diff
Ai,Aj

= [αiPfa + (1− αi)(1− Pfa)]× [αj(1− Pfa) + (1− αj)Pfa]

+ [αi(1− Pfa) + (1− αi)Pfa]× [αjPfa + (1− αj)(1− Pfa)] (3.16)

Here for simplicity, we assume Pfa = Pmd. According to the strong law of large numbers, the

normalized distance dAiAj between any two independent attacker groups Ai and Aj converges

to P
diff
AiAj

with time. Similarly, the normalized distance between honest users and between any

attacker group and honest user can be estimated and are represented as dHH and dAiH respectively

which are equivalent to P
diff
HH and P

diff
AH . So, the clusters are formed based on the relative distance

between honest users and different attacker groups.

Now, we need to answer the following question from attackers’ perspective: What should be

the relationship among dHH , dAiH , and dAiAj to manipulate the cluster formation and deceive

ARC completely? In order to achieve that, different groups of attackers should not be in the same

cluster and also attackers must prevent cluster formation with honest users only. Fig. 3.5 illustrates

the cluster characteristics for different cases. Case 1 shows the expected cluster formation for any

detection algorithm where attackers and honest users are in different clusters. Case 2 shows the
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expected formation for attackers where each cluster is formed with combination of attackers and

honest users.

The attackers will try to maximize the error in decision making while satisfying the conditions

of case 2 in Fig. 3.5. For example, consider the case of 3 clusters. The attackers will be successful

if at least two of the groups attack and if the probability of difference in sensing result between

any group of attacker and honest users must be less than minimum of the difference between two

groups of attackers and between any two honest users. Furthermore, attackers must be dominating

in the majority of clusters to take control of the decision mechanism that depends on initial seed

selection and number of iterations used for cluster formation. Hence, the maximization function

for attackers can be stated as follows.

max
α1,α2,α3





∑

i,j,k

αiαj(1− αk) +
∏

i

αi





such that ∀i,j P
diff
AiH

< min

(

P
diff
HH , P

diff
AiAj

)

and α1, α2, α3 > 0

Since the nodes do not know the actual channel status, it is unlikely that the attackers can

calculate the exact value of P
diff
HH . Even if they can estimate P

diff
HH (it will be significantly small),

finding the attacking probability for different groups of attackers while satisfying the necessary

condition cannot be possible in a normal condition.

From the above probabilistic analysis, we can conclude that ARC can withstand all kinds of

nonadaptive independent and collaborative attack under normal conditions.
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3.5 Performance Evaluation

In this section, we discuss the performance results of our proposed method by specifically com-

paring its effectiveness against a previously proposed method in [7]. From this point, we will refer

to this algorithm as “Rawat method” or ‘R’, by the name of the first author of the work [7]. We

compare these two algorithms across both independent and collaborative attacks as well as various

probabilities of attack under a range of sensing conditions.

3.5.1 Performance Metrics

In order to evaluate the performance of our algorithm, we use three performance metrics. First

one is the probability of error or error rate, denoted as QE . It denotes how many times the base

station makes an incorrect decision. The lower is the error rate, the better is the algorithm. The

second metric is called true detection rate or recall and is denoted as QD. It is widely used in data

mining applications to evaluate the successful detection of members of a class that are considered

more significant than the detection of members of other classes. Algorithms with higher value of

recall are desirable. In our work, identifying attackers is more significant than identifying honest

users. The third metric is false positive rate and is denoted as QF . This metric represents how

many nodes are misidentified as attackers. In this case, the lower the false positive rate, the better

the algorithm is.

QE =
# of incorrect decision

T
(3.17)

QD =
# of attackers truly identified

# of actual attackers
(3.18)

QF =
# of honest users misidentified

# of nodes identified as attackers
(3.19)
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3.5.2 Simulation Parameters

We consider that a channel’s idle time follows a Bernoulli distribution with parameter 0.6. In other

words, primary users transmit over the channel with probability 0.4. At each time step, the channel

status is randomly drawn from the probability distribution function. For each test, the methods

are run for 80 time steps. For each time step, the methods must produce a final hypothesis, which

is compared against actual transmission state of the primary user to determine the method’s error

rate (QE). Rates for the correct detection of attacking nodes (QD) and the incorrect detection of

honest users as attackers (QF ) are also reported at the end of the test. Each test is then repeated 30

times with an average of the values displayed in the graphs. A test consists of randomly generated

reports for each secondary user, adhering to labeled probability distributions. For a validation test,

we consider ǫ = 0.5.

For each type of attack, we test the performance of the algorithm with three variations. They

are as follows.

• varying number of attackers

• varying attacking probability

• varying detection probability

3.5.3 Independent Attack

In the next step, we compare the performance of our algorithm with reputation based method

in [7] for independent SSDF attacks. In this attack, attackers do not collaborate to exchange their

reports. Each attacker works independently to maximize its goal. Fig. 3.6 shows the error rate

of two algorithms with varying number of attackers. We keep the attacking probability Pmal = 1.
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Figure 3.6: Independent attack with varying number of attackers
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Figure 3.7: Independent attack with varying attacking probability

Also, probabilities for true and false detection of a signal are set to Ph
detect = 0.9 and Pfa = 0.1.

Although our algorithm performs better than Rawat algorithm, the error rate increases with the

number of attackers. On the other hand, our algorithm performs moderately to detect malicious

attackers while their algorithm consistently identifies attackers with high precision. However, their

algorithm eliminates a large number of honest users incorrectly. Fig. 3.6 shows that about 40%

honest users are misidentified as attacker. On the other hand, false detection rate of our algorithm

is almost negligible. Although the reputation based algorithm performs better in detecting attackers

than our algorithm, they misidentified a large number of honest users as attackers, which makes

their algorithm less effective.

Similarly, we run the simulation for independent SSDF attacks with varying attacking prob-

ability. We vary the attacking probability from 0.5 to 1 and plot QE , QD, and QF in Fig. 3.7
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Figure 3.8: Independent attack with varying detection probability

for our algorithm and reputation based algorithm proposed in [7]. Again, our algorithm performs

better in decision making (Fig. 3.7). Error rate of our algorithm is almost negligible while their

error rate of their algorithm increases almost linearly with attacking probability. The true attacker

detection rate is almost the same for both algorithms when the attacking probability exceeds 0.65.

However, their algorithm constantly eliminates 60% of honest nodes as attackers for any attacking

probability ranging between 0.5 and 1.0. On the other hand, our algorithm performs significantly

better and keeps a false detection rate close to zero.

Next, we vary the detection probability of nodes from 0.5 to 1.0 and plot QE , QD and QF

in Fig. 3.8 for our algorithm and reputation based algorithm proposed in [7]. As usual, the error

rate of our algorithm outperforms their algorithm. Also, our algorithm performs better in terms of

misidentification of attackers. However, their algorithm identifies almost all attackers irrespective

of the detection probability. On the other hand, our algorithm gradually increases the true detection

rate with the increase of detection probability.

3.5.4 Collaborative Attack

We tested both methods (Rawat method [7] and ARC) against each of the collaborative byzantine

attacks discussed in Section 3.1.4.2. The first set of simulation (Fig. 3.9) presents the result for
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Figure 3.9: Collaborative attack with varying number of attackers
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Figure 3.10: Collaborative attack with varying attacking probability

the collaborative attack defined in [7]. The number of malicious users range from 10 to 50 out of

100 total secondary users. The attacking probability (Pmal) is set to 1. Sensing probabilities for

correctly detecting a signal and falsely detecting a signal were set to (Ph
detect) = 0.9 and (Pfa) =

0.1 respectively.

ARC outperforms consistently with respect to (QE) showing a markedly decreased error rate

until roughly 50% of the population becomes attackers. Once the population contains a majority

of malicious users, it is impossible for any sensing strategy to sustain an error rate under 50%. The

Rawat method shows a high QD initially but quickly diminishes after 20% of nodes are attackers

and becomes completely ineffective when 1/3 of the population are attackers. At approximately

the same attacker concentration, our method exceeds and maintains a marked increase in identi-

fying attackers. Conversely, the Rawat method begins with a significant false detection rate (QF )
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Figure 3.11: Collaborative attack with varying detection probability

while our method minimizes this rate across the entire range of attackers. Maintaining a low misde-

tection rate allows our method to maximize honest user reports and mitigate the impact of attackers

even under heavy attacks.

A second set of measurements observed the impact of collaborating malicious users when

varying their probability of attack. Malicious users can utilize this technique to escape detection

from high dimensional clustering methods. In Fig. 3.10, attackers produce on average less than

20% error rates while the Rawat method sustains significant errors. Regardless of attacking rate,

our method consistently identifies 50% of the attackers. The Rawat method exhibits an unusually

high attacker misdetection rate, which is likely to lead to the high error rate.

The next test looks at consequences of variable sensor accuracy (Fig. 3.11). Here, 35 collab-

orating malicious users attack during each sensing step. Both methods begin with relatively high

error rates, as the sensing reports of honest users resemble that of attackers due to the inaccurate

sensor readings. Once sensing errors fall below 65%, our proposed method shows a linear de-

crease in the Hypothesis error rate. The Rawat method takes significantly higher detection rates

(approximately 80%) before error rates begin to decline.

We also test our algorithm in the case of subgroup collaborative attacks (Fig. 3.12). We assume

that attackers know the number of clusters and create equal number of groups of attackers. At-
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Figure 3.12: Collaborative SubGroup attack with varying number of attackers
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Figure 3.13: Collaborative SubGroup attack with varying attacking probability

tackers are equally distributed in all subgroups. As the number of attacker increases, QE increases

slightly in our algorithm while QE reaches almost 40% in the reputation method. As expected,

both their true detection and false detection rate is high. On the other hand, QD is about 65% and

QF is almost negligible in our algorithm. Similarly, our algorithm outperforms Rawat algorithm

in terms of error rate, recall and false detect with varying attacking probability (Fig. 3.13) and with

varying detection probability (Fig. 3.14).

We find interesting results for attackers with GAMA strategy. In the case of our algorithm,

QE is 0 and only increases when the number of attackers exceeds 37. On the other hand, QE

increases almost linearly with the number of attackers in the reputation based method. We get

similar results in true and false detection rate. The results are plotted in Fig. 3.15. Similarly,

our algorithm outperforms Rawat algorithm with varying attacking probability and with varying
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Figure 3.14: Collaborative SubGroup attack with varying detection probability
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Figure 3.15: Collaborative GAMA attack with varying number of attackers

detection probability. The results are not shown due to page limitation.

Interestingly, Rawat algorithm shows higher error rate with higher detection probability in all

cases (see Fig. 3.8a, 3.14a). This is because the attackers contribute to the correct decision making

by altering the sensing results in the case of low detection probability. As detection probability

increases, altering the sensing result helps attackers increasing error rate. The true detection rate

also decreases with higher detection probability for the same reason.

We also examined the clusters’ convergence time. The clusters become stable after 8 to 10 time

steps on average. However, if the starting dimension ∆ of each node goes below 20, the cluster

performance degrades significantly. Therefore, to start with, we maintain the latest 20 sensing

reports of all nodes in our simulation. We also simulated an alternative approach where instead of

removing attacker nodes from the decision mechanism completely, we reset their identity and start
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Figure 3.16: Adaptive collaborative Subgroup attack

the algorithm again. The reset timer is set after the convergence of the clusters (e.g. after 10 time

steps). As a result, the performance results do not change significantly.

3.5.5 Adaptive Attack

So far, we have only considered non-adaptive attack. In this section, we consider an adaptive

variation of both independent and collaborative attacks where attackers adaptively changes their

strategies to reach certain goal in terms of attack. In the independent adaptive attacking approach,

each attacker starts with a random attack rate, periodically compares its success rate with its set

goal, and adjusts its attack rate accordingly. We find that independent attackers cannot significantly

impact the decision mechanism of the BS in both approaches (the error rate never goes above 10%).

In the case of adaptive collaborative attack, we only consider the variation of SubGroup attack.

Similar to independent adaptive attack, attackers set a common goal (Qgoal) of achieving success

in terms of attack. Each subgroup of attackers starts with random attacking probability Pmal,

periodically checks their present success rate (QE) with the set goal and linearly increases (or,

decreases) their attacking rates (Pmal) to reach their target success rate. In the first simulation
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set, we set Qgoal = 0.8 and vary the number of attackers. The simulation result in Fig. 3.16a

shows that our algorithm performs significantly better than Rawat algorithm in terms of error rate.

The number of attackers are varied up to 45 since both the algorithm shows random behavior in

the presence of 50% attackers. In the second simulation, the number of attackers are set to 35

and number of subgroups created are 5. The simulation results are presented in Fig. 3.16b with

varying attacking goal for both the algorithms, and it shows that our algorithm outperforms Rawat

algorithm with significant margin.

3.6 Summary

In this chapter, we discuss one of the major security problems afflicting CRNs and propose a

reputation based clustering algorithm to defend against these attacks. We use reputation of nodes

in addition to their sensing history to form clusters and then adjust reputation based on the cluster

output. This recursive approach is tested in the presence of independent and collaborative spectrum

sensing data falsification attacks. With respect to current approaches, our algorithm significantly

reduces the error rate in the final decision making process, thus increasing spectrum utilization.

The false detection rate by our algorithm is almost negligible while true attacker detection rate

performs reasonably well. However, the initial number of clusters plays an important role in overall

performance of the algorithm.
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Chapter 4

Interference Aware Reliable CCRNs for

Real-time Applications

With growing real-time traffic and limited spectrum resources, the communication system must

adopt reliable and efficient spectrum sharing techniques for providing improved services to end

users. Relay based collaboration model between the primary and secondary users will play an

important role in reshaping and restructuring the spectrum allocation mechanism. In the work

presented in this chapter1, we propose a new method for constructing reliable real-time network

systems such as real-time industrial automation mesh networks [46] and time-critical sensor net-

works [24]. Such a real-time network requires packets to be delivered within a deadline. Accord-

ingly, we measure the reliability of these real-time networks using packet reception rate. When a

user in such networks transmits a packet, a receiver may fail to decode the packet in time because

of a temporarily unstable link due to random noise, fading, and shadowing or collision with other

ongoing transmissions. Waiting until such a link is usable again is not acceptable in real-time sys-

1The work presented in this chapter has been published in three research articles:

(i) Chowdhury Sayeed Hyder, ABM Alim al Islam, Li Xiao, and Eric Torng. ”Interference aware Reliable Coop-

erative Cognitive Networks with for Real-time Applications”, in IEEE Transactions on Cognitive Communi-

cations and Networks (TCCN), 2(1), pp 53-67, May 2016.

(ii) Chowdhury Sayeed Hyder, ABM Alim Al Islam, Li Xiao, ”Enhancing Reliability of Real-time Traffic via

Cooperative Scheduling in Cognitive Radio Networks”, at 23rd International Symposium on Quality of Service

(IWQoS), pp 249-254, Portland, Oregon, USA, June 15-16, 2015.

(iii) Chowdhury Sayeed Hyder, Li Xiao, and Max Ellison, ”Exploiting Cooperation for Delay Optimization in

Cognitive Networks”, at 9th International Conference on Mobile Adhoc and Sensor Systems (MASS), pp 362-

370, Las Vegas, Nevada, USA, October 8-11, 2012.
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tems if link downtime can exceed packet deadlines. Even if the link becomes stable, traditional

retransmission of dropped packets may not deliver the packet in time at the receiver.

We propose to use relay based collaboration model as part of the solution for developing reli-

able real-time network systems leveraging the flexibility and diversity of CRN to overcome tran-

sient packet transmission issues. For example, cooperative communication can mitigate channel

fading by exploiting spatial diversity which leads to new transmission paths [52, 57, 136]. Based

on the transmission model in CRN, secondary users are granted channel access by primary users

in return for their service in relaying primary packets.

4.1 Relay based Collaboration Model

Relay based collaboration model is also referred to as cooperative cognitive radio network. To

design a transmission model in CCRN, we need to define three components. The first component of

the model is to select the cooperative transmission strategy (i.e. how to cooperate). We use the two

phase power division approach proposed in Han et al. [47] to schedule cooperative transmissions

(explained in Section 4.2.4). The second component of the design is to determine the condition

for cooperation (i.e. when to cooperate). The final component of the design is to select matching

cooperation pairs and schedule their transmissions considering mutual interference between users.

Throughout this chapter, we discuss the challenges we face in developing each component of

the cooperative transmission model, and how we address these issues into our proposed model

focusing on unique features of real-time traffic.
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4.1.1 Limitations of Prior Work

While there has been extensive research in CCRN where the goal is to optimize specific network

traits such as maximizing throughput [70] or minimizing delay [53] or exploring the tradeoff be-

tween them [10], this research is not applicable to real-time systems because of the following

reasons. First, existing research does not include packet deadlines into the cooperation model

and thus ignores the effect of each transmission decision on the success probability of remaining

packets in the queue, and future packets that have not yet arrived. Second, this research does not

discuss the overhead associated with cooperative transmission. For example, before a cooperative

transmission takes place, users need to exchange cooperation information (e.g. transmission time)

and select cooperation pairs which introduces significant overhead [124]. Ignoring this overhead

may increase packet loss rate. Finally, most of the existing research focuses on a single cooperat-

ing pair of primary and secondary users which may not extend to a multi-user environment. For

example, allowing a secondary user to transmit as part of cooperation agreement may change the

interference relationship between existing users, and if not properly administered, it may interfere

with other ongoing transmissions causing packet loss. Furthermore, most existing work assumes

infinite queues whereas real systems have only finite queues.

4.1.2 Proposed Approach

In this chapter, we propose a new method for constructing reliable real-time network systems

based upon CCRN that overcomes the limitations of prior work. Our approach is to formulate

the multi-user real-time communication system with finite queues as a Markov decision process

(MDP) where we model the impact of transmission deadlines and cooperation overhead in the

reward functions of the MDP and control mutual interference by regulating transmission power
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of secondary users. The model decides between direct and relay based cooperative transmission

and chooses the transmission power of secondary users considering the tradeoff between the suc-

cessful reception probability of the current packet and the impact of cooperation overhead on later

packets. For example, while cooperative transmission may increase the success probability of the

current packet, the associated overhead may reduce the success of remaining packets in the queue.

Thus, the MDP reward functions represent the deadline constraints and help a user make effective

transmission decisions.

We further study and analyze the MDP of a single pair of primary and secondary users to

understand the dynamics of cooperation. Based on this analysis, we develop a distributed cooper-

ation algorithm for use in practical settings to help users make cooperation decisions and schedule

their transmissions. We evaluate the performance of the proposed algorithm in comparison with

an existing cooperation algorithm [117].

4.1.3 Key Design Challenges

To build a successful system, we must address three design challenges.

(i) cooperation overhead vs. transmission deadlines: The process of relay selection and channel

estimation requires exchange of control information among users which causes significant

overhead and impacts the performance of cooperative relaying [124]. This overhead issue

becomes even more critical in the case of real-time systems because of transmission dead-

lines. Therefore, we need to quantify the overhead of relay selection and incorporate it into

transmission decisions. For example, a cooperative transmission may increase the proba-

bility of successful delivery of the current packet at the cost of decreasing probability of

successful delivery of packets in the queue. So, instead of deciding to transmit solely based
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Figure 4.1: Impact of secondary interference in cooperative communication

on the current packet, we must also consider queued packets. We define the reward functions

of the MDP where each transmission decision is evaluated considering its impact on both the

current packet and queued packets.

(ii) cooperation duration: Another design issue is to determine the optimum cooperation dura-

tion for a pair of users. Cooperation duration refers to the amount of time two users engage

in cooperative transmission according to their agreement. Whereas frequent cooperation

negotiation may give better estimates of channels and more up-to-date cooperation oppor-

tunities, it also increases overhead. On the other hand, a longer cooperation period reduces

the overhead but may extend cooperative transmission longer than needed. We address this

issue by introducing a low overhead protocol where the cooperating users assess their status

and extend the cooperation period if appropriate.

(iii) secondary interference: The third design issue is to control the interference caused by sec-

ondary users’ transmissions. For example, consider the simple scenario depicted in Fig. 4.1

where two pairs of primary transmitter and receiver (A, A′) and (B, B′) are communicat-

ing over channel 1 out of the interference range of each other. If the primary transmitter A

cooperates with a secondary user (SU) and relays its packet through SU , SU’s transmis-
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sion over channel 1 may interfere with B′. A successful model must consider the impact

of secondary interference while scheduling cooperative transmission. We regulate the trans-

mission power of secondary users based on the interference relationship between users and

present a handshaking protocol to ensure interference free data transmission.

4.1.4 Our Contributions

To summarize, we make the following key contributions in the work in this chapter.

• We identify the challenges associated with designing a relay based collaboration model in

CCRN for real-time systems. We formulate the transmission model as an MDP. We convert

the essence of transmission deadlines and cooperation overhead into reward functions. We

define the action sets of MDP by imposing power constraints on secondary transmission to

control mutual interference between users in the network.

• We present an extensive analysis of the collaboration model of a single pair of primary and

secondary users and compare its performance with an existing model [117]. The analysis

shows that the latter model leads to poor reception rate due to ignoring cooperation overhead

and transmission deadlines in their formulation while our proposed model provides higher

packet reception rate and low waiting time. The analysis also reveals the impact of various

network parameters on system performance.

• We propose a distributed cooperation algorithm where primary users negotiate with sec-

ondary users about cooperation duration and transmission power. A user makes transmission

decision based on cooperation gain that is calculated in terms of transmission opportunity,

transmission power, and queue size. We also present a handshaking protocol for cooperating

users to schedule data transmission avoiding mutual interference.
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• Finally, we consider different primary real-time traffic models to evaluate the performance

of the proposed cooperation model in comparison to an existing cooperative transmission

model [117]. The simulation results show that the proposed relay based collaboration model

achieves higher packet reception rate than the prior model under different network settings.

We also provide an overhead analysis in terms of frequency of cooperation negotiation and

cost benefit analysis in terms of energy consumption in relaying.

4.2 System Model and Problem Formulation

In this section, we describe network setup, explain the power division cooperative transmission

approach, and formulate the relay based collaboration model.

4.2.1 Preliminaries

We consider a CRN consisting of a set of m primary transmitters P = {p1, . . . , pm}, their

corresponding m primary receivers P ′ = {p′1 . . . p
′
m}, and a set of n secondary transmitters

S = {s1, . . . , sn}, and their corresponding n secondary receivers S′ = {s′1 . . . s
′
n}. Each (primary

or secondary) user has a single transceiver radio and cannot transmit and receive simultaneously.

Since the cooperation decision is taken among the transmitters only, we use primary transmitter

and primary user, and secondary transmitter and secondary user interchangeably.

We assume that the primary network has an exclusive license of a fixed bandwidth spectrum.

Each primary user is assigned a fraction of this bandwidth which is referred to as a ‘channel’.

Channels may be overlapping (similar to 802.11) or completely disjoint based on the allocation

algorithm. Since our focus is to analyze the cooperation model, we will not discuss the channel

allocation algorithm (please see [95] for a list of channel selection algorithms). Secondary trans-

62



mitters, on the other hand, depend on the primary users for their transmission opportunity to their

respective secondary destinations.

We assume that a primary user contends for channels with other primary users in the same net-

work. Let us denote that a primary user is assigned a channel by the controller with probability q.

In other words, a primary user cannot transmit or engage in any transmission activities (cooperative

or non-cooperative) with probability 1 − q independent of its queue status. Finally, we assume a

primary user may either choose to transmit directly or agree to cooperative transmission.

Each primary and secondary transmitter has a finite priority queue Q(·) of length L to store

packets. Each packet has a deadline ∆t; the packet must be delivered within ∆t time units from

the time of its generation. If the queue is full, the next packet generated is dropped. Otherwise,

the packet is added at the end of the queue. Users in the system do not retransmit packets. Once

a packet is transmitted, it is removed from the queue even if is not successfully received at the

destination.

4.2.2 PU Traffic Model

Various traffic models are studied to accurately represent PU activity in cognitive radio networks

[19] [94]. Markov modulated process is the most common model among them. In Sec. 4.3, we

assume that the primary traffic follows a Bernoulli distribution to keep our analysis simple. How-

ever, this analysis can be extended to a Markov modulated process as mentioned in [117]. Later in

Sec. 4.5, we use a three state Markov chain to represent the PU traffic model [49] and evaluate the

proposed cooperation model with simulation. We also consider Poisson distribution to represent

the PU traffic model [134] [80] to demonstrate the performance of the proposed cooperation model

with a different traffic model.
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4.2.3 Channel Model

We consider that channels experience Rayleigh flat fading which implies that the channel gain re-

mains constant within a time slot where it changes from one slot to another [104], [33]. Channel

gain hi is expressed as a Gaussian random variable with mean 0 and variance d−ν
i where di is the

normalized distance between sender and receiver and ν is the path loss exponent. Channel expe-

riences additive white Gaussian noise at the receiver with mean 0 and variance η2. Since channel

gain hi follows a Rayleigh distribution, it can be shown that γi = |hi|
2 follows an exponential

distribution with mean dνi i.e. γi ∼ exp(dνi ) [47].

4.2.4 Cooperative Transmission

For cooperative transmission, we prefer the power division approach to the time division ap-

proach [34, 98] because the former approach provides flexibility to control the secondary trans-

mission power and the primary user does not incur additional overhead for secondary transmis-

sion. In this model, a primary user may establish a relay transmission path via a secondary user

by adopting the power division transmission approach proposed in [47] where cooperative trans-

mission is scheduled in two phases. In the first phase, a primary user transmits its packet to its

destination which is also received by the participating secondary transmitter. In the second phase,

the cooperating secondary transmitter regenerates the primary signal and superimposes it with its

own transmission. The transmission power of the secondary transmitter is proportionally allocated

to the primary signal and secondary signal, and the combined signal is then transmitted by the

secondary transmitter. The primary receiver decodes the packet from these two signals received

from direct and relayed transmission.

The joint transmission decision between a primary transmitter pi ∈ P and a secondary trans-
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mitter sj ∈ S can thus be characterized with α (0 ≤ α ≤ 1), the transmission power distribution

ratio. Primary user pi first transmits the packet to its destination, and it is also received by the

secondary user sj . The secondary user sj assigns transmission power αE to the primary signal

and (1− α)E to the secondary signal and transmits the combined signal. Additionally, the user pi

may opt for direct transmission without any cooperation, and the user sj may transmit only when

the queue of the pi is empty. This transmission decision is represented with α = ∅.

We make the following assumptions regarding the cooperation model. First, users exchange

cooperation information over a common control channel and cannot transmit while negotiating

cooperation terms. Second, a primary user may participate in a cooperative transmission with at

most one secondary user at any time. There may be multiple cooperating pairs based on the number

of users and availability of resources (channels). Third, a primary (or secondary) user already

involved in a cooperative transmission does not initiate or accept another cooperation request until

the present cooperation agreement ends (i.e. ongoing transmission phase finishes). Forth, all

packets have the same length, and decoding and regenerating a primary packet at the secondary

user takes constant time. Finally, the primary packet received by a secondary user is immediately

relayed to its destination; the relayed packet does not experience significant waiting time in the

queue of the secondary user.

4.2.5 Packet Loss

Packet loss may occur for the following reasons. First, if a queue is full, an incoming packet to

that queue is dropped. Second, if the waiting time of a packet exceeds its deadline, the packet

is removed from the queue. Finally, if a receiver fails to decode a packet by its deadline due to

interference, the packet is lost and is counted as an unsuccessful transmission. Our goal is to

develop a cooperative transmission model that reduces packet losses.
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4.2.6 MDP Formulation

We model the joint transmission decision of the primary and secondary users as a Markov Decision

Process (MDP ). In an MDP , each state is associated with a set of actions and corresponding

rewards. Thus, the cooperation model is represented with an MDP (Σ, A, P.(·, ·), U.(·, ·), Γ)

where

• Σ is a finite set of states. Each state denotes the present number of packets waiting in the

queue of all the users in the network. Thus a state σ ∈ Σ can be represented as σ =

(i
p
1, . . . i

p
m, j

s
1, . . . j

s
n). Here i

p
m and jsn denote the number of packets waiting in the queue of

a primary user pm and a secondary user sn. The number of different states of the system is

|Σ| = (L+ 1)m+n where L denotes the queue size.

• A is a set of all possible actions where each action represents a joint transmission decision

of a primary and a secondary user. We express an action as α(pi, sj) which denotes the dis-

tribution of power allocation between the signals of the primary user (pi) and the secondary

user (sj). Since α can be any value between 0 and 1, the number of possible actions is the-

oretically infinite. We use α = ∅ to express the direct transmission approach. The action set

can thus be represented as A = {α(pi, sj) = ∅ ∨ α(pi, sj) ∈ [0, 1], pi ∈ P, sj ∈ S}. We

drop the index in α(pi, sj) when we discuss on transmission power in general. At time t, a

subset of actions a(t) ⊂ A is chosen as the transmission decisions of primary and secondary

users in the network such that no two actions of the set involve the same primary user or the

same secondary user or both.

• Pa(t)(σ, σ
′) = Pr(σt+1 = σ′|σt = σ, a(t) = {α(·, ·)} ⊂ A) denotes the transition probabil-

ity from state σ to state σ′ if the action set a(t) ⊂ A is taken at time t.
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Figure 4.2: Matching pair and action selection

• Ua(t)(σ, σ
′) denotes the reward of transferring from state σ to σ′ due to the action set a(t)

at time t. The reward function is calculated in terms of immediate reward discounted by the

future opportunity cost. The reward function also includes the impact of the change in the

status of the queue.

• Γ ∈ [0, 1] is a discount factor that balances the importance of immediate rewards versus long

term rewards.

Our goal is to determine the optimum policy ϕ that maximizes the expected reward of the coop-

erating users over a long period T . Assuming empty queues of all users as the initial system state

σ0, we express the objective function as follows

max
ϕ

lim
T→∞

1

T
Eϕ





T
∑

t=0

ΓtUa(t)(σ, σ
′)|σ0 = (0, . . . , 0)



 . (4.1)

where a(t) represents the actions taken in state σ at time t according to the policy ϕ and Eϕ(·) is

the expectation taken under policy ϕ.

The objective function investigates the impact of different actions a ∈ A on all pairs of primary

and secondary users (P × S) to determine the optimal policy that recommends optimum action

at different system state (see Fig. 4.2). If the pairs are mutually independent in terms of the cho-

sen action and their impacts, we can separately calculate the reward component for all such pair
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(pi, sj) ⊆ P ×S. We use the Bellman equation or dynamic programming to solve the problem for

a pair of primary and secondary user and determine optimum action in their different states. We

repeat the same procedure to calculate the reward component for all possible pairs in their different

states for different actions. Finally, we can use weighted bipartite matching to determine the opti-

mum action and optimum matching pairs from the set at any given time t that maximizes reward.

To better understand the procedure, we analyze the MDP cooperation model of a single pair of

primary and secondary users in Sec. 4.3. However, in practice, an action of a pair of users affects

the reward of another pair due to mutual interference and the reward dependency between pairs

make it intractable to find a deterministic solution at time t. We therefore develop a distributed

multi-user cooperation algorithm (Sec. 4.4) addressing the mutual interference between users with

simultaneous transmission.

4.3 Analysis of a Cooperative Transmission Model

To understand the dynamics of system parameters on our multiuser cooperation model, we first

take a closer look at the cooperation model for the case of a single pair of primary and secondary

users. The single pair analysis will help us identify the impact of different system parameters;

these results will be used to develop the distributed algorithm in Sec. 4.4.

We depict the network consisting of a primary transmitter p, a primary destination p′, a sec-

ondary transmitter s, and a secondary destination s′ in Fig. 4.3. We denote the channel gain

between p and p′, p and s, p and s′, s and p′, and s and s′ as h1, h2, h3, h4, and h5 respectively.

Both users have a finite queue of length L. We denote the transmission power of the cooperating

primary user p and secondary user s as Ep and Es, respectively. Primary and secondary packets’

arrival follow a Bernoulli distribution with mean λp and λs respectively. The same distribution
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Figure 4.3: Cooperation between a primary and a secondary user

is used to model primary user activity in [12] [94]. We can extend this analysis from a Bernoulli

distribution to a Markov modulated process [117].

This two user MDP model has a total (L + 1)2 states. Each state σ ∈ Σ is represented with

σ = (σp, σs) where σp and σs denote the number of packets in primary and secondary queue

respectively, and 0 ≤ σp, σs ≤ L. We assume that system parameters remain unchanged while a

user completes an action; changes occur only at state transitions.

At the beginning of each state, a user takes a transmission decision for the first packet of the

queue. A user’s default transmission decision in the model is to take the single action available in a

non-cooperative system i.e. direct transmission where p transmits directly to p′ and s transmits to

s′ only when the primary queue is empty (σp = 0). The successful delivery of the first packet and

waiting time of the queued packets depends on the direct data rate, traffic rate, and channel avail-

ability. When the users in the network intend to explore cooperative transmission opportunities,

they need to go through a negotiation period. While this cooperative transmission may improve

the successful delivery of the first packet, the negotiation period contributes to additional waiting

time to queued packets that may affect their successful delivery at later time.

4.3.1 Action Set

The transmission decisions are represented as actions α(p, s) ∈ A in MDP . Since we are consid-

ering a single pair of primary and secondary users, to simplify notation, we refer to α(p, s) as α.
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In summary, the actions are as follows

• α = ∅: This represents the default non-cooperative transmission approach where p transmits

directly to p′ and s transmits only when the queue of p is empty. Users execute this action

with no additional cost of cooperation negotiation.

• α = 0: This represents the cooperative transmission decision where p defers its transmission

and lets s transmit with full transmission power. This action is preceded by cooperation

negotiation.

• α = 1: This represents the cooperative transmission decision where s relays the primary

packet with its full transmission power and does not combine s’s own transmission. This

action is also preceded by cooperation negotiation.

• 0 < α < 1: This represents the case where s allocates αEs power to the primary signal and

(1−α)Es power to its own signal, combines both signals, and then transmits. This action is

also preceded by cooperation negotiation.

At any time t, p and s take a joint transmission decision a(t) = α, which moves the system from

a state σ to a state σ′ with a probability of Pa(t)(σ, σ
′) and achieves reward Ua(t)(σ, σ

′). Note

that, theoretically the cooperating users can select any value between 0 and 1 for transmission

power. However, based on the relative distance between transmitters and receivers, small changes

in transmission power may not affect the signal strength significantly and thus it can be narrowed

down to a finite number of values. For analysis, we use α = 0.65 to represent the average power

division with extreme values of α = 0 and 1.
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No. next state transition probability conditions

(1) (i-1, j-1) q(1− λp)(1− λs) 1 ≤ i, j ≤ L
(2) (i-1,j) q(1− λp)λs 1 ≤ i, j ≤ L
(3) (i,j-1) qλp(1− λs) 1 ≤ i, j ≤ L
(4) (i+1,j+1) (1− q)λpλs 0 ≤ i, j ≤ L− 1
(5) (L, 1) (1− q)λs + qλpλs i = L, j = 0
(6) (0, j+1) (1− λp)λs i = 0

Table 4.1: State transition probabilities

4.3.2 Transition Probability Matrix

The transition probability matrix represents the transition probabilities from one state to another

state depending on the action taken by the users. Due to page restrictions and to improve readabil-

ity, we avoid listing the entire matrix. Instead, we present a list of transition probabilities at state

σ(σp, σs) when an action α (0 < α < 1) is taken followed by a short description (see Table 4.1)

where q represents the channel access probability of user p. The following state transition occurs

(i) when both p and s decide to transmit cooperatively and no new packets arrive at the queue

at that time.

(ii) when both p and s cooperatively transmit and only a new secondary packet arrives.

(iii) when both p and s cooperatively transmit and only a new primary packet arrives.

(iv) when p does not get channel access and both primary and secondary packets arrive.

(v) when the primary queue is full and the secondary queue is empty and only a new secondary

packet arrives.

(vi) when the primary queue is empty and only a new secondary packet arrives.

Similarly, we can list state transition probabilities for all other cases.
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4.3.3 Reward Function

The reward function Ua(t)(σ, σ
′) denotes the total reward achieved by the cooperating primary

and secondary user for action a(t) where we weight the relative importance of the two users with

parameter δ. If successful delivery of primary packets is more (less) preferred to that of secondary

packets in the system, the value of δ is set higher (smaller) than 0.5. Later in simulation, we set

δ = 0.5 considering both reward components with equal importance. We omit the index (‘p’ or

‘s’) from the reward component when it applies for both users.

Ua(t)(σ, σ
′) = δU

p
a(t)

(σ, σ′) + (1− δ)Us
a(t)(σ, σ

′) (4.2)

The key challenge in modeling the MDP is to select an appropriate reward function that ac-

curately measures the impact of the chosen action on the system performance in terms of packet

loss. As mentioned earlier, while a cooperative transmission decision at a state may increase the

probability of successful delivery of the first packet of the queue it also adds waiting time to later

packets. This may decrease the successful delivery of later packets. Likewise, a decision to de-

fer packet transmission may increase the dropping probability of an incoming packet. Therefore,

given a pair of primary and secondary user and the system state σ, the reward function Ua(t)(σ, σ
′)

should answer the following two questions

• How does the action a(t) at state σ change (increase / decrease) the drop probability of

incoming packets due to queue overflow?

• How does the action a(t) at state σ change (increase / decrease) the success probability of

the packets waiting in the queue?

To answer these questions, we consider an example of a pair of a primary and a secondary user
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with queue length 10. We consider that the success probability of a primary packet with α= ∅, and

α = 1 is 0.65, and 0.9 respectively. Assume that if the transmission decision reduces the number

of waiting packets in the queue by 1, the drop probability of an incoming packet is reduced by

0.2. Any cooperative action adds waiting time and reduces the success probability of a primary

packet with direct transmission by 0.05. We evaluate the impact of direct and cooperative action

from the perspective of a primary user when the system moves from a state with 3 waiting packets

to a state with 2 waiting packets. The total impact of direct transmission can thus be quantified

as summation of 0.2 (change in dropping probability) and 0.65 (success probability of the first

packet). Let us consider a cooperative action with α = 1. In this case, the impact of the cooperative

action is 0.2 from the change in dropping probability and 0.9 from the success probability of the

first packet. Furthermore, the remaining 2 packets in the queue experience additional waiting time

which reduces the probability of successful delivery by 0.05× 2 = 0.1. So, the total impact is 0.2

+ 0.9 − 0.1 = 1.0. The net reward of using action α = 1 over α = ∅ is 1.0 − 0.85 = 0.15.

Based on the above example, we define the reward function Ua(t)(σ, σ
′) for each action that

includes its impact on 1) the packet at the head of the queue, 2) the remaining packets in the

queue, and 3) incoming packets not yet in the queue. Both the reward functions U
p
a(t)

(σ, σ′) and

Us
a(t)

(σ, σ′) have three components (see Eqn. 4.3) that are measured in comparison with direct

transmission.

• The first component measures the change in the drop probability of an incoming packet

because of queue overflow if action a(t) is applied instead of direct transmission. This

component depends on both the chosen action a(t), current state σ, and the next state σ′. We

denote this reward component as Da(t)(σ, σ
′) − D∅(σ, σ

′).

• The second component measures the probability of successful delivery of the packet at the
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head of the queue if action a(t) is applied instead of direct transmission. The second compo-

nent depends only on the action a(t), and current state σ. We denote the second component

as Va(t)(σ) − V∅(σ).

• The third component measures the net change in probability of successful delivery of the

queued packets if action a(t) is applied at present state σ instead of direct transmission. We

denote the third component as Wa(t)(σ) − W∅(σ). The users in the current state do not

know which actions (except the default action) will be available at future states. Therefore,

the impact of current action on later packets is evaluated on the basis of direct (default)

transmission decision. For a secondary user, the success probability of default transmission

decision does not change as long as the primary queue is not empty. Therefore, the third

component does not contribute to the reward function of a secondary user s.

In summary, we express the reward of an action at any given state as the difference between the

impact of that action and default action.

U
p
a(t)

(σ, σ′) = D
p
a(t)

(σ, σ′)−D
p
∅
(σ, σ′) + V

p
a(t)

(σ)− V
p
∅
(σ) +W

p
a(t)

(σ)−W
p
∅
(σ) (4.3)

Us
a(t)(σ, σ

′) = Ds
a(t)(σ, σ

′)−Ds
∅(σ, σ

′) + V s
a(t)(σ)− V s

∅ (σ) (4.4)

4.3.3.1 Calculation of Da(t)(σ, σ
′)

The first component Da(t)(σ, σ
′) denotes the change in packet loss probability due to queue over-

flow because of the action a(t) and transition from state σ to state σ′ . A transmission decision

opens up a slot in the queue for a new packet. Therefore, each transmission decision reduces the

future packet’s dropping probability before it enters the queue. However, this reduction in packet

loss probability is not same at all states.
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The packet loss probability at state σ is expressed as Pr(Q(t′) = L|σ) which denotes the

probability of a queue becoming full at time t′ given its current state σ at time t. Assuming service

rate remains same, this probability is approximated based on the packet arrival rate as follows

D
p
a(t)

(σ, σ′) = (λp)
L−σp − (λp)

L−σ′p (4.5)

Ds
a(t)(σ, σ

′) = (λs)
L−σs − (λs)

L−σ′s. (4.6)

Here, σp and σs denote the number of packets waiting in the queue of the primary and secondary

user at state σ. As the number of packets increases in the queue, the probability that the next

packet will be dropped also increases. According to this function, if an action and change of state

lead to fewer waiting packets, the event is rewarded. On the other hand, as the queue becomes

full, the penalty increases. For example, consider a primary queue of length 10 and mean traffic

arrival rate of 0.7. We calculate the reward component for two cases - (1) when the action leads

to a state with one less packets waiting in the queue, (2) when the action leads to a state with one

more packets waiting in the queue. Fig. 4.4 shows the two components for primary user only. The

result shows that reducing the number of waiting packets is more highly rewarded as the queue

gets fuller. Similarly, increasing the number of waiting packets is more highly penalized when the

queue is fuller.

4.3.3.2 Calculation of Va(t)(σ)

Va(t)(σ) denotes the probability of successful delivery of the packet at the head of the queue using

the selected transmission decision a(t) at state σ. Considering transmission deadline and packet

length as ∆t and len, we calculate the probability of successful delivery of any arbitrary packet

in terms of the transmission rate R offered by a(t) and waiting time ω. So, Pr(ω + len
R ≤ ∆t|ω)
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Figure 4.4: Reward component

= Pr(R ≥ len
∆t−ω |ω) = Pr(R ≥ g(ω)|ω) = Φ(R, g(w)). Here, g(ω) = len

∆t−ω is a function of

waiting time that also denotes the minimum data rate required to deliver a packet successfully;

g(ω) depends on the present state of the user and and the selected transmission approach. Note

that the transmission rate R follows a distribution induced by the random channel gain and the

transmission approach.

Based on the above equation, we express waiting time, transmission rate, and packet reception

probability in terms of action a(t) and the present system state σ. We denote the average waiting

time of the first packet of primary user p and secondary user s at state σ as ω(σp) and ω(σs) re-

spectively. We also denote transmission rate of primary user p and secondary user s withR
p
a(t)

and

Rs
a(t)

and packet reception probability with Φ(R
p
a(t)

, g(ω(σp)) and Φ(Rs
a(t)

, g(ω(σs)) respectively.

V
p
a(t)

(σ) = Φ(R
p
a(t)

, g(ω(σp)) = Pr
(

R
p
a(t)

≥ g(ω(σp)|w = ω(σp))
)

(4.7)

V s
a(t)(σ) = Φ(Rs

a(t), g(ω(σs)) = Pr
(

Rs
a(t) ≥ g(ω(σs)|w = ω(σs))

)

(4.8)
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4.3.3.3 Calculation of Wa(t)(σ)

The third reward component is applicable to only the primary user. We observe that a cooperative

transmission decision of a primary user may increase the successful reception probability of the

first packet at the cost of increasing waiting time of later packets. The longer the cooperation

negotiation period, the higher the impact on remaining packets will be. Therefore, each cooperation

decision must consider how it affects the chance of successful delivery of later packets in case there

is no cooperation in the next state and packets are transmitted directly to the destination. So, this

third component includes the success probability of remaining packets with cooperation overhead.

We can express the net reward as follows

W
p
a(t)

(σ) =

σp
∑

i=1

[

Φ
(

R
p
∅
, g(ω(i) + ∆s)

)]

. (4.9)

Here, ∆s denotes the additional waiting time imposed on later packets because of the action taken

at present state.

Next, we calculate R
p
α and Φ(R

p
α, g(ω(σp)) for different values of a(t) = α. Specifically, there

are four cases we need to consider.

• α = ∅: The primary user sends the packet at the rate R1 and the secondary user opportunis-

tically sends packet at rate R5 that are calculated as follows:

R
p
∅
= R1 = log

(

1 +
Epγ1
η2

)

, Rs
∅ = R5 = log

(

1 +
Esγ5
η2

)

For the direct transmission, the successful packet reception probability at respective destina-
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tions can be expressed as

Φ(R
p
∅
, g(ω(σp))) = exp

(

−dν1
η2

Ep

(

2g(ω(σp)) − 1
)

)

(4.10)

Φ(Rs
∅, g(ω(σs))) = exp

(

−dν5
η2

Es

(

2g(ω(σs)) − 1
)

)

. (4.11)

• α = 0: In this case, p lets s transmit s’s packet which implies that R
p
0 = 0. Then s applies

its full transmission power to send its packet at rate R5 i.e. Rs
0 = R5. However, allowing

s the exclusive transmission opportunity increases waiting time of p’s packets in addition to

the negotiation time ∆s.

R
p
0 = 0, Rs

0 = R5 = log

(

1 +
Esγ5
η2

)

The successful packet reception probability of a primary and a secondary user at state σ can

be expressed as

Φ(R
p
0, g(ω(σp))) = 0 (4.12)

Φ(Rs
0, g(ω(σs))) = exp

(

−dν5
η2

Es

(

2g(ω(σs)) − 1
)

)

. (4.13)

• α= 1: The primary user relays through secondary user and the secondary user applies its full

transmission power to relay the primary signal to its destination. So, the effective primary

transmission rate is minimum of the transmission rate from primary source to secondary

source (p→ s) and from secondary source to primary destination (s→ p′).

R
p
1 =

1

2
min

(

log

(

1 +
Epγ2
η2

)

, log

(

1 +
Epγ1 + Esγ4

η2

))
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We calculate Φ(R
p
1, g(ω(σp))) as follows

Φ
(

R
p
1, g(ω(σp))

)

=



















exp

(

−dν2η
2

Ep

(

22g(ω(σp) − 1
)

)

, if γ2 ≤ γ4 + γ1

dν1
dν1−dν4

exp(−ydν4)−
dν4

dν1−dν4
exp(−ydν1), otherwise

. (4.14)

Here, y = η2

Ep
(22g(ω(σp) − 1).

• 0 < α < 1: The primary user relays through secondary user and the secondary user applies

αEs to relay the primary signal to its destination and applies (1 − α)Es to transmit its

own signal. So, the effective primary transmission rate is minimum of the transmission rate

from primary source to secondary source (p → s) and from secondary source to primary

destination (s→ p′).

R
p
α =

1

2
min

(

log

(

1 +
Epγ2
η2

)

, log

(

1 +
Epγ1
η2

+
αEsγ4

(1− α)Esγ4 + η2

))

We calculate α′ =
(γ2−γ1)(1+

Esγ4
η2

)

γ4+(γ2−γ1)
Esγ4
η2

which decides the effective transmission rate of the

primary user.

Φ
(

R
p
α, g(ω(σp))

)

=



















exp

(

−dν2
η2

Ep

(

22g(ω(σp)) − 1
)

)

if α ≥ α′

exp

(

−dν1
η2

Ep

(

22g(ω(σp)) − 1
)

)

otherwise

(4.15)

The successful packet reception probability of a secondary user will be calculated as follows:

Φ (Rs
α, g(ω(σs))) = exp

(

−
η2

(1− α)Es
dν5

(

22g(ω(σs)) − 1
)

)

(4.16)
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4.3.4 Comparison

In this section, we evaluate how effectively the proposed model (referred to as ‘rtCoop’) represents

the real-time system requirements. If a model captures the true characteristics of the underlying

system, its selected action should lead to the optimum system performance, in this case, higher

packet reception rate. In this regard, we also consider an existing model presented in [117] (referred

to as ‘prCoop’) for comparison. In this model, reward functions are defined based on the cost of

storing and relaying a primary packet. We assume that there are four different values of α (∅, 0, 1,

0.65) to choose from.

Accordingly, we solve the MDP of each model using linear programming, run the simulation,

and record different statistics e.g. the average waiting time, packet reception rate. Additionally,

we include the direct transmission approach in the analysis where p transmits directly to p′ and s

transmits only when the primary queue is empty. We refer to the direct transmission as ‘noCoop’.

To analyze the simulation results, we vary different system parameters e.g. distance between

users, queue length, traffic rate. For each different configuration, we collect several statistics e.g.

number of times a cooperative action is preferred over direct transmission, average waiting time

ωp experienced by p, and cumulative packet reception rate and compare the results.

First, we fix the primary and secondary traffic rate following a Bernoulli distribution, channel

access probability (q = 0.8), queue size (L = 5). We vary the distance between p and s and p′

and s′ which are denoted as d2 and d4 respectively. All the distances are normalized to 1. We

move the secondary user along the line between the primary transmitter and the destination i.e. we

set d2 = 1 − d4 while keeping the distance between the secondary transmitter and the secondary

destination fixed to 0.3. Fig. 4.5a and 4.6a show that rtCoop achieves higher cumulative packet

reception rate and lower average primary waiting time compared to prCoop.
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Figure 4.5: Comparison between cooperation models (packet reception rate)
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82



Next, we put the secondary user away from the line between the primary transmitter and the

destination and we set d2 = d4 and d5 =
d2
2 . We also vary the queue length, primary traffic rate,

and secondary traffic rate while keeping all other parameters fixed. For each of these different

configurations, we plot the packet reception rate and average waiting time of a primary packet in

Fig. 4.5. The results show that the proposed cooperation model rtCoop improves the packet recep-

tion rate compared to prCoop and noCoop. We also record the average waiting time encountered

by primary users and show the results in Fig. 4.6. In general, it shows that prCoop incurs higher

waiting time compared to our proposed model. This is because the former approach does not take

into consideration the communication overhead associated with cooperation that leads to wrong

transmission decision and low packet reception rate.

4.4 Multi-user Cooperative Transmission Model

The cooperation model in multi-user setting adds some unique challenges to the single user model.

First, in the single user analysis, we assume that changes occur at discrete time intervals and

system parameters do not change in a state. However, in reality, the interaction between primary

and secondary users is asynchronous. Packets arrive asynchronously at the user and transmission

times may differ from user to user. Therefore, state transition may occur at different intervals.

Second, we need to consider the interference between primary and secondary transmissions which

was absent in the single user analysis. Furthermore, a user has no knowledge of other users’ traffic

and queue status, and has to decide solely based on its state parameters and cooperation offers

received from its neighbors. Addressing these above issues, we present a distributed cooperative

transmission model for making cooperation offers, negotiating terms of cooperation, selecting a

transmission approach, and finally scheduling packet transmission. We explain these steps of the
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algorithm next.

4.4.1 Step 1: Pre-screening

In this step, a secondary user constructs an interference map which helps it to identify potential

primary users that it can engage in cooperative transmissions. We assume that each secondary user

is aware of the interference constraint of the primary network and knows the channel gain between

itself and every primary receiver in the network. A secondary user may estimate the channel

quality and link rate from overhearing the message exchange between primary transmitters and

receivers and by applying standard training sequence methods [43] or by analyzing the received

patterns [82]. Thus, a secondary user determines the maximum transmission power it can use for

each primary user and builds the interference map.

Let V(sj) denote the set of primary users within transmission range of sj . The interference

map has |V(sj | entries and each entry represents the maximum transmission power αmax(pi, sj),

sj can use in relaying while cooperating with pi ∈ V(sj). sj calculates its interference contribution

to other ongoing transmission while cooperating with pi and finds the maximum value it can use

without interfering any of these transmissions. For example, to calculate αmax(pi, sj) we calculate

αmax(pi, sj |pk), the maximum transmission power sj can use relaying pi’s traffic without inter-

fering with pk’s transmission. Finally, the maximum power αmax(pi, sj) is set to the minimum of

these maximum values.

αmax(pi, sj) = min
∀k∈P

αmax(pi, sj |pk) (4.17)

On the other hand, a primary user by default operates in direct transmission mode. A primary

user continuously monitors its queue size and packet loss rate, and if the change in packet loss
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exceeds beyond a threshold ǫp, it tunes to control channel, looks for cooperation opportunity, and

enters into the negotiation step.

4.4.2 Step 2: Negotiation

At this step, the interested users tune to the common control channel for submitting or accepting

its cooperation offer. A primary user’s goal is to find a secondary user whose relaying will reduce

packet loss. A secondary user’s goal is to ensure transmission opportunity while spending less

power in relaying and avoiding interference to others’ transmission.

Accordingly, a secondary user consults its interference map, initiates the cooperation process,

and sends an offer to one or more primary users from the list. A cooperation offer from a secondary

user includes the value of α, and its transmission duration. To start with, sj starts with an offer

of the highest transmission power αmax(pi, sj) it can provide to pi. This initial offer helps sj

in assessing its future cooperative transmission opportunities. The subsequent offers are modified

using Eqn. 4.18. If its offer is accepted, the value of αt(pi, sj) is changed at the rate of the change

in queue. On the other hand, the value of αt−1(pi, sj) is doubled in the next offer. Here,
dQ
dt

denotes the change in the number of waiting packets with time.

αt(pi, sj) =



















min
(

αt−1(pi, sj)×
(

1 + dQ
dt

)

, αmax(pi, sj)
)

if successful

αt−1(pi, sj)× 2 otherwise.

(4.18)

A primary user willing to cooperate looks into the cooperation offers it has received. For each

such potential offer, a primary user calculates its cooperation gain considering its impact on current

and later periods in comparison with direct transmission. So, a primary user pi receives offer from

its neighboring secondary user sj in the form of transmission power αt(pi, sj) and transmission
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Figure 4.7: Cooperation life cycle of a user

Figure 4.8: Handshaking protocol

time ytj . For each offer from sj , pi estimates cooperative channel gain, calculates the expected

relay transmission time and cooperation gain Gj(i), and compares it with direct transmission ap-

proach. Both immediate gain and future opportunities are considered in gain calculation and are

weighed by the state of the queue. Given the remaining time to transmit a packet (rti), estimated

direct transmission time (dti), and estimated offered transmission time (xtj) and the requested

transmission time (ytj), pi calculates the cooperation gain Gj(i) of a cooperation offer from sj as

follows:

Gj(i)=

(

c1 × (dti − rti)

max(rti, dti)
+
c2 × (rti − xtj)

max(rti, xtj)
+
c3 × (dti − xtj)

max(dti, xtj)

)

×

(

1−
Qi

L

)

+

(

1−
ytj
xtj

)

×
Qi

L

(4.19)

Here, c1, c2, and c3 are constants that denote the relative weight factor of these subcomponents

where c1+c2+c3 = 1. Qi denotes the number of packets waiting in the queue of pi. pi selects the

secondary user with the highest gain for cooperation. Otherwise, it decides to transmit directly.

In the final step, a secondary user sj receives confirmation from one or more primary users.

If there is more than one reply, sj picks the one that increases its cooperation gain i.e. achieves

higher energy efficiency and less power consumption in relaying. sj sends a confirmation message
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to the selected primary user, and both users start agree to cooperative transmission. Since primary

users operate asynchronously, a user may receive cooperation offers from other users while it is in

data transmission mode. However, all these offers during transmission mode are ignored. Fig. 4.7

shows the different phases of the cooperation life cycle of a typical user. Each user goes through

this above negotiation procedure to make transmission decisions.

4.4.3 Step 3: Data Transmission

A primary user in cooperation agreement with a secondary user follows a modified RTS/CTS

handshaking protocol before data transmission. In the traditional RTS/CTS handshaking protocol,

the source and the destination sends small control packet to announce their next data transmission.

Any user overhearing either of these packets backs off the transmission period and tries again.

In cooperative relayed transmission, an additional user involves in data transmission. Specif-

ically, the secondary user receives a packet from the primary user and then relays the packet to

the destination. With the traditional handshaking protocol, a successful packet delivery involves at

least two handshaking periods - the first one from primary transmitter to secondary user, and the

second one from secondary user to primary receiver. The primary packet needs to be stored in the

secondary queue. In the proposed handshaking protocol, we introduce an additional control packet

RTR (ready to relay) which will be sent by the cooperating secondary user. This ensures a primary

packet spent minimum time in a secondary queue, and reduces the overhead of handshaking. Ac-

cordingly, when two cooperating users are ready to transmit, a primary user sends a RTS packet

including the name of the secondary user it is cooperating with. The cooperating secondary user

then sends a RTR packet denoting the address of both the sender and receiver. Finally, the primary

receiver sends a CTS packet with cooperation duration. If each cooperating user involved in the co-

operation agreement receives the other two control packets, it assumes that the channel is secured
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and data transmission starts. Any other user outside this cooperation agreement backs off the entire

duration when it receives any of those control packets. Fig. 4.8 demonstrates a handshaking event

between a cooperating primary and secondary user.

4.4.4 Step 4: Cooperation Renewal

The final step of the cycle is to determine the cooperation duration. If the duration is small, users

have to frequently go through negotiation periods; the overhead associated with it may outweigh

the cooperation benefits. On the other hand, while longer intervals reduce the communication

overhead, users may miss cooperation opportunities which hurt the system reliability. So, it is

important for a user to be able to adapt the cooperation duration with changing user and network

conditions.

With this in mind, the proposed model allows a cooperating user to continue cooperative trans-

mission without going through negotiation period. A primary user keeps record of the rate of

change in queue status and the change in packet reception rate. If this ratio drops below a threshold

(δp), it terminates the current cooperation period and switches to direct transmission. Otherwise,

it continues to send its packet to the cooperating secondary user without additional message ex-

change. Similarly, a secondary user also keeps record of the rate of change in its queue status and

cooperation gain in terms of energy consumption. If the ratio drops below a threshold (δs), the

secondary user does not participate in handshaking. This way communication overhead is reduced

without sacrificing significant cooperation benefits. The tradeoff is controlled by adjusting the

parameters δp and δs.
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4.5 Performance Evaluation

In this section, we evaluate the performance of the proposed cooperation model in a cognitive radio

network to support real-time traffic.

4.5.1 Performance Metrics

We use three metrics to analyze the performance of the model. They are as follows:

• packet reception rate : Our primary evaluation metric is packet reception rate of the network.

We define ‘weighted packet reception rate’ or ‘weighted PRR’, PRR as weighted sum of

primary and secondary packet reception rate. So, PRR = δ ×
∑m

i=1 PRRi + (1 − δ)

∑n
j=1 PRRj . Here, PRRi and PRRj denote the packet reception rate of primary user pi and

secondary user sj . Throughout our simulation, we use δ = 0.5 i.e. we consider equal priority

to primary and secondary packets.

• cooperation overhead analysis: We introduce another metric that determines the overhead

caused from exchanging message during negotiation procedure. We define ‘pu overhead’

as the number of times a primary user engages in cooperation negotiation (whether it is

successful or not) during its lifetime.

• cost benefit analysis: We perform a cost benefit analysis for secondary users in terms of

power consumption in relaying primary traffic. We define ‘su cost per packet’ as a ratio of

the total power spent in relayed transmission and number of its packets it has transmitted.
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4.5.2 Simulation Setup

We consider a 150m×150m simulation area where secondary users are randomly placed in the area

between primary sources and destinations. Number of (primary and secondary) users are varied

between 1 and 5. For each set of primary and secondary users, we create 20 random topologies

and for each topology, we run the simulation on each topology 20 times; each case is simulated

for 1000ms. In each topology, it was made sure that each primary (secondary) user has at least

one secondary (primary) user within its transmission range. All results are summarized over these

topologies and presented with 95% confidence interval. Each primary user is assigned a channel

of bandwidth 20KHz. The (maximum) primary and secondary transmission power, Ep = Es =

E = 100mW and the noise, N0 is set to 10e−10 mW/Hz. Path loss ν is set to 4 and the size of the

packet, len is set to 1Kb. We use additive interference model [59] to calculate mutual interference

between ongoing transmissions.

We compare the performance of the proposed model in two different user settings with two

different primary traffic model. In the first setting, we consider a single pair of primary and sec-

ondary users where primary traffic follows a Poisson distribution. In the second setting, we con-

sider a multi-user setting where number of channels are less than the active primary users and two

primary users may use the same channel.

4.5.3 Single User Setting

We select the power division approach proposed in [47] to compare the performance of our pro-

posed cooperation model. We refer to the proposed cooperation model as ‘rtCoop’ and the basic

power division approach in [47] as ‘prCoop0’. In this approach [47], the power distribution is

optimized to reduce the outage probability of the primary systems. This approach does not take
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Figure 4.9: Comparison between models of a single pair of primary and secondary users

into consideration the user’s queue status and future opportunities. The network topology and

simulation procedure remains same.

We consider that the primary traffic follows a Poisson distribution. We vary the mean primary

traffic rate from 0.75 and 1.5, and record the packet reception rate for each cases. The result is

shown in Fig. 4.9 where the proposed model outperforms the basic model [47]. This is because

in our proposed approach, a secondary user has equal rights to select cooperation parameters and

takes its decision from the perspective of real-time traffic.

4.5.4 Multi-user setting

To compare the performance of the proposed model in a multi-user setting, we consider the coop-

eration model proposed in [117]. In this model, a secondary user considers the cost of storing a

packet in queue and spending power in relaying and sends cooperation offer accordingly. A pri-

mary user selects the secondary user that offers the highest transmission power. Upon negotiation,

RTS/CTS handshaking protocol is used for data transmission. We consider two traffic models to

evaluate the performance of the proposed model. The first one is a Markov modulated process

presented in [49] which has three internal states and traffic generation rate varies between states.

The second traffic model we consider here is a Poisson distribution. In both cases, secondary
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Figure 4.10: Markov three state traffic model with varying transmission deadline
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Figure 4.11: Markov three state traffic model with varying queue length

user’s traffic follows a Poisson distribution. For each traffic model, we run simulation with varying

transmission deadline and queue length and analyze the performance of the proposed model.

First, we vary the transmission deadline with Markov three state traffic model and plot the

results in Fig. 4.10. The simulation result shows that rtCoop achieves higher packet reception

rate than prCoop. However, both approaches exhibit high pu overhead because of the rate of

change in queue size is not consistent which makes the cooperation duration small and triggers

frequent cooperation negotiation. However, secondary users spend less power in rtCoop compared

to prCoop. Next, we vary the queue length and plot the performance metrics in Fig. 4.11 which

shows similar trend as with varying transmission deadline.

Next, we consider that primary traffic follows a Poisson distribution. The mean value of traffic
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Figure 4.12: Poisson traffic model with varying deadline

10 15 20 25 30

Queue length

0.5

0.52

0.54

0.56

0.58

0.6

w
e
ig

h
te

d
 P

R
R

rtCoop (lbound)

rtCoop (ubound)

prCoop (lbound)

prCoop (ubound)

(a) weighted PRR

10 15 20 25 30

Queue length

0

5

10

15

20

p
u

 o
v
e

rh
e

a
d

rtCoop (lbound)

rtCoop (ubound)

prCoop (lbound)

prCoop (ubound)

(b) pu overhead

10 15 20 25 30

Queue length

500

1000

1500

2000

2500

s
u
 c

o
s
t rtCoop (lbound)

rtCoop (ubound)

prCoop (lbound)

prCoop (ubound)

(c) su cost

Figure 4.13: Poisson traffic model with varying queue length

is varied is set to 0.05. Again we vary the transmission deadline and plot three metrics in Fig.

4.12. As deadline increases, the packet reception rate increases, however, rtCoop ensures higher

packet reception rate in all cases. The proposed model also achieves low primary overhead and

less secondary cost per packet compared to prCoop. We also vary the queue length and the results

are shown in Fig. 4.13. Again, the proposed model outperforms prCoop.

Next, we vary the mean value of Poisson distribution while keeping every other parameter

fixed. The results are shown in Fig. 4.14. The results show that the proposed model achieves

higher packet reception rate while ensuring low primary overhead and low energy per bit for a

secondary user.

Finally, we vary the number of secondary users from 5 to 15 while keeping the number of

primary users fixed to 5 to analyze the impact of cooperation overhead on the system performance.
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Figure 4.14: Poisson traffic model with varying pu rate

The simulation result shows that the cooperation overhead in the proposed algorithm increases

very slowly compared to the existing models. This is because a secondary user in the proposed

algorithm goes through a renewal step with almost no overhead instead of frequent negotiation in

the existing algorithms.

4.6 Summary

In this chapter, we develop an interference aware cooperative cognitive radio network for real-time

applications. We formulate the cooperation optimization problem into an MDP and define its

states, action sets, transition matrix, and reward functions reflecting the tradeoff between coop-

eration overhead and cooperation benefits. We define the reward of a primary user in terms of

successful packet reception probability subtracted by the cost of cooperation overhead. Likewise,

we define the reward of a secondary user in terms of successful packet reception probability with

respect to transmission power applied to relayed transmission. Our analysis of a single pair of pri-

mary and secondary users points out the fact that there is an effective cooperation region in terms

of the distance among users. In a multi-user cooperation model, we define ‘cooperation gain’ that

represents benefits of cooperation and selects pairs for transmission following a negotiation proce-
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dure. The cooperating pairs use a modified RTS/CTS handshaking protocol for data transmission.

We perform extensive simulations under different network settings with varying different network

parameters and compare the results with an existing model. The result shows that cooperative

transmission ensures higher packet reception rate than the prior cooperation model. We perform

a cost benefit analysis that represents the secondary user’s cost in terms of energy consumption in

relaying primary packet. We also perform an overhead analysis which demonstrates the effect of

cooperation negotiation on primary users. The proposed model ensures low control overhead and

low energy cost for cooperating primary and secondary users respectively.
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Chapter 5

Cooperative Routing in Cognitive Radio

Networks

As discussed in Chapter 4, relay based collaboration model brings a powerful means to combat

channel fading, to achieve improved network capacity, and to provide efficient spectrum sharing

among primary and secondary users. By exploiting cooperative diversity, a primary user (PU)

appoints a secondary user to relay its packets, and improves its throughput, and a secondary user

(SU) increases channel access opportunities in return for its services. The success in single hop

relay model motivates the researchers to study and explore the collaboration model in multi-hop

cooperative communication.

In this chapter1, we study and analyze the multi-hop cooperative relay selection and scheduling

problem. In a multi-hop cooperation model, a primary user intends to establish a stable routing path

to its destination by selecting multiple secondary users as intermediate relays. A secondary user,

on the other hand, participates in one or more routing paths to ensure its transmission opportunities

while limiting power consumption in relaying. Exploiting time and space diversity over multiple

hops, this model can offer an innovative solution for relaying the growing 3G/4G cellular traffic

[128]. The emerging technology of cognitive sensor networks with limited transmission range and

1The work presented in this chapter has been published in the following research article:

(i) Chowdhury Sayeed Hyder, and Li Xiao. ”Cooperative Routing via Overlapping Coalition Formation Game

in Cognitive Radio Networks”, in the 10th Workshop on Wireless Mesh and Ad-hoc Networking (WiMAN),

Waikoloa, Hawaii, USA, Aug 4, 2016.
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longer lifetime expectation also advocates an efficient mechanism for relaying traffic [79]. Finally,

network model relying on spectrum sensing techniques may not provide satisfactory results due to

imperfect sensing. On the other hand, cooperation among primary and secondary users eliminates

the unintentional collision with PU transmission [127].

Although multi-hop cooperative relaying brings significant promises, we need to address sev-

eral unique challenges to design the cooperation model and exploit its full benefits. The main

challenge is to quantify the mutual interest of primary and secondary users into payoff and incor-

porate it in cooperation decision making. For example, while a secondary user as an intermediate

relay may offer higher data rate, it also introduces delay in the same routing path. Therefore, a

primary user’s payoff must reflect the tradeoff between achievable throughput and path delay. On

the other hand, unlike single hop relay model, a secondary user’s cooperation benefit is defined not

only by its own action but also by the action of other users in the routing path. Therefore, we must

take into consideration the competition among the secondary users to meet their requirements. As

a result, single hop relay based research ( [64, 67, 76, 131, 136]) are not extensible to multi-hop

scenarios.

In this regard, few work [79, 127] address the multi-hop cooperative relay selection problem

and design a cooperation model focusing on primary users’ interest only. For example, Xue et

al. [127] present a scheduling algorithm for a single primary transceiver pair whose routing path

consists of fixed and predetermined secondary relay nodes. However, the competition among mul-

tiple primary source-destination pairs is not addressed and the consideration of fixed routing path

make the cooperation model impractical. Although Li et al. [79] have considered multiple primary

users in their work, the model becomes unstable when users have to deal simultaneous requests.

Furthermore, a secondary user acts only in response to primary users’ specific requests, and each

one may cooperate with at most one primary user. This limitation prevents a secondary user from
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exploring its cooperative transmission opportunity. Finally, we need to ensure the stability of the

routing path and the scalability and complexity of the cooperation algorithm. An unscalable algo-

rithm causes unstable routing path that leads to collision and packet loss, and the network output

degrades significantly. Therefore, these proposed framework do not represent the true potential

of a multi-hop cooperation framework. In this chapter, we analyze the multi-hop cooperation

framework and present mcRoute, a multi-hop cooperation-based relay selection and transmission

scheduling algorithm addressing the issues discussed above.

We consider coexisting primary and secondary users and analyze a multi-hop cooperation

framework based on users’ mutual interests. In this framework, we consider both primary and

secondary users as ‘active’ participants which actively adopt strategies to decide when and how to

accept cooperation from other users for improved system performance. This complex interaction

and negotiation process is analyzed using an overlapping coalition formation game. The result

from this analysis is then used to devise a cooperation based routing algorithm that handles si-

multaneous route discovery requests and ensures stable routing paths through coalition formation.

Therefore, our network model is more general than others and exploits the full benefits of mutual

cooperation.

The salient contributions of our work are summarized as follows.

• We formulate the multi-hop relay selection and scheduling problem as an overlapping coali-

tion formation (OCF ) game. Unlike existing approaches, this model involves active par-

ticipation from both primary and secondary users where one secondary user can join more

than one coalition. The user payoff functions in the game are defined reflecting their mutual

interest on cooperation.

• We propose mcRoute, a cooperation based routing algorithm based on the properties of the
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Figure 5.1: Network model

OCF game. Each primary transmitter initiates a route discovery request. When a secondary

user receives such requests, it coordinates between multiple requests and carefully sets its

cooperation parameters to show its interest to join in coalitions. After exchanging messages

between users, the routing paths are guaranteed to converge and packets are scheduled for

transmission in time domain.

• Finally, we develop the proposed joint routing and scheduling algorithm and compare our al-

gorithm with an existing work [79] and show that our algorithm performs better than existing

one. We also analyze our proposed algorithm in terms of various performance metrics.

5.1 System Model and Problem Formalization

5.1.1 System Model

We consider an OFDMA-based network consisting of m independent source-destination pairs of

primary users (Fig. 5.1). The set of primary transmitters is represented as P = {p1, . . . pm} while

the set of corresponding receivers is represented as P ′ = {p′1, . . . p
′
m}. We assume the coexistence

of an ad hoc secondary network with n secondary transmitters in set S = {s1, . . . , sn} and their

corresponding receivers in set S′ = {s′1, . . . , s
′
n}. Each user (primary and secondary) is equipped
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with two radios – one is dedicated for data transmission and the other one is for exchange of control

message.

To make the best use of the bandwidths available to the primary network, the orthogonal sub-

carriers can be divided into data channels and control channels [73] [140]. Since our goal is to

address the multi-hop relay selection and routing path formation via cooperation, this channel

allocation technique among the primary users will not be discussed. For simplicity, we assume

that each primary transmitter pi ∈ P is allocated a subset of sub-carriers, and together they are

referred to as ‘sub-channel’ for data transmission [79]. We consider that each sub-channel consists

of an equal number of sub-carriers, thereby achieving equal bandwidth2, B. Each secondary user

si ∈ S can operate over any of the sub-channels of these primary users based on their cooperation

agreement. A common control channel is also established for exchanging control message in time

domain among the users.

We assume that users engage in cooperative transmission and share their resources in time

domain [64, 67, 79] if it increases their profit. A primary user is interested in exploiting the coop-

eration diversity to build a routing path that provides improved network performance. Similarly, a

secondary user’s interest is to ensure enough transmission time to meet its rate requirement while

spending as less power in relaying primary packets as possible. This mutual interest in achieving

higher payoff drives the users to negotiate cooperation terms, share resources in time domain, and

builds a multi-hop cooperation model.

Our goal here is to determine the terms of cooperation and design a multi-hop transmission

model that maximizes users’ payoff. To achieve this goal, we first formulate the relay selection

problem as an overlapping coalition formation game. We start with a brief description on overlap-

ping coalition formation game followed by step by step problem formalization.

2The model can be extended to users with variable bandwidth.
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5.1.2 Preliminaries

Overlapping coalition formation game is a special type of cooperative game where players can

participate in several coalitions. This theory has been used to model collaborative spectrum sensing

in cognitive radio networks [119], interference management in small cell networks [139], and so

on. In the context of relay selection in CCRN , we adopt the overlapping coalition formation game

to model and analyze the behavior of the framework. We present the properties of the overlapping

coalition formation game in the following definitions.

Figure 5.2: Overlapping coalition example

• OCF Game: An OCF game G with player set N = P ∪ S is given by a characteristic

function U [0, 1]m+n 7→ R, where U(0m+n) = 0. The role of the characteristic function of

a coalition game specifies the valuation of a coalition [139].

• Coalition Structure: An overlapping coalition structure over N , denoted as CS , is defined

as a set CS = {C1, ..., Cm} where m is the number of coalitions, Cj ⊂ N and ∪m
j=1Cj =

N . The coalitions can be overlapping, and thus, the sets may not be disjoint.

• Resource Vector: A coalition Cj ∈ CS can also be represented as a resource vector rj . rj is

the cumulative resource contribution of each player in that coalition. So, rj = [r
j
1 . . . r

j
(m+n)

]

where r
j
i denotes the fraction of resource that player i allocates to coalition Cj . If r

j
i = 0, it

means that user i does not belong to coalition Cj .
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A coalition structure CS is also represented with a finite list of vectors CS = (r1, . . . , rm)

that satisfies (i) rj ∈ [0, 1]m+n; and (ii)
∑m

j=1 r
j
i ≤ 1 for all i ∈ N .

• Payment Vector: The characteristic function U defines a mapping from the resource vector

r to payment vector U for all coalition Cj ∈ CS . This is represented as U(r,CS) = U =

[U1 U2 . . .Um].

The payment vector of an individual coalitionCj can be represented asU(Cj , CS) =U(rj ,CS) =

Uj = [U
j
1 U

j
2 . . . U

j
m+n].

The payment of an individual player can be represented as a summation of payment from all

the coalitions it has participated in. Ui(CS) =
∑m

j=1 Ui(Cj , CS) =
∑m

j=1 u
j
i .

5.1.3 Formulation

We formulate the cooperative relay selection and scheduling problem as an OCF game, G = (N , U)

where N = P ∪ S, and |N | = m + n, and U denotes the payoff function that converts a user’s

contribution in a coalition into its profit. We present the formulation into two steps - routing path

construction as coalition formation and transmission scheduling as resource sharing in an OCF

game.

5.1.3.1 Routing path Construction as Coalition Formation

In the context of cooperative relay communication, a primary user initiates a search for discover-

ing a routing path to its destination. Nodes are added to the path based on their mutual interest

(expressed as payoff function). Finally, a routing path between a primary transmitter (source) and

a primary receiver (destination) is established that includes one or more secondary users as inter-

mediate relay nodes (to receive packets from the previous one and forward packets to the next one
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in the path.)

The construction of routing path can be mapped to the coalition formation in an OCF game.

Each primary transmitter i ∈ P starts the process, secondary users join the coalition if it increases

their payoff, and a coalitionCi (i.e. a path between the primary transmitter and receiver) is formed.

Thus, Ci represents the routing path starting with primary transmitter i, followed by one or more

secondary transmitters from the set N based on their mutual needs - constructing a multi-hop

routing path and creating transmission opportunities respectively. The payoff of a coalition is

defined as the summation of the payoff of all its members earned from joining the coalition.

A coalition structure CS represents the set of m such coalitions (i.e. routing path of m primary

users) where any of the secondary transmitters may participate in more than one coalition. So,

CS = {C1, . . . , Cm}. For example, there are two coalitions formed in Fig. 5.2. The first primary

transmitter-receiver pair (p1, p
′
1) forms a coalition C1 with four secondary users s1, s3, s4, and s5.

This implies the packets from primary user p1 follows this path p1 → s1 → s3 → s4 → s5 →

p′1. The second primary transmitter-receiver pair (p2, p
′
2) forms another coalition C2 with three

secondary users s2, s3, and s4. There are two secondary users (s3, s4) overlapping in both the

coalitions.

5.1.3.2 Scheduling as Resource Sharing

The packet transmission scheduling can be mapped to resource sharing in the coalition game. The

resource contribution of individual user i ∈ N is denoted as ri and the resource contribution to a

coalitionCj is denoted as r
j
i and ri =

∑m
j=1 r

j
i . The resource vector of a coalitionCj is denoted as

rj = [r
j
1 . . . r

j
(m+n)

] where the first m entries represent resource contribution from primary users

and the next n entries represent contribution from secondary users. Considering T time slots, each

user has maximum T time slots to share it with other users in its coalition or schedule its own
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transmission.

A primary user only contributes to its own coalition and the resource contribution by a primary

user i ∈ P is the total amount of time secondary users in its coalition transmit their own packets in

its sub-channels.

ri = rii =
1

T

T
∑

t=1

∑

j∈Ci

θi
j→j′

(t) ≤ 1, ∀ i ∈ P (5.1)

Here, θ
j
x→y(t) is an indicator function whose value can be {0, 1}. θ

j
x→y(t) = 1 implies that user

x sends packet to user y at time t in coalition Cj where x, y ∈ N , 0 means no transmission. If

y = x′, user x sends packet directly to its corresponding destination.

A secondary user contributes its resource to more than one coalitions. The resource contribu-

tion by a secondary user i ∈ S to a coalition Cj is the amount of time it engages in receiving and

relaying packets of the primary user j ∈ P of that coalition.

r
j
i =

1

T

T
∑

t=1







∑

k∈Cj

θ
j
i→k(t) +

∑

q∈Cj

θ
j
q→i(t)






, ∀ i ∈ S (5.2)

For any user i ∈ N by definition, ri ≤ 1.

In order to schedule users’ transmission without interference, additional constraints must be

satisfied. In general, any user x ∈ N cannot send to more than one user y ∈ N . Also, it cannot

receive from more than one user y ∈ N .

m
∑

j=1

∑

y∈Cj

θ
j
x→y(t) ≤ 1, (x ∈ N ) (5.3)

m
∑

j=1

∑

y∈Cj

θ
j
y→x(t) ≤ 1, (x ∈ N ) (5.4)
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Also, a user x ∈ N cannot send and receive packet simultaneously at the same time slot t.

m
∑

j=1







∑

y∈Cj

θ
j
x→y(t) +

∑

y∈Cj

θ
j
y→x(t)






≤ 1 (5.5)

Furthermore, all the scheduled transmissions must be interference free. So, while a user in a

coalition is receiving packet from another user in the same coalition, all other interfering users to

that receiver in the same coalition cannot send any packet. Otherwise, the receiver will experience

interference.

θ
j
x→y(t) +

∑

z∈Iy

∑

q∈Vz

θ
j
z→q(t) ≤ 1 (5.6)

Here, Iy represents the set of nodes interfering to users y’s transmission while Vz represents the

set of nodes within transmission range of user z. Note that, a user’s interference range is usually

longer than its transmission range.

5.1.4 Payoff of a Primary User

The payoff of a primary user i ∈ P from a coalition Ci, U
p
i (Ci, CS) is defined in terms of data rate

profit ℜi(Ci) and path delay profit Di(Ci) in Eqn. 5.7

U
p
i (Ci, CS) = αℜi(Ci) + (1− α)Di(Ci) (5.7)

Here, the parameter α defines the characteristics of a primary user based on his preference between

throughput and delay in payoff calculation. For example, α = 1 means that a primary user’s only

focus is to maximize throughput while α = 0 means that the user is delay sensitive and aims to
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minimize delay.

The data rate profit ℜi(Ci) of a primary user i in coalition Ci is calculated comparing cooper-

ative transmission rate3 Ri(Ci) with Ri({i}). Ri({i}) denotes the effective transmission rate that

the primary player i can achieve from direct transmission i.e. coalition has only one player. We

can calculate Ri({i}) directly from Eqn. 5.10.

ℜi(Ci) =
Ri(Ci)− Ri({i})

Ri({i})
(5.8)

Similarly, the delay profit Di(Ci) of a primary user i in coalition Ci is calculated as a ratio of delay

improvement compared to delay from direct transmission.

Di(Ci) =
Υi({i})−Υi(Ci)

Υi({i})
(5.9)

We start our analysis with the calculation of data rate. We assume that the channel experiences

white Gaussian noise, and the signal quality degrades due to path loss. The effective transmis-

sion rate Rij from node i to node j is calculated following Eqn. 5.10 [44]. Thus, we calculate

transmission rate between any link between two consecutive members in a coalition.

Rij = B log2

(

1 +
EtxGtGr(d0/d)

γ

N0B

)

(5.10)

where Etx, Gt, Gr, and N0 denote the transmission power of node i, transmitter gain, receiver

gain, and power spectral density of noise respectively. Also, d is the distance between node i and

node j, d0 is the reference distance for the antenna far-field, and γ is the path loss exponent. The

overall packet transmission rate of a primary user from a coalition is denoted as the minimum data

3Ri(Ci) and Ri(CS) are same for a primary user i
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rate of any of the links in that coalition (since nodes have to receive the packet first and then send

it to the next one, the effective transmission rate is factored by 1
2). Consequently, the effective

transmission rate of a primary user i in a coalition Ci is defined as,

Ri(Ci) = min

(

Ri({i}),
1

2
min

(

∀j,j+1∈Ci

(

Rj,j+1 (Ci)
)

)

)

(5.11)

Here, Rj,j+1 (Ci) denotes the data rate between two consecutive members in the coalition Ci.

Next, we present the delay analysis. According to [14], the delay in direct transmission

(Υi({i})) is calculated considering M/G/1 queueing system by the following equation:

Υi({i}) =
λi

2µi(µi − λi)
+

1

µi
(5.12)

Here, λi and µi denote the packet arrival rate and packet transmission rate respectively and in

steady state, λi < µi.

On the other hand, the delay of the routing path is the summation of each link delay in the

coalition.

Υi(Ci) =
∑

j,j+1∈Ci

Υj,j+1(Ci) (5.13)

Here, Υj,j+1(Ci) denotes the delay between two consecutive secondary users in the coalition Ci.

We perform a queuing analysis to calculate the link delay Υj,j+1(Ci) between two consecutive

users in a coalition Ci.

The queueing system in a secondary user can be modeled as an M/G/1 queue with vacation

period. According to this queueing model a secondary user j ∈ N acts as a relay for c (c ≤ m)

primary users (i.e. coalitions). The user j receives packets from the primary users at rates following

Poisson distribution with λ1, . . . , λc and offers relay service times yj,1, . . . , yj,c respectively.
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When the relayed transmission is finished, the secondary user starts transmitting its own packets

in the vacation time (i.e. the bandwidth time it has earned through cooperation).

A secondary user precalculates required vacation time per cycle based on its transmission re-

quirement. Let us consider that vacation time υ is a random variable with distribution F (υ) and

finite mean ῡ and the service times are independent random variables drawn from a common dis-

tribution Hy and finite mean ȳ. Using Cobham’s well-known formula for the waiting time of an

arbitrary arrival in the higher priority queue, we can calculate the mean delay Υj,j+1(Ci) experi-

enced by a packet of a primary user i from one secondary user j to another secondary user j + 1

in the coalition Ci as follows [75]

Υj,j+1(Ci) =
λE(y2)

2(1− λȳ)
+
E(υ2)

2ῡ
(5.14)

Here, λ = λ1 + . . . + λc.

5.1.5 Payoff of a Secondary Player

The payoff value of a secondary player j is defined in terms of the fraction of transmission period

earned in return for relay period and power consumption in relaying. A secondary player’s payoff

is determined by the following equation:

Us
j (Ci, CS) =

Ra ×
∑T

t=1 θ
i
j→j′

(t)

T ×
∑

k∈P
wj,k × rkj

(5.15)

Here, θi
j→j′

(t) denotes that user j transmits to its destination using sub-channels of primary user

i in coalition Ci at time t, Ra denotes the transmission rate between secondary transmitter and

secondary receiver which can be calculated using Eqn. 5.10, rkj denotes the packet relay time of
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primary user k, and wj,k denotes the transmission power spent in relaying traffic from primary

user k per time unit. As it can be seen from the payoff function, a secondary user can increase its

payoff either by asking for more bandwidth time from the primary user or spending less power in

relaying primary traffic.

5.1.6 Problem Statement

Given the set of primary players P and secondary players S and their corresponding resources,

the goal is to allocate resources into m coalitions such that individual payoff is maximized while

satisfying the routing and scheduling constraints mentioned in Eqns. (5.1) - (5.6). Mathematically,

we define the problem statement as follows:

max
r

U
p
i , U

s
j ∀i∈P ,j∈S (5.16)

such that Eqns. (5.1) - (5.6) are satisfied

The resulting profit maximization problem can be solved to find stable solutions using linear

programming. However, this problem is NP-hard. The proof of the complexity relies on a reduction

from a well known NP-hard problem e.g. multiple knapsack problem (MKP) [16]. Since it is not

practical to coordinate between all users in a large network, we develop a distributed coalition

formation algorithm in the next section.

5.2 Cooperative Routing Protocol

In this section, we present mcRoute, a distributed cooperative routing protocol. The routing pro-

tocol depends on message exchange between users to construct stable and profitable routing paths.
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There are three types of message exchanged between users. The first message is coalition join

request Ci(i) that denotes a coalition request initiated by primary user i. The second message is

coalition reply request Ci(j) which is a response from secondary user j to the initiating primary

user i. The third message is coalition approval,Ci which confirms secondary users in the selected

routing path of primary user i.

Next, we explain the routing protocol from the perspective of both a primary and a secondary

user. The primary user i initiates a coalition join requestCi(i) to search for a more profitable path

than the direct transmission. Accordingly, it includes basic parameters e.g. direct transmission rate,

traffic rate, and direct end to end delay in the message. The message is then sent to each user j ∈ Vi

where Vi denotes the set of secondary users within its transmission range. A primary user moves to

a wait state to receive coalition offer from its neighbors. If no reply is received within a predefined

time, the PU user continues transmitting directly to the destination. Otherwise, the primary user

embraces the coalition offer that maximizes its payoff.

j∗ = argmax
j

U
p
i (Ci(j)) (5.17)

Finally, the primary user sends a coaltion approval Ci towards the selected secondary user j∗.

The entire process of routing path construction continues until the parameter δd reduces below a

predefined threshold ǫ (the update process of δd is discussed later). The protocol is summarized in

Table 5.1.

An SU j receiving a coalition join request Ci(i) first checks whether the destination is reach-

able or not. Otherwise, it either drops the request from i (if it is not interested) or forwards it

to its neighbor k ∈ Vj and moves to wait state. Since a secondary user’s success depends on

other users on routing path, it first selects the best proposal from the coalition offers it has re-
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Table 5.1: Algorithm mcRoute: for a PU user i

Ci = {i}, U
p
i (Ci) = 0

initiate a coalition join request Ci(i) = {i}
repeat

send Ci(i) to each node j ∈ Vi
receive coalition reply Ci(j) from each node j ∈ Vi
select j∗ = arg max

j
U
p
i (Ci(j))

if U
p
i (Ci) < U

p
i (Ci(j

∗)) then

select Ci = Ci(j
∗)

send the coalition approval Ci to user j∗

end if

update δd, add j∗ as next hop, and update the routing table

advance round d
until δd ≥ ǫ

ceived from its neighbors. It combines its own cooperation terms to the selected offer considering

all other available requests from other primary users. We explain the parameter selection mech-

anism in Sec. 5.2.2. The combined offer is then sent in the upstream direction as a coalition

offer coalition reply, Ci(j) from user j. When secondary user j receives coalition approval Ci,

it updates its routing table, schedules its packet for transmission, and forwards the packet in the

downstream direction. The protocol is summarized in Table 5.2.

We will further discuss the message format and the selection and modification process of coali-

tion offer.

5.2.1 Message Format

A coalition message contains some important parameters to represent the coalition offer. The

parameters can be classified into three main categories. The basic category contains the initiator

id (SrcID), the destination id (DstID), packet type (pktType), and packet id (Round). The second

category represents the primary user’s information e.g. its direct data rate (R0), end-to-end delay

(D0), and the traffic rate (λ0). The third category contains the cooperation offer in the form that

111



Table 5.2: Algorithm mcRoute: for SU user j

repeat

for each coalition join request Ci(i) do

initialize Ci(j) = {j}
if destination is not reachable then

forward the packet Ci(i) to each node k ∈ Vj
receive coalition reply packet Ci(j) from each node k ∈ Vj
select j∗ = arg max

k
U
p
i (Ci(k))

combine Ci(j) = Ci(j∗) ∪ Ci(j)
end if

calculate Us
j (Ci(j)), U

p
i (Ci(j)) with its own offer

send coalition reply packet Ci(j) in upstream and move to wait state

if coaltion approval Ci is received then

forward the coalition approval packet Ci in downstream

update routing table

end if

end for

until no more coalition join packet has been received

Figure 5.3: Message format

is understandable to the primary user. The fields in the coalition offer category are as follows: R′:

the cooperative data transmission rate through secondary path, D′: the cooperative delay through

secondary path, and X ′: the cumulative transmission time demanded from the primary transmitter.

5.2.2 Coalition Offer and Payoff Calculation

When a secondary user j ∈ S receives coalition proposals from its neighbors in response to a

coalition join Ci(i), it selects the cooperation offer that provides the most profitable path for the

initiating primary user i ∈ P . Let us assume that the offer, Ci(k) from user k ∈ Vj is selected.

The user j next selects two parameters as its cooperation terms to add into the chosen cooperation
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offer Ci(k). The first parameter denotes the cycle time it allocates for relaying the corresponding

primary user and the second parameter denotes the bandwidth time it requests from the coalition

of primary user i.

In order to select these two parameters, the user checks the offers it made to other primary users.

In the first round, it selects parameters for each coalition request proportional to the power con-

sumption in relaying the corresponding primary traffic. Based on its success at previous rounds,

a secondary user either (i) reduces its demand for bandwidth time while relay time remains un-

changed, (ii) requests more bandwidth time while relay time is unchanged. (iii) approves more

relay time to the primary user with the request of the same unchanged transmission time, or (iv)

reduces relay time with unchanged transmission time.

Finally, the cooperation offer of a secondary user is converted to a form that is understandable

to a primary user that expects the offer in the form of cooperative data rate and end-to-end delay

(see Fig. 5.3). Accordingly, an SU j calculates the primary user i’s payoff as follows using Eqn.

5.11.

Ri(Ci(j)) = min(Rj,k, Ri(Ci(k))

The intermediate path delay (Eqn. 5.14) introduced by a secondary user j in a coalition Si is as

follows:

Dj(Ci) =

∑T
t=1

∑m
x=1

(

θxj→x(t) + θxx→j(t)
)

× len
∑T

t=1 θ
i
j→i(t)×R(Ci)

Di(Ci(j)) = Di(Ci(k)) +Dj(Ci)

Here, len denotes the length of the packet. Also, the payoff of a secondary user j is calculated
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based on the resource sharing with the primary users using Eqn. 5.15.

5.2.3 Stability of Coalitions

In order to ensure stable coalitions, we control the search for coalition by two parameters. A pri-

mary user maintains a convergence parameter, δd. The value of this parameter determines whether

the user will initiate another round of route discovery or not. The initial value of the parameter is

set to 1. After each round d, the user calculates the change in payoff over total rounds and if the

value drops lower than the threshold (ǫ), the user stops the route discovery process. The value of ǫ

is a system defined parameter. The parameter δd at round d is calculated as follows:

δd =



















|∆U
d
|/d if d > 1

1 otherwise

(5.18)

where ∆U
d

denotes the difference between user i’s payoff at round d and at round d − 1. As the

number of round increases, δd decreases to a value below the threshold and primary user becomes

stable with its coalition. Also, each secondary user cannot request transmission time lower than

δs. When a secondary user’s request with minimum transmission time to a primary user fails, it

stops participating in that coalition. Thus, the usage of δd and δs controls the convergence speed,

and the routing paths become stable.

When users are on a stable routing path, the channel states may change that may reduce the

payoff valuation of one or more users on the path. To avoid continuing on a less profitable path,

all participants continuously monitor the payoff value. If the payoff drops significantly from the

agreed one, the primary user may switch to direct transmission and initiate the search for the rout-

ing path while a secondary user may remove itself from the path and search for a new opportunity.
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Figure 5.4: Comparison between mcRoute and npRoute [79]

5.3 Performance Evaluation

In this section, we analyze the performance of coalition based multi-hop cooperative routing algo-

rithm. We simulate a cognitive radio network located in an area of 5000m × 5000m. We deploy

different number of primary source-destination pairs (5 to 10). Each primary source node is as-

signed a channel with 20KHz bandwidth. The transmission cycle time is normalized to one unit

and a secondary user requires 1/10th of its cycle time is for supporting its minimum rate require-

ment. In order to evaluate the impact of cooperation in the routing path selection, we vary the
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Table 5.3: Simulation parameters

Parameters Value

Bandwidth (B) 20KHz
Transmitter and Receiver Gain (Gt, Gr) 1

Power spectral density of Noise (N0) 10−10 W/Hz

Transmission Power (Etx) 100mW

Path loss exponent (γ) 2
Base distance (d0) 10m [44]

Threshold (ǫ) 0.001
Packet length (len) 1024bits

number of primary users, secondary users, and transmission power. The simulation parameters are

listed in Table 5.3.

5.3.1 Topology

The primary source and destination nodes are randomly and uniformly deployed in the network

area. Secondary users are also randomly and uniformly deployed in the area so that each user has

at least one neighbor. We also made sure that each pair of primary source and destination node

is connected, and there exists at least one path between primary source-destination pairs through

secondary users. For each set of input configuration, we have generated as many as 50 sample

scenarios and the statistics are recorded for each set. Finally, for statistical confidence, we take an

average of results of all sets to represent the outcome of each scenario.

5.3.2 Performance Comparison with Prior Work

To compare with an existing algorithm, we implement a modified version of the algorithm proposed

in [79]. We have chosen [79] over [127] since the latter one assumes fixed routing path. Unlike

[79], in the modified version, a secondary user may receive simultaneous coalition requests from

more than one primary user. A secondary user processes multiple concurrent cooperation requests,
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selects one of them randomly, and participates in routing path of only one primary user at a time.

We refer to this algorithm as ‘non-overlapping routing’ in short ‘npRoute’.

We calculate PU and SU profit (with 95% confidence interval) with the varying number of

primary users while the transmission power is set to 0.1W and number of secondary users is set to

30. Fig. 5.4a and 5.4b show that the proposed cooperation algorithm achieves higher PU and SU

payoff than those of npRoute. In mcRoute, PU profit stays almost constant with the increase in the

number of PUs. This is because each primary user on average cooperates with same number of

secondary users and increasing number of primary users does not increase the average PU profit.

On the other hand, SU profit decreases due to increasing competition among them. We also show in

Fig. 5.4c that the cooperative data rate achieved through mcRoute is higher than npRoute. Also, we

investigate average number of rounds [119] that reflects the stability and convergence speed. Fig.

5.4d shows that npRoute converges to a local maxima when it handles multiple cooperation offers

simultaneously. On the other hand, mcRoute goes through few more rounds to achieve higher data

rate and higher PU and SU payoff.

Similarly, we also vary the number of secondary users and calculate PU and SU profit (with

95% confidence interval). mcRoute creates more cooperation opportunity for secondary users than

npRoute and increases the number of secondary users involved in cooperation and their profits as

well.

To better understand the multi-hop cooperation behavior in cognitive networks, we further

investigate the following properties of the proposed mechanism in addition to average to PU and

SU profit. First, average length of the routing path (i.e. number of relays on each path of PU); it

also indicates the average participation of secondary users in each routing path. Second, number

of overlapping secondary users (i.e. number of SUs involved in more than one routing paths of

PUs in comparison to total participating SUs).
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Figure 5.5: Results with varying PUs
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Figure 5.6: Results with varying SUs

5.3.3 Results with Varying Number of PUs

We first vary the number of primary users from 5 to 10 pairs while the number of secondary users

is fixed to 20. Figure 5.5 shows the routing path length, and the number of the overlapping nodes

participating in the cooperation. Although the length of the routing path does not vary with the

number of primary users (Fig. 5.5a), the number of the participating and overlapping secondary

users increases almost linearly (Fig. 5.5b).
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5.3.4 Results with Varying Number of SUs

Next, we perform the same set of experiments but with varying number of SUs from 10 to 30. The

number of primary users is fixed to 5 pairs. All other parameters are kept the same. The results

are depicted in Fig. 5.6. The path length increases with an increase in the number of secondary

users (Fig. 5.6a). As expected, the number of cooperating SUs increases with varying number of

SUs (Fig. 5.6b). We also evaluate the impact of transmission power on cooperation by varying the

transmission power from 0.1W to 0.5W .

5.3.5 Results with Algorithm Parameters

We investigate the impact of changing two key parameters in relay selection and coalition forma-

tion. The first parameter α denotes the tradeoff between throughput and delay in the payoff of a

primary user in Eqn. 5.7. We vary the value of α between 0 and 1 and record the change in user

payoff, path length, and number of cooperating secondary users. The result is shown in Fig. 5.7.

As the value of α reaches to 1, the primary user is more interested in increasing data rate and

achievable throughput and ignoring the delay cost introduced by relaying secondary users. There-

fore, number of participating secondary nodes (Fig. 5.7a) and path length (Fig. 5.7b) increases

with the increase in value of α. This also increases PU profit almost linearly and opens more op-

portunity for secondary users to increase their payoff (Fig. 5.7c). Next, we select ǫ to investigate

the stability of the algorithm. Fig. 5.7d shows that more rounds are needed to reach stable coali-

tions with smaller values of ǫ. Thus, these two parameters control the cooperation opportunity and

convergence speed of the routing paths.
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5.4 Summary

In this chapter, we formulate the cooperative routing path formation problem as an overlapping

coalition game where secondary users actively participate in multiple routing paths. A PU’s payoff

is defined as a combination of data rate profit and path delay. An SU’s payoff is defined as bit per

energy spent in relaying. Based on the payoff functions defined in an OCF game, we devise a dis-

tributed multi-hop routing and scheduling protocol. Both primary and secondary users go through

rounds of exchanging messages and negotiating on cooperation terms to build stable routing paths.

We compare our algorithm with an existing work and the simulation results show that our approach

outperforms the existing work in terms of PU and SU profit. Our algorithm provides stable routing

paths that is also verified through simulation. We have considered single path routing between

each primary source destination pair. We will investigate the impact of cooperative behavior in the

case of multi-path routing and possible cooperation strategy with secondary users in future work.

121



Chapter 6

Truthful Online Spectrum Auctions

In previous chapters, we have discussed spectrum sharing techniques under sensing and relay based

collaboration models. In the sensing based collaboration model, secondary users share their sens-

ing reports to take a joint decision without primary users’ participation. The success in spectrum

utilization depends on the accuracy of PU detection techniques and their collaborative decision. In

the relay based collaboration model, PUs actively coordinate with SUs to improve their signal per-

formance with cooperative diversity. When the PUs are idle with no pending transmission requests

they have no incentive in sharing their unused spectrum with spectrum hungry secondary users. In

this chapter, we explore auction based collaboration models1 that have recently been investigated

as a means to encourage these users into sharing their unused spectrum and earning revenue in re-

turn. Recent initiatives from FCC also indicate the prospect of auction based collaboration model.

According to this model, PUs can sell their unused licensed spectrum units in temporal, spectral,

and/or spatial domains for different durations while the buyers like small wireless networks, indi-

vidual infrastructure networks, or home networks can bid for the share of the spectrum [22]. These

1The work presented in this chapter has been published in three research articles:

(i) Chowdhury Sayeed Hyder, Thomas D. Jeitschko, and Li Xiao. Bid and Time Truthful Online Spectrum Auc-

tions with Dynamic User Arrival and Dynamic Spectrum Supply, in the 25th International Conference on

Computer Communication and Networks, Waikoloa, Hawaii, USA, Aug 1 - 3, 2016.

(ii) Chowdhury Sayeed Hyder, Thomas D. Jeitschko, and Li Xiao. Truthful Online Double Auctions with Real-

time Stochastic Arrival of Demand and Supply, in the 25th International Conference on Computer Comminca-

tion and Networks, Waikoloa, Hawaii, USA, Aug 1 - 3, 2016.

(iii) Chowdhury Sayeed Hyder, Thomas D. Jeitschko, and Li Xiao. Towards a truthful online spectrum auction

with dynamic demand and supply. in Military Communications Conference (MILCOM), pp 413 – 418, Tampa,

Florida, USA, October 26 - 28, 2015.
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users’ spectrum demand may vary depending on the application type, user traffic, and user mobil-

ity. For example, a user with delay-tolerant applications can defer its transmission whereas a user

with delay-sensitive applications may require immediate transmission.

Auction based collaboration models have been studied in the context of spectrum (re-)allocation,

with particular attention being paid to the resulting efficiency of spectrum use (both within and

across locations, because for a given geographical location, non-interfering users can be allocated

the same spectrum to increase both coverage and capacity [114]), the revenue or profit generated

in the process of (re-)allocation [31, 129], demand satisfaction [135, 143], and other performance

metrics. Similar to these single auction mechanisms, double auction mechanisms have been de-

signed with auxiliary motivations of improving efficiency, increasing revenue, etc. [22,31,40,143].

There are additional practical concerns: for instance, by exploiting the inherent characteristics of

wireless networks, a bidder may overhear or intercept the bidding information of competitors and

gain an advantage [138]; and, thus, considerable attention has been given to assuring that the auc-

tion mechanism induces participants to truthfully report their needs and requirements, rather than

have them misrepresent their underlying supply or demand considerations in order to “game” the

system and thereby increase their own benefits at the expense of others [142].

This auction based research constitutes a significant advancement in the potential for effective

spectrum management. However, most work focuses on static (or off-line) settings with known

number of bidders and supplies, thereby suppressing the inherent dynamic aspects of spectrum

availability and spectrum needs discussed at the outset. Also, existing work considers users with

no transmission deadlines and therefore, the proposed auction mechanisms are only bid truthful.

Unfortunately, given the transmission flexibility the users may manipulate the outcome of these

auctions by tweaking their deadlines even in the case of a single unit demand per user (explained

with examples in Sec. 6.1.4). An exception to this is some recent work (e.g., TRADE [141],
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Topaz [30], and Tofu [125]) that considers dynamic arrival of bidders and addresses online single

auction mechanisms based on the ideas presented in [45]. The bidders in these auctions place their

bids to compete for a fixed number of spectrum units. However, the supply uncertainty i.e., the

dynamics in spectrum availability has not been analyzed in these studies. On the other hand, the

study in [114] and TORA [63] analyze the single auction mechanism considering the dynamics in

spectrum availability while the number of bidders is fixed throughout the auction. TODA [118]

presents a double auction mechanism considering stochastic arrival of users without considering

spectrum reusability which is one of the distinct features of spectrum auction. A more recent

paper, LOTUS [20] considers a double auction model consisting of a fixed number of users with

dynamic demand and fixed number of spectrum. Although this work considers a double auction

with dynamic user demand, the bidders have no transmission deadlines and the number of sellers

is fixed. As a result, LOTUS fails to satisfy the truthfulness property when it is applied in an online

setting since users may gain benefits by lying about their deadlines.

In contrast, we investigate auction based collaboration models in which both spectrum avail-

ability and demand are stochastic throughout the auctions, and users’ urgency for transmission is

also random. We first analyze this dynamic setting from the single auction perspective, discuss

its challenges, and develop the truthful mechanism. We further extend our analysis to an online

double auction setting where both bidders and sellers stochastically join the auction with different

deadlines and valuations. An online double auction better represents the secondary spectrum mar-

ket than the single auction since double auctions accommodate diversity in sellers’ reserve prices

and offer flexibility to the auction design. In presence of such diversity, an auctioneer has to make

online decisions on spectrum allocation and pricing without the knowledge of future participants

and their demand and supply. This online feature makes the spectrum auction easily vulnerable to

bid and deadline manipulation. A bidder or seller may gain benefit over others by misreporting its
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arrival, deadline, or its valuation. Therefore, the mechanism must behold the truthfulness property.

Additionally, the mechanism must support the allocation of same spectrum unit to non-interfering

bidders to improve the spectrum utilization rate. Our goal here is thus to explore such dynamic

settings and design online mechanisms for both single and double auctions that conform to these

requirements. Summary of our contributions in online auction settings is:

• We study the spectrum allocation problem to secondary users in an auction setting where

idle channels arrive stochastically and the total channel supply is unknown; and bidders with

random lifetimes (transmission deadline) arrive at the auction stochastically with the total

number of bidders being unknown. We identify the challenges associated with the dynamic

auction model and show the vulnerabilities of existing research in such settings.

• We present our analysis of this dynamic setting in three steps. In the first step, all bidders

(and sellers) have the same valuations. In the second step, we relax this restriction and

consider diversity in bidders’ valuations. In the third step, we also consider the sellers with

different valuations. Our analysis of these auction settings is based on an endogenous priority

value function that determines the priority of a bidder at each period given its value and

urgency for transmission if the auctioneer has distribution knowledge. We prove that our

proposed mechanism adheres to truthfulness and individual rationality.

• Consequently, we present three auction algorithms. The first algorithm is derived based on

the priority function to develop a distribution aware truthful single auction mechanism. The

second algorithm is also derived based on the priority function and develop a distribution

aware truthful double auction mechanism. Finally, we present a distribution unaware mech-

anism for a truthful double auction. We introduce a bid-independent ‘debt factor’ that adjusts

the payment amount of a winner depending on the number of users interfering with it over
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Figure 6.1: Auction with dynamic bidder and supply

its lifetime. The users go through a candidate screening phase followed by a debt calculation

phase, and finally winners are selected adhering to pricing rules in the algorithm.

• Finally, we present simulation results to analyze the performance of these algorithms under

different auction settings. We evaluate the efficiency of the proposed mechanisms. We com-

pare the performance of the auction mechanisms with an off-line mechanism and existing

work e.g. Topaz [30] in terms of revenue, demand satisfaction, and spectrum utilization.

6.1 Online Dynamic Auctions

In this section, we explain the different components of the auction model and highlight the design

challenges to achieve a truthful online auction mechanism.

6.1.1 The Auction Entities

We consider periodic spectrum auctions where users’ arrivals and spectrum availability occur only

at the beginning of a period (see Fig. 6.1). The period length is fixed across time. The three entities

involved in a spectrum auction are primary users as sellers, secondary users as bidders, and an

auctioneer.

Sellers: Primary users put their unused spectrum resources for sale at the auction in units of

fixed spectrum bandwidth. The sales units are identical; however, each seller has its own valuation
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of its spectrum units. A spectrum unit remains at the auction for sale for one period only. A

sales request of a typical seller j contains its reserve price, commonly referred to as the ‘ask’ that

denotes the minimum price a seller will accept per spectrum unit. We represent a sales request

with φ
p
j = (aj) where aj denotes the seller j’s ask for its spectrum unit.

A seller’s utility is calculated by subtracting its value from the payment it received at the auc-

tion. So, seller j’s utility Uj = xj × (ψ
p
j - vj) where xj ∈ {0, 1} denotes whether seller j has won

(xj = 1) or not (xj = 0), vj denotes seller’s valuation, and ψ
p
j denotes seller j’s payment when it

wins in the auction.

Bidders: Secondary users submit their spectrum requirements in the form of bid requests. A

bid request of a bidder i is represented as φi = (gi, oi, di, bi) where gi denotes its location infor-

mation, oi denotes the time of arrival at the auction, di (≥ oi) denotes the transmission deadline,

i.e., the maximum time a bidder stays in the auction, and bi denotes the maximum value a bidder is

willing to pay for one spectrum unit. Each bidder has unit demand and has no particular preference

over any spectrum unit since all units are identical.

A bidder’s lifetime denotes its transmission deadline, and it is expressed in terms of number

of periods a bidder can stay in the auction to win a spectrum unit. If the bidder cannot win by its

deadline, it exits the auction. The lifetime li of a bidder i with arrival time oi and departure time

di is expressed as li = di − oi + 1. Bidder i’s utility is Ui = xi × (vi − ψsi ) where xi ∈ {0, 1}

denotes whether bidder i has won (xi = 1) or not (xi = 0), vi denotes the bidder’s valuation, and

ψsi denotes bidder i’s payment when it wins the auction.

Auctioneer: The auctioneer is responsible for conducting per-period auctions. At each period,

the auctioneer applies an algorithm to select winners and determine their prices. The auctioneer’s

utility is referred to as the revenue it makes from the auction that is calculated by subtracting the

total amount of sellers’ payment from the total amount of bidders’ payment. The auctioneer’s
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utility, UA is thus defined as, UA =
∑

i ψ
s
i -
∑

j ψ
p
j where ψsi represents the payment received

from bidder i and ψ
p
j denotes the payment made to seller j.

6.1.2 Auction Properties

Definition 1 An online auction mechanism is truthful if and only if no bidder i can improve its

utility Ui by reporting b′i 6= vi, or falsely reporting its location g′i 6= gi, or arrival time o′i 6= oi, or

deadline d′i 6= di, or any combination of them and no seller j can improve its utilityUj by reporting

its ask a′j 6= vj [30].

Definition 2 An auction mechanism is “ex ante weakly individual rational” if all agents’ expected

utility from the mechanism when entering into the auction are non-negative. An online auction

mechanism is “ex ante strongly individual rational” if the expected utility of all agents when en-

tering into the auction are positive. An online auction mechanism is “ex post weakly individual

rational” if all agents’ realized utility from the mechanism is non-negative. An online auction

mechanism is “ex post strongly individual rational” if all agents’ realized utility from the mecha-

nism is positive. This implies that for any bidder i, Ui ≥ 0 and for any seller j, Uj ≥ 0.

Definition 3 The budget balance refers to non-negative utility of the auctioneer. An auction mech-

anism is budget balanced if in each period the total payments received from all buyers is no less

than the total amounts paid to all sellers. This implies that the utility of the auctioneer UA ≥ 0.

6.1.3 Design Challenges

An online auction in dynamic environments poses several challenges in designing the mechanism.

We present three key design challenges as follows:
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(a) Online decision with demand and supply uncertainty: The primary challenge is to take an

online decision without knowing the exact number of supply and bidder in future periods.

The mechanism must take into consideration the tradeoff between present opportunity and

future uncertainty for efficient spectrum allocation.

(b) Spectrum reusability: Unlike traditional auctions, same supply (i.e., spectrum) can be sold to

multiple non-interfering bidders in spectrum auctions. This unique property makes it more

challenging to achieve a truthful mechanism.

(c) Time and bid based cheating: Due to the online demand and supply nature of the spec-

trum auction, bidders may report their bids, arrival time, and deadline untruthfully, and gain

advantage in the form of increased utilities [30]. The auction mechanism must provide safe-

guard against any such attempt of cheating from bidders.

6.1.4 Illustration

Before explaining our auction design, we demonstrate how bidders can gain advantage by misre-

porting their information e.g. their arrival times or deadlines in an online dynamic auction setting.

Using illustrative examples, we show that existing static or partially dynamic models cannot ensure

truthfulness in such cases. For the sake of simplicity, we have only shown bidders with different

valuations in the following examples.

We start with a simple example where each participant reports truthfully. Bidders A, B, and

C arrive at time t1 and bid $100, $80, and $50 respectively. One unit of spectrum also becomes

available at the same time. We assume that all three bidders are interfering to each other. The

lifetime of bidders is [t1, t4), [t1, t2), [t1, t5) respectively. We apply static auction rules presented

in [142] where the highest bidders win and the price is determined by the next highest losing
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Figure 6.2: Applying static auction rules [142] in dynamic environments

bidder in its neighborhood. Accordingly, bidder A wins, and pays $80. At time t2, B leaves the

auction, and at time t3, another spectrum unit becomes available. So, C wins next and pays $0.

Finally, another spectrum unit arrives at t6 but remains unsold. So, the auction efficiency becomes

$150 ($100 + $50), revenue becomes $80 ($80 + $0), bidders’ satisfaction ratio becomes 2/3, and

spectrum utilization rate becomes 2/3. Fig. 6.2 demonstrates the arrival and departure of bidders

in the auction and also notes down the decision made by the auctioneer at each period following

rules in [142].

Next, we show that a bidder can lie about its arrival time and increase its utility while static

rules [142] are applied in an online dynamic environment. In the same previous example, consider

bidder A reports its arrival time at t3 instead of t1 (t3 > t1) and thus avoids competition with

higher valued bidders. As a result, bidder B wins at t1, pays $50, and leaves the auction. At time

t3, bidder A wins and pays $50, and thus increases its utility by $30. Again, there is no trade

at time t6. So, the bidder satisfaction ratio and spectrum utilization rate remain unchanged, but

efficiency and revenue become $180 ($100 + $80) and $100 ($50 + $50). Fig. 6.3 demonstrates

this auction scenario. From this instance, it is clear that static auction rules cannot be applied to

online auctions in dynamic environments.

Finally, we select a partially dynamic model Topaz [30] and show how a bidder misreports

its information and increases its utility in dynamic environments. In the same example, consider
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Figure 6.3: Late arrival manipulation by a bidder while applying static auction rules [142]

Figure 6.4: Late departure manipulation by a bidder while applying Topaz [30]

that bidder A reports its deadline t7 instead of t4 (t4 < t7). According to Topaz rules, the price is

determined at the end of a winner’s deadline that is set to the minimum of the critical price at any

period over its lifetime. By reporting late deadline, A wins a spectrum unit, pays $0 and increases

its utility to $100. The auction revenue reduces to $0 while all other parameters remain unchanged.

Fig. 6.4 demonstrates the decision made by the auctioneer at each period following rules in [30].

Therefore, these rules cannot ensure truthfulness.

From the above demonstration, it is clear that existing static or partially dynamic model based

mechanisms cannot ensure truthfulness in fully dynamic environments. Next, we discuss the de-

sign principles behind our proposed mechanism and explain its components.
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6.2 Auction Design

To prevent any attempt of strategic manipulation of information (explained in previous section),

an auction mechanism must take into consideration the possible winning opportunity of a bidder

in future periods of its lifetime. As explained in [60], bidders in sequential auctions bid their

values for the object discounted by the “option value” of future auctions. Similarly in this case,

since a bidder has the option of winning a spectrum unit in later periods of its lifetime, a bidder’s

valuation of a unit at earlier periods is different from its actual valuation. Therefore, an auctioneer

must consider a bidder’s option value of future periods while determining its value at present period

in order to assure truthful reporting of values.

Accordingly, we derive a function, Prank that takes into consideration the “option value” at

future periods and given a bidder’s information, this function determines the rank of a bidder of

winning spectrum at any period of its lifetime. We refer to this rank value as its ‘priority’ and to

the Prank function as ‘priority function’. This priority value also represents the amount the bidder

is willing to pay in that period. An auctioneer uses the priority values of bidders instead of its

bid during spectrum allocation. This consideration in priority calculation prevents a bidder from

misreporting its bid and attempting any kind of time based cheating. We express the priority of a

bidder i of value vi at time t as a function of the following parameters — the set of active bidders

A(t), the auction state from the viewpoint of bidder i, and the set of distribution information F .

βi,t = βτ (vi) = Prank(A(t), σi(t),F) (6.1)

where τ = di − t+ 1

Prank works on the basis of this generic Eqn. 6.2 which states that a bidder’s priority value at
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any period is equal to its true valuation subtracted by the expected payoff from remaining periods

of its lifetime.

βτ (vi) = vi −
τ−1
∑

x=1





τ
∏

y=x+1

Ly(vi)



E[πx(vi)] (6.2)

Here, βτ (vi) denotes the priority value of a bidder of value vi with τ remaining periods in its life-

time. Also, E[πτ (vi)] and and Lτ (vi) denote bidder i’s expected payoff and the losing probability

with τ remaining periods of its lifetime li. Next, we will derive different components of the priority

function.

We assume that the auctioneer knows the distribution of spectrum availability Fm, the distribu-

tion of arrival of bidders Fn, and the distribution of bidders’ lifetime Fk. Throughout our analysis,

we assume that the support of distribution Fk is {1, . . . , k} ⊂ N, and the support of distribution

Fm is {m, . . . ,m} ⊂ N.

6.2.1 Prank - I (Same Valuation Case)

Prank - I assumes that all bidders have the same valuation (i.e. ∀i∈A(t) vi = v and sellers do not

have any set value for their units. So, the priority function can be simplified to

βτ (v) = v −
τ−1
∑

x=1





τ
∏

y=x+1

Ly(v)



E[πx(v)]. (6.3)

Here, βτ (v) denotes the priority value of a bidder of value v with τ remaining periods in its lifetime.

Also, E[πτ (v)] and and Lτ (v) denote bidder i’s expected payoff and the losing probability with τ

remaining periods of its lifetime li.

If a bidder i with τ periods to live wins, the winning price is set by the priority rank of any

bidder j ∈ A(t) with y periods to live where k ≤ y ≤ τ and k denotes the maximum lifetime of
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any bidder:

E[πτ (v)] =

k+1
∑

y=τ

(

v − βy(v)
)

Pr
(

ψsi = βy(v)
)

. (6.4)

Here, ψsi is the price bidder i pays when it wins. The probability Pr
(

ψsi = βy(v)
)

is calculated

by considering three possible cases. First, if the total number of bidders is less than the number

of available spectrum units, the bidder wins at no cost. Considering m units of spectrum available

following distribution Fm, we express the probability of such an event as follows:

Pr (ψsi = 0) = Pr



m >

k
∑

x=1

nx



 = 1− Fm





k
∑

x=1

nx



+ fm





k
∑

x=1

nx



 = 1−Nk (6.5)

where Ny = Fm
(
∑y

x=1 nx
)

− fm
(
∑y

x=1 nx
)

.

Second, if the total number of oldest bidders (bidders with only one period to live) are more

than the number of supply items, the bidder pays the highest value and earns zero utility. So, the

payment is set by the priority rank of a bidder j ∈ A(t) with 1 period to live:

Pr (ψsi = β1(v)) = Pr

(

m <
1
∑

x=1

nx

)

= Fm

(

1
∑

x=1

nx

)

− fm

(

1
∑

x=1

nx

)

= N1. (6.6)

Apart from the first two cases, the winning price is set by a bidder j ∈ A(t) and is given by:

Pr
(

ψsi = βy(v)
)

=Pr





y−1
∑

x=1

nx ≤ m <

y
∑

x=1

nx





=

[

Fm

( y
∑

x=1

nx

)

− fm

( y
∑

x=1

nx

)]

−



Fm





y−1
∑

x=1

nx



− fm





y−1
∑

x=1

nx









=Ny −Ny−1. (6.7)
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Letting N0 = 0, Nk+1 = 1 and combining all three cases, we rewrite the pdf of the winning

price as

Pr
(

ψsi = βy(v)
)

= Ny −Ny−1. (6.8)

Eqn. 6.4 can then be simplified to

E[π(τ)] =
k+1
∑

y=τ

(

v − βy(v)
) (

Ny −Ny−1
)

=v (1−Nτ−1)−
k+1
∑

y=τ

βy(v)Cy; (6.9)

where Cy = Ny − Ny−1.

Next, we calculate the losing probability of a bidder i with τ periods to live. The losing proba-

bility depends on the population of bidders who are older than the bidder (i.e., have fewer periods

to live). There are two components. The first component determines the probability that the num-

ber of available spectrum units is strictly less than the number of bidders with τ periods to live but

greater than the number of bidders with τ − 1 periods to live. The second component deals with

the case when there are not enough units to provide all bidders with τ periods to live, and so each

of them are equally likely to win or lose the auction.

Lτ (v) =Pr

(

τ−1
∑

x=1

nx < m <

τ
∑

x=1

nx

)

(∑τ
x=1 nx −m

nτ

)

+ Pr

(

m ≤
τ−1
∑

x=1

nx

)

=∆τ + Fm

(

τ−1
∑

x=1

nx

)

. (6.10)

Here, ∆τ denotes the losing probability of bidder i with τ periods to live while the winning price

is set by the priority rank of a bidder j with τ periods to live. Summarizing the above equations,
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we rewrite Eqn. 6.3 as:

βτ (v) = v −
τ−1
∑

y=1





τ
∏

x=y+1

Lx(v)



v
(

1−Ny−1
)

−
k+1
∑

x=y

βx(v)Cx







 . (6.11)

Finally, bidder i’s priority rank with 1 ≤ τ ≤ k periods to live is expressed as a weighted

summation of its priority rank in different periods from the first to the last period:

βτ (v) =v



1−
τ−1
∑

y=1





τ
∏

x=y+1

Lx(v)
(

1−Ny−1
)







+

τ−1
∑

y=1





y
∑

z=1

τ
∏

x=z+1

Lx(v)



βy(v)Cy

+

k
∑

y=τ





τ−1
∑

z=1

τ
∏

x=z+1

Lx(v)



βy(v)Cy. (6.12)

Solving k − 1 polynomial equations, we determine the priority ranking bid of a bidder i in all

k periods.

6.2.2 Prank - II (Single Auction Case)

Prank - II assumes that bidders have different valuations and the auctioneer is aware of the dis-

tribution of valuation Fv. A bidder’s true valuation of a single spectrum unit is considered to be a

discrete random variable from the range {v, . . . , v} ⊂ N following cdf Fv. We express the priority

of a bidder i of value vi at time t as a function of these parameters.

βi,t = βτ (vi) = Prank-II(A(t), σit, Fv, Fm, Fn, Fk) (6.13)

where τ = di − t+ 1

Here σit(n, m) denotes the auction ‘state’ concerning the rivals of user i at time t, and it is

represented by a k-dimensional matrix n = [nk, . . . , n1] and the number of spectrum units (m)
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available in that period. Here, nx denotes the expected number of bidders with x periods to live

within the interference range of user i. Note that, σit changes depending on user location and the

rival bidders’ density in that area.

Next, we calculate these two subcomponents in the priority function (see Eqn. 6.2) - expected

payoff and losing probability. A bidder’s expected payoff at any given period will be the summation

of expected payoff conditioning on the available spectrum units m multiplied by the probability of

the availability of that number of units (fm).

E[πτ (vi)] =

m
∑

m=m

fmE[πτ (vi|m)] (6.14)

The conditional expected payoff, E[πτ (vi|m)] depends on the winner’s payment which can

be any value between 0 and its priority value at that period βτ (vi) (since price is set by highest

losing bidder). Accordingly, we express E[πτ (vi|m)] in terms of the probability of all possible

prices. Pr(X(m) = z) denotes the probability that mth highest priority value is equal to z in the

remaining population.

E[πτ (vi|m)] =

βτ (vi)
∑

z=0

(vi − z) Pr (ψsi = z) =

βτ (vi)
∑

z=0

(vi − z) Pr
(

X(m) = z
)

(6.15)

The pricing probability Pr
(

X(m) = z
)

can be expressed as differences between cdfs F
(m)
X (z)

and F
(m)
X (z − 1). F

(m)
X (z) denotes the cdf of the highest priority value among the remaining

population. Simplifying the results in Eqn. 6.15, we obtain as follows

E[πτ (vi|m)] = (vi − βτ (vi))F
(m)
X (βτ (vi)) +

βτ (vi)−1
∑

z=0

F
(m)
X (z) (6.16)
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Similarly, we calculate the losing probability of a bidder with τ remaining periods conditioning

on the number of available spectrum units.

Lτ (vi) =
m
∑

m=m

fmLτ (vi|m) (6.17)

Here, Lτ (vi|m) denotes the probability that a bidder of value vi with τ periods to live does not win

the auction. This probability is equal to the probability that the price is higher than the bidder’s

priority value βτ (vi).

Lτ (vi|m) = 1− Pr
(

X(m) ≤ βτ (vi)
)

= 1− F
(m)
X (βτ (vi)) (6.18)

Both Eqns. 6.16 and 6.18 depend on the cdf value, F
(m)
X (z) that denotes the cdf of the m-th

highest priority value among the remaining population of active bidders.

F
(m)
X (z) = Pr

(

X(m) ≤ z
)

=

m−1
∑

i=0

Pr (N(z) = i) (6.19)

Here, Pr(N(z) = i) denotes the probability that there are exactly i bidders in the population with

priority value greater than z. Since the population consists of bidders with different remaining

periods, these i bidders (with priority value greater than or equal to z) may come from any of these

bidder groups. Therefore, we take all possible combinations of i bidders with priority value greater

than or equal to z from the population.

Pr (N(z) = i) = f(a) Pr (N1(z) = a1) . . .Pr
(

Nk(z) = ak
)

such that,

k
∑

j=1

aj = i (6.20)

Here, f(a) represents the probability of having this exact combination [a1 . . . ak] from k groups.
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Pr
(

Nj(z) = aj
)

denotes the probability that there are exactly aj bidders (with j remaining periods

in their lifetimes) whose priority value is greater than z. Here, Fj(z) denotes the cdf of priority

value of bidders with j remaining periods of their lifetimes.

Pr
(

Nj(z) = aj
)

=

(

nj
aj

)

(

1− Fj(z)
)aj
(

Fj(z)
)nj−aj (6.21)

Finally, we combine the results from these Eqns. 6.16, 6.18, and 6.21 into Eqn. 6.2 to get the

priority value of a bidder of value vi with τ remaining periods of its lifetime. Based on this priority

function Prank - II, we calculate priorities of bidders of different values and at different periods

of their lifetimes. The values are recorded in a priority table PT .

6.2.3 Prank - III (Double Auction Case)

In addition to bidders’ valuations, Prank - III assumes that a seller’s valuation of a single spectrum

unit is a discrete random variable on {a, . . . , a} following cdf Fa which is known to the auctioneer.

The priority of a bidder i of value vi at time t becomes

βi,t = βτ (vi) = Prank-III(σit, Fn, Fk, Fv, Fm, Fa)

where,τ = di − t + 1. (6.22)

Here σit(n, m) denotes the auction ‘state’ concerning the rivals of user i at time t, and it is repre-

sented by a k-dimensional matrix n = [nk, . . . , n1] and the number of spectrum units (m) available

in that period. Here, nx denotes the expected number of bidders with x periods to live within the

interference range of user i. Note that, σit changes depending on user location and the rival bidders’

density in that area.
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We use the same Eqn. 6.2 to calculate the priority of bidders and sellers. The priority of a

bidder at the last period of its lifetime is equal to its value. Since each seller lasts only one period,

the priority of a seller is always equal to its value. For winner selection, we followed a modified

approach proposed by McAfee [88]. McAfee proposed a truthful double auction mechanism for

static settings. Please see Sec. 2.1.7 for detail algorithm. It can be shown that McAfee rules

cannot ensure truthfulness in dynamic settings. From now on, we refer to this mechanism as

‘MRules(T,S′)’. As stated, a bidder’s utility depends on the price it pays to the auctioneer. A

bidder i with τ remaining periods wins if the winning price at that period is less than or equal to

its priority value βτ (vi). So, the expected utility E[πτ (vi)] can be expressed as

E[πτ (vi)] =

βτ (vi)
∑

z=0

(vi − z) Pr (ψsi = z) . (6.23)

Here, Pr(ψsi = z) denotes the probability that the bidder i’s payment is equal to z. The winner’s

payment in a given period is determined according to McAfee rules (see in Sec. 2.1.7) which

depends on the order statistics of the distribution of valuations of bidders and sellers. Therefore,

we calculate the probability over all possible matches and the expected sum of these probabilities

defines the probability Pr(ψsi = z). Let us represent the h-th highest priority value and h-th lowest

ask as X(h) and Y(h) in the auction respectively.

Pr(ψsi = z) =

m
∑

m=m

fm

m
∑

h=2

Pr
(

X(h) = z
)

Pr
(

Y(h) ≤ z|m
)

Pr
(

Y(h+1) > z|m
)

=

m
∑

m=m

fm

m
∑

h=2

Pr
(

X(h) = z
)

F
(h)
Y (z|m)

(

1− F
(h+1)
Y (z|m)

)

(6.24)

The first term fm denotes the pdf of spectrum availability at an auction period. The second

term Pr
(

X(h) = z
)

in the above equation denotes the pdf of the h-th order statistic of bidders’
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priorities which can be calculated using Eqn. 6.19. The third and forth terms depend on F
(h)
Y (z|m)

that denotes the conditional cdf of the h-th lowest order statistic of sellers’ asks. We calculate the

cdf F
(h)
Y (z|m) conditioning on the number of available spectrum units as

F
(h)
Y (z|m) =

m−h
∑

j=0

(1− Fa(z))
j (Fa(z))

m−j . (6.25)

Combining Eqns. 6.24, 6.25, 6.19, we calculate priorities of a bidder at different periods of its

lifetime and record them in a priority table, PT .

6.3 Distribution Aware Auction Algorithms

In this section, we devise auction mechanism based on the priority functions discussed in Sec. 6.2.

We present two algorithms focusing on single and double auctions respectively.

6.3.1 SOADE: Online Single Auction Algorithm

We explain the auction mechanism SOADE (Secondary Online Auction in Dynamic Environments)

constructed around the priority function Prank - II. At each period, the auction mechanism con-

sists of four steps.

Step 1 (prescreening): In this step, a bidder’s identity is validated by the auctioneer before its

entrance to the auction. Each bidder is required to be registered offline with a centralized database

that the auctioneer has access to. On successful registration, bidder i is assigned an encryption

key Ki. Any lightweight encoding algorithm e.g. Paillier’s homomorphic encryption [51] can be

used for this purpose. A new bidder submits its encrypted bid request to the auctioneer with its

credentials and upon approval from the auctioneer, it enters the auction.

141



Table 6.1: Algorithm SOADE: Secondary Online Auction in Dynamic Environments

screen and validate new bidders with bid requests

B = ∅
for each active bidder i ∈ A(t) do

get βi,t from PT
update B = B ∪ {i}

end for

B = sort(B), C = ∅
while B 6= ∅ do

i = Top (B)

if (ch = NextAvailable(i, Gi(t))) 6= 0 then

assign ch to i, C = C ∪ {i}
end if

B = B \ {i}
end while

while C 6= ∅ do

i = Top (C)

if (q = NotAllocatedNeigh(i, Gi(t))) = 0 then

ψi = 0
else

ψi = βq,t
end if

C = C \ {i}
send an encrypted message Ki(i, ψi) to bidder i

end while

Step 2 (ranking): At the beginning of each period t, the auctioneer considers only the active

bid requests in A(t) where A(t) = {φi|oi ≤ t ≤ di}. New bidders are added after prescreening

and the conflict graph G(t) is updated as well. The conflict graph G(t) represents the interference

relationship among the active bidders at time t and Gi(t) represent the list of active bidders who

are within the interference range of user i at time t.

Gi(t) = {j|G(i, j) = 1 ∧ i, j ∈ A(t)} (6.26)

Note that the conflict graph is updated at the arrival of new bidder (also, at the departure of a winner

or losing bidder). For each active bidder, its priority value is accessed from from the priority
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table, PT which is populated based on the function Prank - II (explained in Section 6.2.2). The

active bidders are then stored in B in a non-increasing order of their priority values. Bidders are

considered for spectrum allocation in this order.

Step 3 (allocation): The allocation process starts with an empty set C. For each bidder i ∈ B,

the auctioneer checks the list of its interferers Gi(t) and finds the lowest index channel that is not

assigned to any of its interferers. Here, Gi(t) denotes the list of active users interfering with bidder

i. If there is an unassigned channel available, it assigns the channel ch to user i and it is moved

in C. The function NextAvailable(i, Gi(t)) takes user i and its interferer list Gi(t) as input, and

returns the lowest available channel index.

Step 4 (pricing): In the final step, the winning price is determined for each winner. Each

winner i ∈ C pays the amount equal to the highest priority value of a bidder j ∈ Gi(t) that has

not won the auction. If there are more channels than the number of interferers, the user wins at

no cost. The function NotAllocatedNeigh(i, Gi(t)) searches through the neighbor list to find the

highest priority bidder from its neighborhood Gi(t) that has not been allocated any channel. A

bidder leaves the auction immediately if it wins a spectrum unit or stays in the auction until its

lifetime expires.

The auctioneer sends an encrypted message to the winner containing the winner id and payment

amount. The winner decrypts the message, pays the price, and uses the spectrum. Any other user

overhearing the message cannot decrypt the message. Thus, the winning price and winner identity

are not revealed to all. All the steps of the auction mechanism is summarized in Table 6.1 for

convenience.

Example: To illustrate how the algorithm works we solve the Eqns. for n ∼ Poisson(2), m ∼

U [0, 2], and k ∼ U [1, 3], and determine the priorities of bidders. We reenact the example scenario

in Fig. 6.2. At time t1, the effective bid of bidder A, B, and C will be their priority values $58, $80,
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and $41 respectively. According to Algorithm SOADE (Table 6.1), bidder B wins and pays $58.

Similarly, the effective bid of bidder A and C at time t2 are $67 and $43. So, bidder A wins and

pays $43. Note that, bidder B wins before bidder A although B’s actual value is smaller than A’s.

This is because B’s priority is higher than A’s priority at t1. Auction efficiency is $180 ($100+$80)

and revenue is $101 ($58 + $43).

6.3.2 Analysis of SOADE

We analyze the characteristics of the priority value function Prank - II and prove the useful prop-

erties of the auction mechanism.

Theorem 1 The priority value of bidder i at different periods in its lifetime li is monotonic i.e.,

βli
(vi) ≤ · · · ≤ β1(vi).

By construction, for any period in its lifetime, a bidder’s expected payoff E[πτ (vi)] ≥ 0. The

priority value of a bidder at any period is calculated by subtracting the cumulative expected payoff

of remaining periods from its true valuation, and since each remaining period contributes a non-

negative component to the total, βli
(vi) ≤ · · · ≤ β1(vi).

Theorem 2 The priority value function βτ (v) is a strictly non-decreasing step function with con-

cave envelope with respect to v.

Let us consider two bidders of value v1 and v2 and τ = 1 where v ≤ v1 < v2 ≤ v. We know that

at the last period of its lifetime, a bidder’s priority is equal to its true valuation. Therefore, β1(v1)

< β1(v2). Next, we consider the case of τ = 2.

β2(v) = v − E[π1(v)] = v −
v
∑

z=0

(v − z) Pr(ψsi = z)
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Due to their different valuations, the expected payoff at the last period of their lifetime will be

different. Given everything remains same, the higher the valuation of a bidder, the less competition

it faces from the young bidders. This implies that a bidder with higher value (v2) expects higher

payoff than that of a bidder with lower value (v1) at the same period. As a result, the priority of a

bidder of value v2 cannot be lower than that of a bidder of value v1. So, β2(v1) ≤ β2(v1). As the

value increases, the change in priority value of bidders at their second last period with respect to

their values decreases. By the same argument, we can generalize the statement for τ > 2.

Theorem 3 The proposed auction mechanism SOADE is truthful.

Let us consider bidder i with a manipulated bid request (g′i, o
′
i, d

′
i, v

′
i), its remaining lifetime at

time t, τ ′ = d′i− t+1 and its priority value at time t is βτ ′(vi). The manipulator can lie about one

or more parameters in its bid request. We prove that lying about any of its information (location,

arrival time, value, and deadline) does not bring any benefit to the manipulator.

(a) o′i > oi: This means that a manipulator reports late arrival time and pretends not to be

available when it is actually active. The manipulator cannot learn about the auction state

during those periods since the winner information is encrypted. So, the manipulator will not

have any added advantage for later periods. On the contrary, it will miss an opportunity to

win spectrum in the skipped periods. Therefore, reporting late arrival will not benefit the

manipulator.

(b) o′i < oi: The priority value of a bidder is always determined based on its value and departure

time. Therefore, claiming early arrival time in bid request will not change its priority. Also,

if the manipulator reports o′i < oi, it pretends to be active in a period when it was not actually

present. So, even if the manipulator is considered as a winner at that period, it cannot use
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the spectrum unit. Furthermore, it will lose any opportunity to win it in later periods. So,

reporting early arrival will not benefit the manipulator.

(c) d′i > di: There are possible two cases while a manipulator reports longer deadline.

• Case 1: the manipulator wins the auction at d′i ≥ t > di i.e., after the actual deadline

has expired. Although the manipulator wins, it has no use of the spectrum unit but still

has to pay. This results in negative utility.

• Case 2: the manipulator wins at t ≤ di. Since τ < τ ′, according to Lemma 1, βτ (vi) ≥

βτ ′(vi). If a manipulator wins an auction with priority value βτ ′(vi), its payment pmust

be less than or equal to its priority value. So, the relationship holds as follows: βτ (vi)

≥ βτ ′(vi) ≥ p. If the manipulator wins, the truthful bidder also wins and achieves the

same utility. Therefore, a bidder will not gain any advantage by reporting d′i > di.

(d) d′i < di: When a manipulator reports earlier deadline (d′i < di) we need to consider three

cases.

• Case 1: the manipulator does not win by t = d′i. Although its actual deadline is

not over, the manipulator will no longer be considered in the auction from the next

period. Had the bidder reported its deadline truthfully, it could have won in later periods

d′i < t ≤ di and could have achieved positive utility.

• Case 2: the manipulator wins at t ≤ d′i and ψsi ≤ βτ (vi). This implies that the bidder

would have won if it reported its deadline truthfully since the payment is also less than

the priority value of the truthful bidder at that period.

• Case 3: the bidder wins at t ≤ d′i and ψsi > βτ (vi). According to Lemma 1, βτ ′(vi) ≥
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βτ (vi). We calculate the expected payoff of the manipulated bidder at time t,

E[πτ ′(vi)] =

β
τ ′(vi)
∑

z=βτ (vi)+1

(vi − z) Pr
(

X(m) = z
)

≤

vi
∑

z=βτ (vi)+1

(vi − z) Pr
(

X(m) = z
)

(6.27)

The truthful bidder would not win the auction in the current period; however, its ex-

pected payoff from remaining periods of its lifetime is greater than that of a manipula-

tor. The truthful bidder’s expected payoff at the last period is

E[π1(vi)] =

vi
∑

z=0

(vi − z) Pr
(

X(m) = z
)

≥

vi
∑

z=βτ (vi)+1

(vi − z) Pr(X(m) = z)

(6.28)

Thus, a truthful bidder’s expected payoff is higher than that of a manipulator.

E[π1(vi)] ≥ E[πτ ′(vi)] (6.29)

Therefore, a manipulator will not gain any advantage by reporting its deadline incor-

rectly.

(e) v′i > vi: Without loss of generality, let us assume that a bidder i wins an auction with τ

remaining periods of its lifetime. According to Lemma 2, the priority value of a manipulator

(βτ (v
′
i)) is higher than that of a truthful bidder (βτ (vi)) i.e., βτ (v

′
i) > βτ (vi). Three possible

scenarios may occur based on when the bidder i wins and how much it pays ψsi .

• Case 1 (ψsi ≤ βτ (vi)): In this case, the truthful bidder also wins and achieves the same

payoff. So, the bidder will not gain any advantage by misreporting its value.
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• Case 2 (ψsi > βτ (vi), τ = 1): In this case, the manipulator wins and pays more than its

true valuation that will result in negative payoff.

• Case 3 (ψsi > βτ (vi), τ > 1): In this case, the manipulator only wins because it

overbids in that auction period. The expected payoff of the manipulator at this period

is

E[πτ (v
′
i)] =

βτ (v
′
i)

∑

z=βτ (vi)+1

(vi − z) Pr(X(m) = z) ≤

vi
∑

z=βτ (vi)+1

(vi − z) Pr(X(m) = z)

(6.30)

On the other hand, the truthful bidder loses the current auction; however, its expected

payoff from the remaining periods will be higher than that of the manipulator. The

truthful bidder’s expected payoff at the last period only is higher than that (see Eqn.

6.28).

E[π1(vi)] ≥ E[πτ (v
′
i)] (6.31)

(f) v′i < vi: According to Lemma 2, the priority value of a truthful bidder is higher than the

value of the manipulator i.e., βτ (v
′
i) ≤ βτ (vi). Therefore, if a manipulator underbids, its

priority value at any period of its lifetime will always be lower than or equal to that of the

truthful bidder. This implies that if a bidder wins by underbidding, it could have also won

by bidding truthfully.

From Eqn. 6.27, 6.28, 6.30, we find that the expected payoff of a bidder with either manipulated

value or manipulated deadline is smaller than that of a truthful bidder at the last period of its

lifetime. This result also holds when a bidder combines any of these manipulated information

148



(arrival time, deadline and value). Based on the above discussion, we conclude that a bidder

will not benefit by misreporting its location, bid, arrival time, and deadline, and the proposed

mechanism is time and bid truthful.

Theorem 4 The proposed auction mechanism SOADE is ex ante strongly individually rational.

There are two entities (sellers and bidders) in the auction, and we have to prove the rationality for

both the entities. Let us calculate the expected payoff E[πj ] of seller j. The seller’s payoff depends

on the price range (between 0 and v inclusive) a bidder pays to win an auction.

E[πj ] =
v
∑

z=0

z Pr(ψ
p
j = z) > 0

Similarly, bidder i’s expected payoff E[πτ (vi)] with τ remaining periods in its lifetime can be

calculated using Eqn. 6.16 which is also greater than 0. Therefore, both the entities in the auction

achieve positive utility, and thus the proposed mechanism is ex ante strongly individual rational.

Theorem 5 The proposed auction mechanism SOADE is ex post weakly individually rational.

There can be three possible auction outcomes from the perspective of bidder i with τ remaining

periods of its lifetime. First, the bidder departs without winning and earns zero utility. Second,

the bidder wins and pays ψsi . Since the winning price of a bidder is always less than its priority

value at that period and the highest priority of a bidder is equal to its valuation vi, ψ
s
i ≤ vi. So, the

bidder achieves utility equal to vi − ψsi ≥ 0. Similarly, it can be shown that the proposed auction

mechanism is ex post individually rational from the perspective of a seller. Therefore, both the

entities in the auction achieve non-negative utility, and thus the proposed mechanism is ex post

weakly individual rational.
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6.3.3 distAware: Online Double Auction Algorithm

The distribution aware online double auction mechanism works based on the priority function,

Prank - III. At the beginning of each period, the priority value of each active bidder is taken from

the priority table PT . An active bidder refers to a bidder with at least one period to live that

has not won a spectrum unit in earlier periods of its lifetime. Sellers only have lifetimes of one

period. Bidders are sorted based on their priority value in list B′. For each bidder i ∈ B′, a list

T of active bidders interfering with i is created using the conflict graph G. The auctioneer applies

McAfee rules to find the critical price for bidder i at time t, CP (i, t), which indicates the minimum

value bidder i’s priority should be to win the auction at that period. If bidder i wins, it pays the

amount equal to the priority value of h-th bidder in i’s neighborhood. The auctioneer allocates

spectrum using nextAvailableChannel() which finds the lowest index spectrum that has not been

allocated to any of its interfering bidders. Similarly, sellers’ payments are determined according

to McAfee rules. Note that, sellers are paid multiple times at different amounts due to spectrum

reusability. The winners from both bidders and sellers are removed from the active bidder list;

the losing bidders move on to the next period with one less period to live. The entire algorithm is

presented in Table 6.2.

6.3.4 Analysis of distAware

Theorem 6 The distribution aware online double auction mechanism is truthful.

According to the definition of truthfulness, we need to show that a participant cannot increase its

utility by reporting incorrect arrival time, deadline, and/or bid. Let us denote the true bidder i’s bid

request as φ = (gi, bi, oi, di) and its utility as Ui where bi = vi. Let us also denote the manipulator

i′ and its bid request as φ′ = (g′i, b
′
i, o

′
i, d

′
i), its utility as U ′

i and where g′i 6= gi, b
′
i 6= bi, a

′
i 6= ai,
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Table 6.2: Algorithm distAware: Distribution Aware Online Double Auction

for i ∈ B do

assign priority βi,t = PT [vi, di − t+ 1]
end for

sort bidders according to priority, B′ = sort(B)

W = ∅
while B′ 6= ∅ do

i = Top(B′)

T = {i} ∪ {j|G(i, j) = 1 ∧ j ∈ B}
find h = MRules(T, S′), CP (i, t) = βT(h)

if βi,t > CP (i, t) then

j = nextAvailableChannel(i);

W = W ∪ {i};

ψsi = CP (i, t), chn(i) = j, ψ
p
j = ψ

p
j + a

S′(h)
end if

B′ = B′ - {i}
end while

d′i 6= di. Note that, if a bidder reports an incorrect location, it will be allocated spectrum in that

location which does not help the manipulator to gain benefits. Therefore, a manipulator does not

report incorrect location. We will show that any combination of other manipulated information

from i′ does not increase its utility.

(a) First, we consider the case where b′i < vi. Based on the priority function, ∀t ∈ li, βt(b
′
i)

≤ βt(vi) i.e., at any period t in its lifetime, the priority of a bidder is no less than that of

a manipulator. Therefore, given everything else remains the same, if a manipulator wins

at period t, the true bidder also wins at that period and the manipulator does not gain any

benefit by underbidding.

(b) Second, we consider the case where b′i > vi. If the manipulator wins at the last period and

pays ψsi > vi, it pays more than its actual valuation which incurs negative utility. If ψsi <

vi, a true bidder also wins given everything remains the same. If the manipulator wins at an

earlier period, there are again two possible cases. Let us consider that a manipulator wins
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at period t. Since the manipulator overbids, the manipulator’s priority is higher than a true

bidder’s priority, i.e., βt(b
′
i) > βt(vi). If ψsi < βt(vi), the manipulator does not gain since it

would have won by bidding truthfully. If βt(b
′
i)> ψsi > βt(vi), the true bidder could not win

at t. However, it can be shown (Eqn. 6.32) that a true bidder’s expected utility from its last

period only is higher than that of a manipulator which discourages a manipulator to overbid.

E[πt(b
′
i)] =

βt(b
′
i)

∑

z=βt(vi)+1

(vi − z) Pr(ψsi = z) ≤

vi
∑

z=0

(vi − z) Pr(ψsi = z) = E[π1(vi)]

(6.32)

(c) Next, we consider the case where a manipulator informs late arrival (o′i > oi) or early depar-

ture (d′i < di) which implies shorter deadline. In both cases, a manipulator misses winning

opportunity either at its earlier periods or later periods of its lifetime. However, by reporting

late arrival or early departure, a manipulator implies shorter deadline for the reported peri-

ods of its lifetime. So, a manipulator’s remaining period (τ ′) is always smaller than that of

a true bidder (τ ) i.e., τ ′ < τ ; a manipulator’s priority is, therefore, higher than that of a true

bidder i.e. βτ (vi) < βτ ′(vi). If ψsi < βτ (vi), manipulator does not gain any benefit since

it would have also won by truthfully reporting its time. If βτ ′(vi) > ψsi > βτ (vi), the true

bidder could not win at that period. Using similar argument, we show (Eqn. 6.33) that a true

bidder’s expected utility from its last period only is higher than that of a manipulator which

discourages a manipulator to report late arrival and early departure.

E[πτ ′(vi)] =

β
τ ′(vi)
∑

z=βτ (vi)+1

(vi − z) Pr(ψsi = z) ≤

vi
∑

z=0

(vi − z) Pr(ψsi = z) = E[π1(vi)]

(6.33)
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(d) Finally, we consider the case where a manipulator informs early arrival (o′i < oi) or late

departure (d′i > di) which implies a longer deadline. In both cases, a manipulator may end

up winning a spectrum unit beyond its valid periods which results in negative utility. Also,

in valid periods, the manipulator’s priority will be lower than that of a true bidder. So, if a

manipulator wins a true bidder also wins in the same period which discourages a manipulator

to report early arrival and late departure. Using similar approach, it can be shown that a

manipulative seller does not gain any benefit by underbidding or overbidding.

Theorem 7 The distribution aware online double auction mechanism is individually rational.

By construction, a seller either fails to sell its spectrum and earns zero utility or sells its spectrum

according to McAfee rule which guarantees non-negative utility. On the other hand, a bidder may

fail to earn a unit which results in zero utility. Otherwise, a bidder may win at any period of its

lifetime, and its payment is always less than or equal to its priority value of that period. Since a

bidder’s highest priority value is equal to its actual valuation, a winning bidder never pays more

than its valuation. This proves that the mechanism is individually rational.

Theorem 8 The distribution aware online double auction mechanism is budget balanced.

At any period, all matches between bidders and sellers are determined according to McAfee rules.

This guarantees the balanced budget property of the mechanism.

6.4 Distribution Free Online Double Auction Algorithm

The algorithm in Sec. 6.3 requires distribution knowledge which may not be easily available to

reflect the real auction scenario. In this section, we therefore present an auction mechanism that

requires no knowledge of the underlying distributions of bidders and sellers.
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In this algorithm, a bidder wins at an auction period only when a bidder’s bid is higher than

the critical price of that period. The calculation of the critical price is somewhat different from the

distribution aware algorithm. A bidder i’s critical price at time t, CP (i, t) has two components

- one component is derived according to McAfee rules, MP (i, t) and the second component is

calculated based on the ‘debt factor’, DP (i, t) (will be described later in this section). Bidder i’s

final payment is determined as the lowest critical price over all periods of its lifetime. A seller’s

critical price is determined solely based on McAfee rule.

ψsi = min
t∈[oi,di]

CP (i, t) (6.34)

The algorithm has three phases. In the screening phase, the algorithm identifies the candidates

of potential winners from the list of active bidders (sellers) and determines the minimum amount

they need to pay (to be paid) according to McAfee rules described in Sec. 2.1.7. In the debt calcu-

lation phase, the algorithm calculates the debt factor of each candidate considering the interfering

bidders that have won at previous periods but their lifetimes have not expired yet. In the final

phase, the algorithm determines the critical price of that period for each bidder, selects winners

from the list of active bidders and sellers of this period, and if applicable, changes the payment

amount of the previous winners.

For convenience, we summarize all symbols used in both algorithms in Table 6.3 and brief

function descriptions are in Table 6.4.

6.4.1 Candidate Screening (Phase 1)

First, the active bidder list B is sorted based on their bid (from high to low) in B′. The spectrum

(or seller) list S is also sorted based on their ask (low to high) in S′. For each bidder i ∈ B′, an
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Table 6.3: Symbols used in the algorithm

symbols meaning

B, B′ unsorted and sorted active bidder list

S, S′ unsorted and sorted active seller list

P , P ′ unsorted and sorted active pender list

A candidate bidder list

A′ candidate pender list

W winners’ list

βT(h) the priority of the h-th bidder in the list T

bT(h) the bid of the h-th bidder in the list T

a
S′(h) the ask of the h-th bidder in the list S′

pp(i, t) denotes intermediate McAfee price of pender i
G Conflict graph or Interference graph

G(i,j) = 1 if i and j interfere, 0 otherwise

Table 6.4: Functions used in the algorithm

function description

chn(i) the spectrum unit assigned to bidder i
Top(B) returns the top element from the list B

NextAvailableChannel(i) returns the spectrum unit with the lowest

ask which has not been assigned to any

of the neighbors of bidder i
count(i) number of bidders in neighborhood sharing

the debt of pender i
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Table 6.5: Algorithm distFree: Candidate Screening (Phase 1)

while B′ is 6= ∅ do

i = Top(B′)

T = {i} ∪ {j|G(i, j) = 1 ∧ j ∈ B}
find h = MRules(T, S′), MP (i, t) = bT(h)
if bi >MP (i, t) then

j = nextAvailableChannel(i)

A = A ∪ {i}
ψsi = MP (i, t), xi = 1, chn(i) = j, ψ

p
i = a

S′(h)
end if

B′ = B′ - {i}
end while

interferer list T is created based on the conflict graph G. Given the list T and S′ at time t, we apply

McAfee rules to identify the winning potential of bidder i and the first component of its payment

amount, McAfee price MP (i, t). It also keeps record of the corresponding seller’s payment. If

bidder i is selected as a potential winner, a function nextAvailableChannel() finds the lowest

index channel available for bidder i that is not allocated to any of its neighbors. Thus, at the end of

the first phase, each bidder is either moved to the list A of candidate of winners or removed from

consideration for the current auction period. The first phase of the algorithm distFree is presented

in Table 6.5.

6.4.2 Debt Calculation (Phase 2)

In the second phase, we review the listP of pending winners from previous periods whose lifetimes

have not expired yet (referred to as ‘penders’) to calculate the debt amount in the current period.

Accordingly, penders are sorted in order of their bids (from high to low) in P ′. For each pender,

an interferer list T is constructed using the conflict graph G. McAfee rule is applied to determine

whether the pender would win at the current period if it had not won before. In case of winning,

it calculates the price it would have paid in the current period. If this price is higher than its
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Table 6.6: Algorithm distFree: Debt Calculation (Phase 2)

while P ′ 6= ∅ do

i = Top(P ′)

T = {i} ∪ {j|G(i, j) = 1 ∧ j ∈ B}
find h = MRules(T, S′), MP (i, t) = bT(h)
if MP (i, t) < ψ

p
i then

DP (i, t) = ψ
p
i - MP (i, t)

A′ = A′ ∪ {i}
end if

pp(i, t) =MP (i, t), P ′ = P ′ − {i}
end while

current payment, no further action is needed. If the pender’s calculated price is lower than its

current payment but higher than the corresponding seller’s payment, we set the current payment to

the calculated price. If the calculated price is lower than the corresponding seller’s payment, the

difference in payment is considered to be ‘debt’ and must be compensated by the mechanism to

maintain ‘budget balance’ property. The pender is moved to list A′ for next phase analysis. The

second phase of the algorithm distFree is presented in Table 6.6.

6.4.3 Critical Price and Winner Selection (Phase 3)

In the final phase, we calculate the ‘debt factor’ for each candidate winner i ∈ A. For each pender

j ∈ A′, we find the bidders from A who are in its interference range, and the debt of pender j is

equally shared among its interferers. So, the debt of a bidder i at time t is the total debt factor

from all penders DP (i, t). If the critical price CP (i, t) of bidder i ∈ A exceeds its valuation bi,

i is removed from A and the debt amount is recalculated for all the existing candidate bidders

in A. This process continues until all the bidders in A are removed or the bidders in A settle in

sharing debts with the penders in A′. If all the bidders are removed, there will be no winners in

that period and the payment amount of penders will not change. Otherwise, the payment amount

of the penders is updated based on their critical price of that period.
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Table 6.7: Algorithm distFree: Critical Price Determination (Phase 3)

while isConverged = false and A 6= ∅ do

isConverged = true

for i ∈ A do

for j ∈ A′ do

if G(i,j) = 1 then

DP (i, t) = DP (i, t) + xi ×
DP (j,t)
count(j)

end if

end for

if ψsi + DP (i, t) ≥ bi then

A = A − {i}, xi = 0

isConverged = false

end if

end for

end while

for i ∈ A′ do

ψsi = min
(

ψsi , pp(i, t) +DP (i, t)
)

end for

for i ∈ A do

ψsi = bsi + DP (i, t)
P = P ∪ {i}

end for
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Finally, if the lifetime of any pender j ∈ P expires, it is removed from P . The winning bidders

at the current period whose lifetime has not expired yet are moved from A to P . The final phase of

the algorithm distFree is presented in Table 6.7.

6.4.4 Analysis of distFree

In this section, we provide a theoretical analysis of the proposed algorithms and show that both

these mechanisms satisfy all three auction properties.

Theorem 9 The distribution free online double auction mechanism is truthful.

According to the definition of truthfulness, we need to show that a participant cannot increase its

utility by reporting incorrect arrival time, deadline, and/or bid. Let us denote the true bidder i’s bid

request as φ = (gi, bi, oi, di) and its utility as Ui where bi = vi. Let us also denote the manipulator

i′ and its bid request as φ′ = (g′i, b
′
i, o

′
i, d

′
i), its utility as U ′

i and where g′i 6= gi, b
′
i 6= bi, a

′
i 6= ai,

d′i 6= di. Note that, if a bidder reports an incorrect location, it will be allocated spectrum in that

location which does not help the manipulator to gain benefits. Therefore, a manipulator does not

report incorrect location. We will show that any combination of other manipulated information

from i′ does not increase its utility.

(a) First, we suppose that manipulator i′ underbids, i.e., b′i < vi to increase its utility. Since

spectrum is allocated in non-decreasing order of their bids, a higher valued bidder always

wins before a lower valued bidder given everything else remains the same. Therefore, i′ does

not gain any advantage by underbidding.

(b) Second, we consider the case where a manipulator overbids, i.e., b′i > vi. Let us assume that

a manipulator wins at an earlier period t, and the true bidder does not win at that period. So,
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the manipulator’s payment is set to ψs
i′
= CP (i′, t) > vi. In this algorithm, a bidder’s final

price is determined as the minimum critical price of any period over its lifetime. So, if the

final price ψs
i′
< vi, it implies that the critical price at a later period t′ of its lifetime is smaller

than its value, CP (i′, t′) < vi. Given everything else remains the same, the true bidder i

would also win at that same period t′ and would achieve the same utility. Otherwise, the

manipulator’s final price will be higher than its actual valuation. In that case, a true bidder

does not win and has zero utility, however, the manipulator ends up paying more than its

valuation which results in negative utility.

(c) Next, we consider that i′ reports late arrival (o′i > oi). Since a true bidder gets more opportu-

nity to win an auction and reduce its payment amount, i′ does not gain any advantage over i.

Next, we consider that manipulator i′ reports early deadline d′i < di. By submitting deadline

earlier than its actual deadline, a manipulator may miss an opportunity to reduce its pay-

ment amount. But it does not get any advantage by reporting early deadline since spectrum

allocation does not take bidder’s deadline into consideration. Therefore, reporting earlier

deadline does not help a manipulator in increasing utilities. Finally, if a manipulator reports

early arrival or late departure the manipulator may end up paying when it no longer needs a

spectrum unit. Therefore, a manipulator does not report early arrival or late departure.

Using a similar approach, it can be shown that a manipulative seller j′ cannot gain any advantage

by submitting higher or lower ask than its true valuation of the unit.

Theorem 10 The proposed distribution free double auction mechanism is individually rational.

Let us first consider the utility Ui of a bidder i. If a bidder does not win, it does not pay anything

and its utility, Ui = 0. There are two cases when a bidder wins. First, a bidder wins at the last

period of its lifetime. In the 3rd part of the algorithm, a bidder is selected as a winner only if the
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bidder’s bid is higher than the critical price at that period. So, Ui ≥ 0. Second, a bidder wins at

an early period of its lifetime. In this case, the bidder is moved to the pending list. A pender’s

final payment is set to the minimum of the critical prices of later periods in its lifetime. So, in

subsequent periods, the payment will never go up. Therefore, Ui ≥ 0.

Let us consider the utility Uj of a seller j. If a seller does not win, it is not paid anything. So,

Uj = 0. If a seller wins, the payment is decided according to McAfee rule which guarantees that

the winning seller is paid no less than its ask.

Theorem 11 The distribution free online double auction mechanism is budget balanced.

Let us suppose that the bidder’s lifetime is only one period. When both bidders and sellers live

for only one period, the mechanism reduces to the McAfee mechanism in each period. Therefore,

the mechanism is budget balanced. When a bidder’s lifetime is more than one period and wins at

an earlier period, its payment may be reduced at later periods; however, a seller’s payment does

not change afterwards. There may be two possible cases. First, the bidder’s payment is reduced

to not lower than the corresponding seller’s payment. In that case, condition for balanced budget

still holds. Second, the payment is reduced to below the corresponding seller’s payment. However,

in that case, the difference is equally shared among its winning neighbors (which is referred to

as ‘debt factor’). So, the auctioneer’s utility will not be negative and the mechanism is budget

balanced.

6.5 Performance Evaluation

We organize this section into two parts. In the first part, we analyze the priority functions presented

in Sec. 6.2. Specifically, we investigate how the priority of a bidder changes with the change

in the distribution parameters and explain their properties. In the second part, we compare the
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performance of the proposed algorithms with an off-line mechanism with or without spectrum

reusability.

6.5.1 Priority Analysis

As presented in Sec. 6.2, we consider two versions of priority function — Prank-II and Prank-III.

We consider different configuration of auction environments by varying bidders’ arrival rate Fn,

supply availability Fs, bidders’ lifetime Fk, bidders valuations Fv, and sellers’ valuations Fa. For

a specific configuration of the auction environment, we solve the priority value functions to find

the priority value of a bidder at different periods of its lifetime. To start with, we assume that the

bidders’ priority is equal to their valuation independent of their lifetime. We simulate the auction

for 10000 time periods and if the estimated priority values match with the simulation outcome,

we stop the simulation, and the results are recorded. Otherwise, the next iteration starts with the

result of previous iteration and continues until the result converges. For statistical confidence, the

entire process was repeated 10 times, and we take an average over all these runs to construct the

priority table. Note that, according to Strong Law of Large Numbers, we use the sample mean

as the actual mean for bidders’ population with different periods to live, and use it in priority

calculation. The same process is repeated for different auction configuration, and all simulation

results are calculated following this process.

6.5.1.1 Prank - II

Prank-II is a distribution aware ranking function that calculates the priority of a bidder given its

value and lifetime in an online single auction setting. We present the simulation results of the

priority value function Prank - II and investigate how the priority value of a bidder changes with

changes in bidders’ arrival rate, supply availability, and bidders’ lifetime (see Fig. 6.5).
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Figure 6.5: Priority value with varying parameters (Prank - II)

First, we consider an auction environment where new bidders arrive following a Poisson distri-

bution with a mean value of 2 and lifetime of the bidders are uniformly distributed over {1, 2, 3}.

Also, number of available spectrum units at each period is uniformly distributed over {0, . . . , 4}

with a mean value of 2. Fig. 6.5a shows the priority value of a bidder at different periods of its life-

time under this setting. For example, the priorities of a bidder of value $100 are $40, $45, and $100

with 3, 2, and 1 period to live. As expected, a bidder’s priority value increases as it approaches the

end of its lifetime.

Next, we set the bidder arrival rate following a Poisson distribution with a mean value of 3 and

the lifetime of the bidders are uniformly distributed over {1, 2, 3}. We vary the supply availability

rate {0, 1, 2}, {0, . . . , 4}, {0, . . . 6} with mean 1, 2, and 3 respectively. Fig. 6.5b shows a decrease

in the priority value of a bidder with an increase in supply rate. This is because more supply

per period increases winning probability at early periods, and the expected payoff from remaining

lifetime periods increases which decreases the priority value of the bidder.

Third, we vary the mean value of the bidder arrival rate while the lifetime of the bidders are

uniformly distributed over {1, 2, 3}. We plot the priority value of a bidder with 2 and 3 remaining

periods of its lifetime in Fig. 6.5c. The mean arrival rate are considered 2 and 3. The result shows

that the priority value of a bidder at the same period increases with an increase in the bidder arrival
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Figure 6.6: Priority values with varying parameter (Prank-III)

rate. This is because with the arrival of more bidders, the auction gets more competitive, and the

winning probability decreases. This leads to a decrease in the expected payoff which is followed

by a higher priority value.

6.5.1.2 Prank - III

Prank-III is a distribution aware ranking function that calculates the priority of a bidder given its

value and lifetime in an online double auction setting. In this section, we analyze the properties of

Prank-III. We take a closer look at the priority values of a bidder at different periods of its lifetime.

We consider a setting where bidders have either 1 or 2 periods of lifetime. We assume that bidders’

arrivals follow a Poisson distribution with mean value varying between 4 and 8. The priority values

of a bidder at the second to last period are shown in Fig. 6.6 across different valuations. The result

shows that the priority value of a bidder increases with the increase in bidders’ arrival rates and

increase in bidders’ valuations. This is because priority is calculated based on the expected utility

of future periods, and with the increase in bidders’ arrival rates, a bidder has to compete with more

bidders which reduces the expected utility at future periods.
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6.5.2 Algorithm Performance

We consider two different auction settings. In the first setting, all bidders are located inside each

other’s interference range. Thus, the interference relationship between users forms a complete

graph. So, a spectrum unit cannot be allocated to more than one user. In the second setting,

the users are randomly deployed. So, each user may experience different number of interferers

that may make it possible to allocate the same spectrum unit to more than one user. The first

setting is referred to as ‘setting with no reusability’ and the second one is referred to as ‘setting

with reusability’. For each setting, we have considered the following four performance metrics to

evaluate the performance of the auction algorithms

(i) spectrum utilization rate - it denotes the ratio between the number of bidders who won a

spectrum unit and the number of spectrum units auctioned for sale.

(ii) bidder satisfaction rate - it denotes the ratio between the number of bidders who won a

spectrum unit and the number of bidders who participated in the auction.

(iii) average value of winner - it denotes the average valuation of a winning bidder which is

related to the efficiency of the auction.

(iv) revenue per winner - it denotes the average price a winning bidder pays for a spectrum unit.

6.5.3 Single Auction Algorithm

In this section, we simulate different auction settings to verify the properties and analyze the per-

formance of the proposed auction mechanism. We assume that both the bidders’ arrival and spec-

trum availability follow a Poisson distribution [30]. Also, the bidders’ lifetime follows a Uniform

distribution while the bidders’ valuation follows a Uniform distribution with support {1, . . . , 100}.

165



To the best of our knowledge, this is the first work addressing both the dynamic arrival of

bidders and dynamic spectrum supply. For performance comparison, we select Topaz [30] that

successfully handles the dynamic arrival of bidders but considers a fixed number of available spec-

trum units. It allocates spectrum to the bidders in the non-decreasing order of their bids whenever

a new bidder arrives. In order to handle the dynamic supply, we also invoke the allocation pro-

cedure when new spectrum arrives at the auction. Note that, Topaz is not truthful since a bidder

can gain benefit by reporting a longer deadline (see in Fig. 6.4). Additionally, we have consid-

ered an auction setting where spectrum supply is fixed. We have also included the results from an

off-line algorithm where the auctioneer has complete information of bidder arrival and spectrum

supply in future periods. Thus the off-line algorithm serves as a benchmark solution to analyze the

performance of SOADE.

6.5.3.1 Results on Setting with No Spectrum Reusability

We evaluate the performance of the proposed single auction algorithm in the setting with no spec-

trum reusability (defined in Sec. 6.5.2). In this setting with no reusability, we assume that the

bidders arrive following a Poisson distribution, and their lifetime is uniformly drawn from the set

{1, 2, 3}. We change the mean arrival rate of the bidders between 2.0 and 3.0. We assume that

supply arrive at each period following a Uniform distribution from the set {0, 1, 2}.

Under the setting with no spectrum reusability, Fig. 6.7 shows the simulation results of four

performance metrics of SOADE and Topaz. In the case of spectrum utilization rate (Fig. 6.7a) and

the bidder satisfaction rate (Fig. 6.7b), SOADE performs marginally better than Topaz. This is

because in SOADE, a bidder with smaller value and shorter lifetime may have higher priority than

a bidder with larger value and longer lifetime and wins over it. Also, as expected, the spectrum

utilization rate increases, and the bidder satisfaction rate decreases with the increase in bidders’

166



1.5 2 2.5 3 3.5

bidder arrival rate

0

0.2

0.4

0.6

0.8

1
s
p
e
c
tr

u
m

 u
ti
liz

a
ti
o
n
 r

a
te

Topaz SOADE Off-line

(a) spectrum utilization rate

1.5 2 2.5 3 3.5

bidder arrival rate

0

0.1

0.2

0.3

0.4

0.5

b
id

d
e
r 

s
a
ti
s
fa

c
ti
o
n
 r

a
te

Topaz SOADE Off-line

(b) bidder satisfaction rate

1.5 2 2.5 3 3.5

bidder arrival rate

0

20

40

60

80

a
v
e
ra

g
e
 v

a
lu

e
s
 o

f 
a
 w

in
n
e
r

Topaz SOADE Off-line

(c) average value of a winner

1.5 2 2.5 3 3.5

bidder arrival rate

0

10

20

30

40

50

a
v
e
ra

g
e
 p

ri
c
e
 p

a
id

 b
y
 a

 w
in

n
e
r

Topaz SOADE Off-line

(d) revenue per winner

Figure 6.7: Topaz vs. SOADE on setting with no reusability

arrival rate. The next figure (Fig. 6.7c) reflects the auction efficiency of the auction. Both the

approaches show similar result where the average value increases with the increase in bidders’

arrival rate. Finally, we compare the winner’s payment (denoted as auction revenue) in Fig. 6.7d.

The result shows that revenue increases with the increase in arrival rate due to the presence of

more competitors in the auction. For a fixed user arrival rate, SOADE generates more revenue than

Topaz but less than the off-line algorithm. This is because winning price in SOADE depends on

the priority values of the participating bidders on the same auction period.
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6.5.3.2 Results on Setting with Spectrum Reusability

We also evaluate the performance of the proposed single auction algorithm in the setting with

spectrum reusability (defined in Sec. 6.5.2). Under this setting with spectrum reusability, we

allocate the same spectrum to more than one users as long as they are not interfering each other.

We consider that nodes are randomly distributed within 250m×250m area. The interference range

of a user is set to 50m i.e., two nodes will interfere each other if they are less than or equal to 50m

apart. In other words, two users located 50m apart from each other can use the same spectrum

unit without any interference. As before, the bidders’ lifetime is uniformly drawn from the set

{1, 2, 3} while the mean bidders’ arrival rate is changed between 16 and 24. We also consider that

the spectrum unit is uniformly drawn from the set {0, 1, 2} with mean 1. The simulation result is

presented in Fig. 6.8. The result shows similar pattern to the first setup and SOADE generates

revenue closer to that of the off-line algorithm. We have also considered an auction environment

with fixed number of spectrum supply per time period. We get similar results where SOADE

achieves higher revenue and higher bidder satisfaction rate than that of Topaz2.

In summary with fixed or dynamic spectrum supply, with or without spectrum reusability,

SOADE generates auction revenue close to off-line revenue in addition to slightly increasing spec-

trum utilization rate, bidder satisfaction rate, winners’ valuations while preserving truthfulness in

comparison to Topaz.

6.5.4 Double Auction Algorithms

In this section, we analyze and evaluate the performance of the proposed algorithms under dif-

ferent auction setting. For convenience, we refer to the distribution aware online double auction

2Due to the its similarity with Fig. 6.7, results are not shown here
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Figure 6.8: Topaz vs. SOADE on setting with spectrum reusability
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mechanism as ‘distAware’ and the distribution unaware mechanism as ‘distFree’.

We consider bidders’ arrival follows a Poisson distribution and spectrum becomes available

following a Uniform distribution [118] [30]. In all following simulations, spectrum availabil-

ity per period is uniformly drawn from {5, 6, 7}. Bidders’ valuations are uniformly drawn from

{21, . . . , 70} while sellers’ valuations are uniformly drawn from {1, . . . , 50}. For any auction set-

ting, we run the simulation 5 times and each time, the simulation runs for 5000 time periods. For

statistical confidence, we take an average of all these runs. Similar to single auction performance

analysis, we use two different auction settings.

6.5.4.1 Results on Setting with No Spectrum Reusabililty

We evaluate the performance of the proposed double auction algorithm in the setting with no

spectrum reusability (defined in Sec. 6.5.2). To the best of our knowledge, existing research

cannot ensure truthfulness in an online dynamic setting. Therefore, we compare our algorithms

with an off-line algorithm. Note that the off-line auction benchmark is necessarily counter-factual

in that it is not possible to implement it without knowing the future realizations of the distributions.

However, it serves as a good benchmark in that it gives the best possible outcome. We consider an

auction setting where all bidders are interfering to each other. Bidders’ arrivals follow a Poisson

distribution with a mean value varying between 4 and 6 and bidders’ lifetimes are uniformly drawn

from {1, 2, 3}.

Under the setting with no spectrum reusability, we observe that both distAware and distFree

show almost as high bidder satisfaction rate and spectrum utilization rate as the off-line approach

when the mean arrival rate of bidders is close to the mean number of spectrum units. We also plot

the total payment made by bidders (Fig. 6.9c) and total payment made to the sellers respectively.

The results show that distAware generates revenue closer to the off-line approach than distFree
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Figure 6.9: Performance comparison on setting with no reusability

with varying mean arrival rates. Finally, we plot the winning bidders’ valuations in Fig. 6.9d. It

shows that both algorithms give almost the same result as in the off-line algorithm.

6.5.4.2 Results on Setting with Spectrum Reusability

Like single auctions, we investigate the performance of the double auction algorithms in the setting

with spectrum reusability (defined in Sec. 6.5.2). Under the setting with spectrum reusability, the

same spectrum is allocated to non-interfering bidders. We consider the network in which the

secondary users are scattered randomly within an area of 100m×100m. The interference range
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Figure 6.10: Performance comparison on setting with spectrum reusability

of a secondary user is set to 20m. Two users located 20m apart can use the same spectrum unit

without any interference. An interference graph G is constructed based on the user’s transmission

range. In the simulation, bidders’ arrivals follow a Poisson distribution with mean value varying

between 32 and 64, and their lifetimes are uniformly drawn from {1, 2, 3}.

Under the setting with spectrum reusability, we first plot bidder satisfaction rates in Fig. 6.10a.

The result shows that with the increase in bidders’ arrival rates, the winning rate of bidders de-

creases. However, the distFree algorithm achieves the same satisfaction rate as the distAware

algorithm. We also calculate the winning probability of a bidder given its value, referred to as
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Pr(xi = 1|vi). As expected, the higher valued bidders have higher probabilities to win and the

winning probability decreases with the decrease in bidders’ valuations. Also, the distAware algo-

rithm shows a slight increase in the winning probability for higher valued bidders compared to the

distFree algorithm.

Next, we plot the spectrum utilization rate (s̄) in the auction in Fig. 6.10b. The arrival of more

bidders in the auction increases spectrum reusability, however, the rate of change in spectrum

utilization diminishes at higher arrival rates of bidders. We also calculate the winning probability

of a seller given its valuation and the result shows that the lower the ask of a seller is, the more it

is likely to win.

Fig. 6.10c shows the average payment a bidder pays according to the proposed algorithms,

while Fig. 6.10d shows the the average payment a seller receives. The results show that bidders’

payments are lower in the distFree algorithm than in the distAware algorithm while the sellers’

payments are almost same in both cases. Also, the number of trades increases as the bidders’ arrival

rates increase, however, the rate of change in the number of trades diminishes. The auctioneer’s

balance is higher in the distAware algorithm than in the distFree algorithm.

6.6 Summary

In this chapter, we investigate online single and double auction for spectrum allocation in the dy-

namic secondary market. In this spectrum market, both bidders and sellers arrive dynamically

with different lifetimes and different valuations. We first present an online single auction mecha-

nism to allocate the randomly available spectrum among the bidders according to their value and

urgency of transmission, such that bidders with higher values and shorter lifetimes of demand re-

ceive a higher priority. By allocating the same spectrum unit to non-interfering bidders, we achieve
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spectrum reusability. We formally prove that the mechanism is individually rational for all agents

ensuring truthful reporting by both sellers and bidders, including bidders’ valuations and lifetime

reports. The proposed mechanism is simulated under various distributional settings, and auction

revenue and bidder satisfaction rate are significantly increased compared to existing work. Second,

we present two algorithms for winner selection and price determination in an online double auc-

tion setting. The first algorithm assumes that the underlying distributions of arrival of bidders and

sellers are known to the auctioneer. Using this information in a priority function, the auctioneer

determines the winning opportunity of a bidder at different periods of its lifetime. The second

algorithm works without any distribution knowledge and determines the critical price for a bidder

based on McAfee rules and active bidders in its neighborhood. Both mechanisms are proved to be

truthful, individually rational, and budget balanced. We compare the performance of these algo-

rithms with an off-line algorithm. The simulation results show that these algorithms provide almost

the same bidder satisfaction rate and spectrum utilization rate compared to the off-line mechanism

when the number of bidders and supplies are equal on average. We also compare results in terms

of auction revenue, bidders’ valuations, and sellers’ valuations and find that both these algorithms

achieve results very close to the off-line mechanism.
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Chapter 7

Conclusion

Cognitive radio network has provided promising means of spectrum sharing to address the limita-

tions of the traditional fixed allocation system. With the flexibility and adaptability of the CRN,

the primary and secondary users adopt various collaboration models for efficient spectrum man-

agement. In this dissertation, we have explored three collaboration models between the primary

and secondary users — sensing based, relay based, and auction based. We have identified the

challenges in these models and addressed some of these challenges towards the development of

efficient spectrum sharing algorithms. We also provide a list of research topics for our future

study.

7.1 Summary of Contributions

In this section, we summarize our contributions on solving different problems in three different

collaboration models.

7.1.1 Contribution on Sensing based Collaboration Model

In the sensing based collaboration model, secondary users share their sensing reports among them-

selves to detect free channels without primary users’ knowledge. Based on this model, an IEEE

802.22 standard is developed for wireless regional area network. We address a well known vulner-

ability in sharing sensing reports in IEEE 802.22, propose a prevention mechanism, and validate
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its effectiveness through simulations.

7.1.1.1 The SSDF Attack and Proposed Solution

The report sharing vulnerability in IEEE 802.22 is referred to as spectrum sensing data falsification

(SSDF) attack. According to the IEEE 802.22 guidelines, all SUs send their sensing reports to the

base station, and the BS makes a decision about the PU presence based on all the reports. We have

identified that in the SSDF attack, a malicious secondary user may send false sensing reports to

fool the base station. We have shown that a malicious user may convince the BS to make a wrong

decision about the PU presence and afterwards, it can use the free channel without sharing it with

others. This attack is proven to be harmful to promote effective spectrum sharing.

To further analyze the SSDF attack, we have discussed how a malicious user may exploit this

vulnerability in the network independently and collaboratively and may gain benefits from that. We

have considered three different types of group attacks. In the first type of group attack, malicious

secondary users form different subgroups. The members in the same subgroup alter reports with

the same probability and report to the BS; however subgroups are independent and may opt to alter

sensing reports with different probability. In the second type of group attack, the malicious users

falsely report the exact opposite of the actual sensing report of majority of the users. This way, the

attackers try to maximize their chances of success to manipulate the BS while avoiding detection

by the BS. In the third type of group attack, malicious users follow an adaptive attacking strategy

where an attacker changes its attacking probability based on the outcome of its action and adapts

accordingly.

To defend against such individual and group attacks of malicious secondary users, we have

presented an adaptive reputation based clustering algorithm, ARC. In this algorithm, the BS keeps

record of recent sensing reports from the secondary users. A number of virtual clusters are formed
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based on their sensing reports and their reputation using k-medoid clustering. The decision about

the PU presence is made in a two step voting. In the first step, each cluster determines its decision

about the PU presence. To calculate the cluster vote, current report of each member of the cluster is

normalized by the inverse of the distance between the member and the medoid of the cluster. Thus,

depending on a user’s distance from the mediod, its voting contribution varies. A user closer to

the medoid has more power to influence the cluster’s decision than the one far away from it. In the

second step, the base station takes a majority vote among the clusters to make a final decision. The

final decision is then used to adjust the reputation of the users in the same way. A user closer to the

medoid of its cluster experiences more changes in reputation than a user away from the medoid.

Thus, the honest and malicious users are separated in the BS, and SSDF attacks in IEEE 802.22

are prevented.

7.1.1.2 Performance Evaluation

To verify the efficacy of the proposed algorithm ARC, we have used three performance metrics

- error rate, recall, and false alarm rate. Error rate denotes the number of times the BS makes

a wrong decision in percentage. Recall denotes the ratio of number of attackers detected by the

proposed algorithm in comparison to the actual number of attackers in the network. The false alarm

rate denotes the number of honest users tagged as attackers in comparison to the total number of

users tagged as attackers in the network. We have performed simulation varying the attacking

probability, changing the number of attackers, and adopting different attacking strategies with

the algorithm in [8]. The simulation results show that our proposed algorithm lowers the error

rate than [8]. It also detects many of the attackers in the process and the false alarm rate is almost

negligible compared to [8]. The performance of our proposed algorithm can be explained as follow.

Whenever the number of attackers in the network or their attacking probability increases, the virtual
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distance between honest and malicious users is also increased. This results in two cases. First, the

honest and malicious users end up in separate clusters. As long as total number of malicious

users are smaller than the number of honest users, malicious users cannot take over majority of

the clusters and their influence on the BS is reduced. Second, the malicious users coexist with the

honest users in different clusters. But the virtual distance between the honest and malicious users

in the same cluster becomes significantly large. Therefore, the malicious users cannot influence

most of the cluster’s vote and the error rate drops significantly. Thus, the proposed algorithm ARC

neutralizes the harmful impact of the malicious users on the BS decision.

7.1.2 Contribution on Relay based Collaboration Model

In relay based collaboration model, the primary users share their spectrum in time and/or fre-

quency domain in exchange for relaying service from the secondary users. The secondary users

act as intermediate relays in return for transmission opportunities. Thus, primary and secondary

users schedule cooperative transmission based on their mutual needs. We explore the validity and

effectiveness of this model in the case of real-time applications. We also apply this model to form

routing paths where secondary users relay primary packets over multiple hops in exchange for

transmission opportunities. We devise cooperation algorithms based on this model for both cases

and discuss our findings from simulation results.

7.1.2.1 Cooperation Algorithm in Real-time Applications

We have first analyzed the relay based collaboration model for real-time applications. Due to the

time constraints in real-time packet delivery, the cooperation overhead becomes a serious issue

in this model. The negotiation phase for cooperation may impose higher delay to later packets

which may hurt the system performance. We have also identified that secondary transmission
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may cause overwhelming interference to primary transmission if not properly analyzed. When a

primary user is in agreement with a secondary user, it allows the secondary user to transmit. By

allowing secondary transmission, the interference relationship among users is changed. As a result,

the ongoing transmission of other primary users might experience interference from the secondary

transmission. Both these issues are carefully handled in our analysis. We have included the impact

of transmission deadlines, negotiation overhead, and secondary interference in a user’s cooperative

transmission decision.

We have formulated the cooperative relay selection in real-time applications as a Markov deci-

sion process. Each state in the MDP represents the queue status of the network and each action in

the MDP represents a transmission decision. Based on the state transition and the selected action

the reward of primary and secondary user is defined. For primary users, we define the reward as

the probability of successfully delivering a packet while for secondary users we define the reward

as the number of bits transmitted for each unit transmission power spent in relaying. Based on our

MDP analysis, we have presented an interference aware cooperation algorithm. In this algorithm,

users try to reduce the overhead by prolonging the cooperative transmission period without going

through the negotiation period. A secondary user in its offer negotiates the transmission power to

reduce power consumption in relaying within the operating range. On the other hand, a primary

user accepts the offer that provides best transmission time in comparison to direct transmission.

Once a cooperation is set up, the cooperating users continuously monitors the change in queue size

and the packet delivery rate. If the status change exceeds a certain threshold, both users terminate

the cooperation and return to negotiation period. Otherwise, the users continue cooperative trans-

mission on the negotiated terms. Thus, relay based collaboration model enhances the performance

of real-time applications.

Our analysis reveals that the distance between a primary user and a secondary user plays a
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significant role on the success of relay based collaboration model in real-time applications. Specif-

ically, we found that a secondary user can only cooperate with the primary users located within

a certain distance from it. To further understand the effectiveness of the collaboration model and

study the performance of the proposed cooperation algorithm, we have focused on three features.

The first performance metric we look into is the packet reception rate. The simulation result shows

that the proposed cooperation algorithm improves packet reception rate and transmission opportu-

nities of primary and secondary users respectively than the algorithm proposed in [117]. This is

because our proposed algorithm takes into consideration the interference caused from secondary

transmission, and a secondary user adjusts its transmission power in relaying primary packets ac-

cordingly. The second evaluation metric we consider here is the PU overhead which denotes the

frequency of negotiation periods in scheduled transmissions. The simulation results show that our

proposed algorithm significantly reduces the frequency of negotiation period compared to [117].

Unlike [117], our algorithm avoids frequent negotiation by continuing an existing collaboration

until the change in packet reception rate with respect to change in queue decreases. This tradeoff

also reduces the power cost of secondary users in relaying primary packets which is confirmed in

the cost benefit analysis. The cost benefit analysis refers to the amount of power consumption in

relaying to transmit one secondary packet.

7.1.2.2 Cooperation Algorithm in Multi-hop Routing

We have extended our analysis from single hop to multiple hops in relay based collaboration model.

In this model, the routing path of a primary source-destination pair is established over multiple

secondary users where each secondary user relays the packets of cooperating primary users to

the next one in exchange for transmission opportunities. We identified that such multi-hop relay

based cooperative routing faces couple of new challenges. First, unlike single hop communication,
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the success in a multi-hop communication also depends on the sharing among secondary users.

Second, the multi-hop cooperation needs to ensure convergence of the routing path and its stability.

We have formulated the multi-hop relay selection problem as an overlapping coalition forma-

tion game where each coalition represents the routing path of a primary source-destination pair.

Secondary users may participate in one or more routing paths depending on the opportunities and

thus may overlap in more than one coalition. The primary users share their bandwidth with the

secondary users participating in their routing paths. We have defined the reward of primary and

secondary users as the primary throughput in terms of data rate and path delay, and secondary

opportunities in terms of energy consumption respectively.

We have presented a cooperation based routing algorithm. In this algorithm, a primary user

initiates the search of cooperative routing path to its immediate neighbors. Consequently, the

receiving secondary users forward to their neighbors if they do not have any direct path to the final

destination. While a secondary user receives a routing proposal, it adds its own demand and returns

to the source. Finally the source primary user accepts the new path or continues with the existing

path. The decision of searching for routing path or continuing with the existing one is determined

based on some carefully tuned control parameters that ensure quick convergence of the algorithm

and stability of the routing paths.

The proposed cooperative routing algorithm is evaluated by varying different parameters and

simulation results are compared with the algorithm in [79]. The simulation results show that the

proposed algorithm increases data rate of primary users and transmission opportunities of sec-

ondary users. We also observe that the length of the routing path remains almost same whereas the

number of overlapping secondary nodes increases with the increase of number of primary users

in the network. This implies that each routing path has a maximum length after which it is not

profitable for both primary and secondary users. On the other hand, the path length increases with
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increasing number of secondary users. This is because more secondary users create more oppor-

tunity for cooperative routing paths. We also vary two algorithm parameters. First, we change the

weight factor that controls the tradeoff between data rate profit and delay profit of a primary user.

As the primary profits incline towards data rate, the number of overlapping secondary users and

path length increases. The second parameter controls the convergence rate of the algorithm. As

we set smaller value, the routing paths take more time to converge. This is because for a smaller

value, users intend to explore more opportunities for better routing paths. These findings reveal that

the selection of parameters’ values is very important for the success of the proposed cooperation

algorithm.

7.1.3 Contribution on Auction based Collaboration Model

In the auction based collaboration model, primary users lease their unused spectrum (which would

have been unutilized otherwise) to secondary users for monetary profits. In this dissertation, we

investigate online dynamic secondary spectrum markets, design truthful mechanisms, and present

our findings from the simulation of online auctions.

7.1.3.1 Online Spectrum Auctions

We have identified several major challenges to adopt auction based collaboration model in online

dynamic spectrum markets. The first challenge in spectrum auctions is to ensure maximum spec-

trum utilization i.e. the algorithm should be able to allocate the same unit to multiple bidders as

long as they are not interfering each other. The second challenge we need to address is to make

online decision on spectrum allocation and pricing. The mechanism must also adhere to the desired

properties such as truthfulness, individual rationality, and budget balance.

We have addressed these problems considering two cases. In the first case, we have considered
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that distribution information is known to the auctioneer. A bidder with transmission deadline will

not value an item the same when it has an opportunity to win at later periods of its lifetime. In

the distribution aware mechanism, the auctioneer uses the distribution information to calculate the

amount a bidder is willing to pay at different periods of its lifetime. We have denoted that amount

as a bidder’s priority and used this amount to rank that bidder to consider for spectrum allocation.

We have approached the calculation in three steps. In the first step, we have calculated the bidders’

priority values of the dynamic setting when all bidders have the same valuation of a spectrum unit.

Next, we have relaxed that assumption where bidders have different valuations. Finally, we have

calculated the dynamic auction setting where sellers also have different valuations. Based on these

priority values, we design two online (both single and double) auction mechanisms that are proved

to be truthful, individually rational, and budget balanced.

In the second case, we have considered that the distribution information is not known to the

auctioneer. We have presented spectrum allocation and pricing algorithm for the online double

auction setting. We have applied bid monotonic spectrum allocation to set the order of bidders

considered for spectrum. To determine the spectrum price for a winning bidder, we have calcu-

lated the critical price at each period of its lifetime and the final price is set to the minimum of those

critical values. At each period, the mechanism executes three steps. In the first step, candidate bid-

ders are selected according to the spectrum availability, interference relationship among bidders,

and their bids. In the second step, debts for the current period is calculated. We have calculated

the debt considering the winners who has won before the lifetime expires and the price they could

have paid in the current period. In the final step, we select the winners from the candidate list in

a way so that the debts in the second step can be compensated equally by the neighboring users

without violating any of the auction properties.
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7.1.3.2 Performance Evaluation

We have run simulation with varying distribution parameters to verify the accuracy of the priority

functions for both online single and double auction settings. For both settings, the results show

that the priority function is a strictly non-decreasing function with concave envelope with respect

to value. The results also show that the priority of a bidder increases with increase in the number

of arrival of bidders and decrease in number of supplies given everything remains same. We have

thus established our observation about the bidders’ willingness to pay through simulation for both

distribution aware online single and double auctions.

We have also performed numeric simulations to test the performance of the proposed distribu-

tion aware (both single and double) and distribution free double auction algorithms based on four

different metrics — 1) bidder satisfaction rate denoting the percentage of bidders that win spectrum

units, 2) spectrum utilization rate denoting the percentage of spectrum units sold to bidders, 3) av-

erage value of a winner denoting the average valuation of winning bidders, and 4) average price

of a winner denoting the price a winner pays for spectrum. We have compared their performances

with Topaz [30] and offline algorithms. Users’ density is also varied to enforce tests with spectrum

reusability. The simulation results show that the proposed online single and double algorithms have

better bidder satisfaction rate and spectrum utilization than Topaz [30]. The auction efficiency is

measured in terms of the total valuation of winning bidders and the auction revenue is measured in

terms of winners’ payments. Again, our proposed algorithms achieve higher efficiency and higher

revenue than Topaz [30] while ensuring truthfulness, individual rationality, and budget balance.
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7.2 Future Work

While we have addressed some of the challenges towards the development of efficient spectrum

sharing algorithms under different collaboration models, there are still some open research prob-

lems needed to be solved. We present a list of topics that will direct our future research.

7.2.1 Unified Solutions against Combined SSDF and PUE Attacks

In the sensing based collaboration model, we have discussed the SSDF attack and presented an ef-

fective solution to this problem. In this problem, we assumed that all secondary users are within the

interference range of the single primary user. Each secondary user applies energy detection tech-

nique (based on received signal strength) and sends a binary report (yes/no) to the BS. However,

there might be more than one primary user in the area and based on their location and transmission

power, the received signal strength may vary from one secondary user to another. As a result,

even honest secondary users reach wrong conclusion about the channel status following energy

detection technique. Our proposed reputation based clustering algorithm may incorrectly identify

some honest secondary users as attackers because of their unintentional false reporting. This will

increase error rate and false alarm rate. Therefore, the secondary users should submit their received

signal strength with location information to the BS instead of binary reports only. Additionally, a

malicious secondary user may emulate the signal of a primary user to fool the detection method of

an honest secondary user. This behavior is known as ‘primary emulation attack’ or PUE attack in

short [5]. In this attack, a malicious secondary user emulates a primary signal during the sensing

period. All honest users detect the signal, and falsely report the primary user’s presence. The BS

decides that the channel is busy and stops any secondary transmission. The malicious secondary

users can exploit that opportunity and exclusively use the channel by themselves. The malicious
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users can form groups to further manipulate the system. Therefore, the future research should be

directed on developing a unified solution [112] that prevents both SSDF and PUE attacks.

7.2.2 Pervasive Communications in Cooperative Cognitive Radio Networks

We have analyzed the relay based collaboration model to support real-time traffic. We have ex-

tended our analysis from single to multiple hops and presented a cooperation based routing algo-

rithm. While the research broadens our understanding on relay based collaboration model, there

are still some unresolved issues. In the existing research, the implicit assumption is that the sec-

ondary users always relay over the same spectrum as the corresponding primary users transmit.

This requirement limits the spectrum sharing opportunities in real scenarios where the spectrum

is already crowded. Instead, a secondary user may explore all available spectrum bands to relay

packets of primary users. This pervasive mode of communication opens more sharing opportunity

among users operating over different spectrum bands. Interoperability among users with different

technologies and different spectrum bands will be a significant advancement towards the connec-

tivity requirement of future networks.

7.2.3 Trust and Security issues in Cooperative Cognitive Radio Networks

In relay based collaboration model, the secondary user either amplifies the primary signal and re-

lays it (amplify and forward) or decodes the signal, reconstructs it, and then relays it (decode and

forward). The latter method offers more resistance to multi-path fading than the former method. In

both cases the primary users are trusting secondary users with their packet information. This way

of communication may open opportunities to the malicious secondary users [137]. With this unre-

stricted access to primary contents, a secondary user may manipulate the contents with malicious
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intent. The secondary users can also extract confidential information and use it to devise different

spoofing and relay attacks. Since primary and secondary users may not belong to the same net-

work, it is important to study the trust and security issues in mutual communication. Ensuring the

integrity and confidentiality of the contents of primary users in a multi-hop cooperation framework

is an important research direction.

7.2.4 Multi-unit Online Spectrum Auctions

Based on the auction based collaboration model, we have developed the online spectrum alloca-

tion mechanisms. One of the limitations of the proposed mechanisms is that the bidders can bid

for single unit of spectrum only. This assumption may not be practical in real scenarios since

bidders may have different bandwidth requirements. However, the proposed mechanisms cannot

be directly extensible to multi-unit cases because of the following reason. A secondary user with

multi-unit demand may manipulate the auction mechanism by setting a lower value for later units.

Thus, a secondary user may indirectly influence the pricing of its spectrum. This opportunity for

manipulation can be prevented by forcing a bidder to have the same value for each unit irrespective

of its total demand. While this might work to prevent manipulation, it is unfair to the honest bidders

and the auction efficiency and revenue turnout will be low. Therefore, the future research should

focus on designing manipulation free online auction mechanisms supporting multi-unit demands

from bidders.

The bidders’ demands for spectrum may also be diverse in terms of duration. In our present

work, secondary users’ demand of spectrum is for one period only. Similar to multi-unit demand,

a bidder may ask for spectrum for longer durations. Supporting users with spectrum demand of

different durations in an online auction setting is also a challenging problem. For example, after

receiving all bids for the current period, a user may be allocated spectrum for continuous usage. But
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the scenario may change in the next period due to arrival of new bidders, and assigning spectrum

to the new user may earn more revenue than continuing with the previous bidder. In that case,

the mechanism has to preempt the previously allocated user, and the mechanism cannot charge the

user for partial usage [30]. Thus, it is important to accommodate such user demand online while

ensuring high spectrum utilization, auction efficiency, and revenue. Following our current result

and related research work, the future online spectrum auctions will address the diversity in user’s

demand in terms of spectrum units and durations.

7.2.5 Combinatorial Spectrum Auctions

A combinatorial auction is one where bidders submit multiple bid tuples instead for a single one.

Each tuple may request a different number of spectrum units for different durations and a user

may set different maximum amount he is willing to pay for each unit. We have considered an

auction setting where bidders’ submit a single bid request, and available spectrum are quantified

in units. However, users’ requirements are usually expressed in terms of minimum bandwidth and

may have different preferences. For example, a bidder may want to pay more for spectrum with

better propagation characteristics. However, it might also provoke the users to hide their actual

demand and manipulate the auction mechanism to pay a lesser amount.

We also need to develop a bidding language to express users’ demand and sellers’ supply

to the auctioneer efficiently and effectively. The transformation of complex supply and demand

into understandable format and devising a combinatorial auction mechanism will be an important

direction in future research. Also, the common assumption is that if a bidder does not get its

required demand its utility remains zero. But this is not the case since its packet will be lost and

this loss needs to be included in the analysis. This makes the design of combinatorial auction

mechanism much more challenging. Ensuring auction properties like individual rationality and
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truthfulness in a combinatorial auction mechanism will constitute the future research.

7.2.6 Preventing Bidder Collusion in Spectrum Auctions

In any auction, malicious bidders may want to manipulate the outcome by changing their bids

collaboratively. This form of unauthorized negotiation among bidders is known as ‘bidder collu-

sion’. Traditional long term leasing spectrum auctions have already suffered the negative impact of

bidder collusion [92]. Newer model of spectrum auctions may experience similar negative impact

in terms of auction revenue and spectrum utilization. This vulnerability threatens the opportunity

of small businesses against the big corporate. Only recently few studies like [144] addressed the

problem and presented an auction mechanism that discourage bidders from lying about their true

valuation. However, this study only considers bidders with single unit demand. Therefore, it is

important to understand bidder collusion in the context of dynamic secondary market. The auc-

tion mechanism must be able to identify any such attempt of bidder collusion and take necessary

actions to maintain fairness and truthfulness.

7.2.7 Spectrum Auction Infrastructure

Auction based collaboration model provides an effective means for spectrum sharing. We have

successfully analyzed the properties of the auction mechanism in online settings. Different vari-

ations of spectrum auctions have been proposed by the researchers focusing on auction revenue,

fairness, and truthful reporting. As the allocation algorithms mature the future research should

direct to build an infrastructure for spectrum auctions. FCC has recently put forward a three tiered

architecture plan for spectrum auction [26]. The researchers need to resolve lots of infrastructural

and maintenance issues regarding this plan that have not been considered in literature. For exam-
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ple, we need to standardize the bidding protocol for the secondary users. The researchers need

to develop how the FCC will maintain the available spectrum information and how it will share

it across various locations. On one hand it is difficult to adopt a centralized mechanism to fit the

diversity of bidders and sellers; on the other hand, decentralized mechanism would be very diffi-

cult to maintain and keep a synchronized database. Therefore, we need to consider all different

tradeoffs in infrastructure planning.

Finally, while these approaches individually may improve spectrum utilization, it will be inter-

esting to see how these approaches coexist and complement each other in future networks. This

will also open the possibility of applying these sharing techniques altogether in practice. We will

study and analyze the performance of these sharing techniques in the future research.
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