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ABSTRACT

SIMULATED PRODUCT SALES FORECASTING:
ANALYSIS OF MARKET AREA DEMAND
SIMULATION ALTERNATIVES
By

John Thomas Mentzer, Jr.

To develop a computer simulation model of the
operations system of a firm, it is necessary to accurately
replicate demand. Without this accurate representation of
demand, the validity of any conclusions drawn from the simu-
lation model are suspect. Therefore, the objective of this
research was to measure the accuracy of various demand gen-
eration (replication) methods under different environmental
conditions.

Three methods of demand generation were identified
as applicable to operations system computer simulation
models. The stochastic method randomly generates demand
from standard probability distributions. The firm demand
method generates demand for the firm through use of regres-
sion analysis. The industry demand method generates demand
for the industry and firm market share through use of
regression analysis.

The stochastic method and three different levels
of correlation in the regression analysis of both the firm

demand and industry demand methods were utilized to develop
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seven approaches to demand generation. These seven demand
approaches were tested for accuracy under ten environmental
conditions. The environmental conditions were determined
by various changes in the trend, seasonality, and variation
of the demand patterns that were to be replicated by the
demand approaches. The SPSF Testing Environment was used
to conduct the research. Seventy experimental simulation
runs were conducted for a test period of two hundred days
each.

The major conclusions of the research are:

1. The comparison for accuracy of each demand
generation approach to the demand pattern to be replicated
for each environmental condition revealed that the simplest
method of demand generation, the stochastic method, was by
far the most accurate under any environmental condition
where seasonality did not exist.

2. As seasonality was introduced, the stochastic
method lost accuracy but was still superior to the firm
demand and industry demand methods. However, at high levels
of seasonality the stochastic method was less accurate than
either the firm demand or industry demand methods.

3. Comparison of the accuracy of the demand
approaches developed from the firm demand and industry
demand methods revealed the level of correlation in the
regression analysis has a negligible effect on the accuracy

of demand generation.
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4. 1In the environmental conditions where the firm
demand or industry demand methods were more accurate than
the stochastic method, the added accuracy outweighed the
extra cost of data gathering for the regression analysis
required in the firm demand and industry demand methods.

5. A number of implications for the use of demand
generation in simulation research follow from the results
of this research. Previous simulation research has mostly
utilized the stochastic method. However, this research
suggests that the stochastic method would be preferred only
for simulations in which seasonality is either non-existent
or at a low level. If large seasonal fluctuations exist,
which represents a large percentage of actual business
situations, either the firm demand or the industry demand
methods should be utilized. This indicates that previous
simulation models have utilized a less accurate method
under conditions of high seasonality. Finally, the sto-
chastic method is of no use in the analysis of factors
which affect demand. Therefore, in any situation where
the demand generation method will also be utilized for
demand factor analysis, the stochastic method should not

be utilized.
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CHAPTER 1

INTRODUCTION

The creation of a model of market area demand can
be for either of two purposes: (1) forecasting and/or (2)
demand generation. The first represents the development
of a model of demand for the purposes of analysis of the
factors which affect demand for certain goods in a market
area and/or forecasting of future demand levels.

For example, such a model could be utilized to
forecast demand for dishwashers. Regression analysis could
be utilized with such factors as housing starts, apartment
starts, and disposable income to forecast dishwasher demand
in a particular market area. This model could serve not
only to forecast dishwasher demand, but the factors men-
tioned above could be analyzed over time to determine what
effect each has upon the demand. These can be termed
forecasting models.

Thus, the development of such a model can represent
an attempt to forecast future demand and/or test various
hypotheses pertaining to what factors affect demand.
Numerous examples of such demand modeling attempts

have been reported.'!



The second purpose for the development of a model
of demand for a market area is the use of such a model as
the force variable for a simulation model. These can be
termed demand generation models. The demand generation
model creates a stream of demand for a market area and
impacts upon the simulation model attempting to replicate
the operations of a firm in the market area.

For example, a simulation model of the physical
distribution system of a particular firm may be developed.
Included in this model would be the locations at which
inventory is stocked, the communication and transportation
links between the locations, sourcing policies, and the
products to be simulated. However, the system will not
function unless there exists some driving force, termed
the force variable, to pull the products through the
physical distribution system. This force variable is
the demand for the simulated products. The demand is
created by some demand generation model. Numerous
applications of such demand generation models have
been reported.?

The development of any model of market area demand
can have as its objective either or both of the above pur-
poses. The fact that the major impetus for the development
of a demand model is the creation of a force variable for

another simulation model does not preclude its use for the



furtherance of understanding of the factors that affect
demand or for actual forecasting itself. The reverse is
also true. However, unless specifically designed to serve
both purposes, there is no a priori reason to believe that
a given model will perform both. For example, a model
designed for creation of a force variable for another
simulation model will not necessarily also function as an
accurate forecasting model. 1Its accuracy in forecasting
must be tested before this generalization can be made.

The major thrust of this research was experimenta-
tion with demand generation models. Although some of the
discussion and conclusions of this research applies also
to forecasting models, the major criterion for inclusion

of a particular model was usefulness in demand generation.

General Problem Statement

Management today is becoming increasingly difficult
as systems developed to control the operations of a firm
become more complex. This complexity derives from the
increasing size and interrelations of business organizations
and the physical systems with which they interact.

For example, at the turn of the century the inven-
tory transfer function of logistics for most manufacturing
firms merely entailed the movement and storage of work-in-

process inventory within the confines of one building. This



small scale activity required little coordination and
could be understood and controlled merely by observing
the inventory flow. However, many present day firms have
a multitude of in-process facilities spread all over the
United States and the rest of the world. General Motors
Corporation has over 100 such facilities in the United
States alone. Work-in-process inventory now travels not
only across the plant, but across the city and even across
the continent to numerous stocking and processing plants.

Such large, complex systems are difficult to
visually conceptualize, much less understand. Not only
are the system components more geographically dispersed,
but more components, interrelationships, and products are
involved. Control of these systems demands some method
of analysis for assisting the manager to understand and
analyze this myriad of interrelationships. The science
of systems analysis has evolved to assist managers in the
analysis, understanding, and control of these complex
systems. ®

Systems analysis derives its foundation from the
systems concept which posits the following principles;
"(1) It is the performance of the total system that is
singularly of importance. . . . (2) Components need not

have optimum design on an individual basis because emphasis




is based upon their integrated relationship in the system.
.« « . (3) There exists between components a functional
relationship, which may stimulate or hinder combined
performance. . . . (4) It is explicit that components
linked together as a system can, on a combined basis,
produce an end result greater than that possible by
individual performance."“

The application of the systems concept and systems
analysis to business applications often entails the develop-
ment of models of corporate systems. A model can be defined
as "a representation of an object, system, or idea in some
form other than that of the entity itself."® Models can
be categorized as physical, analog, or mathematical. An
example of a physical model is a representation of a DNA
molecule. Constructed of plastic on a scale thousands of
times greater than reality, this model does not represent
a functioning system, merely a physical replication of the
molecule for demonstration purposes.

An analog model is intended as a representation
of a specific phenomenon and serves no other purpose. For
instance, a thermometer is an analog model of temperature.
It is considered analog because it serves no other purpose
but to measure temperature.

The third is a mathematical model which utilizes

mathematical relationships to replicate real world systems.




Computer simulations are examples of such mathematical
models.

Computer simulation is particularly applicable to
business situations. Such simulation models attempt to
replicate the performance of a firm or some segment of the
firm. The usefulness of such simulation is the ability of
the manager to observe the performance of the firm under
controlled conditions. Through controlled experimentation
with the simulation model it is possible to further under-
standing of the factors affecting operations. Contingency
analysis can also be performed to analyze the effects of
operations decisions on the simulation model before
implementing them on the actual corporate system.

Many modeling attempts in marketing deal with
simulation of the logistical components of facility loca-
tion, transportation, inventory, and material movement.®
Others address themselves to the sales forcasting aspect

of communications,’

while still others replicate the effects
of various marketing strategies on the target market.® Such
models of complex systems can further understanding and
augment analysis of the systems.

However, the validity of any such simulation model
of a corporate operations system is highly dependent upon

the accuracy of the demand given the model. Demand for

such an operational model must be of a short range nature--




defined as a stream of daily demand--to fit the planning
horizon of the model. Therefore, of major importance to
the functioning of the model is the accurate replication

of short range demand. Just as customer demand generally
provides the force variable for a firm's operations, the
demand generation model provides the force variable for a
model of a firm. In an experimental model designed as a
test environment, the applicability and validity of the
results are greatly dependent upon the method of demand
generation. For example, once a physical distribution
system is defined such that the parameters and operating
policies of each node replicate a firm's operating proce-
dures, the analysis of potential system efficiency rests

on the capability of the system to distribute inventory

to satisfy some form of demand. Regardless of the validity
of the operational system, if the representation of demand
is unrealistic or provides an inadequate approximation of
the actual demand situation confronted by the firm, the
modeling results will have little, if any, operational
validity. The applicability of the results for purposes

of decision guidance is directly proportional to the degree
to which the experimental demand can model actual short
range market situations. Thus, knowledge of the relative
accuracy of various methods of short range demand generation
for the purposes of creating the force variable for simu-

lation models of business operations is extremely useful.




Numerous studies have been conducted to test the
relative accuracy of forecasting models under different
environmental conditions. Among others, Whybark® and Gross
and Ray!’ tested various time series forecasting models and
Rao!! and Bass'? tested different regression and econometric
models. However, efforts to test the relative accuracy of
short range demand generation methods under various environ-
mental conditions has not been presented in the literature.
This lack of literature dealing with comparative studies of
short range demand generation methods provided the initial
impetus for this research. Therefore, it was this type of
comparative study with which this research was concerned.
For the sake of brevity, short range demand generation
methods will henceforth be referred to as demand generation

methods.

Detailed Problem Statement

To initiate this comparative study of demand gen-
eration methods, it was necessary to identify the methods
available and select those applicable to market area demand
generation. Five methods of demand generation are reported
in the literature. The first and most common method is the
use of actual historical orders as the demand input. This
method affords the advantage of extreme simplicity. The

past demand history is the only data required. However,



the fact that historical orders are to be utilized limits
the method to only simulation of demand situations that
have previously occurred. This excludes the method from
simulation of many of the environmental extremes that may
be necessary for reliable planning.

The second method utilizes consumer panel data to
develop probabilistic models of brand switching. This
method is termed micro-demand simulation or "buyer behavior
models." Historical data from consumer panels is used to
develop probability distributions for purchasing a given
brand in a particular situation. This method probabilis-
tically simulates individual buyer behavior patterns. The
method lends itself well to the investigation of the effect
of various marketing factors upon individual buyer behavior
and has been utilized to generate market area demand.'?
However, this research took a more macro orientation in
that demand was broken down from macro levels rather than
built up from individual demand. Therefore, the micro-
demand method was not utilized.

The third method of demand generation utilizes
standard statistical functions such as normal, log normal,
erlang, and poisson to generate demand. This can be termed
the stochastic method. The data requirements for this
method are quite simple, but no factors which may affect
demand are included. Therefore, the method could prove

to be unrealistic and inaccurate.
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The fourth method of demand generation uses
correlation analysis to obtain some measure of individual
firm demand. This is accomplished by obtaining historical
data on certain factors which correlate well with firm
demand and regressing them against historical records of
firm demand. For example, if it is felt that firm demand
in a particular market area correlates well with income and
birth rate, historical monthly data on these two variables
can be regressed against historical monthly demand to
determine an equation for firm demand. Thereafter, for
any particular period under generation, the respective
estimates of income and birth rate can be input to the
regression equation to generate an estimate of firm demand.

Correlation analysis can be utilized with any number
of independent variables, those factors affecting firm
demand, and can be used for either linear or logarithmic
relationships. Thus, considerable latitude exists in the
types of situations which can be analyzed. Not only does
the method offer the potential for an effective means of
demand generation, but several statistical techniques also
can be applied to the results to test the validity and
accuracy of the model. The major drawback to the firm
demand method lies in the potential difficulty of obtaining
the historical data necessary to develop valid regression

equations.
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The fifth method is actually composed of two
sub-methods. The first sub-method is similar to the
firm demand method except that industry demand, rather
than firm demand, is estimated. Therefore, the independent
variables utilized are those that correlate with industry
demand. Previous statements regarding accuracy, validity,
and flexibility of firm demand generation can be applied
to industry demand generation.

The second sub-method attempts to measure the
firm's effectiveness in various marketing factors affecting
demand in contrast to the effectiveness of the industry as
a whole in these same factors. 1If the former is placed in
the numerator and the latter in the denominator, the result-
ing fraction is a measure of market share for the firm in
question. This formula can be subjected to a logarithmic
form of regression analysis to generate firm market share.
This determination of market share is theoretically
accurate. In reality, however, the accuracy of this
determination depends directly upon the ability to obtain
measures of competitive firms' efforts in the relevant
factors (for instance, price, advertising, and product
quality) and to measure accurately the effectiveness of
these efforts.

The two sub-methods can be combined by multiplying

the market share fraction by the value of industry demand

i ETOmew $ e
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for a period. This combination provides firm demand for
the period. This method can be termed the industry demand
method.

The actual historical demand, micro-simulation,
stochastic, firm demand, and industry demand methods of
demand generation were all found in the literature and
considered for this research. However, the first method
is not actually demand generation, but merely a repetition
of history. Therefore, it was not included as one of the
demand generation methods to be tested in this research.

The second method represents demand generation on
an individual rather than a market area basis. It would not
prove impossible to sufficiently aggregate the individual
buying patterns inherent in this method to obtain a measure
of market area demand. However, this method does not offer
the macro approach desired for this research. Therefore,
it also was not included as one of the demand generation
methods to be tested in this research.

This left three methods of demand generation to be
tested. Different values of the coefficient of determina-
tion (R?) were utilized to develop three different demand
approaches for the firm demand method and three for the
industry demand method. The stochastic method in its

entirety represented a seventh demand approach.
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Thus, seven different demand approaches were tested
under different environmental conditions. These environmen-
tal conditions were delimited by the patterns of demand the
various demand generation approaches attempted to replicate.
Different combinations of level, trend, seasonality, and
variation were utilized to develop ten different demand
patterns or environmental conditions for testing the
accuracy of the seven demand approaches. These environ-
mental conditions were termed demand test conditions.

Given these demand approaches and the ten demand
test conditions, the detailed problem statement of this
research was to test the relative accuracy of demand
approaches representing the stochastic, firm demand,
and industry demand methods of demand generation under

various environmental conditions.

Researchable Questions

Based on the detailed problem statement, the
following researchable questions were developed:

1. Which of the demand generation methods most
accurately replicates the actual demand pat-
terns in each demand test condition?

2. 1Is the performance of the firm demand and
industry demand methods with respect to
the stochastic method affected by the value
of R? used in the regression formulation?

3. 1If the firm demand and/or industry demand
method performs more accurately than the
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stochastic method, is this superior accuracy
worth the cost of the added complexity of
the firm and industry demand methods?

4. Does the performance of each method change
under the different demand test conditions?
From these researchable questions the research

hypotheses were developed. These hypotheses will be

discussed at length in Chapter V.
Thesis Outline

This dissertation consists of seven chapters.
After the introductory chapter, Chapter II provides a
review of the literature relevant to this research. The
actual historical demand and micro-simulation methods are
briefly described and the rationale for their elimination
from this research are given. The remainder of the chapter
is devoted to the discussion of the stochastic, firm demand,
and industry demand methods of demand generation and a
review of the literature pertaining to these methods.

Chapter III describes the logical progression from
the stochastic, firm demand, and industry demand methods of
demand generation to the demand alternatives available in
the simulation model utilized. The development of the seven
demand generation approaches utilized in this research from

these methods and alternatives is also discussed.
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Chapter IV details the ten environmental conditions,
or demand test conditions, under which this research was
conducted. 1Included is a discussion of the environmental
factors considered important to demand generation research.

Chapter V details the research hypotheses to be
tested. Additionally, the research methodology and the
measures of system output are presented.

Chapter VI details the findings of the experimental
runs.

Chapter VII summarizes the findings and suggests
conclusions to be drawn from the research. Areas of fur-
ther research and the limitations of the present research
are also outlined.

The Appendix details selected statistical concepts
that were utilized but not described in depth in the body

of this dissertation.
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CHAPTER II

LITERATURE REVIEW

The primary objective of this chapter is to give
an overview of the literature that contributed to the design
of this research and to review certain literature that was
representative of the demand generation methods utilized.
The literature considered most important is presented. The

remainder of the sources are included in the Bibliography.

Methods of Demand Generation

In the review of relevant literature, five methods
were investigated which use some form of actual data to
develop a demand model. The first and most common method
is to use actual historical orders as the demand input.
This method affords the advantage of extreme simplicity.
The past sales history is the only data required. However,
the fact that historical orders are to be utilized limits
the method to only simulation of demand situations that
have previously occurred. This excludes the method from
simulation of many of the environmental extremes that may
be necessary for reliable planning. Due to its limited

scope, the method was not utilized in this research.
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Therefore, no further treatment shall be given to this
method in the literature review.

The second method utilizes consumer panel data
to develop probabilistic models of brand switching termed
micro-demand simulation or "buyer behavior models."
Historical data from consumer panels is used to develop
probability distributions for purchasing a given brand
in a particular situation.

In an article exemplary of this method, Lavington1
presented a micro-simulation model which is applicable to
certain types of markets for frequently purchased, consumer
goods. The model incorporated consumer panel behavioral
data and marketing factors that might affect demand.

A two-stage mathematical process was used. The
first determined the consumer's prepurchase disposition
to a particular brand based upon the firm's marketing
strategies and the consumer's past usage of the brand.
The marketing strategies consisted of distribution,
price, promotional, and advertising policies.

The second stage converted the prepurchase dispo-
sition into an actual purchase. This was accomplished by
computing the purchasing probabilities from the interaction
of the prepurchase disposition and the retailer policies.
The retailer policies consisted of offers-on-product

Packages, stocking position, and in-store displays.
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The model was tested by comparing the purchasing
record and the behavioral characteristics of the consumer
panel with those simulated by the model. Although the
author presented no actual results of this analysis, the
statement was made that the "results were satisfactory."

This and other similar models utilize the method
of probabilistically simulating individual buying behavior
patterns. Although the method lends itself well to the
investigation of the effect of various marketing factors
upon individual buyer behavior, considerable aggregation
from the individual consumer level would be necessary to
obtain market area demand. The main thrust of this research
was devoted to market area demand simulation from a more
macro orientation. Therefore, the micro-simulation, or
"buyer behavior model," method was not included in this
research. Although many articles exemplary of the method
are cited in the bibliography, no further treatment shall
be given to the method in the literature review.

The third ﬁethod of demand generation utilizes
standard statistical functions such as normal, lognormal,
erlang, and poisson to generate demand. This can be termed
the stochastic method. The data requirements for this
method are quite simple, but no factors which may affect
demand are included. Therefore, the method could prove to

be unrealistic and inaccurate. To test the relative
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accuracy of the method against methods that include factors
which may affect demand, the method was included in this
research. Therefore, a section of this chapter is devoted
to a review of literature pertaining to the stochastic
method.

The fourth method of demand generation uses corre-
lation analysis to obtain some measure of individual firm
demand. This is accomplished by obtaining historical data
on certain factors which correlate well with firm demand
and regressing them against historical records of firm
demand. For example, if it is felt that firm demand in a
particular market area correlates well with income and birth
rate, historical monthly data on these two variables can be
regressed against historical monthly demand to determine an
equation for firm demand. Thereafter, for any particular
period under generation, the respective estimates of income
and birth rate can be input to the regression equation to
generate an estimate of firm demand.

Correlation analysis can be utilized with any num-
ber of independent variables, those factors affecting firm
demand, and can be used for either linear or logarithmic
relationships. Thus, considerable latitude exists in the
types of situations which can be analyzed. Not only does
the method offer the potential for an effective means of

demand generation, but several statistical techniques also
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can be applied to the results to test the validity and
accuracy of the model. The major drawback to the firm
demand method lies in the potential difficulty of obtaining
the historical data necessary to develop valid regression
equations.

The fifth method is actually composed of two sub-
methods: (1) the industry demand sub-method and (2) the
market share sub-method. The first sub-method is similar
to the firm demand method except that industry demand,
rather than firm demand, is estimated. Therefore, the
independent variables utilized are those that correlate
with industry demand. Previous statements regarding accu-
racy, validity, and flexibility of firm demand generation
can be applied to industry demand generation.

The second sub-method attempts to measure the
firm's effectiveness in various marketing factors affecting
demand in contrast to the effectiveness of the industry as
a whole in these same factors. If the former is placed in
the numerator and the latter in the denominator, the result-
ing fraction is a measure of market share for the firm in
question. This formula can be subjected to a logarithmic
form of regression analysis to generate firm market share.
This determination of market share is theoretically accurate.
In reality, however, the accuracy of this determination

depends directly upon the ability to obtain measures of
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competitive firms' efforts in the relevant factors (for
instance, price, advertising, and product quality) and to
measure accurately the effectiveness of these efforts.

The two sub-methods can be combined by multiplying
the market share fraction by the value of industry demand
for a period. This combination provides firm demand for
the period. This method can be termed the industry demand
method.

The stochastic method, firm demand method, and
industry demand method were selected for analysis in this
research. Literature reviews of these methods are presented

in the next section.

Selected Demand Methods

Since the firm demand method and the industry
demand method include factors which affect demand, both
incorporate more relevant information and, therefore, offer
the potential for greater relative accuracy than the sto-
chastic method. For this reason all three methods are
included in this research and in this literature review.
The literature relevant to the stochastic method will be
presented first, followed by the firm demand method and
the industry demand method. A summary of the implications

derived from this literature review will be presented last.
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Stochastic Method

The development of a stochastic demand generation
model has seldom been undertaken solely for that purpose.
In every case encountered the model represented the force
variable for some larger model. These larger models range
from a model of market processes for marketing executive
decision making to various forecast testing environments
where the demand generated by the stochastic method rep-
resents the demand the various forecasting techniques
attempt to predict.

In the market processes simulation model developed

by Balderston and Hoggatt? three categories of participants

were included in the market: manufacturers, wholesalers,
and retailers. Demand for the model originated at the
retailers. The stochastic method was employed to generate
one independent demand curve for each retailer. Thus, the
force variable of demand for the model was an independent
stochastic process for each retailer.

For the purposes of demand generation in their
General Purpose Forecasting Simulator (GPFS), Gross and
Ray® utilized the stochastic method. The GPFS model was
developed for the purpose of testing various time series
forecasting techniques under prescribed situations. Demand,
which functioned as the force variable for the model, was

created by a pseudo-normal random number generator. The
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means and standard deviation of the normal distribution of
demand remained constant over an entire simulation. Thus,
the model presented the unrealistic assumption of static
demand throughout the simulation.

In the construction of another model for testing
time series forecasting techniques, whxbark“ utilized a
demand generator that randomly selected period demand. The
mean of the demand was drawn from a uniform distribution.
The length of time for which this mean remained stable was
also drawn from a uniform distribution. After this time
had elapsed, a new mean for demand was drawn.

The random fluctuations about the stable mean
were composed of a normal distribution with the standard
deviation specified by the user. This method of generation
was utilized as the demand force variable for all exper-
iments with the model. Therefore, the patterns of demand
not only fluctuated around a mean, but that mean could
randomly fluctuate at random intervals. The same approach
to demand generation was also used by thbark5 in the devel-
opment of a model for inventory control which was used in
conjunction with an inventory management game.

In summary, the progression in complexity for models
utilizing the stochastic method begins with simply supplying
a probability distribution from which demand is randomly

selected. By allowing the probability distribution to
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change over time, the static demand assumption is
eliminated. This increases complexity and, hopefully,

realism in the stochastic method.

Firm Demand Method

Unlike the stochastic method, the major appli-
cation of the firm demand method has not been to demand
generation. The majority of the literature pertaining to
the firm demand method utilized it for forecasting demand.
However, this literature is not at odds with the purposes
of this research. If a model can effectively forecast
demand, then the potential exists for demand generation
or replication. 1In most of the articles reviewed, half
of the historical data was utilized to develop the model
which attempted to forecast the second half of the data.
This, in effect, is replication or demand generation of
the second half of the demand data.

It should be noted that the forecasts were for
periods no shorter than one month. This is much too long
for the purposes of generation of demand as a force vari-
able. For this purpose the demand must be broken down into
individual orders which sum to daily demand. Therefore, to
use any of the literature reviewed in this section would
require its combination with some method of breaking the

monthly demand down into daily demand and individual orders.
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Although the form of the models reviewed may vary
considerably, their inclusion under the firm demand method
is predicated solely on the fact that firm demand was
determined through some form of regression analysis.

Bass and Parsons® developed a simultaneous
equation regression model for forecasting demand, based on
advertising expenditures. The analysis utilized sixteen
years of bimonthly data from the A. C. Nielson Company
to develop the model. The industry consisted of a few
dominant firms producing a product that had reached
"innovative maturity." Price competition was avoided
and sales promotion and distribution were viewed as a
given. Therefore, the industry emphasized considerable
advertising expenditures.

Based on the industry description, a four equation
model was built around the effects of advertising on demand,
demand on advertising, and other brand advertising. The
early data periods were used by the model to replicate
the later periods. Although only graphical analysis of
the accuracy was presented, the model appeared to closely
replicate actual demand.

Bass and Parsons utilized the post-introductory
stage of the industry to conduct their study. Parsons’
repeated the study on the same industry for the earlier

introductory stage. Utilizing this earlier stage, a two
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equation model was developed. The first measured the
influence of current advertising and previous retail
availability on current retail availability. The second
measured the influence of advertising and retail availabil-
ity on demand. As with the previous model the early data
were used to forecast the later periods. Analysis of
accuracy produced satisfactory results.

Rao®

compared five models of demand utilizing
1945-1965 data from six major cigarette companies. These
models were ordinary least squares regression, autoregres-
sive ordinary least squares with serially dependent errors,
a Koyck model of distributed lags® with serially independent
errors, a Koyck model of distributed lags with serially
dependent errors, and a simultaneous eguation system
using two stage least squares regression.

Fitting each of these models to the actual data
resulted in the conclusion that no method fared better
for all companies. The author further concluded that the
simultaneous equation model did not excell over the others.
Therefore, a researcher may be better off choosing among
the single equation models. Utilizing mean absolute per-
cent error (MAPE) to evaluate sensitivity, it was found
that advertising-demand relationship was highly sensitive

to whether demand was expressed in logarithmic form.
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Rippe, Wilkinson, and Morrison!®? developed a model

for forecasting demand in industrial markets based on
anticipated future capital spending of the target markets.
The authors first proposed a model which utilized an
input-output type model of industry demand and determined
market share by any of several techniques mentioned. One
of these suggested techniques was regression analysis.
Firm demand could be determined by multiplying industry
demand by market share. Although this approach was men-
tioned, the authors selected a model that directly deter-
mined firm demand via the input-output type model. The
model was applied to forecasting steel consumption for
the 1970-1973 period.

The accuracy of the model was compared to two
naive models via the measures of mean absolute percent
error (MAPE) and root mean squared error. The authors'

model was found to be the most accurate of the three.

Industry Demand Method

As with the firm demand method most of the lit-
erature on the industry demand method dealt with fore-
casting demand rather than generating demand. The comments
pertaining to the use of the firm demand method for demand
generation and the combination with some other method to

obtain daily demand also apply to the industry demand
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method. The inclusion of the following literature under
the industry demand method was predicated on the use of
some form or regression analysis to determine industry
demand and/or market share.

A model for estimating the demand for automobiles
was developed by Dyckmon in 1965. Some of the variables
reflect consumers' ability to buy, i.e., credit firms and
consumer liquid asset holdings, which are regressed along
with other factors such as the price index for cars, real
disposable personal income, and present stock of autos.

Dyckmon, as mentioned by Hughes,“ set up the
multiple regression equation in logarithmic form, thus
allowing one to obtain price elasticities as well as
income elasticities directly from the computer results.
The regressed coefficient of each independent variable
can be interpreted as that factor's elasticity when the
regression is done using common logarithms instead of the
variables themselves.

Kitchener and Rowland!’ reported three market

models of the razor blade market in the United Kingdom.
The first two models assessed market share changes among
two major brands. Although they are based primarily on
advertising expenditures, they are reasonably accurate in
predicting short-run changes in market share. The authors

devised a third model to cover longer periods of time in
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which market share was limited by a company's production
capacity. Company production capacity was, in turn,
determined by the marketing impact of variables such as
brand quality, price, company image, promotional activity,
advertising, and distribution. While operationalizing the
model, distribution and promotion were left out due to the
lack of available data, but advertising was included both
in terms of total expenditures and decay over time. The
major attribute of such a model is that it can be set up
to continually correct the division of market shares
between brands as a result of the marketing impact of
each of the above mentioned variables.

In the description of their Marketing Analysis
Training Exercise (MATE) Kuehn and Weiss!® developed an
exponential regression model for the determination of firm
demand. The first step in the model was the determination
of industry demand through a multiplicative function of
seasonality, growth, average industry price, total sales
and promotional expenditures for the industry, and average
per capita income. The exponent for each factor was
treated as the elasticity of that factor to demand.

The second step was the determination of market
share for a particular firm. This procedure was divided
into two sub-steps. The first historically determined the

Pex—cent of market share that was made up of habitual buyers
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of the firm's brand. The second sub-step determined the
percent of market share that was new or switch-over buyers.
This was accomplished through an exponential model that con-
sidered product characteristics, price, retail availability
or distribution, and advertising. Again the exponents
represented the elasticities of these factors to market
share. Combination of these two sub-steps constituted
market share. This figure multiplied by industry demand
provided the simulated demand for the firm.

Lambin®*

began his article by describing the
Dorfman-Steiner theorem in which industry sales are con-
sidered to be a function of price, advertising, and a
product quality index. The author then extended this
theorem to include competitive influences of each of
these factors which gave an estimation of market share.
This was followed by a formalization of the market share
model and a description of the case used to verify the
model empirically. The case involved deriving the elas-
ticity factors for a consumer durable good sold in three
European marketing areas. The data consisted of quarterly
observations over an eight-year period from 1959 to 1966.
The remainder of the article was devoted to a
discussion of the elasticities of price, advertising,
distribution, and product quality for the three market

areas. An appendix contained a mathematical derivation
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of a market share optimization rule based on the author's
variation of the Dorfman-Steiner theorem.

In the development of his on-line computer model
for marketing decision-making, Lambin!® utilized a model
of market share for a major oil company which considered
the number of service stations, the number of other outlets,
and total advertising expenditures. The model further con-
sidered the lagged sales effect of advertising and distri-
bution. Since there was no price differential among the
competing brands in the market studies, price was not
considered.

The model was tested with corporate data in a
linear and logarithmic form. Although the predictive
accuracy of both was highly significant, the best fit
was obtained with the linear form of the model.

Schultz's'® model defined demand and market share
response functions from empirical data on air passenger
traffic in one two-city market. Demand was generated
from regression of such variables as price, advertising,
population, business income, discounts, seasonality, GNP,
and personal income. Market share, on the other hand, was
defined as a result of the regression of advertising share,
population share, frequency share, demand, revenue, profits,
measure of service, and equipment availability. The demand

function was solved through simple regression, whereas the

A
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market share analysis was performed through a simultaneous
equation regression model. The use of simultaneous equa-
tions was justified by the fact that the determinants of
market share not only have an impact upon it, but also are
influenced by its magnitude. The empirical test was done
in lagged and non-lagged form. In the case of demand;
price, personal income, and seasonality were the only
variables found to be significant. Advertising, frequency,
and population shares were found to be the significant
variables when testing market share.

Sexton'” initially discussed the inadequacies of
previous market share models and progressed to a discussion
of the author's two-model approach. Model I estimated a
brand's share of total product sales as a function of dis-
tribution, advertising, and price. Model II estimated the
product's share of sales of all competitive product classes
based on the same variables. These models, combined with
a time series model of total product class sales, provided
an estimate of brand sales as a function of marketing
policies. The models were further modified by a Koyck
distributed lag function which attributed advertising effect
to a partial sum of a geometric series over time. By taking
the logarithms of the two models developed, linear multiple
regression was applied to estimate the parameters contained

within both models.
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To verify the models empirically, 593 families of
the Chicago Tribune consumer panel were questioned over a
two-year span, aggregating 30,000 purchase records for three
closely substitutable products. Model I was compared to
three naive models, a linear model, a Cobb-Douglas function,
and the Frank and Massey model, and outperformed all of
them. Model II was compared to six alternative models
with the same superior results.

Urban'® began his article by describing the situ-
ation facing many firms in which several different products
in the same product line are marketed. An example of such
interrelated products is electric razors, safety razors,
shaving cream, and after-shave lotion. In such a modeling
situation, the author felt that the factors of behavioral
and decision relevance were: (1) aggregate product class
marketing mix effects, (2) product class interdependencies,
and (3) intragroup relative competitive brand effects.

In keeping with this philosophy, a model was
developed in which industry demand for a particular
product was equal to a relative measure of the industry
pricing, advertising, and distribution of the product
multiplied by the aggregate effect of the industry pricing,
advertising, and distribution of all complementary and
competitive products in the product line. Further, the

market share for any particular firm was equal to a relative

¥ N
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measure of their pricing, advertising, and distribution
divided by the total industry measure of pricing, adver-
tising, and distribution. Not only does this appear to
be an excellent means of calculating a firm's market share
and sales volume, but if the formulation is written in
logarithmic form and regressed with sufficient historical
data, the elasticities of all the factors mentioned above
can be effectively determined. An empirical verification
using three product lines and 100 in-store audits produced
what the author described as reasonable descriptive
accuracy.

A regression analysis approach to determination
of market share was utilized in a model developed by ﬂgigg.”
The author began by stating that the major manipulative
factors affecting market share are price, advertising
expenditures, retail availability, and physical product
characteristics. However, price and advertising are the
two primary influences on market share of competing
consumer products.

A low cost consumer food item with high brand iden-
tification and three major competing firms was chosen for
the analysis. Consumer panel data for the 1960-1963 period

were obtained through the Chicago Tribune's Family Survey

Bureau, The Harvard Business School, and the marketing

policy group of one of the industry's principal firms.
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Four linear regression models of market share were
tested. The model, using a logarithmic transformation of
price and advertising, proved to possess the most predictive
accuracy. A fifth model was added which utilized dummy
variables as proxies for product quality and distribution
effectiveness. This model proved to be the most accurate
of all five models.

Utilizing the same data base in a later article,

Houston and Weiss?’ developed a model for forecasting

competitive market share. The model incorporated the
current effect of price and advertising expenditures on
market share and the effect of lagged advertising. This
last effect was incorporated as a constant exponential
decay.

Two three-equation regression models were developed.
One model was additive, the other was multiplicative. The
results from both models were similar, but the multiplica-
tive results were slightly better. In analysis of the
multiplicative model it was found that for Brand 1 price,
advertising, and cumulative advertising all affected market
share. However, for Brand 2 cumulative advertising had no
effect and for Brand 3 neither cumulative advertising nor
present advertising affected market share. The authors
felt these results were supported by the actual market

conditions.
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Wildt's?! model incorporated econometric data
with management decision variables to obtain an estimate
of market share in a retail food industry dominated by
three major brands. Market share was defined as a function
of relative price, promotional expenditure, advertising
expenditures and new variety activity.

The structural relationships were based upon nine
endogenous variables (market share, advertising, and pro-
motion for each of the three brands) and lagged exogenous
variables (new variety activity, seasonal variables, and
relative price). The logarithms of their values were used
as the variables, with the corresponding coefficients having
the properties of elasticities. The variables were combined
in a multiple regression model and the coefficients esti-
mated in a block recursive system using Aitken's generalized
least squares method?? and the Zellner-Aitken two-stage
method with successive iteration.??

The model results illustrated the interactive
effects of the competitive decision variables on market
shares of each firm. The most significant determinants
of market share were found to be the relative market
position of the firm in the preceding period and the firm's
relative price in the current period. The results also
indicated the competitive influence of the varying adver-

tising and promotional strategies used by each firm.
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Summarz

Five methods of demand generation were mentioned
in this chapter. Three of these methods were considered
germane to the generation of daily market area demand.

Review of the literature for these three methods
produced some conclusions important to this research.
First, it was found in many empirical tests that single
equation regression models of demand performed as well,
and often outperformed, simultaneous equation models.?*
Although it cannot be stated that this will always be the
case, it is worth noting that in some situations the
simpler, single equation model was better.

Second, a variety of measures were utilized for
the comparison of the accuracy of different models. These
measures often included the size of the coefficient of
determination (R?), the "reasonableness" of the results
compared to actuality, graphic interpretations, and a
variety of statistical measures. However, the statistical
measure most often encountered was mean absolute percent
error (MAPE).?2%

Third, the firm demand and industry demand methods
in the literature were often found to be accurate methods
of market area demand generation. However, this generation

was on a monthly or longer time period basis. To utilize
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either of these methods for daily market area demand
generation, another procedure must be added to break
the monthly demand down into daily demand.

The next chapter will discuss the model which
incorporates the stochastic, firm demand, and industry
demand methods. The progression from these three methods
to the specific demand approaches used in this research

will also be discussed.
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CHAPTER III

SPSF DEMAND MODULE--DEMAND APPROACHES

This research was concerned with testing the
accuracy of different approaches to short range demand
generation. Short range can be defined as the generation
of a stream of daily demand. This is contrasted to such
econometric approaches that generate demand for periods
that are bimonthly or longer.

The short range approaches that were utilized in
this research were developed from the stochastic, firm
demand, and industry demand methods discussed in the pre-
vious chapter. The development of the approaches in this
research from these three methods of demand generation is
discussed at length in a later section of this chapter.

Before this task is undertaken, it is necessary to
describe the environment under which these demand approaches
were tested. The model utilized to create the environment
for this research was the Simulated Product Sales Fore-
casting (SPSF) Testing Environment. Therefore, the next
section of the chapter is devoted to a brief description

of this model.
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Although all four modules of the SPSF Testing
Environment were functioning in this research, the Demand
Module contained the demand approaches which this research
sought to test. It is, therefore, of particular importance
to this research. For this reason the second section of the
chapter will present a more detailed description of the
Demand Module.

The final section of the chapter will discuss the
logical progression from the stochastic, firm demand, and
industry demand methods of demand generation through the
Demand Module to the demand generation approaches utilized

in this research.

SPSF Testing Environment

To set the foundation for understanding the
environment under which this research was conducted, it
is necessary to briefly describe the simulation model which
was utilized. The model was termed the SPSF Testing
Environment. To properly understand this model, the

SPSF concept and design are described.'!

SPSF Concept

The SPSF concept is basic. To provide a test
environment, the attributes of market area demand simula-
tion, dynamic operational simulation, and statistical sales

forecasting were combined into a single computer model.
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The SPSF model is capable of rendering a sales forecast
while simultaneously creating customer orders and repli-
cating the physical distribution process of providing
timely inventory to satisfy order requirements. Thus,
through the combined efforts of two types of simulation
and statistical forecasting, a time-sequenced record of
events leading to forecasting deficiency is captured and
documented. Such documentation provides the basis for
postmortem evaluation of forecast error and formulates
the basis for sensitivity analysis. Perhaps the most
beneficial feature of the SPSF model is that it provides
an environment for controlled experimentation.

Three assumptions are critical to a generated
testing environment capable of controlled experimentation.
First is the fundamental belief that if appropriate vari-
ables are identified and incorporated into forecasting,
available statistical techniques can efficiently produce
accurate demand estimates. Second is the assumption that
operational performance can be captured for purposes of
effectiveness analysis and the potential exists to gquan-
tify and incorporate such data as a forecast variable.
The final assumption is that the results of experimentation
from a testing environment can be accurately generalized
to a broad range of markets without extensive duplicate

analysis.
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The next sub-section provides a review of the SPSF
model design and introduces the four modules that formulate

the testing environment.

SPSF Model Design

The SPSF Testing Environment contains the following
four modules:

1. Demand Module;

2. Forecast Module;

3. Operations Module; and

4. Analysis Module.

Each module is briefly reviewed in terms of the
overall SPSF Testing Environment. Figure 3-1 provides an
overview of the SPSF Testing Environment General Design.

The Demand Module provides a methodology for
creating potential demand. The purpose of this module
is to produce synthetic orders from a specified geographical
market area for which the Forecast Module is attempting to
render a product demand forecast. Thus, the Demand Module
is expected to quantify the pattern, level, and dispersion
of product orders over the forecast period. The design
approach of this module is of critical importance to the
SPSF Testing Environment since it provides the primary data
set for evaluation of forecast accuracy. In total, four
alternative demand generating procedures are included in

the Demand Module.
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The Forecast Module provides software procedures
for creating statistical forecasts. The purpose of this
module in the SPSF Testing Environment is to produce fore-
casts of future product sales for purposes of establishing
inventory levels for the Operations Module. Considerable
difference exists between the degree of technical sophis-
tication inherent in the forecasting techniques available
for utilization in the Forecast Module. The SPSF Testing
Environment provides an application of four short-range
product forecasting procedures widely used in industry.?

The function of the Operations Module is to repli-
cate the physical distribution system that supplies the test
market. This module is capable of replicating inventory
availability and movements based upon a variety of different
replenishment policies. Utilizing input from both the Fore-
cast and Demand Modules, the Operations Module traces the
performance of the operating system across the forecast
period. The Operations Module is designed on a stochastic
basis and is capable of echeloned structure. To obtain
maximum operational realism it functions on a dynamic basis
wherein the state of the model at any given point in time
is dependent upon the past performance and will to a sig-
nificant degree formulate the operating basis for future
periods. Dynamic simulation introduces the capability to

replicate the time-dependent nature of operations in
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formulating the value of system state and flow variables.
For example, the Operations Module adjusts inventory levels
on a time dependent basis to replicate both receipts and
shipments over time.

This time-dependent design feature permits the
simulation of a specified physical distribution system's
capability to satisfy sales requirements. Thus, the
operational deficiency caused by uncertainty of demand
or lead time as well as other disruptive factors may be
measured for analysis purposes.

The Analysis Module is the fourth module of the
overall testing environment. As the name suggests, the
Analysis Module is primarily concerned with the diagnostic
reporting of overall SPSF testing. The primary information
flow for analysis is the time sequenced relationship between
forecast sales, simulated demand, and simulated sales.
Based on these linkages, this module provides management
status, activity, and cost computation reports. To obtain
the maximum measurement of SPSF activities, generalized
cost equations are included in the Analysis Module to
facilitate cost/revenue analysis. Finally, the Analysis
Module quantifies the cause of forecast error, providing
the opportunity to evaluate and modify future forecasts
and/or operating policies.

As was stated previously, the Demand Module con-

tained the demand generation approaches utilized in this
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research. For this reason the next section describes the

design of the Demand Module in greater detail.

SPSF Demand Module

In the SPSF Testing Environment the applicability
and validity of results are directly dependent upon the
quality of demand generation. For example, once a physical
distribution operating system is defined, the analysis of
potential system efficiency rests on the capability to
replicate or generate a specified demand pattern. 1If the
representation of demand is unrealistic or provides an in-
adequate approximation of the actual demand, the modeling
results will have limited, if any, operational validity.
Similar relationships exist in all forms of simulation
experimentation. In other words, the applicability of
the experimental results are directly proportional to
the validity of the demand replication.

The Demand Module of the SPSF Testing Environment
provides four alternatives for daily demand generation.
These alternatives reflect the actual historical orders,
stochastic, firm demand, and industry demand methods dis-
cussed in Chapter II. The four alternatives are presented
here, and sequentially numbered in the Demand Module, in

order of complexity.
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Actual Historical Orders

Alternative One of the SPSF Demand Module utilizes a
historical stream of actual orders as demand and the force
variable for the SPSF Testing Environment. Although the
most realistic and simple alternative in the Demand Module,
Alternative One can only replicate demand conditions that
have occurred in the past. In fact, this alternative does
not constitute demand generation, but merely a restaging

of history.

Stochastic Demand

Alternative Two employs statistical distributions
such as normal, log-normal, erlang, and poisson distribu-
tions to generate total daily demand. For each day of
simulation the value of daily demand will be randomly
selected from the specified statistical distribution.

This is similar to the method used by Whybark® and Gross
and Ray" in their simulation models.

Once the value of daily demand is identified, it is
necessary to reduce daily demand into daily orders for use
by the Operations Module of the SPSF Testing Environment.
To accomplish this, random orders are selected from a pre-
determined order file until demand for that particular day
is satisfied.

The statistical distribution for daily demand and

the order file must both be specified for each period of
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time for which demand is to be generated. This
specification by period allows for the incorporation
into the demand pattern of periodic trend and seasonality.

The flow of Alternative Two is shown in Figure 3-2.

Firm Demand

Alternative Three utilizes linear regression

analysis to generate firm demand for each period, or:

FD

a+bl Xl+b2 )(2+b3 X3+b4 X4+b5 X5

where:
FD = firm demand for the period in question;

a = the vertical axis intercept;

X1-n = the independent variables that affect firm
demand; and
b,_, = coefficients of the independent variables.

The values for this equation are determined
exogenous to the Demand Module through regression analysis.
The values for a, X, and b are fed to the Demand Module for
each period to generate period firm demand. Any trend to
be in evidence in the demand pattern will be incorporated
in the regression equation. However, seasonality must be
input to the Demand Module to adjust the value of period

demand generated from the regression equation.
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Once period firm demand is determined, it is
necessary to break it down into daily demand. For each
day of the period a daily demand factor is randomly gen-

erated. The mean value of the daily demand factor is:
_ 1
E (DDF) = n

where:

E (DDF) mean value of daily demand factor; and

o]
]

number of days in the period.

The generated value for the daily demand factor for
each day is multiplied by period demand to obtain that value
for daily demand. The individual orders that constitute the
day's demand are selected via the same process used for
order selection in Alternative Two. The flow of Alternative

Three is illustrated in Figure 3-3.

Industry Demand

Alternative Four uses linear regression analysis

to generate industry demand for each period, or:

ID = a+bl Xl+b2 l‘(2+b3 X3+b4 X4+b5 X5

where:

ID

industry demand for the period in gquestion;

the vertical axis intercept;

o))
]
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b
|

the independent variables that affect firm
demand; and

o
I

coefficients of the independent variables.

Similar to firm demand for Alternative Three, the
equation is determined exogenous to the Demand Module
through regression analysis and the values of a, X, and b
are input for each period. Trend is incorporated in the
equation, but seasonality must be input to the Demand
Module.

To generate firm demand it is necessary to determine
the fraction of industry demand that is firm demand. This
fraction is termed market share and can be measured by the

following equation.®

E E E
1,2 1,5

1,1
(Fy ) C e (Fyg)

K

MSl =

> E E E ]
h,1 h,2 h,5
hz_jl [Kh (F, 1) (Fy 5) c oo (Fyog) ]

where:

MSl = market share for firm 1;

Kh = constant for firm h;

o 3
]

number of the firm;

o
"

factors that affect market share for firm h;
and

E = elasticity of factors for firm h.
h' 1-5
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This equation can be converted to a logarithmic form of
regression analysis to determine market share. This
regression analysis is performed exogenous to the Demand
Module and the value of market share for each period is
input.

Firm demand is generated by multiplying industry
demand for a particular period by market share for that
period. Daily demand and the orders for each day are
generated from period firm demand by the same procedure
utilized in Alternative Three. The flow of Alternative

Four is given in Figure 3-4.

Summary

The SPSF Testing Environment utilizes four of the
five demand generation methods discussed in Chapter II to
develop the four demand generation alternatives contained
within the Demand Module. Figure 3-5 illustrates this
development.

Specifically, the actual historical orders method
constitutes Alternative One. The stochastic method con-
stitutes Alternative Two. The firm demand method is com-
bined with stochastic generation of a daily demand factor
to produce Alternative Three. Similarly, the industry
demand method is combined with stochastic generation of

a daily demand factor to produce Alternative Four.
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The next section of this chapter will discuss the
development of the demand generation approaches utilized in
this research from the four demand generation alternatives

in the Demand Module of the SPSF Testing Environment.

Demand Generation Approaches

The Demand Module alternatives were developed from
four of the demand generation methods described in Chapter
II. The demand generation approaches for this research were
developed from the Demand Module alternatives in such a way
as to reflect the range of sophistication available in the
demand generation methods.

As was stated previously, Alternative One does not
actually constitute demand generation, but rather a restag-
ing of history. Since this alternative does not fall under
the heading of demand generation, per se, it was not used
to develop any of the demand approaches.

Alternative Two represents the stochastic method of
demand generation. Therefore, it was used in its entirety
to constitute the first demand approach for this research.
This is labelled Demand Approach A and is presented in
Figure 3-6.

The remaining demand approaches were developed from
either Alternative Three, which constitutes the firm demand

method, or Alternative Four, which constitutes the industry
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demand method. For each of these demand approaches the
decision was not only which demand module alternative to
use, but what level of correlation should be obtained in
the regression analysis.

The coefficient of determination , or R? value,
measures the degree to which the independent variables
in the regression analysis predict the dependent variable
(demand). Another way of stating this relationship is that
the R? value measures the percent of variation in demand
that is common to the independent variables used in the
regression analysis. Therefore, the higher the value of
R? the more accurate the regression analysis.

In this research the accuracy of the firm demand
and industry demand methods could have been seriously
affected by ignoring the value of R? obtained in the
regression analysis. To measure the effect of the R‘ value
on the accuracy of the results, a range of three R? values
was selected for use with both Alternative Three and Alter-
native Four. Therefore, three of the demand approaches for
this research were developed from Alternative Three and
three were developed from Alternative Four. Each set of
three represented different values of R? obtained in the
regression analysis.

The values of .30, .50, and .80 were selected for

R?2. These three values can be said to represent "low,"
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"medium," and "high" R? values.® Figure 3-6 illustrates
the combination of Demand Module Alternatives Three and
Four with the different R? values to obtain the remaining
six demand approaches.

Demand Approach B utilized Demand Module Alternative
Three. 1In the regression analysis of firm demand, an inde-
pendent variable with an R? value of .30 to firm demand was
used. Similarly, Demand Module Alternative Three was used
for Demand Approaches C and D. The independent variables
in the regression analysis of firm demand had an R? value
of .50 for Demand Approach C and .80 for Demand Approach D.

Demand Approach E utilized Demand Module Alternative
Four. 1In the regression analysis for industry demand, an
independent variable was found with an R? value of .30 to
industry demand. Independent variables with an R? value
of .30 for market share were also found for the market
share regression analysis.

Demand Approach F utilized independent variables
with an R? value of .50 to industry sales and market demand.
Demand Approach G utilized independent variables with an R?
value of .80 to industry demand and market share.

Therefore, seven demand approaches were utilized in
this research. These demand approaches were developed from
the alternatives available in the Demand Module of the SPSF

Testing Environment. These alternatives were developed from
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four demand generation methods discussed in Chapter II.

By combining Figures 3-5 and 3-6 the progression from the
demand methods to the demand approaches can be illustrated.
This combination is presented in Figure 3-7.

These seven demand approaches allow testing of
the relative accuracy of the stochastic, firm demand,
and industry demand methods of demand generation. The
approaches also allow the testing of the effect of the
value of R? on the accuracy of the firm demand and industry
demand methods, both within each method and relative to the
other two methods.

Of major importance to the testing of these demand
approaches was the determination of the environmental
patterns of demand which each approach would attempt to
replicate (generate). This determination is discussed in

the next chapter.
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CHAPTER IV

DEMAND TEST CONDITIONS

The previous chapter developed the demand generation
approaches utilized in this research. This chapter is
devoted to an explanation of the environmental conditions,
termed demand test conditions, under which the demand
approaches were tested and the factors which determined
these demand test conditions.

The first section addresses the factors which were
considered germane to the development of the demand test
conditions. The second section explains the development
of the demand test conditions utilized in this research

from the relevant factors.

Environmental Factors

Two major factors were considered in the develop-
ment of the demand test conditions under which the demand
approaches were to be tested. The first was the number
of products to be used in the generation. This factor
is discussed in the next sub-section. The second is the
components of the demand patterns to be used. This is

discussed in the second sub-section.
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Product Number

To test the relative accuracy of the demand
approaches developed in the previous chapter, it was
actually necessary to only replicate one product. However,
the computer cost of simulation is rather high. Therefore,
use of more products would cause daily demand to be filled
quicker on each day and reduce computer time and cost. The
addition of products also added to the complexity of the
simulation without really augmenting the research objective
of testing the accuracy of the demand approaches. There-
fore, it was desirable to reduce the cost of simulation by
use of more products but, at the same time, keep the number
relatively low to avoid unnecessary complexity.

Since the SPSF Testing Environment allows for the
simulation of up to ten products, the choice range was
between one and ten products. The determination was made
to use five identical products for each demand approach
under each demand test condition. The use of five products
allowed daily demand to be filled quicker, reducing computer
time and cost, and kept the complexity of dealing with a

multitude of different products at a minimum.

Demand Patterns

Lippitt! mentions four components that constitute a
demand pattern over time. These components are depicted in

Figure 4-1. The first is level, which can be defined as
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the point at which the demand pattern started. The second
component is trend and can be defined as the increasing or
decreasing linear pattern over time. The third pattern is
seasonality and represents any repeating cyclical pattern
in the demand over time. The last component constitutes
any portion of the demand pattern that cannot be explained
by the previous three components. This component is termed
noise and can be explained by the measure of standard devia-
tion around the other three components.? Therefore, the
higher the standard deviation, the larger the amount of
noise.

Any combination of these components could constitute
a demand test condition for this research. Ten such combi-
nations were developed for testing the demand approaches.

These ten are discussed in the next section.

Demand Test Conditions

Ten demand test conditions were developed from
combinations of the four components of demand patterns
discussed in the previous sub-section. These ten conditions
represent a cross-section of the range of complexity in
demand patterns that could be experienced under actual
conditions. Therefore, the results obtained from the
testing of accuracy of the demand approaches under each
of the ten demand test conditions are generalizable over

most demand patterns that a firm may experience.
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Each demand test condition was ten periods in
length. Each period consisted of twenty days or a total
of 200 days of demand for each demand test condition. For
all demand test conditions the level of daily demand was set
at 750 units for each of the five identical products or
3,750 units of demand overall for each day. Each demand
test condition was developed by varying trend, seasonality,
and variance around this level.

The first demand test condition, termed Demand Test
Condition I, was the simplest demand pattern. It consisted
of zero trend and seasonality and low variation over the
ten periods. Low variation was defined to be a coefficient
of variation® of .10 or a standard deviation (o) of 75 units
per product per day. This amounted to a standard deviation
over all five products of 375 units per day.

The expected value and standard deviation of daily
demand over all ten periods for Demand Test Condition I are
given in Table 4-1. The demand pattern is illustrated in
Figure 4-2.

Demand Test Condition II also exhibited no trend
or seasonality. However, high variation was evidenced in
the demand pattern. High variation was defined as twice
that of low variation, or a standard deviation of 150 units
per product per day. This amounted to a standard deviation

of 750 units per day over all five products.
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Table 4-1. Demand Test Condition I

Period Expected Daily Demand Standard Deviation
1 3,750.0 375.0
2 3,750.0 375.0
3 3,750.0 375.0
4 3,750.0 375.0
) 3,750.0 375.0
6 3,750.0 375.0
7 3,750.0 375.0
8 3,750.0 375.0
9 3,750.0 375.0

10 3,750.0 375.0
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The expected value and standard deviation of daily
demand over all ten periods for Demand Test Condition II are
presented in Table 4-2. The demand pattern is illustrated
in Figure 4-3.

Demand Test Condition III exhibited no seasonality
and the low standard deviation of 375 units per day for
all five products. Trend was an increase each period in
expected daily demand for each product of 37.5 units,
or 187.5 units over all five products. This amounted
to a periodic increase in demand over all five products
of 5 percent of the level of 3,750 units per day.

The expected value and standard deviation of daily
demand over all ten periods for Demand Test Condition III
are presented in Table 4-3. The demand pattern is
illustrated in Figure 4-4.

Trend for Demand Test Condition IV was identical
to that of Demand Test Condition III. No seasonality was
exhibited, but variation was set at the high value of
standard deviation of 750 units per day over all five
products.

The expected value and standard deviation of daily
demand over all ten periods for Demand Test Condition IV
are presented in Table 4-4. The demand pattern is

illustrated in Figure 4-5.
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Table 4-2. Demand Test Condition II

Period Expected Daily Demand Standard Deviation
1 3,750.0 750.0
2 3,750.0 750.0
3 3,750.0 750.0
4 3,750.0 750.0
5 3,750.0 750.0
6 3,750.0 750.0
7 3,750.0 750.0
8 3,750.0 750.0
9 3,750.0 750.0

10 3,750.0 750.0
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Table 4-3. Demand Test Condition III

Period Expected Daily Demand Standard Deviation
1 3,750.0 375.0
2 3,937.5 375.0
3 4,125.0 375.0
4 4,312.5 375.0
5 4,500.0 375.0
6 4,687.5 375.0
7 4,875.0 375.0
8 5,062.5 375.0
9 5,250.0 375.0

10 5,437.5 375.0
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Table 4-4. Demand Test Condition IV

Period Expected Daily Demand Standard Deviation
1 3,750.0 750.0
2 3,937.5 750.0
3 4,125.0 750.0
4 4,312.5 750.0
5 4,500.0 750.0
6 4,687.5 750.0
7 4,875.0 750.0
8 5,062.5 750.0
9 5,250.0 750.0

10 5,437.5 750.0
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Demand Test Condition V exhibited no seasonality and
low standard deviation of 375 units per day over all five
products. Trend was an increase each period in expected
daily demand over all five products of 187.5 units for
periods one through five. Expected daily demand over all
five products decreased 187.5 units per period for periods
six through ten. This represented a trend of positive 5
percent of the level for the first five periods and a trend
of negative 5 percent of the level for the last five
periods. |

The expected value and standard deviation of daily
demand over all ten periods for Demand Test Condition V are
presented in Table 4-5. The demand pattern is illustrated
in Figure 4-6.

Trend for Demand Test Condition VI was identical
to that of Demand Test Condition V. No seasonality was
exhibited, but variation was at the high value for standard
deviation of 750 units over all five products for each day.

The expected value and standard deviation of daily
demand over all ten periods for Demand Test Condition VI
are presented in Table 4-6. The pattern of demand is

illustrated in Figure 4-7.
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Table 4-5. Demand Test Condition V

Period Expected Daily Demand Standard Deviation
1 3,750.0 375.0
2 3,937.5 375.0
3 4,125.0 375.0
4 4,312.5 375.0
5 4,500.0 375.0
6 4,312.5 375.0
7 4,125.0 375.0
8 3,937.5 375.0
9 3,750.0 375.0

10 3,562.5 375.0
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Table 4-6. Demand Test Condition VI

Period Expected Daily Demand Standard Deviation
1 3,750.0 750.0
2 3,937.5 750.0
3 4,125.0 750.0
4 4,312.5 750.0
5 4,500.0 750.0
6 4,312.5 750.0
7 4,125.0 750.0
8 3,937.5 750.0
9 3,750.0 750.0

10 3,562.5 750.0
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Demand Test Condition VII exhibited no trend and
low standard deviation of 375 units per day over all five
products. A seasonal pattern existed in the ten periods.
This was considered a low seasonality pattern and ranged
from a high seasonality factor® of 1.25 to a low seasonality
factor of .75.

The expected daily demand for each period resulting
from this seasonal pattern and the standard deviation of
daily demand are presented in Table 4-7. The resulting
demand pattern is illustrated in Figure 4-8.

Demand Test Condition VIII exhibited the same
seasonality pattern as Demand Test Condition VII. No trend
was exhibited, but standard deviation was at the high level
of 750 units per day over all five products.

The expected value and standard deviation of daily
demand are presented in Table 4-8. The demand pattern is
illustrated in Figure 4-9.

Demand Test Condition IX exhibited a high sea-
sonality pattern. This pattern ranged from a high
seasonality factor of 1.70 to a low seasonality factor
of .30. Variation was at the low level with a standard
deviation of 375 units per day over all five products.

No trend was exhibited.

The expected value and standard deviation of

daily demand for all ten periods is given in Table 4-9.

Figure 4-10 illustrates this demand pattern.
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Table 4.7. Demand Test Condition VII

Seasonality Expected Standard

Period Factor Daily Demand Deviation
1 1.00 3,750.0 375.0
2 1.10 4,125.0 375.0
3 1.20 4,500.0 375.0
4 1.25 4,687.5 375.0
5 1.15 4,312.5 375.0
6 1.00 3,750.0 375.0
7 0.90 3,375.0 375.0
8 0.80 3,000.0 375.0
9 0.75 2,812.5 375.0

10 0.85 3,187.5 375.0
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Table 4-8. Demand Test Condition VIII

Seasonality Expected Standard

Period Factor Daily Demand Deviation
1 1.00 3,750.0 750.0
2 1.10 4.125.0 750.0
3 1.20 4,500.0 750.0
4 1.25 4,687.5 750.0
5 1.15 4,312.5 750.0
6 1.00 3,750.0 750.0
7 0.90 3,375.0 750.0
8 0.80 3,000.0 750.0
9 0.75 2,812.5 750.0

10 0.85 3,187.5 750.0
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Table 4-9. Demand Test Condition IX

Seasonality Expected Standard

Period Factor Daily Demand Deviation
1 1.00 3,750.0 375.0
2 1.20 4,500.0 375.0
3 1.50 5,625.0 375.0
4 1.70 6,375.0 375.0
5 1.35 5,062.5 375.0
6 1.00 3,750.0 375.0
7 0.80 3,000.0 375.0
8 0.50 1,875.0 375.0
9 0.30 1,125.0 375.0

10 0.65 2,437.5 375.0
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Demand Test Condition X is identical to Demand Test
Condition IX with respect to the seasonality pattern and
lack of trend. However, the variation was set at the high
level with a standard deviation of 750 units per day over
all five products.

The expected value and standard deviation of daily
demand for all ten periods are given in Table 4-10.

Figure 4-11 illustrates the demand pattern.

Summarx

Ten different demand test conditions were chosen as
the environmental conditions under which the accuracy of the
demand approaches were to be tested. The first two demand
test conditions exhibited no trend or seasonality, but
alternated from low and high variation in the demand
pattern.

The next two demand test conditions exhibited
positive trend and, again, alternated from low to high
variation in the demand pattern.

The fifth and sixth demand test conditions exhibited
a complete reversal in the direction of the trend midway
through the demand pattern. The variation alternated from

low to high.
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Table 4-10. Demand Test Condition X

Seasonality Expected Standard

Period Factor Daily Sales Deviation
1 1.00 3,750.0 750.0
2 1.20 4,500.0 750.0
3 1.50 5,625.0 750.0
4 1.70 6,375.0 750.0
5 1.35 5,062.5 750.0
6 1.00 3,750.0 750.0
7 0.80 3,000.0 750.0
8 0.50 1,875.0 750.0
9 0.30 1,125.0 750.0

10 0.65 2,437.5 750.0
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The last four demand test conditions exhibited two
different seasonality patterns with variation alternating
from low to high. These ten demand test conditions are
summarized in Table 4-11.

Therefore, the relative accuracy of the demand
approaches developed in Chapter II1 were tested under
conditions of no trend or seasonality, positive trend,
changing trend, low seasonality, and high seasonality.

Each of these categories also exhibited low and high
variation.

These ten demand test conditions are not exhaustive
of all possible combinations of variation, level, trend,
and seasonality. However, if all possible combinations
had been considered, the list of possible demand test con-
ditions would have been virtually limitless. Therefore,
representative trend and seasonality patterns were chosen
and combined with the extremes of variation to develop the
demand test conditions. 1In an attempt to isolate the effect
of trend and seasonality, these two demand pattern compo-
nents were not combined in any demand test condition.

The next chapter is devoted to the development of
the hypotheses concerning this research and the methodology

utilized to test them.
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Table 4-11. Demand Test Conditions

Demand Test Standard
Condition Deviation Trend Seasonality
I Low 0 0
II High 0 0
III Low Increasing 0
v High Increasing 0
\% Low Increasing 0
changing to
decreasing
VI High Increasing 0
changing to
decreasing
VII Low 0 Low
VIII High 0] Low
IX Low 0 High

X High 0 High
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CHAPTER IV--FOOTNOTES

lVernon G. Lippitt, Statistical Sales Forecasting
(New York: Financial Executives Research Foundation, 1969),
pp. 167-169.

’For a further explanation of standard deviation,
see Exhibit I of the Appendix.

For a further explanation of the coefficient of
variation, see Exhibit II of the Appendix.

“For a further explanation of the seasonality
factor, see Exhibit III of the Appendix.



CHAPTER V

HYPOTHESES AND RESEARCH METHODOLOGY

The objective of this research was to measure the
accuracy of various approaches to demand generation under
certain environmental conditions. The statement of hypoth-
eses and the research methodology required to test these
hypotheses are delineated in this chapter. The hypotheses
are included in the first section.

The research methodology section includes a
description of the simulation runs and the comparisons
between these runs that were necessary to test the hypoth-
eses. Further, the response variables and data analysis for

each hypothesis are stated.

Hypotheses

The general hypothesis of this research was that,
for each demand test condition, one demand approach would
be significantly more accurate than the other approaches
and that the more accurate approach would not be the same
for each demand test condition. The term significantly is
used here in the statistical sense. Thus, the hypotheses

to be stated relate to the relative accuracy of the demand

99
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approaches within each demand test condition and the
constancy of this ranking over all demand test conditions.
The hypotheses for each demand test condition of
this research were as follows:
Hl: The stochastic.process utilized to generate
orders from daily demand will generate orders

that accurately replicate actual orders.

H2: One demand approach will be significantly more
accurate than all of the other demand approaches.

H3: Demand Module Alternatives Three and Four produce
more accurate replication than Alternative Two
only when the value of R? is high.

H4: If Demand Approaches B, C, D, E, F, or G perform

more accurately than Demand Approach A, the
superior accuracy will not be sufficient to
offset the added cost of data gathering inherent
in Demand Approaches B through G.

The last hypothesis applied across all demand

conditions and was as follows:

H The ranking of demand approaches according to
their relative accuracy will remain constant

over all demand test conditions.

5:

Research Methodology

This section is divided into two sub-sections.
The first describes the simulation runs necessary to test
the hypotheses and the second describes the necessary

comparisons for testing each hypothesis. The second
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sub-section also includes the response variables and data

analysis for each comparison.

Simulation Runs

For each demand test condition a series of orders
was created which constituted daily demand for 200 days
or ten periods each twenty days in length. Each demand
pattern possessed the characteristics described for the
corresponding demand test condition in Chapter IV. For
example, the order series created for Demand Test Condi-
tion IX constituted daily demand with a pattern over the
ten periods that matched the pattern given in Table 4-9
and Figure 4-10.

Once this order stream was created, it was treated
as the given demand pattern that was to be replicated. Each
demand approach attempted to generate a demand pattern that
was identical to this given pattern. Therefore, for each
of the ten demand test conditions a given demand pattern
and a demand pattern for each of the seven demand approaches
was created. Each of these seven demand patterns was com-
pared to the given demand pattern to test the research
hypotheses. These demand patterns and the comparative
relationships are illustrated in Figure 5-1.

This procedure resulted in ten sets of seven demand

patterns or seventy simulation runs. Each set of seven
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demand patterns was compared to the corresponding given
demand patterns. These comparisons, the response variables,

and the data analysis are discussed in the next sub-section.

Comparative Analysis

To test Hypothesis One it was necessary to determine
whether the stochastic process which reduced daily demand to
daily orders was accurate. For a clear understanding of the
purpose of this stochastic process, the reader should refer
back to the process labeled "STOCHASTIC SELECTION OF ORDERS
FOR EACH DAY" in Figures 3-2 through 3-4.

This stochastic process is identical in all seven
demand approaches for all ten demand test conditions.
Therefore, it was necessary to test the accuracy of the
process in only one demand test condition and for only one
demand approach, rather than all seventy simulation runs.
Demand Approach A in Demand Test Condition I was chosen for
the analysis simply on the criterion that it was the first
run conducted. The response variables chosen for the
analysis were the value of product quantity per order
and daily demand by product.

The accuracy of the stochastic process was tested
by comparing the value of the two response variables for
Demand Approach A to the values of the response variables

for the demand pattern given for Demand Test Condition I.
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If the values of the response variables for Demand Approach
A fit--or were not statistically significantly different--
the values of the response variables for the given demand
pattern, then the stochastic process was deemed accurate.
The t-test of two means was utilized as the sta-
tistical test to determine whether the generated response
variables fit those of the given demand pattern for each of
the five products. The t-test is a statistical test whereby
it is hypothesized that two samples came from normal distri-

butions with identical means. The null hypothesis is:

(o) 1
where:
Ml = the mean of the first distribution; and
M2 = the mean of the second distribution.
The hypothesis is tested by the statistic:
Xl--X2
where:

x|
[

the mean of the sample from the first
distribution; and

ol
I

the mean of the sample from the second
distribution.
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The sampling distribution of the statistic is
illustrated in Figure 5-2. The center of this normal
distribution is Ml--M2 = 0 with the standard deviation
given by:

where:
G,_, = the pooled standard error;
8; = the variance of the first sample;
8; = the variance of the second sample;
n, = the size of the first sample; and
n, = the size of the second sample.
The null hypothesis is accepted if the statistic,
il - ?2, falls between the critical limits of:
CL, = (M = M,) -t (0y.5)
CL, = (Mj-M,) + ¢t (0y_5)
where:
CLL = the lower critical limit;
CL.. = the upper critical limit;
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Ml = as previously defined;
M, = as previously defined;

t = the tabled value for the t statistic
corresponding to the level of confidence
chosen; and

0,_, = as previously defined.

Therefore, if the null hypothesis was accepted, it
could be concluded that the stochastic process produced
orders that accurately replicated the given orders.

Once this analysis was completed, it was possible
to proceed with the testing of Hypothesis Two. To test this
hypothesis it was necessary to determine how accurately each
demand approach replicated the given demand pattern for each
demand test condition.

As previously stated, the stochastic process that
derived orders from daily demand was identical for all seven
demand approaches. Therefore, after the determination of
daily demand, nothing in any of the demand approaches could
affect the relative accuracy of that approach. If daily
demand for one demand approach more accurately replicated
the daily demand given for that demand test condition, the
stochastic process which derived orders would not alter
that accuracy with respect to the other demand approaches.
For this reason daily demand was chosen as the response

variable for testing Hypothesis Two.
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The frequency with which mean absolute percent

error (MAPE) was used in previous research studies to

analyze the accuracy of demand generation was noted in

Chapter II.! For

this reason MAPE was selected as the

measure to test the accuracy of daily demand for each

demand approach compared to the given demand pattern for

each demand test condition.

To determine the value of MAPE and the accuracy

of daily demand for each demand approach under each demand

test condition, the following calculation was performed for

each day:

where:
APE = the
n
oG = e
When this

DD, - DD
APE = x 100
DD

absolute percent error;

value of daily demand for that day from
demand approach; and

value of daily demand for that day from
given demand pattern.

value was calculated for each day of the

demand generated by a demand approach in a demand test con-

dition, the mean for the entire 200 days was calculated.

This mean was the

MAPE value and measured the accuracy with

which that demand approach replicated the given pattern.
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The procedure was repeated for each demand approach
and the value of MAPE recorded. Thus, for each demand test
condition a table in the form of Table 5-1 was created. The
smallest value for MAPE corresponded to the most accurate
demand approach.

A multiple ranking technique? was utilized to deter-
mine whether the smallest value of MAPE was significantly
smaller than the others. Under this technique a confidence
interval is placed around each MAPE value in a demand test
condition.

This confidence interval is of the form:

CL, = MAPE- & (SDy,pp)
CL, = MAPE+ & (SDyapg!
where:
CL, = the lower limit of the confidence interval;
CLU = the upper limit of the confidence interval;
MAPE = as previously defined;

g = value from a standard normal distribution
corresponding to the level of confidence
chosen; and

SD = the standard deviation of mean absolute

MAPE percent error.

The multiple ranking procedure for a demand test condition

is illustrated in Figure 5-3.
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Table 5-1. Accuracy Measure for Each Demand Test Condition
oitio i

A CLLA MAPE A CLUA

B CLLB MAPEB CLUB

Cc CLLC MAPE c CLUC

D CLLD MAPED CLUD

E CLLE MAPEE CLUE

F CLLF MAPEF CLUF

G CLLG MAPE G CLUG
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If the second smallest value of MAPE fell outside
of the confidence interval of the smallest value of MAPE,
then it could be said that the smallest MAPE was signif-
icantly smaller or more accurate than the others. This
procedure was repeated for each demand test condition to
determine the most accurate demand approach.

The multiple ranking procedure illustrated in
Figure 5-3 was utilized to test Hypothesis Three. Again,
the closer any value of MAPE was to the vertical zero line
to the left of the continuum, the more accurate the corre-
sponding demand approach. Therefore, Hypothesis Three was
accepted if the value of MAPE corresponding to either Demand
Approaches D or G (high values of R?) were significantly
closer to zero than Demand Approach A and the values of
MAPE for Demand Approaches B, C, E, and F were not. This
condition would imply the high values of R‘ produce results
significantly more accurate than Demand Approach A, but the
lower R? values were not as accurate as Demand Approach A.

To test Hypothesis Four, it was necessary only to
consider those demand test conditions in which one of the
demand approaches utilizing Demand Module Alternatives
Three or Four proved the most accurate. In these cases
it was necessary to determine whether the superior accuracy

of this demand approach warranted the added cost.
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Since the cost of the simulation runs was almost
identical for all demand approaches, any difference in
computer cost was negligible. However, considerable
additional cost could be incurred in data collection
for Demand Module Alternatives Three and Four. This data
collection cost would result from research to find inde-
pendent variables with a correlation to firm demand or
industry demand and market share. The larger the value
of R? required, the more the data collection would cost.

Therefore, to test Hypothesis Four, cost/benefit
analysis was conducted in every demand test condition where
any of Demand Approaches B through G outperformed Demand
Approach A. To accomplish this, an estimate was made of
the relative value of the improved accuracy and the cost
of data gathering to provide this improved accuracy. If
the value exceeded the cost, then the effort was deemed
worthwhile. Since this analysis was of a cost/benefit
nature, no statistical tests of significance could be
performed.

Hypothesis Five was also tested by the Multiple
ranking method given in Figure 5-2. If the ranking of
each demand approach remained constant over all ten demand

test conditions, then this hypothesis was accepted.
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Summarx

This chapter has presented five hypotheses to be
tested. Four of the hypotheses were potentially applicable
to each of the ten demand test conditions. The last hypoth-
esis was applicable over all demand test conditions. This
created a maximum of forty-one hypotheses to be tested in
total. The results of the testing of these hypotheses is

presented in the next chapter.
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CHAPTER V--FOOTNOTES

'Among others: J. Scott Armstrong and James G.
Andress, "Exploratory Analysis of Marketing Data: Trees
vs. Regression," Journal of Marketing Research 7 (No. 4;
November 1970): 487-492; vVithala R. Rao, "Alternative
Econometric Models of Sales--Advertising Relationships,"”
Journal of Marketing Research 9 (No. 2; May 1972): 177-181;
and Richard Rippe, Maurice Wilkinson, and Donald Morrison,
"Industrial Market Forecasting with Anticipation Data,"
Management Science 22 (No. 6; February 1976): 639-651.

’Charles W. Dunnett, "A Multiple Comparison Pro-
cedure for Comparing Several Treatments with Control,"
Journal of the American Statistical Association 50
(No. 272; December 1955): 1096-1121; and Thomas H. Naylor,
Kenneth Wertz, and Thomas H. Wonnacott, "Methods for
Analyzing Data from Computer Simulation Experiments,"
Communications of the Association for Computing Machinery
10 (No. 11; November 1967): 703-715.




CHAPTER VI

EXPERIMENTAL RESULTS

The previous chapter presented the hypotheses
and the methodology that were conducted to complete this
research. This chapter will present the results of this
analysis. The chapter is divided into five sections, each

of which deals with one of the stated hypotheses.

Hypothesis One

The first hypothesis stated:

le The stochastic process utilized to generate
orders from daily demand will generate orders
that accurately replicate actual orders.

To test this hypothesis, the t-test of two means

was utilized. Under this test the null hypothesis was

stated as,

and was the center of the sampling distribution of the

statistic, il - fz, where:
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Ml = the mean of the population response variable
for the given demand pattern;

M2 = the mean of the population response variable
for Demand Approach A;

Xl = the mean of the sample response variable for
the given demand pattern; and

?2 = the mean of the sample response variable for
Demand Approach A.

This hypothesis was tested by comparing the response
variables, product quantity per order and daily demand by
product, from Demand Approach A under Test Condition I to
the response variable for the given demand pattern under
Test Condition I. If the null hypothesis was accepted, it
was judged that no statistically significant difference
existed between the given demand pattern and the demand
pattern for Demand Approach A.

Table 6-1 provides a summary of the results of the
analysis for product quantity per order at a 5 percent level
of significance (a=.05). For all five products the value
of ?1-§2 fell between CLL and CLU. Therefore, the quantity
per order for Demand Approach A was not statistically sig-
nificantly different from the quantity per order for the
given demand pattern under Demand Test Condition I.

Table 6-2 provides a summary of the results for

daily demand by product. Again, the results lead to the

conclusion that no statistically significant difference



118

Table 6-1. Hypothesis One--t-Test of Product Quantity/Order

Product X, - X o CL CL

1 2 1-2 L U
One -0.7650 0.699 -1.3700 +1.3700
Two +0.0500 0.702 -1.3759 +1.3759
Three +0.3200 0.628 -1.2309 +1.2309
Four +0.0400 0.623 -1.2211 +1.2211
Five -0.1650 0.724 -1.4190 +1.4190

Table 6-2. Hypothesis One--t-Test of Daily Demand by Product

Product xl'-xz 01_2 CLL CLU

One -16.3900 8.932 -17.5067 +17.5067
Two -14.5200 9.010 -17.6596 +17.6596
Three -12.4200 8.397 -16.4581 +16.4581
Four -14.4100 8.576 -16.8090 +16.8090

Five -15.2300 8.918 -17.4793 +17.4793
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exists between daily demand by product for Demand Approach
A and the given demand pattern for Demand Test Condition I.
As was explained in the previous chapter, this
stochastic process is identical for all simulation runs.
Therefore, the results just stated apply not only to Demand
Approach A under Demand Test Condition I, but to all seven
demand approaches under all ten demand test conditions.
Based on the results of the analysis of the response
variables it can be stated that Hypothesis One should be
accepted. The stochastic process utilized to generate
orders from daily demand generates orders that accurately

replicate actual orders.

Hypothesis Two

The second hypothesis stated:

One demand approach will be significantly

more accurate than all the other demand

approaches in each demand test condition.

To test this hypothesis each demand test condition
was examined individually. Mean absolute percent error
(MAPE) was utilized to measure the accuracy of daily demand
for each demand approach and multiple ranking was utilized
to determine the statistical significance of the accuracy.
Table 6-3 provides a summary of the accuracy of all

seven demand approaches under Demand Test Condition I. The

column labeled MAPE is the accuracy of each demand approach



120

Table 6-3. MAPE--Demand Test Condition I

Demand L oL
Approach L MAPE U

A 10.919 12.281 13.643

B 34.240 37.507 40.774

C 33.827 36.930 40.033

D 33.827 36.930 40.033

E 41.358 44.396 47.434

F 30.081 33.197 36.313

G 32.268 35.400 38.532

and the columns labeled CLL and CL,, are the lower and upper

U
limits to the 95 percent confidence interval around the MAPE
value.

As was described in the previous chapter, any value
outside these confidence limits is statistically signifi-
cantly different from the MAPE value. For example, the
closest MAPE value to Demand Approach A is Demand Approach
F. However, the MAPE value for Demand Approach F is outside
the confidence limits for Demand Approach A. Therefore, A
is significantly more accurate than F and all of the other
demand approaches.

This relative accuracy of each demand approach can

be more clearly seen through the use of multiple ranking.
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An illustration of the multiple ranking for Demand Test
Condition I is presented in Figure 6-1. In this illus-
tration the confidence limits for each demand approach are
presented. The center value in each confidence interval is
the MAPE value. Thus, one demand approach is statistically
significantly different from another demand approach if
the MAPE value of the former lies outside the confidence
interval of the latter.

It can be seen in Figure 6-1 that Demand Approach A
is more accurate than all six other demand approaches by a
factor of almost three. Thus, for a demand condition with
no trend or seasonality and with low variation, the sto-
chastic method represented in Demand Approach A is, by far,
the most accurate.

For Demand Test Condition II the values of MAPE,

CL and CL.. are presented in Table 6-4. Demand Approach A

L' U
was the most accurate with a mean absolute percent error of
17.164. This is significantly more accurate than all six
other approaches (Figure 6-2). Thus, for a demand condi-
tion with no trend or seasonality and a high variance, the
stochastic process represented in Demand Approach A is the
most accurate.

In fact, observation of Tables 6-5, 6-6, 6-7, 6-8,
6-9, and 6-10 and Figures 6-3, 6-4, 6-5, 6-6, 6-7, and 6-8

all show Demand Approach A significantly more accurate than
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Figure 6-1. Multiple Ranking--Demand Test Condition I.
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Table 6-4. MAPE--Demand Test Condition II

Demand

Approach CLL MAPE CLU
A 15.443 17.164 18.885
B 33.732 36.858 39.984
c 30.989 33.939 36.889
D 29.776 32.740 35.704
E 36.208 39.299 42.390
F 31.074 34.228 37.382
G 31.991 35.421 38.851

any of the other six demand approaches. Therefore, Demand
Approach A was most accurate for any demand test condition
with or without trend, with either high or low variation,
and with or without low seasonality. The simplest method
of demand generation, represented in Demand Approach A, was
more accurate than the more sophisticated firm demand and
industry demand methods in the first eight demand test
conditions.

However, these results changed radically for the
last two demand test conditions. Table 6-11 and Figure 6-9
summarize the results for all seven demand approaches under
Demand Test Condition IX. Under this demand test condition

of low variation and high seasonality, Demand Approach A
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Figure 6-2. Multiple Ranking--Demand Test Condition II.
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Table 6-5. MAPE--Demand Test Condition III

Demand CL CL
Approach L MAPE U

A 10.222 11.547 12.872

B 45.306 48.542 51.778

c 44.413 47.641 50.869

D 36.536 39.719 42.902

E 45,173 48.429 51.685

F 41.583 44.984 48.385

G 37.013 40.173 43.333

Table 6-6. MAPE--Demand Test Condition IV

A?:?ZZSh CLL MAPE CLU
A 14.501 16.142 17.783
B 39.396 42.689 45.982
C 33.459 36.928 40.397
D 35.302 38.826 42.350
E 39.218 42.656 46.094
F 43.463 46.738 50.013

G 34.390 37.457 40.524
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Figure 6-4. Multiple Ranking--Demand Test Condition IV.
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Table 6-7. MAPE--Demand Test Condition V

Demand

Approach CLL MAPE CLU
A 11.057 12.337 13.617
B 47.555 50.689 53.823
c 41.686 44.944 48.202
D 36.209 39.472 42.735
E 46.124 49.150 52.176
F 37.112 40.579 44.046
G 41.784 45.043 48.302

Table 6-8. MAPE--Demand Test Condition VI

Ag::iggh CLL MAPE CLU
A 14.941 16.746 18.551
B 40.612 43.791 46.970
C 38.048 41.529 45.010
D 31.218 34.560 37.902
E 38.459 41.642 45.143
F 40.171 43.675 47.179

G 36.065 39.473 42.881
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Table 6-9. MAPE--Demand Test Condition VII
Demand
Approach CLL MAPE CLU
A 16.201 18.245 20.289
B 32.284 35.726 39.168
o 32.812 36.220 39.628
D 31.201 34.411 37.621
E 40.218 43.654 47.090
F 29.929 33.030 36.131
G 34.335 37.571 40.807
Table 6-10. MAPE--Demand Test Condition VIII
Demand
Approach CLL MAPE CLU
A 20.343 22.919 25.494
B 32.722 36.029 39.336
C 35.347 38.606 41.865
D 31.973 35.244 38.515
E 36.418 39.587 42.756
F 35.061 38.232 41.403
G 37.739 41.259 44.779
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Table 6-11. MAPE--Demand Test Condition IX

Demand

Approach CLL MAPE CLU
A 46.939 55.814 64.689
B 31.421 34.886 38.351
C 34.802 38.477 42,152
D 33.185 36.954 40.723
E 38.498 42.065 45.632
F 34.095 37.637 41.179
G 34.977 38.570 42.163

was significantly the least accurate of all seven demand
approaches.

This condition was also true in Demand Test
Condition X. Table 6-12 and Figure 6-10 illustrate this.
Therefore, in both demand test conditions exhibiting high
seasonality Demand Approach A proved the least accurate.

A possible explanation of this lack of accuracy
in Demand Approach A can be seen in Figure 6-11, which
illustrates the accuracy of Demand Approach A in each of
the ten demand test conditions. It can be seen that before
seasonality is introduced (Demand Test Conditions I through
VI) the accuracy of Demand Approach A remains relatively

constant. However, as more seasonality is introduced in
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Table 6-12. MAPE--Demand Test Condition X

Demand

Approach CLL MAPE CLU
A 43.476 52.118 60.760
B 32.588 35.820 39.052
C 31.765 35.511 39.257
D 38.079 41.625 45.171
E 33.067 36.276 39.485
F 32.130 35.601 39.072
G 36.636 40.634 44.632

Demand Test Conditions VII through IX, Demand Approach A
becomes progressively less accurate. Thus, Demand Approach
A provides superior accuracy until the introduction of a
large amount of seasonality.

Surprisingly, in all ten demand test conditions,
no statistically significant difference appeared to exist
between Demand Approaches B through G. Not only was there
no difference between the firm demand method, represented
by Demand Approaches B through D, and the industry demand
method, represented by Demand Approaches E through G, but
the values of R? had no significant effect.

In terms of Hypothesis Two, Demand Approach A

was significantly more accurate than the other demand
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approaches for Demand Test Conditions I through VIII.
For Demand Test Conditions IX and X the other six demand
approaches were significantly more accurate than Demand
Approach A, but none of these six was significantly the

most accurate.

Hypothesis Three

Hypothesis Three stated:
H,: Demand Module Alternatives Three and Four
produce more accurate replication than
Alternative Two only when the value of
R? is high.
For this hypothesis to be applicable, either Demand
Approach D or G would present more accurate results than
Demand Approach A, but Demand Approaches B, C, E, and F
would not. In only two demand test conditions was Demand
Approach A not the most accurate approach. These two demand
conditions are the only two that could be applicable to
Hypothesis Three and are the only two analyzed.

Referring again to Figure 6-9, for Demand Test
Condition IX, Demand Module Alternatives Three and Four
(Demand Approaches B through G) produce more accurate
replication than Demand Module Alternative Two (Demand
Approach A) regardless of the R? value.

The same results can be observed for Demand Test

Condition X in Figure 6-10. Thus, in Demand Test Conditions
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IX and X, Demand Module Alternatives Three and Four are
more accurate than Alternative Two regardless of the R?
value. Hypothesis Three was rejected in Demand Test
Conditions IX and X and was not applicable in Demand

Test Conditions I through VIII.

Hypothesis Four

Hypothesis Four stated:

I1f Demand Approaches B, C, D, E, F, or G per-
form more accurately than Demand Approach A,
the superior accuracy will not be significant
to offset the added cost of data gathering
inherent in Demand Approaches B through G.

o>
oo

Since this hypothesis was constrained to only those
demand test conditions where Demand Approach A did not
exhibit superior accuracy, only Demand Test Conditions IX
and X need be considered. The multiple ranking exhibited
in Figure 6-9 provides the analysis for Demand Test
Condition IX.

In this demand test condition, as was stated
previously, all of the regression type demand approaches
are significantly more accurate than Demand Approach A.
However, none of these other six approaches is significantly
more accurate than the others. This suggests that regard-
less of whether the firm demand or industry demand method
is chosen and regardless of the R? value obtained, the

accuracy of the regression type approaches is not
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significantly affected. Thus, a low R? value will produce
results sufficiently close to high R? value results to
represent an insignificant difference.

The same results can be observed for Demand Test
Condition X in Figure 6-10. Again, all six regression
type approaches are significantly more accurate than Demand
Approach A, but no significant difference exists between
the six.

To develop the regression models inherent to Demand
Approaches B through G, various data must be gathered on
variables which may correlate well with demand. For exam-
ple, if a regression model of demand for dishwashers was
to be developed, data on such variables as housing starts,
apartment starts, disposable income, and population may be
gathered as possible input to the regression model.

Much of these data are available on a national
basis. However, the demand generation is on a ma;ket area
basis. Thus, considerable research effort may be necessary
to obtain data on such variables as mentioned above on a
market area basis.

Once these data are obtained, they must be analyzed
with respect to demand. Each variable is analyzed through
regression analysis to determine how well it correlates
with demand. Variables with a low correlation are dis-

carded. The remaining variables are utilized to develop
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the regression model which generates demand. The degree
to which all of the variables included in the regression
model correlate with demand is measured by the value of RZ.

If the value of R? is not sufficiently high, the
entire process must be repeated. Additional variables must
be obtained and analyzed to increase the R? value. Thus,
the higher the value of R? required, the greater the amount
of data gathering and regression analysis required. This
additional effort creates a higher cost attached to the
regression model. Therefore, the cost of data gathering
to obtain independent variables that produce as low an R?
value as .30 can be judged to be relatively low.

Thus, it can be stated that the relatively low cost
of data gathering to obtain a low R? value will, under con-
ditions of high seasonality, yield results that are as
significantly more accurate than the stochastic method
as a higher R? value. Given that the simulation for which
the demand generation is utilized may be the basis for
major managerial decisions, the benefit from this improved
accuracy could be substantial.

From a cost/benefit perspective, the potentially
substantial benefit of utilizing the firm demand or industry
demand methods of demand generation would outweigh the low
additional cost. In terms of Hypothesis Four, the hypoth-

esis would be rejected for Demand Test Conditions IX and X.
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The hypothesis was not applicable to the other eight demand

test conditions.

Hypothesis Five

The final hypothesis was tested over all ten demand
test conditions and stated:

HS: The rapking of.demand approaghes accgrding

to their relative accuracy will remain constant

over all demand test conditions.

To test this hypothesis the rank ordering of each
demand approach in each demand test condition is summarized
in Table 6-13. As can be observed, no set order of accuracy
exists throughout all ten demand test conditions. Therefore,
Hypothesis Five is rejected.

The only generalizations that can be drawn from this
table are those previously determined. Demand Approach A
is more accurate than the other six demand approaches in
the first eight demand test conditions and the situation
is reversed in the last two demand test conditions. Fur-
ther, no appreciable difference appears to exist between

Demand Approaches B through G in any of the demand test

conditions.
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Table 6-13. Demand Approach Ranking Order

Demand Demand Approach Rank Ordering
Test

Condition 1 2 3 4 5 6 7
I A* F G C D B* E
II A* D C F G B E
I1T A* D G* F* c E B
Iv A* C G D E B F
\% A* D F C G* E B
VI A* D* G Cc E F B
VII A* F D B Cc G* E
VIII A* D B F C E G
IX B D F C G E* A
X C F B E G D* A

*Significantly more accurate than the next Demand Approach.
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Summary

Five major hypotheses were stated for this
research. Hypothesis One was tested under one demand
test condition, Hypothesis Two under all ten demand test
conditions, Hypotheses Three and Four each under two, and
Hypothesis Five once over all ten demand test conditions.
This resulted in a total of sixteen tested research
hypotheses.

The results of analysis of these hypotheses found
(1) the stochastic process to generate orders from daily
demand accurately replicates actual orders; (2) one demand
approach was the most accurate for Demand Test Conditions I
through VIII, but no demand approach was most accurate in
the last two demand test conditions; (3) Demand Module
Alternatives Three and Four produce similar accuracy
regardless of the R? value. Thus, under demand conditions
where these alternatives are more accurate, the R? value
does not affect the greater accuracy; (4) in demand test
conditions where regression type approaches were more
accurate, the benefit of improved accuracy outweighed
the extra cost of data gathering necessitated by these
approaches; and (5) no constant rank ordering by accuracy
of demand approaches over all ten demand test conditions

existed.



CHAPTER VII

CONCLUSIONS

The purpose of this research has been to determine
the relative accuracy of methods of demand generation under
various environmental conditions. The specific results of
the experimental runs were reported in Chapter VI. The
purpose of this chapter is to integrate the conclusions
drawn from the hypotheses and findings, generalize research
findings for future demand generation, and establish the
contribution of the research for use in forecasting and
analysis of demand factors.

The first section of the chapter reviews the
research. The second section relates the findings to
acceptance or rejection of the hypotheses. Next, guide-
lines for improved demand generation and implications of
the research are provided. The last two sections evaluate
the research limitations and suggest areas for additional

investigation.

Research Review

Before the hypotheses are discussed, the design

of this research and key terms will be reviewed. Five

146
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methods of demand generation were identified from the
literature. From these five methods three were selected
as applicable to this research. The three are termed the
stochastic method, firm demand method, and industry demand
method.

The SPSF Testing Environment was utilized to test
these methods. The stochastic method was represented by
Demand Module Alternative Two of the SPSF Testing Environ-
ment, the firm demand method by Demand Module Alternative
Three, and the industry demand method by Demand Module
Alternative Four.

From these three demand generation methods, seven
demand generation approaches were developed. Demand
Approach A was the stochastic method. Demand Approach B
was the firm demand method with a coefficient of determi-
nation, the R? value, of .30 in the regression analysis.
Demand Approach C was the firm demand method with an R?
value of .50. Demand Approach D was the firm demand method
with an R? value of .80. Demand Approaches E, F, and G
were the industry demand method with an R? value of .30,
.50, and .80. For a graphical summary of the development
of the demand generation approaches, the reader should
refer to Figures 3-5, 3-6, and 3-7.

To evaluate the seven demand approaches, ten envi-

ronmental conditions were developed. These environmental
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conditions are termed demand test conditions. For each
demand test condition, a 200-day pattern of demand was
developed (see Chapter IV for the characteristics of the
demand patterns). In each demand test condition all seven
demand approaches were utilized in an attempt to replicate
the given demand pattern. Therefore, for each demand test
condition, a given demand pattern and seven replication
patterns (one for each demand approach) were developed.
These data were utilized to test the hypotheses discussed
in Chapters V and VI.

The next section presents the findings and

conclusions of this analysis.

Findings and Conclusions

This section is organized and developed around

the research hypotheses.

Hypothesis One

The first hypothesis stated that the stochastic
process utilized to generate orders from daily demand
would generate orders that replicated actual orders.

This hypothesis was tested by the t-test of two means
and accepted. Thus, it was concluded that the stochastic
process had no effect on the accuracy of any of the demand

approaches.
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This hypothesis represented a test of internal
reliability, or repeatability, of the stochastic process
for all simulation runs. Although no generalizable conclu-
sions regarding the overall field of demand generation can
be drawn, the acceptance of this hypothesis established the
internal reliability necessary for evaluating other research

hypotheses.

Hypothesis Two

The second hypothesis was divided into ten research
hypotheses. One hypothesis applied to each of the ten
demand test conditions. All hypotheses stated that in
each demand test condition one demand approach would be
significantly more accurate than all others. The hypotheses
were tested through the utilization of mean absolute percent
error as the measure of accuracy and a multiple ranking test
as a measure of significance.

In Demand Test Conditions I through VIII, Demand
Approach A, which was the stochastic method, proved to be
the most accurate. This method is by far the simplest of
the three demand generation methods tested. Therefore,
under conditions where seasonality is either at a low
level or non-existent, regardless of the existence of
trend or the amount of variation, the stochastic method

of demand generation is the most accurate of the methods
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tested. If demand generation for use as a force variable
to a simulation model is the only application of concern,
the stochastic method should be utilized whenever high
seasonality is not evident.

Demand Test Conditions IX and X were subject to
high levels of seasonality. Under both of these demand
test conditions, all six demand approaches which comprised
the firm demand and industry demand methods of demand
generation were significantly more accurate than Demand
Approach A. 1In any environmental condition where high
seasonality is experienced, it can be concluded that the
stochastic method is significantly less accurate than the
firm demand or industry demand methods, regardless of the
R? values obtained. Therefore, the firm demand or industry
demand methods would be preferable to the stochastic method
whenever high seasonality exists.

However, it must be remembered that the stochastic
method has no information value regarding evaluation of
factors that affect demand in the market area being simu-
lated and/or for forecasting that demand. The stochastic
method operates merely by imputing a probability distribu-
tion from which demand is randomly selected each day. No
consideration is given to any factors affecting this demand.
It is merely a stochastic process. In fact, the values

of trend and seasonality must be known beforehand and
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incorporated into the probability distribution before
the stochastic method can be utilized. Since the factors
affecting demand are not considered and trend and seasonal-
ity must already be known, the method cannot forecast future
demand, but only simulate demand patterns. The firm demand
and industry demand methods consider various factors which
affect demand in the market area. Therefore, the regression
model developed to generate demand can also be utilized to
analyze the effect of the factors that determined demand.
Thus, the model can be utilized to forecast demand. The
higher the value of R? obtained in the regression model,
the more accurate the model will be in forecasting. There-
fore, if the model developed for demand generation will also
be utilized for forecasting, the stochastic method cannot be
used. Either the firm demand or industry demand method must
be employed.

In summary, the second hypothesis was accepted for
Demand Test Conditions I through VIII with the resultant
conclusion that the stochastic method should be utilized
for demand generation in any environmental condition where
high seasonality is not in evidence. The hypothesis was
rejected for Demand Test Condition IX and X with the re-
sultant conclusion that either the firm demand or industry

demand method should be utilized for demand generation over
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the stochastic method in any environmental condition where
high seasonality is in evidence.

These conclusions apply only to situations where
demand generation is conducted. If forecasting and/or
analysis of demand factors is also to be conducted, the
conclusions should be adjusted. This adjustment requires
the use of the firm demand or industry demand methods over
the stochastic method and the use of the highest R? value

that data gathering cost considerations will allow.

Hypothesis Three

The third hypothesis stated that the firm demand
and industry demand methods would produce results more
accurate than the stochastic method only when the R? value
was high. For Demand Test Conditions I through VIII, the
stochastic method was more accurate. This rendered the
third hypothesis inapplicable in these demand test
conditions.

The third hypothesis was applicable in Demand Test
Condition IX and X since the firm demand and industry demand
methods were more accurate than the stochastic method. How-
ever, both methods were more accurate than the stochastic
method regardless of the R? value obtained. This leads to
the conclusion that the R? value has no affect on the
accuracy of demand generation in either the firm demand

or the industry demand methods. Therefore, the third



153

hypothesis was rejected for Demand Test Conditions IX

and X. This conclusion is supported in all ten demand
test conditions. 1In all of these test conditions there
is no significant difference in accuracy due to different
R? values.

Therefore, it can be stated that a high R? value
is of significant value only if the regression model is to
be utilized for forecasting and/or analysis of demand fac-
tors. In this case, the higher the R? value, the more
reliable the forecast and/or analysis.

An explanation of this fact can be determined by
reviewing the procedure through which the firm demand and
industry demand methods are implemented. (The reader is
referred back to Figures 3-3 and 3-4 for a graphic repre-
sentation of both of these methods.) The firm demand
method utilizes one regression model to determine firm
demand for a particular period. This firm period demand
is broken down into daily demand through the stochastic
generation of a daily demand factor for each day. From
this point the generation of orders is a process identical
to that utilized for the stochastic method. The industry
demand method is identical to the firm demand method except
two regression models are utilized to arrive at firm period

demand, one for industry demand and one for market share.
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Since the stochastic process for generation of
orders from daily demand is identical for all three methods,
it can be effectively eliminated as a cause of the dampening
of the effect of R?. Further, the regression models can be
eliminated since the use of one model in the firm demand
method produces results similar to those from the use of
two models in the industry demand method. This leaves only
the stochastic process which generates daily demand from
period demand. It must be concluded that the stochastic
nature of this process has a sufficient dampening effect
on accuracy to effectively eliminate any improved accuracy
possible from a higher R? value. 1In effect, this dampening
of R? is the result of compressing the multiple regression
analysis into a short range or daily time perspective. The
reader should recall from the Literature Review (pp. 26-27)
that regression analysis for both the firm demand and the
industry demand methods was never for periods of time
shorter than one month. In fact, regression analysis
is usually categorized as an intermediate or long range
method.! The stochastic process which generates daily
demand factors reduces this monthly demand to daily demand.
This represents an attempt to reduce the intermediate or
long range method of regression analysis to a short range
method. 1In the process the effect of R? on the accuracy

is dampened out.
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Since this stochastic process is not utilized
if the regression model is employed in forecasting, the
improved accuracy of a higher R? value is not affected.
Thus, the higher R? value is worthwhile for the purposes
of forecasting on an intermediate or long range basis but

relatively unimportant for demand generation.

Hypothesis Four

The fourth hypothesis stated that any time the firm
demand or industry demand methods were more accurate than
the stochastic method, the benefit of the increased accu-
racy would not be sufficient to outweigh the added data
gathering costs. Only Demand Test Conditions IX and X
exhibited inferior accuracy for the stochastic method.
Therefore, Hypothesis Four was only applicable to these
two demand test conditions.

As concluded in Hypothesis Three, in both demand
test conditions the firm demand and industry demand methods
were more accurate than the stochastic method regardless of
the R? value. The development of the regression models
utilized in the firm demand and industry demand methods
incur some cost in the data gathering and analysis. To
develop the regression model, various data must be gathered
on variables which may correlate well with demand. Much of

the necessary data is available on a national basis.
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However, the demand generation is on a market area basis.
Thus, considerable research effort may be necessary to
obtain data on a market area basis.

Once these data are obtained, they must be analyzed
with respect to demand. Each variable is analyzed through
regression analysis to determine how well it correlates
with demand. Variables with a low correlation are dis-
carded. The remaining variables are utilized to develop
the regression model which generates demand. The degree
to which all of the variables included in the regression
model correlate with demand is measured by the R? value.

If the R? value is not sufficiently high, the entire process
must be repeated. Additional variables must be obtained and
analyzed to increase the R? value. Thus, the higher the

R? value required, the greater the amount of data gathering
and regression analysis required. This additional effort
attaches a higher cost to the regression model. Therefore,
the cost of obtaining the low R? value of .30 in Demand
Approaches B and E is considerably less than the cost of
obtaining the high R? value of .80 in Demand Approaches

D and G.

Based on the analysis of Hypothesis Three, it
was concluded that no significant difference in accuracy
existed between any of the regression analysis demand

approaches and, therefore, any R? value equal to or
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greater than .30 produces more accurate results than the
stochastic method under conditions of high seasonality.
This low required value for R? substantially limits the
possible data gathering costs. Further, the benefits of
increased accuracy through the use of the firm demand or
industry demand method over the stochastic method can be
considerable. The demand generated will be the force
variable for a simulation model of the operating system

of a firm. Major policy decisions may be based on the
analysis of the simulation runs. Given this fact, the
accuracy of the demand generation method and consequently,
the simulation model could be extremely important. There-
fore, the results from testing Hypothesis Four lead to the
conclusion that in any condition where high seasonality
exists, the use of the firm demand or industry demand
method over the stochastic method will normally be

justifiable on a cost/benefit basis.

Hypothesis Five

The fifth hypothesis stated that the ranking of
demand approaches according to their relative accuracy
would remain constant over all demand test conditions.
Reference back to Table 6-13 clearly indicates that this
hypothesis was rejected. Therefore, no generalizable
conclusions can be drawn regarding the rank ordering of

the demand approaches or the demand generation methods over
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demand test conditions. Any conclusion regarding rank
ordering must be made specifically for each demand test
condition.

However, some interesting conclusions can be drawn
from the results of the analysis in Chapter VI. Although
the stochastic method offers the potential for much more
accurate replication as demonstrated in Demand Test Condi-
tions I through VIII, the accuracy of this method changes
drastically under conditions of high seasonality. This
is in contrast to the stability exhibited by both the
firm demand and industry demand methods. Although not
as accurate as the stochastic method, the MAPE values for
the firm demand and industry demand methods remained within
a range of 26.929 to 50.689 over all ten demand test condi-
tions. This is considerably less than the range of 12.281
to 55.814 for the stochastic method. This combined with
the steady decline in accuracy of the stochastic method
after seasonality was introduced (Figure 6-11), leads to
the conclusion that over all demand test conditions accuracy

is more stable with the firm and industry demand methods.

Guidelines and Implications

The conclusions lead to certain guidelines to be
followed when conducting demand generation experimentation.

In any environmental condition to be replicated that does
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not exhibit high seasonality, the stochastic method is
preferable. This method not only produces the most
accurate results under non-seasonal conditions, but
it is also the simplest and least expensive method.

For conditions of high seasonality, either the
firm demand or industry demand methods should be selected.
These methods exhibit superior accuracy in comparison to
the stochastic method regardless of the obtained R? value.
Therefore, only one attempt at data gathering for the
regression model should be conducted if demand generation
is the only goal. As long as the regression model resulting
from this data gathering possesses an R? value of greater
than .30, no more regression analysis is necessary to
improve the accuracy of demand generation.

If the purpose of the research effort in conjunction
with demand generation is to analyze of the factors affect-
ing demand and/or demand forecasting, the stochastic method
should never be used. This method offers no informational
value for forecasting or analysis of demand factors. It
is strictly a demand generation method. Either the firm
demand or industry demand method should be employed. When
either the firm demand or industry demand methods are
utilized for demand generation and forecasting, the R?
value becomes more important. The higher the R? value,

the more accurate the analysis of demand factors and the
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forecasting will be. Thus, although R? is relatively
unimportant to demand generation, the highest value of

R? allowed by cost considerations should be sought if the
model will also perform forecasting and/or analysis of
demand factors.

The reader should recall from Hypothesis Three the
conclusion that the stochastic process which reduces period
demand to daily demand for the firm demand and industry
demand methods caused the dampening of the effect of the
R? value on accuracy. Again, this was due to the attempt
to reduce the intermediate or long range regression analysis
to a short range method. The use of the firm demand and
industry demand methods for short range demand generation
did produce superior accuracy in two demand test conditions.
However, since the R? value is a measure of forecast accu-
racy, the accuracy for use in forecating and/or analysis of
demand factors of either method stops when the effect of R?
on accuracy stops. Therefore, the firm demand and industry
demand methods can be used for short range demand generation,
but are of little use for forecasting and/or analysis of
demand factors on a short range basis. To utilize these
methods for such a purpose, the analysis must be conducted
on periods of a month or longer. For short range forecast-
ing such approaches as time series analysis would seem more

applicable.?
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Since the stochastic method proved most accurate
in eight of ten environmental conditions, the results imply
that in most business situations the stochastic method would
be adequate. However, this may not be the case. The fact
that the stochastic method was least accurate in cases of
high seasonality must be kept in mind. Although high sea-
sonality represented only 20 percent of the demand test
conditions, actual business situations where high season-
ality exists may represent a much higher percentage. Most
firms do experience some form of seasonality. In fact, a
recent study of manufacturing, retailing, and wholesaling
firms in the United States and Canada found that 41.0 per-
cent of the responding firms experienced high seasonality
and 16.4 percent experienced at least moderate seasonality.’®
Therefore, a majority of actual business conditions may fall
under the environmental conditions represented in Demand
Test Conditions IX and X. This would indicate that in the
majority of actual business simulations the firm demand or
industry demand methods would prove more accurate than the
stochastic method.

This fact has serious implications for future demand
generation attempts. Although the firm demand and industry
demand methods have proven to be viable methods of demand
generation, most previous attempts at demand generation

have utilized the stochastic method. Referring back to
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the Literature Review, the models developed by Balderston
and Hoggatt,"' Gross and Ray,*® and Whybark® all utilized
the stochastic method for demand generation. The findings
of this research suggest that although the demand generation
for these models may be accurate in conditions of low or
non-existent seasonality, the models did not utilize the
most accurate demand generation methods in conditions which
probably represent the majority of actual business demand
patterns--high seasonality. Thus, the accuracy of results
from demand generation may be less than that which could
have been obtained. This lack of accuracy will affect the
accuracy and validity of the simulation model for which
the demand generation is the force variable. Major policy
decisions may be made based on the results of analysis of
these simulation runs. Therefore, it could be extremely
important to the firm for the simulation model to use the
demand generation method which produces the highest obtain-
able accuracy. The same statement also holds true for
general research with simulation models. 1If the demand
generation force variable is less than the obtainable
accuracy, the conclusions drawn from more general research
with simulation models of a firm could exhibit questionable
validity and accuracy.

Future demand generation attempts should keep this

finding in mind when selecting the method or methods to use.
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If environmental conditions with high seasonality are

to be simulated, the firm demand and/or industry demand
methods should be included in the simulation model. A
logical approach to the use of different methods in dif-
ferent environmental conditions would be to include all
three methods. This approach, taken in the SPSF Testing
Environment, allows the most appropriate method to be
selected for any given simulation. This would afford
new simulation models considerably more flexibility than

previous models that utilized only the stochastic method.

Limitations of the Research

Any simulation study is constrained to the extent
that the simulation model replicates the real world system.
The present research is not free of that constraint. How-
ever, the SPSF model employed in this research has been
subjected to extensive validation tests and has been
judged valid.’

This particular application of the SPSF model
utilized certain simplifying assumptions. First, the
Operations Module was limited to a single, infinite
inventory location upon which all demand impacted. It
is unrealistic to assume any channel of distribution
consists of only one location and that location never

stocks out. However, the thrust of this research was
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to evaluate the relative accuracy of various demand
generation methods. Thus, the single infinite inventory
assumption served to eliminate stockouts, which would have
confounded the analysis. For this reason the assumption
was justified.

The second simplifying assumption was that the
output of the Forecast Module was not utilized. Since the
accuracy of forecasting techniques was not the concern of
this research, the assumption was justified. A related
limitation of this study is the fact that only demand
generation models were considered. This ignored the
rather large field of forecasting models. However, a
simultaneous dissertation was conducted to test various
time series forecasting models under different environ-
mental conditions.® Further, a large gap seemed to exist
in the literature regarding demand generation methods and
their accuracy. For these reasons this limitation was
justified.

A final limitation of this research concerns the
nature of the data analyzed. In each of the demand test
conditions, each demand approach attempted to replicate
the given demand pattern. These give demand patterns
represented not actual but controlled demand data.
Therefore, the accuracy of the demand approaches were

not necessarily tested in actual situations. However,
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these controlled demand patterns were designed to be
representative of generalizable business demand conditions.
It can be argued that actual business data would prove

less representative of the generalizable conditions than
controlled data created for that purpose. Further, the
product and order composition characteristics remained
stable over all demand test conditions. To find data which
was stable with respect to product and order composition
characteristics but exhibited demand patterns for all ten
demand test conditions was virtually impossible. Thus,

this limitation was not only justifiable, but unavoidable.

Future Research

This research effort has generated a wide range of
possible future studies. One promising area for future
research would be sensitivity analysis to determine what
amount of seasonality and variation cause the stochastic
method of demand generation to relingquish its superior
accuracy. It was observed in the present research that
high seasonality and high variation affected the stochastic
method, but a derivation of the affect function and the
point where accuracy rapidly decreases was not obtained.
It can be observed from Figure 6-11 that the accuracy of
the stochastic method begins to fall as variation and

seasonality increase (Demand Test Conditions V through X).
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However, the large drop in accuracy from Demand Test
Conditions VIII to IX discloses little about the rate
of accuracy decrease created by seasonality.

Further research could be conducted wherein the
amount of seasonality was gradually increased and the
accuracy of the stochastic method compared both to itself
and the industry and firm demand methods. Thus, the incre-
mental effect of seasonality on the stochastic method and
the point where the industry and firm demand methods become
more accurate could be observed.

An extremely fruitful area for additional research
would be market share studies with actual products. The
regression model of market share in the industry demand
method can be utilized to evaluate market share for a
particular firm and the factors that affect market share.
Data over time or across sections of the country could be
analyzed to determine the effect on market share. Such
factors as price, advertising, product quality, and cus-
tomer service for the firm in question and the industry
competitors could be gathered. This data could be analyzed
utilizing the market share equation on page 54. By perform-
ing a logarithmic transformation on the data, this equation
is expressed in linear rather than fractional form. This
linear form of the market share formula can be analyzed

through multiple regression analysis to determine the
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model for market share. Through this model, market share
can be forecast for future periods.

In addition, the regression coefficients in the
market share model represent elasticities of each of the
factor inputs. Thus, the price, advertising, product
quality, and customer service elasticities for both the
firm and its competitors would be obtainable. This infor-
mation could assist the manager in determining marketing
strategies. The effect on market share of changing any
of the factor inputs would be identified. Thus, the
marketing manager could view the effect of competitive
actions and the most effective counter-moves to meet
competitive inroads to market share. For example, if
a competitor were to lower price the firm could enter this
change into the market share model and analyze its effect
on market share. The marketing manager could also try
various marketing counter-moves to negate the competitive
action. For instance, it may be found that an increase in
advertising most effectively countermands the effects of
the competitive price move.

Finally, the comparison of different time series
and regression analysis models of forecasting would seem
a logical progression from this research and the Sims
dissertation.? Regression analysis has been characterized

as a more intermediate or long range model whereas time
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series forecasting has been termed a short range body of
techniques.!® Time series appears to be more adaptive to
rapid changes in demand but regression analysis possesses
the advantage of considering environmental factors. It
would be interesting to analyze the relative accuracy of
both time series and regression analysis under various time
settings and environmental conditions. Such conditions as
rapid changes in demand, with and without accurate environ-
mental indicators, could be considered. Not only the rela-
tive accuracy, but also the cost/benefit impact of each

model on a logistical operating system could be evaluated.
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CHAPTER VII--FOOTNOTES
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The formula for standard deviation for the demand

APPENDIX

EXHIBIT I

STANDARD DEVIATION

patterns in the demand test conditions is:

where:

SD

>

_ JI(x-X)?
SD = /———N_l

standard deviation;

each observation of demand;

the value of demand expected from the
measurement of level, trend, and season-
ality; and

the number of observations of demand.
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EXHIBIT II

COEFFICIENT OF VARIATION

The coefficient of variation is a measure of the
amount of variation in data as a fraction of the mean of

the data. The formula for coefficient of variation is:

cv =D
X
where:
CV = the coefficient of variation;
SD = the standard deviation; and
X = the mean.

As an example, if the mean of a set of data
equalled 3,750 and the standard deviation was 375, then

the coefficient of variation would be:

w
~
(5}

cv 0100

b B e S
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EXHIBIT III

SEASONALITY FACTOR

A seasonal cycle is composed of a certain number of
periods. For instance, twelve months in a year represents
twelve periods in a yearly cycle. If no seasonality
existed, the fraction of total cycle demand that occurs
in any one period would be one divided by the number of
periods in the cycle. Each period would have the same
demand. Seasonality is the degree to which demand in a
period differs from this condition of equality between
periods.

The seasonality factor is a measure of this
seasonality for each period in a cycle. The formula

for the seasonality factor is:

PD,
SF, = —= x NP
1 CD
where:
SFi = the seasonality factor for period i;
PD, = the demand for period i;

CD = the demand over the entire cycle; and

NP = the number of periods in a cycle.

As an example, if the cycle contained ten periods
and the cycle demand was 100,000 units, then the demand for

each period would be 10,000 units if no seasonality existed.
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However, if demand in Period 4 was 12,500 units,
then the seasonality factor for Period 4 would be:

12,500 _ 145 - 1,25,

SF4 = 100,000

Another way of viewing the seasonality factor is
to say the period demand of 12,500 units is 1.25 times the

demand of 10,000 units expected without seasonality for

that period.

TR T q——
|
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