AN EXPERIMENTAL STUDY OF THE EFFECTS OF
QUANTITATIVE MANAGEMENT INFORMATION ON THE
GENERATION AND SELECTION OF ALTERNATIVE
ACTIONS IN INDIVIDUAL DECISION MAKING UNDER
UNCERTAINTY

Dissertation for the Degree of Ph. D.
MICHIGAN STATE UNIVERSITY
CHARLES ALEXANDER DAVIS

1975



AT

3 1293 10391 5231




ABSTRACT

AN EXPERIMENTAL STUDY OF THE EFFECTS OF
QUANTITATIVE MANAGEMENT INFORMATION ON
THE GENERATION AND SELECTION OF
ALTERNATIVE ACTIONS IN INDIVIDUAL
DECISION MAKING UNDER UNCERTAINTY
By

Charles Alexander Davis

Administrators of colleges and universities are experiencing
increased pressure from legislators, trustees, taxpayers, and faculty
to improve the management of the resources of higher education
institutions. University administrators have responded by attempt-
ing to adapt computer-based tools and techniques of management tech-
nology, based on industrial models, to the operation of their insti-
tutions. A1l of these computer-based tools and techniques and their
associated data bases were characterized as Management Information
Systems (MIS) in this study.

Early experience with MIS in higher education institutions
revealed considerable difficulty integrating new management technology
into the established management structure. Available literature has
made valuable contributions to explaining the problem of implementa-
tion, but reveals little evidence of basic research aimed at under-
standing the effect of new management systems and technology on the

individual manager.
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The present research was intended to explore the effects of
quantitative management information on the individual manager in the
performance of one of his most crucial functions--decision making.
Because of the lack of research results directly related to indi-
vidual decision making in the current literature, this study was
considered exploratory.

The problem addressed by this research was the effect of quan-
titative management information about the state of an uncertain envi-
ronment on the generation and selection of alternative actions in the
individual decision-making process in that environment. An uncertain
environment is one in which all possible actions, the outcomes of
possible actions, and the possibilities of such outcomes are not known
to the decision maker.

The background for the present research was established by
reviewing literature related to MIS applications in higher education.
A brief review of the history of decision making was presented and a
model, based on decision-making theory, was developed to establish
the theoretical framework for the study.

Five basic research questions were formulated relative to the
effects of quantitative management information on the individual
decision maker in an uncertain environment. An experiment was
designed to provide the data from which answers to the research
questions could be derived.

Subjects used in the experiment were chosen from seniors and
graduate students in the College of Business at Western Michigan Uni-

versity. Subjects were randomly assigned to treatment groups to
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minimize the effect of confounding uncontrolled variables with the
information treatment. Orthogonal planned comparisons of the mean
number of alternatives generated and selected and nonparametric analy-
sis of the distribution of alternatives generated and selected were
used to extract information from the raw data.

The methodology used in the study was experimentation.
Internal validity was controlled by choice of sample size, confidence
levels, and random assignment of subjects to treatment groups. Gen-
eralization of the results of a single experiment, a single decision
problem, and a given population to all decision situations is not the
claim of the researcher. It is hoped that a contribution has been
made to understanding individual decision making in an uncertain envi-
ronment.

Findings of the study were:

1. Quantitative management information had no effect on the
number of alternatives generated by individual decision makers in an
uncertain environment.

2. There was no evidence that quantitative management infor-
mation had any effect on the number of alternative actions selected
by individual decision makers in an uncertain environment.

3. The number of alternatives generated showed high posi-
tive correlation with the number of alternatives selected by the same
individual except when the information treatment was quantitative

management information.
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4. The distribution of alternatives selected by individual
decision makers in an uncertain environment was affected by the
combination of quantitative and nonquantitative management informa-
tion when compared to the use of quantitative management information

alone in an uncertain environment.
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CHAPTER 1

INTRODUCT ION

Introductory Statement

Higher education institutions will be difficult to manage
even with the availability of the best planning and management
systems information. Without such information, good management
at a complex institution may be virtually impossib]e.]

The foregoing statement by Huff and Manning reflects the opin-
ion of a new breed of management scientists whose mission is the appli-
cation of the tools and techniques of management technology to higher
education. The central element in most proposed applications is the
electronic data processing capability of the computer. No standard-
ized terminology has yet emerged, but the more highly recognized
approaches to scientific management techniques are identified by the
terms Management by Objectives, Program Planning and Budgeting Sys-
tems, Management Information Systems, Computer-Based Planning Models,
and Educational Simulation Systems.

Despite the overlapping descriptions used to identify current
approaches, all management tools and techniques are linked by one

common denominator: a supportive, quantitative data base. This data

base is most often associated with MIS, which Nelson defined as

]R. A. Huff and C. W. Manning, Higher Education Planning and
Management Systems (Boulder, Colorado: HNational Center for Higher
Education Management Systems, 1972), p. 17.




. that configuration of men, machines and methods which
supports management in the collection, storage, processing,
and transmission of information for gperation, control, eval-
uation and planning of a university.

Robinson defined MIS in terms of its objectives: "The major objective
of a management information system, therefore, is to provide useful,
relevant information to management in the form and at the time when it
will be most useful."3 The term MIS is used in this study to character-
ize all of the tools and techniques of management technology and their
associated data bases.

While management scientists are adapting their technology to
the management problems of higher education, there is increased pressure
from public agencies to make higher education institutions more manage-
able. Farmer described the financial pressure:

For many years higher education has presented the bill for higher
education to the public for support, and it usually was paid.
Now, however, bond authorizations are frequently defeated at the
polls, and state governments are drastically reducing per student
funds. Although higher education used only 2.2 percent of the
gross national product in 1965-67, the expenditures totaled $15.2
billion. By 1980 higher education will be consuming 2.5% of the
GNP, some $32.5 billion. The public now has a large number of
social programs--hunger, housing, medical care, transportation
and pollution--competing for public funds. Educators are being

asked to specifically describe their objectives, measure their
performance, and determine costs.4

2C. A. Nelson, "Management Planning in Higher Education--
Concepts, Terminology and Techniques," Management Controls, January
1971, p. 5.

30. D. Robinson, "Some Observations on the New Management
for College and University," Management Controls, October 1970,
p. 220.

4J. Farmer, Why Planning, Programming, Budgeting Systems for
Higher Education? (Boulder, Colorado: Western Interstate Commission
for Higher Education, 1970).




Robinson wrote of college administrators' growing awareness
of the need for sound management:

There is, above all else, a growing realization that good man-
agement is important in an institution of higher learning. This
may sound self-evident, but the fact is that up until recently
most academic administrators believed (or certainly behavéd as if
they believed) that colleges were not subject to the same kinds
of management rules as are other organizations; that through some
sort of marvelous beneficence, they were exempt from all or most
of the consequences of bad management. This revelation, this
insight, this slow coming of age has finally made possible the
rational consideration of the need to fashion tools that will
assist in ?eeting the management problems of colleges and uni-
versities.

Rourke and Brooks pointed out the political utility of a
computer-based MIS:

Finally, beyond considerations of efficiency and internal con-
trol, the computer plays an important role as a showpiece to
impress the outside world with the modernity of university admin-
istration. As the struggle for legislative appropriations grows
intense, most universities must draw upon any and all available
strategies to insure economic survival. One such strategy is to
give the public and the state legislature every possible reason
to believe ghat the university is being operated with maximum
efficiency.

The concentration of pressures from public agencies, faculty,
students, and even some university administrators on the administrative
structure of colleges and universities to "do something" to improve
the management of their resources has generated the awareness of an
acute need to change the traditional methods by which universities
have been operated in the past. This acute need, coincident with the

desire of management scientists to apply management technology to higher

5

6F. E. Rourke and C. E. Brooks, "Computers and University
Administration," Administrative Science Quarterly, December 1966,
p. 600.

Ibid., p. 217.




education administration, has led to the rapid and sometimes unfortu-
nate introduction of MIS on college campuses.

Early experience with MIS applications in complex organiza-
tions such as institutions of higher learning has led some observers
to point out problems of such systems. Ackoff criticized the assump-
tions on which MIS designs are usually based:

Contrary to the impression produced by the growing litera-
ture, few computerized management information systems have been
put into operation. Of those I've seen that have been imple-
mented, most have not matched expectations and some have been
outright failures. I believe that these near-and-far misses
could have been avoided if certain false (and usually implicit)
assumgtions on which many systems have been erected had not been
made.

Thompson raised some thorny questions about the impact of such
systems in the university resource allocation process:

After the initial resource allocation pattern has been fixed
by legislative action, it is at this point that nonelected
officials take over the responsibility for successive reallo-
cations down to the smallest organizational components
affected. But will PPBS data necessarily affect the long
established practices of organizational bureaucracy as they
apply to this type of budgeting? Will the process ever be
free from successful attempts to once again introduce inter-
nal and external political considerations capable of affect-
ing the eventual outcome? And will the eventual reaction of
the agencies budgeted to the final pattern of resource-allo-
cation be any different than the present if they perceive
the decision-making process as being basically unchanged,
but merely dressed up with some new computerized budgeting
gimmick?

Argyris discussed some of the emotional problems that arose

when a MIS was introduced into the management of a complex organization

7'R. A. Ackoff, "Management Misinformation Systems," Management
Science 14 (December 1967): 147.

80. L. Thompson, "PPBS: The Need for Experience," Journal of
Higher Education 42 (January 1972): 686.




9 Observation of the technologists'

by a team of MIS technologists.
attempts to increase the rationality of management behavior revealed
an intensification of the emotional responses of the management per-
‘sonnel. Argyris reported that the technologists deviated from the
rational philosophy of their professional training under the stress

of the corporate environment. The technologists tended toward the
same emotional behavior exhibited by the managers of the complex
organization.

Ackoff, Thompson, and Argyris all addressed a broad general
problem: the effect of quantitative data-based MIS on the established
practices of managing complex organizations.

Higher education institutions, among the most complex of
modern organizations, are not exempt from the requirement to effec-
tively integrate new management technology into their established
patterns of administration.

There has been considerable deliberation of the problem of
implementing new management systems. Churchman and Schainblatt sum-
marized the various opinions about how the efforts of researchers in
management science should be implemented into traditional management

10

structures. They identified four alternative positions with respect

to the relationship between the management scientist and the manager:

9C. Argyris, "Management Information Systems: The Challenge
to Rationality and Emotionality," Management Science 17 (February
1971): 275-291.

]OC. W. Churchman and A. W. Schainblatt, "The Researcher and
the Manager: A Dialectic of Implementation," Management Science 11
(February 1965): 69-87.




1. Separate function position--management and management
research are viewed as separate functions. Implementation consists
of specifying the physical changes that must take place in an organi-
zation in order for it to accommodate the optimal mathematical solu-
tion.

2. Communication position--emphasizes the need for creating
better lines of communication between manager and the management
scientist. The communication is direct and independent of the per-
sonality of the manager. The manager's understanding of the scientist
is viewed as critical.

3. Persuasion position--emphasis is placed on the scientist's
understanding enough about the manager to persuade the manager to
accept recommended changes.

4. Mutual understanding position--embraces the position that
management and management science cannot be separated. If science is
to become a method of managing, then management must become the method
of science.

Argyris used the strategy of placing a member of line manage-
ment on the MIS team to act as a liaison in the implementation process,

' He implied that imple-

but reported less than desirable results.
mentation strategies based on rational solutions such as education

and structural change alone would not work, and suggested emphasis

on the utilization of behavioral science technology to increase inter-
personal competence. Mitchell, Farmer, Nowbray, and Levine analyzed

the implementation of various management science tools in higher

M ipid.



education institu'cions.]2 Halter and Dean discussed the relationship

between the analyst and the decision maker in complex agricultural
sit:uations.]3
Although it has made valuable contributions to explaining
the implementation problem, the available literature reveals little
evidence of basic research aimed at understanding the effects of new

management systems and technology on the individual manager, or how

individual managers use such systems and technology.

Functions of the Administrator in Higher Education

Although various writers have described the functions of
managers and administrators differently, few disagree with Corson's
statement that:

The administration of any enterprise involves the making and
subsequently the execution of a succession of decisions. In a
manufacturing concern, these decisions involve the hiring of
workers, the purchasing of raw materials, the determination of
methods of production and volume of output, the setting of
prices, and a myriad of related decisions of greater and lesser
significance to the accomplishments of the enterprise. In a
government bureau, the decisions involve the proposal of legis-
lation, the hiring and promotion of civil servants, the con-
tracting with industry, the adjudication of cases, the formu-
lation of budgets and work programs and the determination of
what shall be said to the public in speeches and reports.

In a university similar decisions are made and executed.
Faculty members, administrators, coaches, secretaries, and

12'E. E. Mitchell, "PPBS: Panacea or Pestilence," AEDS Monitor,

February 1970, pp. 4-13; J. Farmer, An Approach to Planning and Man-
agement Systems Implementation (Los Angeles, California: California
State Colleges Publications, 1971); G. Mowbray and J. B. Levine,
"The Development and Implementation of CAMPUS: A Computer Based
Planning and Budgeting System for Universities and Colleges," Educa-
tional Technology, March 1971.

]3A. Halter and G. Dean, Decisions Under Uncertainty (Chicago:
Southwestern Publishing Co., 1971), p. 139.




various other persons are hired and promoted--or not promoted.
A curriculum_is formulated and reformulated; courses are added
and dropped.14
A distinguishing characteristic of complex enterprises or
organizations is the process by which decisions are made and imple-
mented. A manager or administrator seldom makes decisions without the
involvement of both subordinates and superiors. Simon argued that:
It should be perfectly apparent that almost no decision
made in an organization is the task of a single individual.
Even though the final responsibility for taking a particular
action rests with some definite person, we shall always find,
in studying the manner in which the decision was reached, that
its various components can be traced through the formal and
nonformal channels of communication t? many individuals who have
participated in forming its premises. 5
A major concern of administrators or managers in a complex
organization is the maintenance and structuring of the decision-making
process. One could argue further that a major responsibility of the
administrator in a complex organization is to fulfill his role in the
decision-making process of the organization. The definition of that
role depends on the particular organization. Most research on complex
organizations and the decision processes has been centered on govern-
ment, business, and industrial firms. Administrative theorists and
administrators are concerned that the results of such studies are not

wholly applicable to colleges and universities. Millett, a leading

spokesman for this viewpoint, declared that "Ideas drawn from business

14J. Corson, Governance of Colleges and Universities (New
York: McGraw-Hill, 1960), p. 118.

ISH. A. Simon, Administrative Theory (New York: Macmillan
Co., 1961), p. 221.




and public administration have only a very limited applicability to
colleges and universities."]6
Litchfield, a spokesman for the opposing view, believed
that "Administration and the administrative process occur in substan-
tially the same generalized form in industrial, commercial, civil,
educational, military and hospital ov'gam'zation."]7
The similarities and differences between the management of
universities and government, business, and industry was pointed out
by Baldridge, using two models of the university.18 If the university
is viewed as a bureaucracy, as described by Weber, a great similarity
with business and industry can be c]aimed.]9 Among the shared features
are:
1. The university is a complex organization chartered by
the state.
2. The university has a formal hierarchy, with offices and a
set of bylaws that specify the relationships between
these offices.

3. There are formal channels of communication that must be

respected.

]GJ. D. Millett, The Academic Community (New York: McGraw-
Hil11, 1962), p. 4.

]7E. H. Litchfield, "Notes on a General Theory of Administra-
tion," Administrative Science Quarterly 1 (January 1956): 28.

]BJ. V. Baldridge, Academic Governance (Berkeley: McCutchan
Publishing Co., 1971).

]QM. Weber, The Theory of Social and Economic Organizations,
trans. T. Parsons and A. Henderson (New York: The Free Press, 1947).
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There are definite bureaucratic authority relations,

with some officials exercising authority over others.
Formal policies and rules govern much of the institution's
work.

Decision processes are often highly bureaucratic,
especially when rather routine types of decisions are at

stake.

If the university is viewed as a "collegium" or "community

of scholars," some distinct differences between the university and

business and industry can be observed. Prominent features are:

1.

3.

Participation of all members of the academic community--
especially faculty--in the management of the university.
Emphasis on authority based on "technical competence"
rather than the "official competence" resulting from one's
office holding in the bureaucratic hierarchy.

A utopian prescription for humanism in the educational

process, unlike the impersonalism of the bureaucracy.

Baldridge pointed out that an analysis of the decision process

implied by these two views of the university reveals weaknesses in

both:

The bureaucratic model does not deal adequately with
nonformal types of power and influence.

The bureaucratic model explains formal structure but does
not deal adequately with the processes that give dynamism

to the structure.



11

3. The collegial model does not deal adequately with the
problem of conflict. The argument that major decisions
are made primarily by consensus ignores power plays,
conflict, and the politics of a large university.

It appears decision theorists should initiate research efforts aimed
at understanding the university as a complex organization, different
than business and industrial firms.

Baldridge conducted a research project to study the decision-
making process in a large American university.20 Results indicated
that most members of the university community claimed some partici-
pation in the decision-making process at some level. Many people
were involved in decision making at the department level, but only a
small number participated in college or all-university decisions.
Further analysis indicated that decision-making influence was frag-
mented, with different groups being strong in different spheres of
influence and no single group dominating everything. The groups
defined in the study were trustees, central administration, deans,
college faculty, department faculty, and individual faculty members.
One finding of the study was that trustees had very little influence
on-decision making in curriculum matters, whereas deans had great
influence in decision making where faculty promotion was concerned.

In another study of 115 colleges and universities in the
United States, Baldridge reported a strong association between

increasing institution size and the following:

2OJ. V. Baldridge, Power and Conflict in the University (New
York: John Wiley and Sons, 1971).
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1. a center specialized in mediating those external rela-
tions that are crucial to the maintenance and development
of institutional legitimacy and material support.

2. a powerful faculty senate and subject matter departments
with more autonomy over matters of particular concern to

them.Z]
The results of these research efforts imply that the large
university is a loose federation of administrative units with wide
participation in decision making at the lower levels and a centralized
officialdom at the upper level involving very few persons in the
decision process.
It appears that the administrator in an institution of

higher education is more likely to be in the role of mediation or

consensus formulation than is his counterpart in business and industry.

As Baldridge so wisely observed, however, the "collegial consensus"

is often nothing more than the ascendancy of one group over another.

In such situations, even at the departmental level, the administrator

often decides which group will prevail. In large universities, at

higher levels, the decision-making process involves few individuals
and, to a large extent, administrative officials participate in the
decision making with recommendations from committees or councils.

If one is to make a research contribution to the effective implemen-

tation of quantitative management information systems in complex

organizations such as higher education institutions, such research

2]Ba1d|r‘1'dge, Academic Governance, p. 58.
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might best study the effect of such systems on the decision-making
process. One approach would be to investigate the effect of MIS on
collegial consensus at the department level in the university.

Another approach would be to investigate the effect of MIS on decision
making by administrators in higher education functioning in the absence
of consensus. The administrative role in such situations is more
nearly like that of an administrator in business or industrial organi-

zations. The present study takes the latter approach.

Statement of the Problem

The problem addressed by the present research was derived from
the previously mentioned need to integrate quantitative management
information systems and techniques into the traditional management
patterns of complex organizations such as higher education institu-
tions. Investigation of the problem focuses on the decision-making
activities of individuals in an uncertain environment.

The problem investigated was the effect of quantitative man-
agement information about the state of an uncertain environment on
the generation and selection of alternative actions in the individual
decision-making process in that environment.

The theoretical framework for the investigation is embodied
in the Bayesian model derived from decision-making theory, as dis-
cussed in Chapter II of this dissertation. Soelberg's research,
based on an expanded model of Simon's characterization of the decision
process, indicated that early activity focused on the search for

alternative actions and the reduction to two or more acceptable
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22 In this activity

alternatives before termination of the search.
the decision maker examines the environment to obtain information
about present and possible states of nature, and tests hypotheses
about the probability of likely states of nature in the environment

as a result of the decision to be made.

Purpose of the Study

The purpose of the study was to seek answers to five basic
questions about individual decision making under uncertainty and the
effects of quantitative management information on the generation and
selection of alternatives. The questions were:

1. Is there any difference in the number of alternative
actions generated by the individual decision maker in an uncertain
environment as a result of quantitative management information as
compared to nonquantitative management information or no management
information?

2. Is there any difference in the number of alternative
actions selected by the individual decision maker in an uncertain
environment as a result of quantative management information as com-
pared to nonquantitative management information or no management
information?

3. Is there any difference in the number of alternative

actions generated by an individual decision maker under uncertain

22P. Soelberg, "Unprogrammed Decision Making," in Studies in
Managerial Process and Organization Behavior, ed. J. H. Turner,
A. C. Fi]}ey and R. J. House (Glenview, I11.: Scott, Foresman and
Co., 1972).
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conditions as a result of the combination of quantitative and non-
quantitative management information when compared to the use of either
type separately?

4. Is there any difference in the number of alternative
actions selected by an individual decision maker in an uncertain envi-
ronment as a result of the combination of quantitative and nonquanti-
tative management information as compared to either type when used
separately?

5. Is there any difference in the distribution of alterna-
tive actions selected by individual decision makers in an uncertain
environment as a result of quantitative management information when
compared to nonquantitative management information or no management
information, when the distribution variate is a randomly ordered nomi-
nal set of alternatives representative of a referenced distribution?

These questions were addressed to a small part of the problem
of the effects of management information on individual decision making:
the generation and selection of alternatives. It is hoped that further-
ing the understanding about this part of individual decision-making
activity will contribute to the knowledge base from which future

researchers may draw some guidance.

Methodology

So little research has been published on the subject of indi-
vidual decision making under uncertainty that this study must be con-
sidered exploratory. For this reason, the research hypotheses were

stated in the form of questions rather than major null hypotheses.
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The question framework for stating research hypotheses allows the
researcher more flexibility to explore whatever results the data might
reveal.

The methodology for the study was experimentation as opposed
to field observation or a case study. The use of the experimental
method in research has long been accepted in the physical and biologi-
cal sciences, but still evokes debate among researchers in the social
and behavioral disciplines. Decision making under uncertainty is a
complex process involving many variables. The researcher must exert
some control over variables believed to be related to the research
question if valid knowledge is to be derived from his work. The experi-
mental method allows the experimenter to control some variables and
minimize the effect of others through randomization. This enhances
the internal validity of the experiment. Another advantage of the
experimental method is that the researcher must state explicitly the
conditions under which the results were obtained. The results can
then be generalized to other situations in which similar conditions
are observed. This enhances the external validity of the results of
the experiment.

Another issue that had to be resolved was the population from
which subjects would be drawn. Cummings and Harnett cited several
studies that supported the reasoning that students can be used as
subjects in managerial decision-making studies and that their responses

23

will be essentially the same as those of active managers. In this

23L. L. Cummings and D. L. Harnett, "Managerial Problems and
the Experimental Method," Business Horizons, April 1968, p. 41.
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study there was the added requirement that the subject population be
familiar with the format for presenting quantitative management
information, such as charts, graphs, tables, percentages, and propor-
tions. The population used in this study was college students in a
single university; they were chosen from the College of Business,
before instrumentation of the study. The rationale for selection

of this population was that the students' backgrounds indicated the
aforementioned familiarity with the style and format of quantitative
management information. It was expected such familiarity would mini-
mize response variance resulting from misinterpretation of the infor-
mation, thus increasing the precision of the experiment.

A large resource group was identified, which represented a

cross-section of the population. Subjects were randomly selected

from the larger resource group. A total of 80 subjects was used in

the experiment. Twenty students were assigned to each treatment group.
The criteria for participation of students in the study were:

1. Subjects must voluntarily agree to participate in the
experiment.

2. Participants must possess sufficient knowledge of the
problem situation of the study to be considered usable
subjects.

3. Subjects must be accessible to the researcher to facilitate
the collection of data and completion of the study within a
reasonable time, and thus minimize the effects of history

and external influence on the responses.
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Definition of Terms

Management information: Management information is that infor-

mation necessary to support the management of an institution in

(a) planning what should be done, (b) operationalizing plans to get
things done, (c) controlling operations to determine whether plans

are being operationalized, and (d) evaluating whether planned outcomes
have been achieved.

Management information systems: An earlier reference was made

to the lack of standardization in the terminology of management tech-
nology and its application to higher education institutions. In this
study, MIS is used as a general descriptor of all of the tools and
techniques of management technology and their associated supportive
data bases.

Decision: Most of the literature on decision making in the
journals of psychology, economics, and statistical mathematics avoids
specific definitions of a "decision." Eilon quoted a definition given
by Ofstad:

To say that a person has made a decision may mean (1) that

he has started a series of behavioral reactions in favor of some-
thing, or it may mean (2) that he has made up his mind to do a
certain action, which he has no doubts that he ought to do. But
perhaps the most common use of the term is this: "To make a
decision" means (3) to make a judgment regarding what one ought

to do in a certain situation after having deliberated on some
alternative courses of action.Z4

245. Eilon, "What Is a Decision?" Management Science 16
(December 1966): 172.
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Knezevich stated that "A decision can be defined as a con-
scious choice from among a well defined set of often competing alter-
natives."25

Although many decision theorists would argue that decisions
are often made with considerable doubt and that choices are not always
well defined, there would be general agreement that a decision involves
at least two alternatives, and that after deliberation a conscious
choice is made from the alternatives. For purposes of this study, the
following definition was used: Decision--a conscious choice of an
alternative after deliberate consideration of at least two competing

alternatives.

Decision making: The majority of decision theorists tend to

focus on the decision-making process. Knezevich said, "Decision making

is a sequential process culminating in a single decision or a series of

decisions."26

Blankenship and Miles wrote:

Decision making may be visualized as a complex process in which an
individual or a group of individuals moves through a series of
interrelated substeps including (1) the recognition of a problem
requiring some response, (ii) the investigation of the problem

and its environment in an effort to collect relevant information
and to generate solutions, and (iii) the selection of a course

of action ggsed on an analysis of the available information and
solutions.

255. J. Knezevich, Administration of Public Education (New
York: Harper and Row, 1969), p. 10.

26

Ibid., p. 32.

27L. V. Blankenship and R. E. Miles, "Organizational Structure
and Managerial Decision Making," Administrative Science Quarterly 13
(June 1968): 107.
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These two definitions represent the simplistic and the complex
extremes of the concept of the decision-making process. The present
study used the definition of decision making proposed by Blankenship
and Miles. This preference is further demonstrated by the decision
activity model discussed in Chapter III.

Quantitative management information: Management information

systems have generally been defined to include the tools and techniques
of management technology and their supportive data bases. This defi-
nition is adequate for purposes of discussion, but for designing the
experiment, quantitative management information must be more precisely
defined. A search of the literature failed to uncover any definition
of these terms, so definitions are formulated here for purposes of
this study. Quantitative management information must meet two basic
criteria:
1. The variables on which data measurements are made must,
in principle, be naturally quantifiable.
2. The format in which data are presented must not alter the
information content.
Any management information not meeting these two criteria is defined
as nonquantitative management information.
The first criterion differentiates between those variables
that are naturally quantifiable and those on which quantitative scales
are artificially imposed for purposes of measurement. Naturally quanti-
fiable variables include dollars available for program support, number
of student credit hours, number of jobs available, size of faculty,

and projected size of the student body. Variables that might be
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artificially quantified are satisfaction of graduates, unity of
faculty, power of the student body, intelligence of students, and
quality of programs.

The second criterion is intended to distinguish between struc-
turing the data format for purposes of presentation to user and alter-
ing the information content by interpretation, inference, personal
judgment, or axiological perturbation. The format for quantitative
management information is generally void of prose and makes use of
graphs, charts, statistical analyses, and tables.

The second criterion does not prohibit ordinary statistical
analyses such as determination of the mean, variance, mode, maximum
and minimum values. Qualitative statistical analyses would violate
the condition for quantitative management information. Techniques
such as rank ordering, categorical grouping, and statistical inference
convey information about the values and perceptions of individuals
as well as the quantitative data.

These two criteria were applied in the selection of management
information to be used in the research instrument.

Uncertain environment: The theories of decision making are

related to the environment in which the decision is made. An uncer-

tain environment is one in which all possible actions available to

the decision maker are not known, the outcomes of such actions are not

completely known, and the probabilities of known outcomes are in doubt.
In summary, the following definitions were used in this study:
Management information--that information necessary to support

the management of an institution in planning what should be done,
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operationalizing plans to get things done, controlling operations to
determine whether plans are being operationalized and evaluating
whether planned outcomes have been achieved.

Management information systems--all of the tools and tech-
niques of management technology and their associated supportive data
bases.

Decision--a conscious choice of an alternative after deliber-
ate consideration of at least two competing alternatives.

Decision making--a complex process in which an individual or
a group of individuals moves through a series of interrelated substeps
including the recognition of a problem requiring some response, the
investigation of the problem and its environment in an effort to col-
lect relevant information and to generate solutions, and the selection
of a course of action based on an analysis of the available informa-
tion and solutions.

Quantitative management information--management information
that meets the following criteria:

1. The variables on which data measurements are made must,

in principle, be naturally quantifiable.

2. The format in which data are presented must not alter the

information content.

Uncertain environment--one in which all possible actions
available to the decision maker are not known, the outcomes of possible
actions are not completely known, and the probabilities of known out-

comes are in doubt.
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Limitations of the Study

This study investigated only a portion of the decision-making
activity of individuals in an uncertain environment--the generation and
selection of alternative actions. It does not deal with the culminating
decision activity, a final choice from selected alternatives.

This study was experimental; as such, one must recognize the
limitations of experimental studies in terms of validity and generaliz-
ability of the results. Careful selection of the population and randomi-
zation minimized the influence of variables other than the information
treatment effects. A further limitation of the study was the use of
students rather than university administrators as subjects in the
experiment. The ability of such students to artificially assume the
role of administrators for experimental purposes has been verified by
management scientists but in any given decision situation, generaliza-
tion of the results might be limited.

Since the study was exploratory, the results are not expected
to be the end but rather the means by which future research might be
guided. Research questions were investigated. It was not expected
that conclusions would come from this study, but that directions would
be indicated for future investigation of the complex process of indi-
vidual decision making under uncertainty and the effects of quantitative

management information on that process.

Importance of the Study

Two factors have contributed to the increased application of

computer-based management technology to the administration of higher
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education institutions. Those factors are pressure from public agen-
cies on higher education to be more accountable for the management of
public resources and the eagerness of management scientists to adapt
the tools and techniques that have proven successful in industry to
higher education management problems. The problem now is one of
"implementation"--the introduction of quantitative-data-oriented
technology into the highly judgmental decision process of traditional
educational administration. We must investigate the effects of such
quantitative data on the process of decision making under uncertainty,
to discover whether and how the introduction of such data contributes
to more effective management. Research should start with the indi-
vidual decision maker. Unless we increase our knowledge of decision
making and the utility of new technology for improving it, the benefit
that can be gained from the successful implementation of computer-based
management information systems in colleges and universities will be

lost. The present study is an attempt to contribute to that knowledge.

Overview of the Dissertation

Chapter I provided an introduction to the role of management
information systems in higher education, a statement of the problem to
be investigated in this study, and the purpose, methodology, and limi-
tations of the study. Definitions of selected terms used in the disser-
tation were also presented.

Chapter II contains a review of literature and related
research on management information systems and the decision-making

theory on which the study was based.
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A description of the model that forms the theoretical basis
for the study, the design of the experiment, and the methods of analysis
of the data are found in Chapter III.

The raw data and the analysis of the data are presented in
Chapter 1IV.

Chapter V contains a summary of the results of the study,
conclusions and recommendations for future investigation, and reflec-

tions on the conduct of the study and its results.



CHAPTER 11

SELECTED REVIEW OF LITERATURE

The literature review of this study can be categorized in two
distinct areas: (1) current quantitative management information
systems and (2) decision theory. The review of current quantitative
management information systems provides the background necessary to
comprehend the kinds of data, formats, structures, and variables
administrators in higher education institutions are likely to encounter
now and in the near future in their search for information to assist
them in decision making.

Decision theory forms the theoretical base for the model used
in the study. From decision theorists in psychology, statistics,
economics, management, and business administration have come reports
of research studies related to individual decision making under uncer-
tainty. The results of some of those studies are presented in this

chapter.

Current Management Information Systems

Reference was made in Chapter I to the lack of a standardized
terminology of management technology and its application to higher
education institutions. In this dissertation, MIS is used as a general
descriptor of all the tools and techniques of management technology and

the associated supportive data bases. This general usage causes some

26



27

confusion when one tries to talk about the state of the art of MIS in
higher education, for it becomes difficult to categorize and survey
the Titerature.

Rourke and Brooks, in a survey of 436 institutions of post-
secondary education to determine use of computerized systems in their
administration, established four general areas of heavy usage:

(1) student affairs, (2) financial management, (3) physical plant

1 Student affairs activi-

management, and (4) general policy planning.
ties included registration, grading records, admissions, testing, and
student records. Financial administration included payroll, general
accounting, budget preparation, investment records, and general inven-
tory. Physical plant management included space inventory, space cost
analysis, classroom assignment, and office space assignment. Policy
planning included long-range planning, institutional research, and simu-
lation of institutional operations. In the overall operation of the
university, none of these areas is totally independent of the other.
Rourke and Brooks further analyzed the use of computerized
systems in the four areas according to level of sophistication: routine,
programmed procedures, management information, advanced programmed
analysis, and nonprogrammed decision making.2 The interest in decision
making under uncertainty, which will be discussed in detail in Chapter

III1, leads to more interest in those applications of MIS at the level of

advanced analysis and nonprogrammed decision making, as defined by

]F. E. Rourke and C. E. Brooks, "Computers and University
Administration," Administrative Science Quarterly, December 1966, p. 600.

21bid.




28

Rourke and Brooks, while still recognizing the necessity of lower level
operating data systems to support higher level activities.

No overall survey of the state of the art of MIS applications
is attempted as a part of this study. In the words of Nelson,

Discussions of the state of the art are often unsatisfac-

tory because of the very different interests and perspectives of
the participants. What are we talking about: Higher education
planning? Computer applications to university operations?
Program p]anning and budgeting? Management information systems?
Model building?

A survey of literature to date leads one to believe that no
university has a totally integrated MIS operating today. This review
discusses the major characteristics of some of the more publicized
systems dealt with in the literature, to give the reader some idea of
the kinds of information being made available to the manager to assist
in decision making.

Most designers of MIS for higher education institutions view

the university as a system as shown in Figure 1.

Academic and Nonacademic
INUTS | —fp— Production and Support SectorJ+ OUTPUTS '

Figure 1.--The university as a system.

3C. A. Nelson, "Management Planning in Higher Education--
Concepts, Terminology and Techniques," Management Controls, January
1971, p. 6.
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Vaj Wijk and Young defined inputs to include:
1. Student input--a description or measure of the student
(or student body) being introduced into the system.
2. Financial input--a measure of resources being sent from
the environment to the system to perpetuate its existence.
The outputs they defined included:
1. Student output--the behavioral change in the student input
brought about as a consequence of the institution.
2. Nonstudent output--the impact of the educational process
on the environment.4
Tables 1 and 2 show quantitative measures for input and output
variables suggested by Hart]ey.5 Figure 2 shows the typical academic
and nonacademic production and support structure of a university pro-
posed by Van Wijk and Young.6 The three major functions--instruction,
research, and public service--espoused by most university administra-
tors are maintained by systems designers in their conceptual models of
the university.
One of the agencies that has been very active in the design,

development, and implementation of management technology in higher

4A. P. Van Wijk and B. J. Young, Objectives, Program Structure
and Evaluation in Higher Education: An Introduction, Research Report
of the Institute for Policy Analysis (Toronto, Canada: Institute for
Policy Analysis, 1971), p. 19.

5H. J. Hartley, Educational Planning, Programming and Budgeting:

A Systems Approach (Englewood Cliffs, New Jersey: Prentice-Hall, 1968),
p. 222, adapted from A. Astin, Who Goes Where to College? (Englewood
Cliffs, New Jersey: Prentice-Hall, 1965), p. 26.

6

Ibid., p. 15.
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Table 1.--Student input characteristics.

Student Input Variable How It Could Be Measured

Past achievement in
high school

academic

- scientific
- artistic

- musical
- literary
- oral

- social
Education & vocational
aspirations

- highest degree planned

- probable major field
of study

- decided or undecided
about studies

Socio-economic background

parents' educational level

father's occupation
number of parents living
ethnic origin

size of high school class

Sex

high school grades, high school
rank

placing in a scientific contest

art awards, exhibitions of own
art work

ratings in music contests

awards for writing, number of own
works published in literary
magazines

oratory awards, participation
in plays

awards for leadership, offices
held in school

graduate work, Ph.D. degree,
professional degree

open

primary, secondary, college
graduate, post-graduate

open

median high school class size




Table 2.--Output measurement.
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Variables

How They Could Be Measured

Student Output

Quantity and quality

Nonstudent Output

Community involvement

Library growth

Research and scholarly
publications

Economic benefits

standardized test results: per-
formance of students on standardized
tests given in the freshman and
senior years and on graduate admis-
sions tests

number and type of degree granted

the number of seniors admitted to
graduate schools

questionnaires filled out by alumni
giving a personal history after
receiving their degrees, listing
positions, salaries, participation
in community affairs and graduate
studies

expressed in terms of lectures,
cultural events, art exhibits &
urban and community projects

the number of books in the library

expressed in terms of research
grants and research publications

economic implications of investment
in education
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education is the National Center for Higher Education Management
Systems at Boulder, Colorado. The collection of tools and techniques
offered by NCHEMS is in two general categories:

1. those that are used to gather historical data, and

2. those that use the historical data as a point of departure

to project future costs and assist in planning for future
operation.

Specific instruments are Program Classification Structure
(PCS), Information Exchange Procedures (IEP), Student Flow Model,
Induced Course Load Matrix (ICLM), Cost Simulation Model (CSM),
Faculty Activity Analysis (FAA), Cost Estimation Model (CEM), Cost
Finding Principles (CFP), and Resource Requirements Prediction Model
(RRPM). Figure 3 shows how some of these instruments might be used in
a systematic way. Raw data are organized according to the program
classification structure chosen. Output data from PCS are used to
allocate support costs to departments. Course requirements for each
instructional major are determined and displayed, according to the
department responsible for providing the courses, in the ICLM.
Department support costs and planning parameters, PCS data, and ICLM
data are used to calculate costs for each program. Costs for each
major can be converted to costs per graduate or cost per credit in any
major. Planning and budgeting costs based on desired outputs are cal-
culated for planned programs based on the input data. The output data
of Figure 3 would be calculations of the costs required to support the

programs planned, based on the input data.
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Support Cost Output
Indicators

Allocation
PCS / + +

{——p»—1 Program Cost Planning and
Accounting [ ® CSM - ——rp Budgeting

+

Support Data ICLM

Figure 3.--Sample use of NCHEMS instruments.

Figures 4, 5, and 6 show specific data and formats for some
of the above-named instruments.

Although NCHEMS offers the user a collection of tools and tech-
niques, several commercial computerized packaged systems perform the
same functions. Typically, a computer software option is sold or
leased to the user. The program is controlled from a computer teletype
terminal. The user interacts with the computer by supplying requested
input data and specifying the outputs.

One such commercial package is CAMPUS VII, designed by Systems
Research Group of Toronto, Canada. Table 3 shows the data the user
puts into the system. Table 4 shows the information the user might
request as output.

Another commercial package is PLANTRAN II, designed by Midwest
Research Institute of Kansas City, Missouri. This software package

allows the user the flexibility of structuring his own model of the
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AVERAGE
STUDENT MAJOR
INDUCED
COURSE LOAD
MATRIX
PROGRAMS
A B C D
1|1 61| 32| 24 | 42 ,
n N
2o
Z =
§§§§ 2|1 43 | 45 | 21 | 5.2
3
o3| 265738 21
W e
(al¥e)
4| 30 | 16 | 57 | 35
u—:-:_u-_J_A

16 15 14 15

Source: R. A. Huff and C. W. Manning, Higher Education Planning and
Management Systems (Boulder, Colorado: National Center for
Higher Education Management Systems, 1972).

Figure 6.--Typical NCHEMS ICLM data format.
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Table 3.--What you put into CAMPUS VII.

On degree programs

The enrollment, course load per student and transition rates
for each year (achievement level).

The cross-loading or induced course load matrix, distributing
students with each program among the disciplines or depart-
ments that teach them, by percentage of discipline/department
load.

On departments or disciplines

Faculty assumptions and characteristics--how staff members are
assigned to teach, hours per week, distribution of ranks in
hiring, salary rates per rank.<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>