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ABSTRACT

AN APPROACH TO THE DESIGN OF MANAGEMENT

INFORMATION SYSTEMS WITH APPLICATIONS TO FAMINE RELIEF

By

Allan Gerard Knapp

Management Information System (MIS) design often fails to account

for the effect that varying qualities of information and associated in—

information costs have on the overall system performance. The focus of

this dissertation is to develop an approach for ascertaining optimal in-

formation quality levels for given budget constraints in large-scale

systems. The methodology is applied to the problems encountered by a

country experiencing a food shortage.

The approach consists of three main components: a computer simula—

tion, a cost function, and an Optimization procedure. The computer

simulation models the background system in which the information system

is imbedded; in this case, the demographic, consumption, and production

characteristics of the famine-stricken area. A government decision—

making component is also modeled to facilitate examination of policy

structure. Overall system performance variables, such as reduction of

fatalities and maintenance of high nutritional level, are defined to

monitor the effects of changing policies or information quality.

An information sampling component is added to the basic simulation

model to enable the model's ”true” variable values to be disturbed with

SPecific measurement error statistics. Sampling frequency, sampling
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error, and processing delays are applied to model variables, thereby

simulating surveillance sampling results received by system managers.

The variables being measured in the famine context include nutritional

level, consumption, and food storage level and location. The quality

of information received by system managers is varied, using the sampling

component, and corresponding results on overall system performance

studied.

The optimization stage can thus specify the ”best” information

quality mix, in terms of expected outcomes. To tie the information

quality to actual surveillance, processing and transmission design, a

cost function is constructed. The design detail is restricted to this

cost function development so that relief system simulation can be ap-

plied at a macro level. Since increased costs are generally associated

with improved information quality, the optimization is performed at

several budget constraint levels. This provides comparisons of cost

effectiveness of individual information quality parameters.

The sampling component and the information quality concept are ef-

fective tools for validation of the simulation model and policy struc—

ture. Better information levels should lead to better overall system

performance. If not, then faulty model or policy structure or the pre-

sence of unexpected natural occurrences would be suspected.

The approach provides an evaluation tool for determining useful

real-world variables to monitor, desirable information quality levels

and comparative performance of separate information quality parameters.

It will also enable review of expected overall system outcomes in
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situations where the level of crisis, policy structure and information

quality are all subject to change.

Several general principles for relief efforts emerge from the

study: long-term versus short—term fatality reduction goals must be

accounted for in distribution policies, the prevailing relationship

between rates of consumption and storage patterns should be ascertained,

andthelevel of the crisis must be estimated accurately for effective

relief performance.

The approach draws on techniques and concepts from many fields of

study, including information filters and predictors, feedback control,

optimal statistical sampling, simulation modeling, experimental design,

statistical measurement and optimization algorithms. Portions of the

methodology can be applied gainfully, particularly the computer simula-

tion as an education tool and on-line decision aid. Modeling and solu-

tion techniques are discussed which have general applicability to

Management Information Systems. The dissertation concludes with major

findings, advantages and disadvantages of the approach and a discussion

of further research areas.
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PART I

COMPUTER MODEL AND COST FUNCTION DEVELOPMENT

Introduction

Famine is a real threat in many parts of the world today. Chronic

malnutrition is widespread, leaving populations weak and susceptible to

disease. A severe food shortage for even one season in such areas

would lead to many deaths due to starvation.

Relief efforts are handicapped when adequate knowledge of needs is

not available. Each component of the relief system depends on communi-

cation of information. These components include transportation units,

field offices, and surveilance teams, as well as planners and decision

makers. A Management Information System (MIS) is one way to provide

the overall data communication needed. This dissertation is a proposed

method for addressing the MIS design problem.

Three major segments constitute the core of the approach. Part I

defines the problem and approach, and it contains development of two

major segments. First, a computer simulation of a country's experi—

encing a critical food shortage is described along with an information

System component that ties together surveillance data and information

quality and their effect on relief system performance. Information

filters, policy design, and model structure are all described in rela—

tion to system management. The second major segment is a cost function

that describes the resource commitments needed for various levels of

information quality-

 



 
 

In Part II, the third major segment ties the first two segments

together by presenting an optimization problem. The goal is to maxi-

mize performance of the overall relief system within a given informa—

tion system budget. Chapters 8 and 9 explore optimization alterna-

tives and likely approach outputs.

Part III consists of Chapter IO, providing results and conclu-

sions. Observations are given about the approach, the use of a compu-

ter simulation, further research, and implications for famine relief

systems.

 



 

 
 

CHAPTER I

THE PROBLEM AND THE APPROACH

Famine poses a serious threat to many nations in the years ahead.

In the last decade, food shortages have been caused by war, drought,

natural disasters, and crop failure (46). Conflicts in Biafra and

Bangladesh have resulted in destruction of food and disruption of nor-

mal distribution lines. The Sahelian drought has damaged many coun—

tries as the desert advances. Earthquakes, cyclones, and floods have

caused food and water shortages in such diverse countries as Peru,

India, and Iran. Successive crop failures led to a near catastrophe

in the Bihar state of India during the late I960s (58, Chapter 2).

Unfortunately, the probability of famine's striking has not been

adequately reduced, even with the great strides made in food production

capability. The problems of overpopulation, inadequate or nonexistent

food distribution systems, economic inequality, greed, and corruption

combine to create a well-established global system with food shortages

a likely output. There is evidence that the earth is entering a period

unfavorable to food production, adding a negative environmental input

to the system (37). It will take a systematic and cooperative effort

to prevent catastrophic famines.

A food shortage has a devastating effect on individuals and on the

stricken society. Weight loss and body wasting, apathy, decreased work

output and self-centeredness are all common individual symptome. The

generally weakened condition of the population leaves it highly

3

 



 

susceptible to epidemics. As food stores dwindle, rumors spread quick—

ly, leading to large—scale migrations and hoarding. Crime, civil dis—

turbances, and panic mount.

Planning to meet or offset the consequences of a food shortage can

encounter numerous obstacles. Political sensitivities sometimes cause

a nation to withhold needed aid. It is also difficult for many coun-

tries to acknowledge the existence of famine within its boarders for

fear of the unfavorable impression it gives (49). There is little re—

liable data from past famines. At least three factors have been noted

for the scarcity of detailed recordkeeping. An adequate reporting

policy has rarely been designed and used. Workers have consistently

had a ”do" mentality, laboring diligently to aid victims but not taking

time to record activities and results. The third factor is the fear

that the extent of the disaster may reflect poorly on one's personal

efforts, causing silence.

Designs for famine relief sometimes come under the broader heading

of disaster relief, which includes short~term encounters such as flood,

fire, and earthquake. The special difficulties presented by famine in-

clude its longer duration, its often widespread area, and its gradual

overtaking of a weakened population. The dramatic intrusion of an

earthquake or flood demands immediate and clearly substantial action.

The requirements of famine relief are also substantial, but are not as

early seen. However, the generally slower development of a food short-

age allows prediction and time for planning to minimize the disaster's

results. The need for preparation was recognized long ago in the

earliest Indian Famine Codes:

 



 

  

Proceed from the beginning on a comprehensive plan and

publish it. Admist the manifold details of a Code, there

lies a danger that the broad principles of famine relief may

escape the notice of those who have to administer it. It is

only on a knowledge of principles that the various incidents

of famine administration settle into their proper places,

and it is obviously of importance that all controlling offi-

cers should understand the principles and bearings of what

they have to do (53, p. l2).

The main problem to solve in a food shortage is the distribution

of food to those who need it. Many systems must interact fluidly.

Planning decisions are needed on the goals of relief operations. Infor-

mation must be acquired concerning the relative welfare of the popula-

tion. Food transportation and storage logistics need to be examined.

Field level programs of training, education, communication, and resource

acquisition support systems are necessary. The problem is not simple,

especially when the nations most prone to famine are underdeveloped and

unorganized.

The goals for a relief effort will vary by country and by crisis.

Normally, the main priority is minimization of the death total (46).

Other desirable results from the country's viewpoint could be to keep

social disruption low and minimize foreign dependence. Humanitarian

beliefs dictate that high nutritional levels, prevention of human per-

formance impairment, and equitable food distribution are necessary

goals. The major constraints preventing achievement of established ob—

jectives are limited money, personnel, equipment, and time. A shortage

of any one of these items can jeopardize an entire relief operation.

Information System Structure
 

The focus of this dissertation is on the information system needed

for famine relief. The importance of information is easily realized by

 



 

  

observing that any course of action will be based on available data.

Knoweldge of the situation is necessary. The many links between the in-

formation system and the transportation, field programs, system manag-

ers, donors, and affected population subsystems will be examined here.

But the thrust is to provide a systematic means of designing and imple-

menting an efficient, accurate information system that leads to posi-

tive results. Such a structure is often labeled a Management Informa-

tion System (MIS).

Figure l.l depicts the general structure of an information system

for famine relief. The blocks represent the major groups involved in

the relief process. The linkages are information flows, including plan-

ning, training, communications, and evaluations. The expected scenario

relating a real world food shortage to the structure of Figure I.l

would be as follows:

Planners start with the goals and objectives of the fa-

mine relief system. They then provide the Teachers, Train-

ers, and System Managers with the necessary system design,

and work is done to prepare for disaster. As a good short—

age strikes, the Affected People are observed by Data Col-

lection teams. The surveillance results are tabulated by

Data Processing and transmitted to the System Managers. De—

cisions, based on planned policy and current observations,

then flow to Government Programs, Relief Agencies, Field Of-

fices, and the Transport System. Concurrently, Evaluations

are made of relief activities, and the Media and Donors re—

spond to the crisis. The cycle is closed as the Field Of-

fices and Media provide the Affected People with needed food

and reports on the extent of the shortage.

Several of the component groups and linkages deserve further explan

nation. The planners are responsible for the overall relief system, in-

cluding the information system as one component. This dissertation is

aimed at planners as an aid in the design and evaluation of data collec-

tion, processing, and transmission alternatives. The complex
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interrelationships among the many components allow a study of the infor-

mation system to shed light on other subsystems. Thus, the approach

discussed here also provides indications of policy, management, and

training requirements.

One planning element that ties directly to the information system

is the need for on—going surveillance. The advantages of simultaneous

consideration of long-term continuous and short-term crisis surveillance

are numerous. Crop conditions, weather reports, food reserves, retail

prices, and anthropometric measures can all serve as warning signals of

an approaching crisis. Extant information on population size and dis-

tribution, communication lines, and cultural and religious conditions

will aid planners in efficient design of emergency operations. A trust

and acceptance of survey procedures may develop as the surveys become

more commonplace. Cost efficiency can be obtained as equipment and per-

sonnel needs are evaluated. And possibly the greatest advantage is that

disaster planning will occur well in advance.

Advanced planning will provide relief system managers with a basic

policy structure to guide decision—making. Knowledge of overall relief

goals is a valuable aid in specific allocation and distribution judg-

ments. This leads to the difference noted in Figure l.l between pre-

planned and on-going information linkages. Planning can provide a poli—

cy structure, training, and direction for emergency procedures and eval-

uation. Once the crisis occurs, system management involves responses

based on current available data. Training and the master plan are used

to aid flexible, day-to—day decisions. Note that planners and managers

may be the same individuals, as there are substantial overlaps in the

distinguishable positions.



 

  

The deciSion linkages pictured in Figure l.l will depend on the

management structure of the affected area. One can envision a group

effort with representatives of the transport, field programs, and in-

formation systems serving in a guidance role. The literature suggests

that one dynamic leader with broad powers has generally had positive

results (45).

A missing link in many past relief efforts has been the evaluation

of the systems. The evaluation component in Figure l.l is needed to

improve efficiency in system components, both during a crisis and in

future planning. The information and material linkages between compo-

nents should be singled out for frequent evaluation, to insure smooth

transfers of responsibility.

Two valuable assets outside the government system are relief

agencies and the international communications media. Interantional

groups, such as the Red Cross, CARE, United Nations organizations, and

the World Council of Churches, have a great deal of experience and

are able to draw on resources not available to the country itself. By

presenting an accurate picture of the stricken nation's needs, the in-

ternational press can help avoid senseless donations. The literature

abounds with such incredible examples as winter coats sent to the equa-

tor and building materials to starving countries.

The actual ”relief“ work OCCurs at the field office level in Fig~

ure l.l. This is the system component where the most real-world data

are available, on operation of food kitchens, health clinics, fair

Price shops, etc. The other components can be thought of as support

Systems for the relief work, but the support systems are vital. Mayer

notes that "sooner or later, transport becomes the limiting factor in
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relief“ (46). The transportation and logistics system includes entry,

storage, and distribution points and all vehicles and personnel needed

- to convey goods between the points.

Thus, many operations are needed for successful fighting of a food

shortage. The information system is central in that each component

needs an understanding of its current milieu and its often-changing re-

lationship to the other components. The information linkages have a

great bearing on the efficacy of the overall effort.

A note on the feasibility of the system outlined in Figure l.l

needs to be made. Depending on the governmental structure, such a

broad-based plan may not be implementable. Many countries define fam-

ine relief as a nutrition problem, and the responsibility for handling

nutrition has been split among several sectors or ministries in the

government. The sectored bureaucracy is generally not amenable to a

sweeping system design (l7).

Planning must take into account even more factors than those pic-

tured in Figure l.l. The issues of overall goals and policies must be

addressed to provide a framework for implementation. And the govern-

ment setting and bureaucracy already in place must be examined as one

part of the practical implementation issue. Much wisdom is needed in

meeting "soft" impediments--religion, cultural, political, and social

obstacles.

One alternative to planning for the existing bureaucracy is revol-

ution (l7). Revolution can provide a quick path to a multi-sectored

approach to the problem. But whenever revolution is more concerned

with the system than with the people, the humanitarian goals of famine
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relief are ignored. Witness the tragic famine and widespread malnu—

trition in Cambodia during the past several years (2).

A second opening for a systems approach may occur during an actual

disaster. The-e seems to be a relaxing of restrictions during a cri-

sis, allowing new constructs and implementations. This was the case in

Bihar in I968 (58). It may be that one disaster is needed before a

broad-based approach to coping with the next disaster can feasibly be

implemented.

Information for Planners

The planners in Figure l.l desire an information system design

that fits the real world situation, is economical, practical, and makes

a real difference in relief results. We now examine the planners' in-

formation needs in evaluating alternative information systems.

The performance, costs, resource requirements, and critical con-

straints of the alternative system designs will be of great interest to

planners. Performance is related to the stated goals of relief, such

as minimizing death or social disruption or the maximization of overall

nutritional level. Costs and constraints measure the money, time, per-

sonnel, and equipment allocations required.

Several pieces of information could be useful in evaluating alter-

native information systems. Recommendations for ”best” alternatives at

several different cost levels would provide budgetary data and a shop-

ping list of proposed systems. ”Best" refers to performance based on

Goals. Additional aids would be an expected system performance level

and degree of confidence in each of the recommended alternatives. A

description of the minimum system necessary for relief operation is

 

 



  

essential for comparison purposes. Knowledge of all possible undesir—

able results for each alternative would also be helpful to planners.

To help determine costs and performance, a list of the real-world

variables to be monitored (nutritional level, food storage, water

level, etc.) along with suggested measurement statistics is needed.

The statistics would include desirable frequency and accuracy of sur—

veys and allowable processing and transmission delays. Knowledge of

the effects of varying surveillance frequency and accuracy on system

performannce would be an invaluable aid.

There is a need for a general, systematic approach to obtain the

information for planners described above. There are lists of nutri—

tional surveillance items with desirable frequency and error attri-

butes (IO, 25). These are largely intended for the case of thorough,

on-going surveillance and do not single out the most valuable informa-

tion needs. General lists of possible variables to be monitored in a I

food shortage also exist (7, 3l, 4l). But there is not a prioritized I

crisis variable montoring list with suggested measurement attributes.

Neither are there indicators of the relationship between list items

and relief system effectiveness. To obtain such a result, the list

must be based on information needed to make distribution and alloca-

tion decisions. Certainly such a list will be peculiar to each country

and crisis. But there probably are items that would be common to all I

countries' needs. I

A wide range of information systems has been mentioned in the I

literature. A non-existent system resulted in a devastating famine in

China during the l94OS; virtually no one, even in the capital, knew of

the crisis (63, Chapter 4). At the other extreme, a rapid reporting
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system designed by a New York consulting firm was a valuable aid in

combating the Bihar, India, food shortage of I967 (6). But the most

commonly voiced comment on relief data systems is the lack of re-

liable and organized information.

The Approach

The diagram of Figure l.2 presents an approach to design that will

systematically lead toward desirable information for planners: data on

the real-world variables to monitor, data on measurement attributes for

each variable, likely best system alternatives, and the costs and

other constraints for each alternative.

There are three major parts to the proposed GPPFOBCDI generation

of information system alternatives, computer simulation of relief

operation effects, and an optimization procedure to indicate good

levels for system parameters. The generation of information system

alternatives is a standard part of cost-benefit analysis. It leads to

an understanding of the choices available. The common cost-benefit

form converts all constraints and potential benefits to a monetary

base for comparison purposes. Here, however, constraints §_could be

measured in units of the limiting resource: man-hours, equipment

units, etc. The key figures on the benefit side are information qual-

ity statistics produced by the given alternatives. Information qual-

ity is measured by a set of parameters K_including processing delays

and frequency and error of surveillance. Each environmental variable

to be monitored has its own set of K_parameters. Thus, system alter-

natives can be characterized by the resources required and information

Quality produced (§(K) and N).
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The major distinguishing feature of this approach is the use of a

computer simulation to evaluate relief system performance. Computer

models have often been used in the last three decades as tools in eval-

uating alternative solutions to economic problems (I, p. 5). Examples

of models related the famine relief problem are an agricultural sector

simulation in Nigeria and a study of crop-related labor in Bangladesh

(I, 2l). These studies unearthed some of the root causes of food

shortages and some of the problems of food distribution.

It should be noted that a computer simulation does have definite

limitations. Not all the important factors affecting relief effective-

ness can be included. Biological and physical interactions can be I

modeled to the extent that the processes can be converted to numerical

relationships. But psychological and cultural factors are very diffi- I

cult to capture, due to the lack of numerical standards. Thus, a simu— I

lation can only be one of the analyst's tools in design. There must

be appropriate inputs on the role of such intangible or nonnumeric fac-

tors as food habits, family ties, and village customs.

The cornerstone of the current simulation effort is a model of

the population undergoing a famine. Economic, demographic, and produc-

tion components must be described. The model must be tuned to ade—

quately depict the environment in which the relief system must operate.

A macro view is necessary, at least initially, to adeQuately describe

the scope of the problem.

System management is modeled as a set of decision rules represent—

ing policy structure. The rules are activated by the results from

surveillance of several key variables. Thus, the intent of policy is

to provide guidelines for action based on available information, a
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Management Information System. It is assumed that the system managers

know the background environment of the country and the goals and frame-

work of the proposed relief system. The model decisions are limited

to the rates and timing of relief operations. These policy parameters

are dependent on the information received. The data provided to manag—

ers are obtained through statistical sampling procedures and informa-

tion filters. Modeling the sampling and filtering at a macro level

allows the simulation of varying data quality without information sys-

tem details.

The links between alternative generation, system simulation, and

optimization are the information quality parameters X) the policy rate

parameters 3, and performance and constraint functions. The output of  
the computer model is a performance function 5(XgP), where E is a vec—

tor representing the measurable relief objectives. A constraint func-

tion, §(X), is produced by system alternative generation. §_represents

monetary, personnel, and equipment requirements. Off-line analysis

work is done to select, for each X_vector, the information system that

best allocates limiting resources.

The functions f_and §_are the needed inputs for the third major

component of Figure l.2. the optimization stage. As stated before,

information system alternatives are characterized by a set of informa-

tion quality parameters X_and a required resources function G, The

simulation portion of the approach describes the effects that X will

have on desired relief performance 5, The objective of the optimiza-

tion phase is to maximize performance levels, subject to constraints

on the required resources. This problem is difficult to define pre-

cisely in the general case and still more difficult to solve
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analytically. The goals and constraints must be well-defined, and

assignment of relief system performance priorities is imperative for

computerization.

Valuable insights can be gained even before a precise optimiza—

tion. By studying the values of model outputs, one can obtain likely

results of particular decisions and policy structures. This provides

a powerful analysis tool, both for the design of efficient operations

and for validation of the computer model. The significant ties between

policy structure and the information system, including key environment-

al variables, can be examined. And simple sensitivity tests can indi-

cate which information quality parameters are most important for sur—

veillance purposes. Knowledge of component linkages and efficient

policy structure is a valuable aid to planners that goes beyond basic

information system specifications.

The planning process is cyclical in nature as the chart in Figure

l.2 indicates. Model results are continuously compared to real world

data and expectations in a validation process. For the model to be a

useful tool, system planners must have an understanding of environment-

al and relief processes and must be satisfied that the model accurately

portrays these processes. The model itself is updated, refined, and

made more complete as the planning and testing proceed. The analysts'

study of system performance leads to a better grasp of the monitoring

function. This, in turn, leads to a better definition of policy and

information quality parameters P_and X.

An information system can provide crucial links between planning,

implementation, and on—going operations. In fact, the three are very

interrelated. Data capture and processing the data into a useful form
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are essential for on-going operations and for system implementation.

Setting up the machinery to gather and process the data is a planning

and implementation function, but requires knowledge of basic opera—

tions. This dissertation is mainly a planning tool; it concentrates

on establishing a framework for tying a computer simulation to the de-

sign of information systems. The operations descriptions are general,

echoing the nature of the computer model. Accordingly, the specific

data and level of aggregation used here is not immediately transfer-

rable to specific country applications. But the framework for planning

should be.

The organization of this dissertation roughly parallels the se—

quence of events leading to the development of the approach of Figure

l.2. An application of the approach to a hypothetical country is fol—

lowed through the individual steps, including major findings, pitfalls,

and areas for further research. Part I covers the generation of in—

formation system alternatives and relief system simulation, along with

the validation process and a study of initial model results. Part II

examines the optimization techniques applicable to the problem. And

Chapter IO presents major results and conclusions, notes potential ad-

vantages and disadvantages of the approach, and outlines several areas

for further research.

Chapter 2 describes the basic survival model designed by Dr. T. J.

Manetsch (38). The addition of a sampling component to simulate infor—

mation inputs to system managers is covered in Chapter 3, along with a

detailed description of the X parameters used in the study. Initial

model results and subsequent policy changes are discussed in Chapter 4.

Information system alternatives with related costs and X_values are
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examined in Chapter 5. The roles of the system manager and informa-

tion filters are contained in Chapter 6. And Chapter 7 concludes Part

I with a summary of model and approach validation techniques.

The optimization section is divided into two chapters. The actual

optimization work for the current application is covered in Chapter 9.

Chapter 8 discusses pre-optimization work, methods for identifying the

most sensitive X_and E_parameters. By limiting the number of parame-

ters, optimization techniques are easier and less costly to apply.

Considering the cyclical nature of this systems approach, the or—

der of events in Part I described above is certainly not compulsory.

The simulation and system alternatives sections can be developed simul-

taneously, as can the components within the model. HoweVer, Part I

completion should logically precede Part II. And the sensitivity work

of Chapter 8 should precede the optimization of Chapter 9.

Summary

This approach is a proposed design. Much work is needed for im-

plementation, this dissertation is only an initial pass. The approach

is not a guaranteed solution to the whole problem of famine relief.

The many complex interactions require well-defined objectives and

tight coordination of efforts between the many subsystems depicted in

Figure I.l.

The question of whether famine relief efforts should be pursued is

not specifically addressed here. It is assumed that man has an obliga-

tion to relieve needless suffering where he can. Certainly a food

shortage gives enough advanced warning that some sort of planning is

imperative.  

 



CHAPTER II

THE BASIC SURVIVAL MODEL

The survival model discussed in this chapter was created by Dr.

T. J. Manetsch and has been described by him elsewhere (38). A general

description and many of the important modeling features are included

here to provide necessary background material for the development of

succeeding chapters.

A computer simulation is an excellent tool for the systematic

study of famine relief because the extremely complex nature of the

problem requires analysis of several large, interconnecting, dynamic

systems. Demographic, economic, transportation, communication, and

system management components, and their interactions defy simple exami—

nation. The computer allows the testing of many distinct strategies

and system alternatives in a relatively short amount of time; perfor-

mance can be estimated without experimentation in real food crises.

And a simulation explores the process and structure of relief opera—

tions and responses as well as providing numerical calculations.

This survival model was constructed to study alternative strate-

gies for combating a food crisis and to shed light on areas for further

work. In particular, a rationing strategy and the question of optimum

timing and quantities of international food aid were examined (38).

SUQgested research areas included the impact of information quality on

government decision making and the design of an overall information  

 



 

system

tion.

weII a

ficall

tinues

lowed

a SIIOI

exam

inter

01‘ 01

are I

done

Ing "

IUatI

SII‘UI

naul



 

 

 

2I

system for famine relief, topics that are addressed in this disserta-

tion. Chapter 3 contains a description of an information component as

well as several modifications of the basic model to allow it to speci-

fically address the information systems problem. This chapter con—

tinues with an overview of the scenario and scope of the model, fol-

lowed by a more detailed account of interesting modeling features and

a short summary.

The Scenario: a Country Facing

a Short Term Famine

 

The model describes a country on the brink of a food crisis and

examines the demographic, economic, nutritional, and relief operation

interactions over a one to two year time span. The important problems

of overpopulation and underproduction, possible causes of the crisis,

are not addressed. Rather, the scope is restricted to what can be

done with available resources when a severe famine occurs. The model-

ing is of a hypothetical country, so the simulation is not yet ade-

quate for use in any specific nation. But the general processes and

structures important to relief work can be discovered.

The country has a regular food deficit and must import grain an—

naully, but a balance of payments problem is assumed which restricts

the amount of imports available on short notice. The particular cause

(war, crop failure, natural disaster, drought, etc.) of the food short-

age is not specified; the country begins the simulation in Janaury

with storage levels well below the amount needed to feed the popula-

tion through the next harvest period in mid-June. A second, larger

harvest occurs in October. Thus, the severity of the crisis is set by

the initial conditions on total grain storage, specifically the amount  
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in rural private storage (RSTOR). The real "crunch” of the food short-

age occurs just before the first harvest. There are other initial con—

ditions which influence system performance: population sizes, crop

conditions, nutrition levels, etc. These values must be set to corres-

pond to actual values in any specific application; currently, the

values are estimated from South Korean data.

Four population classes are included, three urban classes and one

rural. The rural class is assumed to have most of the available food

stocks, which it normally sells in the marketplace to the urban con—

sumer. One class, the urban rich, is generally able to buy food, even

at inflated prices. The urban poor constitute the remaining two

classes and are divided into those with rural relatives and those with-

out. In the event of food shortages, the poor with rural relatives can

either migrate to the farms or receive aid from relatives. The poor

without rural relatives are most vulnerable.

The consumption patterns, nutritional requirements, storage levels

and births and deaths peculiar to each population class are modeled

dynamically. In addition, malnutrition levels and deaths due to mal—

nutrition are calculated. These portions of life relevant to famine

and famine relief work are simulated.

The production component calculates the extent and timing of the

harvests and increases rural private storage accordingly. The market

component computes sales and prices based on supply and demand of

the population groups.

The government component interacts with each of the other model

portions through decision rules on allocation and distribution of

available grain. The decisions include the rates and ”triggers” to

 



 

USE

tor

ove

tio

par

for

IIII

re



 

 

 

23

use for emergency actions: acquisitions from the rural (hoarding) sec—

tor, sales of government storage in the market, implementation of emer—

gency feeding programs. The rules are constructed on the basis of an

overall relief strategy, such as strong price controls or enforced ra-

tioning of available food. An additional part of the government com-

ponent is the data acquisition procedure needed to obtain necessary in-

formation values such as nutritional levels, private storage levels

and population size.

The world outside the country is exogenous to the model, the only

interactions coming through international food aid and grain imports

received by the stricken nation.

Each of the processes mentioned here has been modeled through the

use of a wide range of techniques including distributed and exponen—

tial delays, numerical integration, maximum functions, table functions,

andarithmetic computations. Although the detailed operations may not

be of general interest, the main equations and techniques are de:

scribed in the next section and referred to in later chapters.

Important Modeling Features

The demographic, economic, nutritional, and production components

are highly interconnected. Thus, the format of this discussion will be

to follow the food chain through the model, beginning with nutritional

and consumption considerations and moving to production, the market—

place, and storage facilities. The information needed to monitor the

food chain processes provides a natural link to the government data ga-

thering and decision making component. Two distinct policy strategies

and the information estimation structure will be described. Figure
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2.l indicates the main components of the food chain along with the

flows of food and related information.

Nutritional Level

A cornerstone in analyzing the effects of a food crisis is the

measurement of nutritional level of the population. Certainly, this is

one of the main areas of concern in evaluating famine relief opera-

tions and is one of the information links between population groups

and decision makers in Figure 2.I. The basic quantified form used in

the survival model is that of accumulated, per-capita, nutritional debt

(ANUTDP), which is calculated in Equation 2.l as the difference over

time between required normal food intake and actual consumption.

ANUTDPj(t) = ANUTDPj(O) + 75(RNUTPj(s) - PCONSj(s))ds (2.1)

where:

ANUTDP = accumulated per—capita nutritional debt (MT/person)

RNUTP = current required nutritiOnal intake (MT/person—year)

PCONS = per-capita consumption (MT/person—year)

j = index on population classes.

All food types are combined to give a ”total energy” viewpoint to

the nutritional calculations. This eliminates unneeded complexity for

the gross, macro problems addressed here, but obscures the vital de—

tails of actual relief work: prescribing diets, ordering acceptable

foodstuffs, etc. Quantities of food are converted to grain equiva»

lents; the units used throughout the model are metric tons of grain

equivalent.
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Two physiological facts form the basis for the modeling of the

rest of the nutrition equations. First, as an individual's nutritional

level drops (nutritional debt increases), weight drops, and required

nutritional intake (RNUTP) decreases, up to a point. That is, up to a

point, the less one weighs, the less one needs to eat. The second

physiological fact is that the probability of death due to malnutrition

increases with nutritional debt, It should be noted that rarely is

death attributable directly to starvation. But malnutrition weakens

the body and makes one highly susceptible to disease, especially dysen-

tery and diarrhea (53). Deaths due to malnutrition are calculated here

as those that occur above the normal death rate.

Required nutrition falls as nutritional debt increases, as comput-

ed in Equation 2.2.

RNUTPj(t) = max(RNUTPN - UK4*ANUTDPj(t) , UK5) (2.2)

where:

RNUTP = required nutrition per person (MT/person-year)

RNUTPN = normal required nutrition per person (MT/person-year)

UK4 = parameter; rate of effect of nutritional debt on

required nutrition (yr‘ )

UK5 = minimum life sustaining nutrition (MT/person-year)

ANUTDP = accumulated nutritional debt (MT/person)

j = index on population classes.

Death Rates

The assumption is made, baSed on the central limit theorem, that

the probability of death due to malnutrition follows a cumulative nor-

mal distribution on nutritional debt. This holds as long as the popu-

lation starts with little or no malnutrition. Each urban and rural

class has its own probability distribution. Specific numerical data
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are estimated from controlled empirical studies (26). It is also as—

sumed that deaths occur only when nutritional debt increases. The hu—

man body adapts

level of nutriti

the case of retu

Hence, long term

to the chronic malnutrition represented by a constant

onal debt. But the modeling is not yet adequate for

rning to a malnourished state following recovery.

(greater than two years) simulations will not be ac-

curate. The probability functions, death rates and total deaths are

calculated by Equations 2.3.

ANTDPMj(t) = max(ANTDPMj(t- At), ANUTDPj(t)) (2.3a)

PDTHj(t) = F2(ANTDPMj(t)) (2.3b)

PDTHj(t - At) = F2(ANTDPMj(t - At)) (2.3c)

DTHSMj (t) = max((HPDTH -PDTH- (t - At)) *

(POPJ- (t) + TDTHSM;(t) ), 6.0) (2.3a)

DRMJ-(t) = DTHSMJ-(t I /At (2.3e)

TDTHSMj(t) = i DTHSMj(k * At) (2.3f)

where:

ANTDPM(t) = maximum per—capita nutritional debt in the interval

(O,t) (MT/person)

ANUTDP = accumulated nutritional debt (MT/person)

PDTH(t) = probability of death due to malnutrition in the

interval O,t

F2 = cumulative normal distribution function

DTHSM(t) = deaths due to malnutrition in the interval

(t - At, t) (persons)

POP = population (persons)

DRM = death rate due to malnutrition (persons/year)

TDTHSM = total deaths due to malnutrition (persons)

3 = index on population class

k = index on discrete time intervals At in model.
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The malnutrition death rate, DRM, is added to the normal death

rate to arrive at a total death figure. The birth rate is also af-

fected by nutritional level, falling with consumption.

Grain Storage

Physiological modeling has the same form for all classes, but the

consumption patterns differ for the rural and urban populations, due

to their distinct food acquisition and storage habits. The rural popu-

lation is self-sustaining and stores quantities to last through the

beginning of the next harvest period. The urban classes, both rich

and poor, buy supplies at regular intervals and expect to make their

on—hand storage last for a much shorter time than do their rural coun-

trymen. The difference in storage habits can be seen in Equations 2.4a

and 2.4b, representing urban and rural private storage, respectively.

USTOR (t) = USTOR (0) +.r§ (UPUR.(s) — cousu.(s)

J 3 J J (2.4a)

+ EMFSLj(s) = EMFDGLj(s))ds

RSTOR(t) = RSTOR(O) +.r§ (RH(s) - RSALES(s)

(2.4b)

- CONSR(S) - EMFSU(S) — GAQ(S))dS

where:

USTOR = urban private food storage (MT)

RSTOR = rural private food storage (MT)

UPUR = urban market purchases (MT/year)

CONSU = urban market purchases (MT/year)

CONSR = rural consumption (MT/year)

EMFSU = emergency food sent to urban relatives (MT/year)

EMFSL = emergency food received from rural relatives (MT/year)

(EMFSL is lagged version of EMFSU)
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EMFDGL = emergency food received from government programs (MT/year)

RH = harvest yield (MT/year)

RSALES = rural sales in market (MT/year)

GAQ = government acquisitons from rural stores (MT/year)

j = index on urban classes.

Note that urban food sources are purchases and emergency relief,

while harvests provide the only source for the rural class. Urban

purchases and rural sales are results of market activity, to be dis-

cussed later. Government acquisitions and emergency food programs are

also described later, as part of the decision making component.

Given the differing time scales of urban versus rural storage

habits, it is clear that their consumption patterns are based on dif-

ferent information inputs. Both groups have a desired base consumption

level computed as the normal required nutrition rate (RNUTPN) plus a

constant times current nutritional debt, to make up for past malnour~

ishment. But the desired level is tempered by a food availability fac-

tor which differs substantially for urban and rural classes.

The rural individuals know their consumption requirements and the

expected time of the next harvest. They plan to stretch their food

stocks accordingly. Thus, the rural food availability factor (FRl) is

determined as an increasing function of the ratio (XFRl) of current

storage to storage desired. The form of the function is given in Fig-

ure 2.2a. Both XFRl and FRl are dimensionless variables.

Note that if current storage exceeds desired storage, ratio XFRl

is greater than one and consumption can proceed at desired levels.

But for XFRl values below one, self-imposed rationing occurs to make
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l.0

0.5.

0.5 1:0 1:5

actual storage

XFRl = —————

desired storage

Figure 2.2a. Rural Food Availability Factor as a

Function of Actual to Desired Storage Ratio.
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Figure 2.2b. Urban Food Availability Factor as a

Function of Time Availability of Current Stocks.
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stocks last. During the course of verification work, discussed in

Chapter 4, it was discovered that the concave shape of this function is

a severe impediment to minimizing total deaths. Especially for values

of XFRl greater than 0.5, consumption is too great, depleting stocks

too quickly and causing increased deaths in the latter months of the

crisis.

The time span for personally desired storage is much shorter for

the urban classes, and no convenient time-frame exists for them as does

time-until-harvest for the rural population. But given current urban

private stocks and nutritional needs, one can determine, using Equation

2.5, the length of time (XFUl) before stocks will be exhausted. Then

the food availability factor for urban classes (FUl) can be computed

as a function of XFUl. The shape of the function is pictured in Fig-

ure 2.2b. Note that virtually no consumption cutbacks are made unless

the time availability of current stocks is less than one week.

 
USTORi(t)

XFUlj(t) = (2.5)

RNUTPj(t) * POPj(t)

where:

XFUl = time availability of current stocks at current consump-

tion rate (year)

USTOR = personal storage (MT)

RNUTP = current nutrition required (MT/person-year)

POP population (persons)

j index on urban population classes.
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Emergency Aid to Relatives 

The emergency food sent from rural individuals to poor urban rela-

tives, EMFSU, was mentioned in the discussion on private storage (Equa-

tions 2.4). The amount of food sent is based on availability in the

rural sector (using FRl again) and on the relative nutritional levels

of the two groups. Aid will be sent at a rate proportional to the per-

ceived difference in the groups' nutritional debts and the consumption

level of the urban relatives. Equation 2.6 describes the process. The

amount of grain actually received by the urban relatives (EMFSL) is

computed simply as a first order exponential delay of the amount sent,

to allow for transportation lags. The form of the delay is the same as

 described in Equations 2.l6.

EMFSU (t) = max ((FRl(t)*(RKl*(PANUTD(t) - RNUTDP(t))

2.6

+ Wm) * Porzmr .o.o> ( )
dt

where:

EMFSU = emergency food sent to urban relatives (MT/year)

FRl = rural food availability factor

PANUTD = perceived per-capita nutritional debt of urban

relatives (MT/year)

RNUTDP = rural nutritional debt per-capita (MT/person)

RKl, RK2 = parameters used to tune equation to real conditions

POP2 = population of urban poor class with rural relatives

(persons).

Food Production

The nutritional level of an individual is largely determined by

consumption patterns, and these two items are at the end of the food

chain. At the beginning is food production, which takes place in the

 



 

 

rural areas

the harm

The d

figure. 0

rated acre

late the v

in mid-Jun

these desi

input to a

set of n f

harvest re

an nth-ore

flou, nume

estimate r

Harv:

duals the

based on

iered if

Sales inc

“ting to

The

hand dEpe

Outside a

WWW e)

”Ch, wir

give" Ph

rich are



33

rural areas. The model computes the total crop size, the timing of

the harvests, and the distribution of the harvest over time.

The different actual crops are aggregated into one grain-equivalent

figure. Output is calculated as the product of yield per acre, culti—

vated acreage, and a weather factor which could be randomized to simu-

late the vagaries of agricultural production. Harvests are set to start

in mid-June and October with the later crop‘s being the larger. At

these designated times, the calculated grain output is fed as a pulse

input to a distributed delay process (40, Chapter l0). The delay is a

set of n first order differential equations whose output is a stream of

harvest rates (see Equations 2.l8). The time series of rates follows

an nth-order Erlang distribution. Since the delay process conserves

flow, numerical integration of the delay rates produces an accurate

estimate of total output.

Harvested grain enters rural, private storage. The rural indivi-

duals then sell grain on the market with quantities offered (RSUP)

based on consumption needs and the price of grain. No sales are of-

fered if the rurals realize they do not have enough for themselves.

Sales increase with high prices, although rapidly rising prices, indi-

cating food shortages, depress rural sales.

The buyers in the market place are the urban classes. Their de-

mand depends on desired consumption, price level, and the amount of

outside aid received from rural relatives or government sources. When

supply exceeds demand, all classes buy their desired amounts. But the

rich, with higher disposable income, can pay higher prices and are

given preference when demand exceeds supply. Once the demands of the

rich are met, the remainder is split among the poor classes. 
 

 



 

Prism—‘-

Price is dete'

2.7, a classical v.

arrult)__ = cu
dt

*

vhere:

pra = food

uoen = urban

GSLSD = 90%"

RSUP rural

DEM0 - avere

till =markc

j = inde:

Government Decisir
\

As seen in F

foreign imports (

chases from the r

stores as a price

lization calculat

0f the pol icy str

indicate that it

S”lilies are exha

GSLSD(t) = (

Where:



 

 

 
 

34

Price Level

Price is determined by supply and demand levels as in Equation

2.7, a classical Walrasian market price mechanism (54).

3

dPFdD‘t(t_) = CMW ’3 UDEM-(t) — GSLSD(t) — RSUP(t) )
i=1 J

(2.7)

* PFD(t) / DEM0

where:

PFD = food price (monetary unit/metric ton)

UDEM - urban food demand (MT/year)

GSLSD government desired domestic sales (MT/year)

RSUP = rural sector desired sales (MT/year)

DEM0 average aggregate demand (MT/year)

CMl market price response coefficient

j = index on urban population classes.

Government Decision Points

As seen in Figure 2.l, the government acquires food either through

foreign imports (GIMP), emergency food aid (EMFINT), or direct pur~

chases from the rural sector (GAQU) Sales are made from government

stores as a price control mechanism. Equation 2.8 describes the stabi-

lization calculation used. Price control is the main feature of one

of the policy strategies to be discussed later, and simulation results

indicate that it is an effective allocation measure until government

supplies are exhausted (38).

GSLSD(t) = (PFD(t) — PFDD) / PFDD + GNSLS (2.8)

where:
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GSLSD = government desired domestic sales (MT/year)

PFD = current food price (monetary unit/MT)

PFDD = desired food price (monetary unit/MT)

GNSLS = normal level of government domestic sales (MT/year)

CGP = policy control parameter (dimensionless).

Grain storage is a vital component of the food chain in any dynamic

simulation. Equations 2.4 have described the inputs and outputs affect-

ing the levels of personal storage. Government grain stocks are sepa-

rated into rural and urban components, dependent on physical location.

Rural storage is generally long term and, thus, its capacity is higher

than that of short term urban stores. Equations 2.9 calculate the

levels of government storage, based on input and output rates. The

transportation links between rural and urban sites involve an important

government decision, the rate of movement of grain (see Equation 2.lO).

t

GSR(t) = GSR(O) + f (GIMP(s) + EMFINT(s) + GAQU(S)

0 (2.9a)

- REMFDG(s) - GSRU(s))ds

t

GSU(t) = GSU(0) + r (GFRRU(s) - GSLS(s) - EMFDG(s))ds (2.9b)

where: O

GSR = government rural grain storage (MT)

GSU = government urban grain storage (MT)

GIMP = imported grain (MT/year)

EMFINT = international emergency aid (MT/year)

GAQU

REMFDG = emergency food aid to rural sector (MT/year)

governmental acquisitions from rural sector (MT/year)

GSRU ‘ grain sent from rural to urban storage (MT/year)
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GFRRU = grain arriving at urban storage (lagged value of

GSRU) (MT/year)

GSLS = government domestic sales (MT/year)

EMFDG = government emergency aid to urban poor (MT/year)

The general food chain is modeled to include production by the

rural sector; imports by the government sector; sales in the market

place determined by consumption needs, prices, supply, and demand; pri-

vate and government storage; consumption; and the resulting nutritional

level. When a food crisis occurs, the chain breaks down. The rural

sector hoards its small supplies, not offering grain in the market.

Without substantial international aid, the government's supplies are

depleted as it must sell grain to keep prices down. Sales decrease,

prices soar, and the urban poor are unable to buy food. Those with

rural relatives receive some aid, but the poor with no relatives starve

and many die.

Relief Strategies

The government decision making component simulates strategies of

response to such a food crisis. Two particular relief designs have

been simulated and tests run to check their performance. The objective

used is to minimize total deaths. Other objectives are obviously pos-

sible. A second goal, that of minimizing total nutritional debt at the 
end of a year, is considered in later chapters.
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One plan for relief is to allow the price control mechanism of

Equation 2.8 to operate, providing free emergency aid to the poor when

prices are too high. Unfortunately, this strategy does not reduce the

large number of deaths in the urban poor classes. The emergency aid

program is ineffectual since the lack of grain signaling the failure of

price control also precludes distribution of free food. So when the

government wants to aid the poor, it cannot. The main computation in

the price stabilization strategy is a modification of Equation 2.8

which increases desired government sales (GSLSD) with perceived urban

nutritional debt (TPUND).

The second modeled strategy is based on rationing available food,

spreading nutritional debt evenly across all classes. Rationing and

equalization of nutritional debt are based on the physiological process

of needing less food as weight drops. This strategy has been shown to

be much more effective than the price control scheme above (38).

The decision rules to implement a relief plan must stipulate what

is to be done, when to do it, and at what rate. Figure 2.l indicates

five activities which the government can influence: acquisition from

the rural sector, sales from government stocks, emergency aid to the

urban poor, foreign import orders, and the transportation rate from

rural to urban sites. An additional item to be discussed is the “trig-

ger” used to declare existence of a food crisis.

The approach used in constructing decision rules for the rationing

strategy has great generality. Key information quantities are esti—

mated and compared to desired values. The direction and size of the

difference determines the type and level of relief response. This is

commonly called a closed loop feedback control (55, Chapter 6). A 

lF""____________—______""_______"______—_'__—______________________________________________::lllli!5;’l
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simple example should help explain the concept. Rural—to—urban trans—

port of government grain must take place at some rate. A feedback con—

trol loop is instituted by setting a desired level of government rural

storage (GSRD). The size of actual rural storage (GSR) is ascertained

and compared with GSRD. (The model assumes perfect knowledge of GSR,

since government supplies are well known compared to other estimated

values, and there are procedures extant for their measurement.) The

difference (GSR - GSRD) is multiplied by a parameter designating the

rate at which the gap will be narrowed. A maximum function is included

to insure non—negative transport rates. The result is equation 2.l0.

GSRU(t) = max (CGl*(GSR(t) — (GSRD), 0.0) (2.l0)

where

GSRU = government rural-to-urban transport rate (MT/year)

GSR = government rural storage (MT)

GSRD = desired government rural storage (MT)

CGl = parameter determining rate of transport (year't).

Recall that increasing GSRU decreases GSR, from Equation 2.9a.

Thus, if GSR is greater than desired, GSRU works to reduce the differ-

ence. If GSR is less than desired, no food is sent, allowing rural

stores to increase through imports and acquisitons.

Government import orders are determined using a similar feedback

control loop. The total amount of government storage plus previous

orders is compared to desired storage plus the expected amount of sales

If supplies exceed demands, no orders are made. But, in general, since

the country cannot produce enough to feed itself, demand exceeds actual

storage and imports are ordered.   
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Declaration of a famine is an important timing consideration, since

relief operations will begin with the announcement. Numerous early

warning signals exist (25, 53). The "trigger” used here is the per-

capita storage deficit. It is calculated by computing a desired stor-

age level, subtracting estimated actual total storage and dividing the

difference by the estimated population total. The computations are

given in Equations 2.ll. If the final figure (EDPC) is above a pre-set

level, an emergency is declared. (The level 0.0 was used in simulation

runs, although a small negative value may be better.)

ETDSTG(t) = (TTSH(t) + SF)*ETPOP(t)*(RNUTPN-EIMP(t) / ( )

2.lla

ETPOP(t) ) 3

ETSTG(t) = GSR(t) + GSU(t) + ERSTOR(t) + '2] USTORj(t) (2.llb)

J:

EDPC(t) = (ETDSTG(t) - ETSTG(t) )/ETPOP(t) (2.llc)

where:

ETDSTG — estimated total desired storage (MT)

ETSTG = estimated total storage (MT)

EDPC = estimated storage deficit per—capita (MT/person)

TTSH = time until start of next harvest (years)

SF = safety factor for time of harvest (years)

ETPOP = estimated total population (persons)

RNUTPN normal nutritional requirement (MT/person-year)

EIMP = estimated imports (MT/year)

GSR government rural storage (MT)

GSU government urban storage (MT)

ERSTOR = estimated rural private storage (MT)
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EUSTOR = estimated urban private storage (MT)

j = index on urban population classes.

Notice that desired storage is the product of the time until the

new crop is ready, the estimated number of people, and the desired per-

capita consumption rate. The use of TTSH plus a constant safety factor

at the time of desired storage is too crude an estimate for optimiza-

tion work, as explained in Chapter 4.

The aim of the rationing strategy is to equalize nutritional debt

across population classes. The three main control activities that the

government can use are acquisitions (GAQU), sales (GLSLDU), and free

food programs (EMFDGU). The specific decision rules use accumulated

nutritional debts, private storage levels of the population classes,

and the average available rate of nutrition per-capita (ARNUT) in feed-

back control loops.

ARNUT is calculated in Equation 2.l2 by estimating the total

amount of available food and dividing it equally among the citizens

and across the time until the next harvest. Estimated imports are in-

cluded since those supplies are expected. As mentioned earlier, the

use of TTSH and a constant SF does not work well under optimization

conditions.

ARNUTtt) = (ETSTG(t)/(TTSH(t) + sr) + EIMP(t))/ETPOP(t) (2.12)

where:

ARNUT = average available per-capita nutrition rate (MT/person-

year)

ETSTG = estimated total storage (MT)

TTSH = time until harvest start (years)

5F = safety factor for harvest timing (years)
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EIMP = estimated imports (MT/year)

ETPOP = estimated total population (person).

If all population classes started with equal levels of storage and

equal nutritional debt levels, consumption of food at the rate ARNUT

would insure equalization of the rationing strategy. But since initial

levels are unequal, additional control variables are needed. The gov-

ernment calculates desired private storage levels for each class based

on ARNUT and knowledge of consumption habits. These desired values are

used as target levels in one feedback loop. Comparison of nutritional

debt across classes forms a seond feedback loop. The acquisition rate

is used to equalize rural versus average urban nutritional debt and the

sales rate evens the debts for rich versus poor urban classes. Since

some of the urban poor receive aid from rural relatives, the emergency

food program is used to equalize nutritional debt across the two urban

poor classes. Notice in Equations 2.l3, 2.l4 and 2.l5 the use of feed-

back loops and ARNUT.

GAQU(t) = max(GC30*(ERSTOR(t) — GRSTRD(t)), 0.0)

+ CG36*(AEUNDP(t) — ERNTDP(t))*PR(t)

(2.l3)

GSLSDU(t) = ARNUT(t)*(PU3(t) + CG3l*(PU1(t) + PU2(t))

EATNDP1(t) + EATNDP2(t) (2.l4)

 + CG32*(EATNDP3(t) - 2 0

*PU3(t) + CG34*(GUSTRD3(t) - EUST0R3(t))

EMFDGU. t = ARNUT t * PU-(t)

J( ) ( ) J EATNDP1(t) + EATNDP2(t)

2.0

(2.15)
 + CGZ7*(EATNDPj(t) —
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*PUJ.(t) + CG34*(GUSTRDJ-(t) — EUSTORj(t))

government acquisitions from rural sector (MT/year)

government desired domestic sales (MT/year)

government emergency food (MT/year)

estimated rural private storage (MT)

estimated urban private storage (MT)

government desired rural private storage (MT)

government desired urban private storage (MT)

estimated rural nutritional debt (MT/person)

estimated urban nutritional debt (MT/person)

average estimated urban nutritional debt (MT/person)

average available rate of nutrition (MT/person-year)

rural population (persons)

urban population (persons)

control parameters for private storage feedback

loops (year-l)

control parameters for nutritional debt feedback

loops (year-l)

index on urban population classes (j=l signifies poor

with no relatives, j=2 signifies poor with relatives,

j=3 signifies rich class).

Each of the control loops contains a population multiplier. These

are used to adjust the units of the control parameters (CG36, C034,

etC-) so that the parameters represent the rate at which the differ-

ences between compared values will be narrowed. The exact population

figures are used in these basic model equations although estimated

values (to be discussed next) would give a more accurate portrayal of
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the decision process. Note also that the control parameters' values

will be dependent on each other because the distinct feedback loops

are added.

Information for Management

In any relief activities, very few information items are perfectly

known. Uncertainty and error are introduced in the model to help as-

certain their effects on performance and make the model more realistic.

Three estimation forms are used to allow for simulation of different

types of processes. A first order exponential delay describes the time

interval between the making of a decision and its implementation. A

similar delay with randomness models the lag time and measurement error

of data acquisition. And an nth—order distributed delay is used to

simulate large grain shipments.

Once a decision rule is invoked, desired values of grain acquisi-

tions, government sales, etc., go to the programs that will physically

implement the decision. The organizational and communication Tags for

each variable and class (if necessary) are represented by Equation

2.16. This type of delay is also used to simulate the transport lag of

food aid sent to urban relatives (Equation 2.6).

VARL,j(t) = VARL,j(t — At) + ___AE;__.* (VARUijtt)

DELij

(2.l6)

- VARL,j(t - At)

where: 
VARL = lagged implemented value of variable

VARU = unlagged desired value of variable

DEL = average implementation delay (years)

A t = time increment of discrete modeling process (years)
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i = index on variables

j = index on population classes.

Information items required by system managers include population,

private storage levels, and nutritional debt. Each sampled population

variable, by class, is estimated with appropriate transmission delays

and measurement error, according to Equation 2.17. The uniform random

variable RR causes a zero mean uniformly distributed error term at each

‘ time increment A't. And since At is small, many such independent er-

rors are added over the course of a simulation run. So the cumulative

‘ effect on EST is a zero mean, normally distributed random error. This

error is compounded by the deviation from NEW caused by the delay term.

EST1j(t) = EST,j(t _ at) + ((1, + SD1*RR)*NEW1j(t)

At (2.17)

- EST1j(t — At)) t_______

DEij

where:

EST = estimated information value

NEW = actual information value

DEL = average delay time in information transmission (years)

SD standard deviation of measurement error (same units as NEW)

RR uniformly distributed random variable (-1/2, 1/2)

A t, i, j = as in Equation 2.16.

In transporting large quantities of grain, the arrival of the car-

go at its destination will be distributed in time around some mean

value. This is modeled by the series of first order differential Equa~ 
tions 2.18 (40 Chapter 10). The two specific distributed delays in the
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government component are for rural-to-urban transport of government

grain and the arrival of foreign imports. Recall that this same model-

ing procedure is used to produce harvest rates in the production compo-

nent. The input is a one—time pulse in the case of harvests.

3_ = (NEW,ct) - rqjctll (2.l8a)

dt DEL.
l

dr21-(t) K1

___;;___ = ________ (r,j(t) - r2,(t)) (2.l8b)

dt DELi

=' (r .(t) — r .(t)) (2.18c)

dt DELr Kr'1" Ki 1

where:

rK = output of delay = grain arrivals (MT/year)

NEW = grain dispatched (MT/year)

r]...rK = array of intermediate rate variables of the delay

K = order of the delay (describes the distribution)

DEL — average transportation time (years)

i = index on variables.

item

The basic survival model described here was constructed as an aid

in evaluating strategies for famine relief and identifying fertile

areas for future research. The model describes a hypothetical country

facing a short term food crisis and simulates the dynamic demographic,
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economic, production, and decision-making processes over time. The

model is highly aggregated and does not adequately detail a specific

country, but it sheds light on important issues to be faced by any re—

life operation. Additions and modifications to the basic model are

discussed in Chapter 3 where the model is augmented with an informa—

tion system component.
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CHAPTER III

MODELING AN INFORMATION SYSTEM

To allow evaluation of the effects of information quality on the

performance of famine relief efforts, appropriate modifications of the

basic survival model of the preceeding chapter are necessary. This

chapter describes a general approach to modeling an information system

component.

An approach to assessment of information systems is described and

a specific application is considered with the addition of a sampling

component to the basic model. Much of the material refers to this spe-

cific application, but the approach should be clear. The model‘s gov-

ernment component is organized for information system addition, provid-

ing modeling links among surveillance, data processing, communication,

and decision making functions. To keep additions at the same level of

aggregation as the basic model, a sampling component is devised based

on information quality. The important concepts of measurement error,

Sampling frequency and processing delay are included while the complex

details of surveillance technique, communication networks, etc., are

avoided. The last section of the chapter covers several small but im-

portant modeling problems often met in simulation work.

Modeling and Evaluation 

It is important to realize the context of a computer simulation

in the overall information system for famine relief (see Figure 1.1).

47
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The model is one of many tools to be used by the system planners. Its

purpose is to provide insight into the processes and structure likely

to be encountered during a food crisis. The basic model of Chapter II

examines specific aspects of the affected people, the system managers

and very simplified versions of transport and logistics, government

programs, and outside aid. Our attention now turns to the surveillance,

data processing and communication components; the heart of the informa—

tion network. The problem becomes one of estimation, since many dynamic

variables can never be known perfectly. The evaluation of an informa—

tion system includes learning how precise the data must be for efficient

relief work, together with the cost of obtaining the desired data

quality.

The system evaluation is largely a sensitivity analysis. The dem-

ographic, production, and market components are fixed, objectives of

system performance are defined, and observations are made of the rela-

tionships between system performance and changes in information qual-

ity. Important problems to solve include determination of data items

having most effect on policy performance (and those having least ef-

fect), optimal levels of information quality with given cost con-

straints, and the interrelationships between data items and policy

structures.

Two performance objectives are used in this study. These are

minimization of total deaths and total accumulated nutritional debt,

both observed at the end of one year (T=T.0). These goals are chosen

because they specifically measure the well-being of the people in~

volved. The main damage of a food crisis is to the population, as

Opposed to additional economic and facilities losses incurred by war
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or natural disasters. The time frame of one year is chosen to allow

the population to move through one complete harvest cycle and to assess

how well prepared the people are to face another possible crisis.

Many other objectives are possible: maximization of storage,

minimization of economic loss, minimization of social disruption, etc.

The goals used here are limited to two for several reasons. First, in

optimization studies, the technique changes needed in going from one ob—

jective to two are generally more difficult than in going from two to

many. It is assumed that several objectives may be used and two will

give needed generality without introducing unneeded complications.

Second, each country must choose its own performance objectives, and

the fact that both deaths and nutritional level are standard measures

for judging famine extent provides a general case (46).

A third type of generality achieved by choosing deaths and total

nutritional debt as criteria is that they are inversely related. Any

functional relationship between them is too complex to determine with—

out considerable effort. The inverse relationship is easy to see by

examining the combination of processes that lead to deaths and nutri-

tional debt. An increase in the number of deaths means fewer consum-

ers. Since total available foods is fixed, fewer people means higher

per-capita consumption, causing higher nutritional level, or lower nu-

tritional debt. Similarly, a decrease in deaths is followed by an in—

crease in nutritional debt. Since this is a dynamic process, the debt

level must be measured significantly after the initial harvest, by

which time most deaths have occurred. (This is another reason for

choosing one year as the measurement point.)



 

The single 9

situation. Throu

very small death

population weak a

to provide genera

fects of famine 0

Two benchmar

the information 5

information stan

the best possibl

specifically desi

involves price c0

mrch use of addit

informational qua

specific famine r

The availability

ture as the clair

policies and impe

two boundaries.

The quality

meters: the stan

error is assumed

and the delay tin

for system manag

world activities

the model. As a

are transmitted

 



    

50

The single goal of minimizing deaths can lead to a precarious

situation. Through a similar chain of events as described above, a

very small death rate will cause a large nutritional debt, leaving the

population weak and vulnerable to disease. So two criteria are chosen

to provide generality and to give a comprehensive measure of the ef—

fects of famine on the population.

Two benchmarks are easily identifiable to judge the performance of

the information system. The worst possible case, from a quality—of—

information standpoint, would be continuation of normal policy, and

the best possible case would be the use of perfect information in

specifically designed relief activities. Normal policy in the model

involves price controls to determine food allocation, does not make

much use of additional nutritional data, and will be little affected by

informational quality. This ”worst” case represents operation without

specific famine relief information and will be the minimal cost system.

The availability of perfect information is referred to in the litera-

ture as the clairvoyant case (22). System performance using relief

policies and imperfect information should fall somewhere between the

two boundaries.

The quality of a given data system is modeled here with four para-

meters: the standard deviation and bias of measurement error (the

error is assumed to be normally distributed), the sampling frequency,

and the delay time between measurement and availability of information

for system managers. The parameters can be varied to account for real

world activities, but the activities themselves are not included in

the model. As an example, a decreased delay time is possible if data

are transmitted by telephone rather than messenger. To account for
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this change, the delay parameter is decreased; no mention is made of

the cause. Again, this approach is taken in the interests of general-

ity. Specific communication devices, sampling techniques and statisti-

cal methods will differ in cost and applicability from country to coun—

try, and would only add complexity that is unnecessary at this stage

of model development. Chapter V does probe into some of the specific

sub—systems as part of cost analysis.

The four chosen parameters provide a great deal of flexibility and

generality. The delay term represents the sum of all surveillance,

data processing, and communication lags. To achieve a given delay time

in an actual application, adjustment can be made in one area to compen—

sate for long lags in another. The use of a sampling frequency para—

meter follows the real world data acquisition process and provides a

convenient base for determining the amount of data generated and the

surveillance costs. Bias is included to account for regular errors in

reporting observations. Possible causes would be bureaucratic disor—

ganization, machinery errors, or corruption. This parameter is not

used in studying the current model. Random measurement error is pro—

duced by the standard deviation parameter; error distributions are as—

sumed to be normal with mean equal to the true value. Normalcy is as—

sumed because the variables estimated (accumulated nutritional debt,

private storage, etc.) are averages derived from many samples. Al-

through the error term of each individual sample may not be normal,

the central limit theorem guarantees that the distribution of the

average value approaches normalcy as the number of samples increases.
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Organization of the Government Component

Policy structure and information gathering are intertwined; de—

sired policies dictate the types of data needed, and the quality of the

information helps determine the likelihood of success of implemented

policies. In general, better data allows more knowledgable decisions

and leads to more successful outcomes. It is important to realize in

the planning stage that the only data available during the crisis will

be estimated values of actual dynamic variables and g_pfjgri_knowledge

of probable variable movement. This is especially significant when

using a computer simulation, because both the actual and estimated data

streams are typically present. Care must be taken to differentiate the

two.

The modeling of the rural and urban populations, the market sector

and the production component is done using actual values. The calcula-

tions follow the natural relationships and clearly call for the use of

”true” variables. The same is true of the bookkeeping equations needed

for actual government storage and imports. But the introduction of

man-made decisions requires a second stream of values, the estimated.

Many simulation applications, such as queueing or inventory models,

can assume that estimated and true values of information are equal, if

the error is small or unimportant to the problem being considered. But

the difference between in—hand data and real world conditions is prob-

ably the most important concept in information system evaluation.

The organization introduced here follows the logical sequence of

events present in any information system. The inputs to the data pro—

cessing functions are the true values of the variables to be estimated.

As depicted in Figure l.l, data are collected, processed, and
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communicated. Along the way, measurement errors are introduced and

calculations and transmission time cause natural delays. Lagged, es—

timated, stochastic variables are used in making decisions.

Since the information stream is being represented by data quality

parameters, the surveillance and communications components are modeled

as one unit. It is assumed that these are the functions most respon—

sible for the introduction of errors and delay. The sampling component

described in the next section provides for error, delay, and the sam—

pling frequency. This forms the core of the modeling additions; much

of the rest of the organization needed involves correct computation se-

quence.

The required order of calculation is simple: estimation, complex

computation, and decision rule use. Variable estimates are made with

a sampling component, an exponential delay (see Equation 3.l), or some

other means. Then calculations can be made to determine target levels,

rates of change, and aggregated statistics. An example of an aggre—

gate statistic is the average available nutrition rate (ARNUT), which

cannot be computed until estimates of imports, storage, population,

and a computed figure for time of desired storage are known. The form

of the calculation is given in Equation 2.l2. ARNUT can now be used

in the decision rules for determining allocation, sales, and emergency

food rates, because it is an estimated variable.

A particular change of the basic model is mentioned here as an

example of the need for consistent calculations when evaluating the

information system component. The Equations 2.l3-2.l5 determine acqui-

sitions, sales, and emergency food levels in the basic model. Each

uses the exact population figure, a practice that is perfectly
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acceptable except when the precision of the inexact variable is part of

the problem being studied. Thus, an estimate of each population class

has been added and used in the revised model. See Equation 3.8 for

the new form.

Sampling Component—-SAMPL and VDTDLI
 

A simple method is needed to introduce data quality parameters in—

to a simulation. Simplicity is desirable, since one of the reasons for

approaching information system evaluation through the use of parameters

is to avoid the detail of describing particular surveillance and com-

munication methods. At the same time, the method must approximate the

real delays, measurement error and sampling frequency in the system.

The randomized exponential delay of the basic model (repeated here as

Equation 3.1) accounts for delay and measurement error, but the form

of the calculation assumes constant sampling; a new input is processed

at each time increment of the model

At

 
EST (t) = EST (t—At) + * ((l. + SD * RR) *NEN (t)

k k DEL k k

k
(3.l)

— ESTk(t-At)

where:

lEST - estimated value of variable

NEW true value of variable

DEL = parameter; average delay (years)

SD = error parameter

RR = uniform random variable ('— ,~- )

2 2
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at = time increment of discrete model (years)

k = index on variables.

Certainly the sampling frequency is an important characteristic of

the information system, not only from the standpoint of data quality,

but because of the direct relationship between sampling frequency and

cost; more sampling implies higher costs. A further drawback of the

exponential delay is that there is only one measurement error parameten

a sort of percentage standard deviation. A parameter representing

systematic bias in the observations is also desirable.

The following routines are quite easily implemented and allow more

generality then Equation 3.l. A sampling frequency is given and, at

the specified intervals, random measurement error is introduced. The

actual variable, plus or minus a bias term, serves as the mean of the

distribution function. The sampled value is then stored in the compu—

ter as the model advances through a given delay period, after which

the sample serves as the estimated value to be used in decision rules.

For the periods between sampling points, some form of filtering can be

done to attempt to follow the actual variable. The simplest filtering

scheme holds the sampled value as a constant estimate throughout the

interval.

The details of sampling component (SAMPL and VDTDLI) modeling

features are now presented. The description follows the order of cal—

culation in the routines. A complete listing of the FORTRAN code is

contained in Appendix B. These routines are described and validated

in more detail in Chapter VII.
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The discrete model translates the sampling interval parameter of

k_into a specified number of simulation cycles, using Equation 3.2. A

simple counter (NCNT) is set to zero each time the sampling procedure

occurs. The counter NCNT is incremented by one each cycle DT and is

checked against the sampling interval size NSAMP. Thus, measurement

of desired variables takes place only at specified intervals. Note

that SAMPT can be dynamic.

NSAMPk = SAMPTk / DT + .5 (3.2)

where:

NSAMP = number of simulation cycles in sampling interval

SAMPT = sampling interval (years)

DT = simulation cycle increment (years)

k = index on variables.

The measurement of a desired variable, corresponding to data col-

lection, is simulated in SAMPL with the introduction of bias and ran.

dom standard error parameters. Two estimation equations are possible,

depending on the characteristics of the true variable. One method of

estimation computes an error term proportional to the true value. The

second method generates a normally distributed error with fixed stan-

dard deviation. The equations used are 3.3 and 3.4 respectively.

ESTk(ST) = VALk(ST) * (l. + SDk * Y) * BlASk (3.3)

ESTk(ST) = VALk(ST) + SDk * Y * BIASk (3.4)

where:

EST = estimated value of variable

VAL = true value of variable
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BIAS = measurement bias

ST = sampling time

Y = standard normal random variable

k = index on variables.

Straightforward calculations show that the expected value of the

estimates in both equations is the true value plus the bias term. The

estimate variances differ: Equation 3.3 produces a variance equal to

VALi * SDE while the variance of EST from Equation 3.4 is SDE. (Re-

call E(Y) = 0.0, var(Y) = l.) Both calculations produce normally dis—

tributed errors, since Y is a normal random variable. The difference

is in the standard deviation of the error: one is proportional to the

true value; the other is fixed.

The form of Equation 3.3 is preferable for discussion purposes

since the standard deviation can be described as X% of the true value.

But this method becomes an inaccurate model if the true values vary

considerably or approach zero. Since the size of the error in Equa—

tion 3.3 depends on the size of the variable, the implication would be

that measurement techniques get better as the variable decreases.

The choice of error estimators is based on examination of time

series data for true variable values. Private storage levels vary

considerably but the low values stay comfortably away from zero except

Possibly for short periods just before harvest time. An additional

reason for using Equation 3.3 for storage levels is that it would be

conceivable that with less grain to measure, error would be reduced.

Per-capita nutritional debt estimation must be done with Equation

3.4 since the true values are small (on the order of lO‘ZMT/person)
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and can be either positive or negative. Per-capita consumption rates

are also small (approximately 2*l0'7MT/person—year) but approach zero

only during the most dire emergencies.

Subroutine SAMPL produces estimates values for sampled variables.

The estimates are then used as inputs to a discrete, variable delay rou-

tine, VDTDLI. The form of the delay follows that of familiar discrete

boxcar routines (35). VDTDLI has the added capability of handling

changes in the delay rate, as might occur with a change from messenger

to telephone service. The variable delay capability is not used in the

current study, but is described here as an indication of the particular

problems encountered with information flow.

A boxcar delay routine is so named because it operates much like a

string of railroad cars on a circular track. The car at the front of

the train empties its load at the designated output point. A new car

wibi the latest supplies (or information) joins the train‘s tail. And

each car moves forward One position. Equations 3.5 describe this pro—

cess. The equations must be solved in the order presented.

OUT = cAR, (3.5a)

CARi_1 = CARi, for i=2,3,...,N (3.5b)

CARN = IN (3.5c)

where:

OUT = output of routine

CARi = ith car in the array

IN = input to routine

1 = index on cars

N = number of cars.
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The delay parameter of information quality is related to N, the

number of array positions, by the simulation increment UT. The calcula-

tion is simply done in Equation 3.6.

Nk = DELAYk/DT + .5 (3.6)

where:

N = size of delay array

DELAY = delay parameter in 5 (years)

DT = simulation increment (years)

k = index on variables.

Notes that the relationships of Equations 3.5 and 3.6 require that

the array, or train, be updated each simulation cycle. There must be an input and output each cycle DT.

Changes in delay time always cause addition or deletion of informa—

tion from the tail of the train; the newest data values are affected.

An increased delay causes the newest data to be held for the extra peri-

od. Equations 3.5a and 3.5b are retained, but Equation 3.7 replaces

Equation 3.5c.

CARJ- = 1m , for j=N,N+l,N+2,...,NNEN (3.7)

where

j = index on new cars in array

NNEN = new size of delay array

N = old size of delay array

CAR = array element.

A decreased delay does not cause loss of data. Rather, the newer

information under the old delay scheme is superseded by new data from
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the new scheme. This implies that implementation of the new methods

cannot force the old information through the system any faster. The

only modification to Equations 3.5 is that N is recalculated to fit

the new, shorter delay. Note that conservation of flow is not a criter-

ion in modeling information transfer.

The output of VDTDLI is a lagged, randomly measured estimate to be

used in decision rules of the government component. The routine needs

an input and provides an output at each time interval of the discrete

model. SAMPL calculates a new estimate only once each sampling inter-

val, so additional inputs to VDTDLI are necessary. The simplest scheme

is to retain a sampled value from SAMPL as a constant input to VDTDLI

throughout the sampling interval. This common zero—order hold (ll,

Chapter 2) will be the base method used in this study. SAMPL and VDTDLI

offer three opportunities for further estimation or filtering proce-

dures. Filtering techniques can be used in SAMPL to include the re-

sults of previous measurements of the variable in the estimation pro-

cess. Polynomial smoothing or similar methods can predict inputs to

VDTDLI between sampling points which, hopefully, will track true values

more closely than the zero-order hold. And a_prig:i knowledge of the

variable observed can lead to modified estimation procedures. This

estimation problem is discussed in more detail in Chapter 6.

Model Variable Choice

The problem of the particular variables to be estimated with the

modeling pattern of SAMPLE and VDTDLI is now examined.

Each variable included has the potential of generating four dis-

tinct information quality parameters. Thus, too many variables could
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result in complexities too great for standard analysis. Most of the

sensitivity and optimization literature on computer simulations deals

with less than three or four parameters, and the more powerful routines

balk at more than fifteen parameters (60). Computation costs and stor—

age requirements for optimization work seem to increase factorially

with the number of parameters.* An additional consideration is that

only the estimated values directly linked to a famine relief informa—

tion system will be examined in studying data precision. Generation of

computer outputs with too many data items can obscure important re-

sults by the glut of numbers produced.

 
We turn to real world conditions for a means of limiting the num-

ber of variables and parameters. The total number of values to be es-

timated is dictated by policy structure. The variables fall into two

categories based on need for additional sampling specifically during a

famine. Many items are included in existing information systems.

Population, government storage levels, crop and harvest conditions are

already monitored in almost all countries. Design of an information

system for famine relief will be especially concerned with the vari-

ables not yet sampled often enough. Nutritional debt and private

storage are decision variables from the current model that fall into

this second category. These are the generally unknown data items

called for by the policy design. Another criteria for choosing vari-

ables to estimate in a sampling component (the alternative estimation

scheme would be an exponential or similar delay) is the rate at which

  3.
*As an example, a standard least squares regression including lin-

lear, quadratic and interaction terms for n variables requires l+2n+(§)

Parameters and the inversion of a square matrix of that size.
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the variable varies with time. Population levels and crop conditions

 

normally tend to change slowly, relative to consumption and nutritional

levels. In general, more rapid changes make the estimation process more

difficult More frequent sampling is required, and simple modeling tech-

niques may not capture real world behavior.

An alternative approach for limiting the number of variables and

parameters to be analyzed would be to use the sampling component for all

estimations and select only the most sensitive variables for the infor—

mation system evaluation. This is certainly a valid process. The

point made in the previous paragraph is that examination of the real  
world conditions and objectives can eliminate much needless analysis,

allowing concentration on the items perceived to be most crucial.

Per-capita consumption has been added as a decision rule control

variable, to be used in much the same manner as nutritional debt. The

resulting form of the government acquisitions decision rule is given in

Equation 3.8. Sales and emergency food rate equations of the basic

model have similar alterations. Note that acquisitions increase when

rural consumption is greater than average urban consumption. Estimated

values are used throughout.

GAQU(t) = CG3O * max (ERSTOR(t) - GRSTRD(t)) (3,8)

+ CG36 * (AEUNDP(t)-ERNTDP(t)) * EPR(t)

+ C835 * (EPCONR(t)—AEUPCN(t)) * EPR(t)

where:

 GAQU = government acquisitions from rural sector (MT/year)

ERSTOR = estimated rural private storage (MT)

GRSTRD = government desired rural private storage (MT)
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AEUNDP = average estimated urban per-capita nutritional debt

(MT/person)

ERNTDP = estimated rural per-capita nutritional debt (MT/person)

EPCONR = estimated rural per-capita consumption (MT/person-year)

AEUPCN = average estimated urban per-capita consumption (MT/

person-year)

EPR estimated rural population (persons)

CG30, CG36, CG35 = control parameters.

Per-capita consumption forms part of the rate of change process

of nutritional debt, providing a sort of derivative control for the

decision rules (ll, Chapter 2). In practical terms, knowledge of con—

sumption provides a tool to help avoid serious overcompensation for

differences in nutritional level. That is, when allocation is based

on relative nutritional debts, sustained allocation priority can cause

an overshoot, a reversal of roles between the two classes. The con—

sumption level takes account of the differences in amounts of food

recently received by the two classes and proportionately decreases the

allocation to the class that is eating more.

The addition of consumption level as a control variable is a case

where policy structure and real world conditions coincide to dictate

the change. The derivative control was needed to increase the power

of the decision rules. Consumption rates as well as nutritional level

have been recognized as important pieces of information by the United

Nations, which is encouraging all nations to adopt some form of nutri-

tional surveillance (25). It should be noted that many other data

elements are needed for comprehensive famine relief, especially water

levels and disease incidence. Consideration of these items is prompted

by real world conditions, but they fall outside the scope of the
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preliminary model used here. The current focus is on allocation of

food as a means of equalizing nutritional levels. Eventually water

distribution and health care may be added to the policy structure and

nutritional modeling.

Three variable types have been chosen as inputs to the current

sampling component: nutritional debt, private storage, and the new

variable, per-capita consumption. Each variable type actually gener—

ates four estimates, one for each population group. Given the four

data quality elements, a total of forty—eight possible parameters

exists. Fortunately, similarities in the processes modeled and the

time streams of the variables allow considerable numerical duplication.

The time requirements of surveillance and transmission processes are

assumed to be similar for each variable type, allowing the use of just

one delay parameter. The sampling error of nutritional and consumption

data are assumed not to vary significantly across population classes,

so one sampling frequency, standard deviation and bias are postulated

for each of these variable types. The assumption relies on the ability

of the sampling teams to measure different groups equally well. The

common sampling frequency corresponds to a real world situation where

surveys are taken of all population groups simutaneously.

There are substantial differences in the size and rate of change

of rural versus urban private storage. Recall that rural storage must

last until the next harvest (nine months at the longest) while urban

classes desire stores that last one to three weeks. Thus four separate

parameters must be used for rural private storage, although the urban

classes can share four parameters.
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These economies in parameter use have reduced the total needed to

thirteen: one delay and four each of sampling frequencies, standard

deviations, and biases. It was mentioned earlier that bias parameters

are not used in this study. The main reason for this deletion is that

the causes of bias will be specific in each country and are left as an

area for further research. A secondary but important reason is the re—

lative ease of analyzing nine parameters instead of thirteen.

The nine remaining data precision elements form a set of variable

inputs that will be used extensively for sensitivity analysis and opti-

mization work. The importance of this parameter set is underlined by

assigning it a vector representation, 5, the vector of information

quality parameters.

Additional Assumptions and Modifications

The three previous sections cover the major additions needed to [

allow evaluation of the information system. Several further modifica- i

tions are presented here that apply specifically to the modeling effort

for this dissertation. Although the particulars are not of general sig- l

nificance, they are discussed for two reasons. The assumptions behind

the changes are noted to provide background for results described in

the next chapter. And it is hoped that the reader will gain some knowl-

edge of the types of problems and subtleties inherent in a computer

simulation of a famine.

An assumption made throughout the study is that there will be no 1

outside aid beyond the purchased government imports. A main purpose

of this model is to examine efficient means of allocating available

resources. This allocation problem exists even with substantial
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international aid; the aid changes the level of crisis, but not the

need for efficient policies and a good information system. Planning

that includes reliance on outside help may be disastrous if there are

no international reserves at the time of the famine. In the event that

aid is available, there will be a time interval between recognition of

crisis conditions and food arrival. So the approach used here could be

easily adapted to include outside food aid by limiting the time horizon

of the simulation and setting a level of expected aid.

There is no provision in current policy structure for emergency

food distribution to the rural class. The defined ”rural“ population

has almost enough food initially. So the addition of rural emergency

feeding would involve buying food and giving it back, a wasted effort.

However, any relief program will involve aid to those in rural raeas,

particularly the landless poor who would be in roughly the same situa—

tion as the urban poor classes of this model. Indeed, for conceptuali-

zation purposes, the rural poor can be combined with the urban poor,

and emergency programs for both groups labeled EMFDG. The class dis-

tinction of rural and urban might better be labeled the haves and have-

nots, although the physical location may be an important distinction.

Due to initial values assigned the urban classes, certain control

parameter sets can force the level of government desired sales (GSLSDU)

to zero. This typically occurs when the wealthy urban class has nega-

tive nutritional debt; they are overfed. The withholding of sales

causes the consumption level of the rich to plummet, and there is

fairly quick equalization of nutritional debt across the urban classes,

as planned for by the policy structure. However, the event of zero

sales is highly unrealistic. There is some food available, especially
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at the onset of the crisis (when GSLSDU is most likely to hit zero) and

a cutoff of the supply to one particular class even for a short period

is contrary to the humanitarian purposes of famine relief. A more

practical reason for non—zero sales is the fact that purchases are made

mainly by the rich, and the rich will probably get at least their share

of available food, assuming that power goes with wealth. In fact, it

may be infeasible to limit sales at all to the rich for political or

economic reasons. Thus, the assumption is made that there is a minimal

level of sales, proportional to the average available nutrition rate

(ARNUT). The minimum proportion is set at seventy-five percent.

Another situation that occurs in the modeling world but cannot

occur in the real world is having a storage level dip below zero. One

incorrect way to combat negative storage is to use a maximum function

to force a non-negative value. But this can lead to conservation of

flow problems if output rates remain larger than input rates. The solu-

tion used here follows the actions that would occur in a real case;

output is terminated if storage drops too low.

The three government activities of acquisitions, sales, and emer-

gency food handouts could cause direct depletions of rural private

storage (RSTOR) or government urban storage (GSU). Two levels of ac—

tivity cutoffs are used, one large storage level for the unlagged de-

cision variables and a smaller value for the lagged, implemented vari—

able. When storage drops below the designated setting, the rate is set

to zero. Unlagged cutoffs are set higher in keeping with the nature

of delays; anticipation of a shortage should occur before the actual

shortage hits. Quite small storage levels are used to cut the lagged

variables since they are slow to rebuild, especially with the use of
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exponential delays. Lagged variable cutoff could cause a shock to

model stability.

Two uses of distributed delays are mentioned in Chapter II, for

rural-to-urban transport of government grain and for import shipments.

Since the delays are initialized with zero values in the basic model, a

transient response occurs, lasting approximately the length of the de—

lay (two months in the case of imports). Smaller transients can be ob-

tained by using non-zero initial values for initial rates, and it is

logical that import and government shipment rates would normally be

non—zero. One-half the maximum was chosen as the starting value for

both transport rates. The inputs and outputs of the distributed delays

are set equal, making intermediate rate initialization easy; all inter-

mediate rates are identical to the common input-output rate. In the

case where input does not equal output initially, care must be taken to

conserve material flow in the delay (40, Chapter TO).

The final modification to be discussed has to do with computer use

rather than modeling. The stochastic results of simulation runs in-

volving random variables call for statistical evaluations, many of

which are based on sample means and variance. The standard technique

for obtaining the desired statistics is Monte Carlo simulation. A

parameter set is fixed and several separate model runs are made using

different random values (29). Each run produces one sample from the

distribution of a given variable. The desired statistics are then

calculated from the samples, using well known formulas. Computer stor-

age requirements are reduced considerably by calculating the mean and

variance recursively, according to Equations 3.9. Note that only two

stored values, 7n and Sn, are required for each variable. Another
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advantage of the recursive calculation is that current statistics are

available after each run, providing a convenient structure for conduct-

ing hypothesis testing with a minimum number of computer runs.

X] = X], S] = 0 (3.9a)

T =1(( UT + )' <2 (3 9b)
n U‘ n- ’n-l xn ’ n- -

fl 1 _ 2 <

Sn : “-1 * Sn_] + E (Xn_] - Xn) ; n- 2 (3.9C)

where:

n = number of samples

X

3

I

' nth sample

Xn = sample mean of n samples

U
)

Hn sample variance of n samples.

Several purposes can be distinguished in the above assumptions and

modifications. Types of aid present are noted to limit and define the

scope of the model. Initial value and situational modeling changes are

needed to increase the correspondence between real world and model.

And recursive equations for sample mean and variance provide a calcula-

tion aid.

Summary

This chapter presents a general approach to evaluation of informa-

tion systems using computer simulation techniques. The demographic,

economic, and production components of the computer model are fixed,

Objectives are defined, and information precision is varied to determine

its effect on system performance.
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The decision making component must be well-organized to match real

world behavior. Particular attention is paid to maintaining correct

calculation sequence and using only estimated values in decision rules.

A sampling component, consisting of two FORTRAN subroutines, is

described. The routines model variable estimation through the use of

four data quality parameters, avoiding the details of particular sur—

veillance and communication system alternatives.

The problem of choosing the variables and parameters for use in

sensitivity and optimization work is examined, and a general principle

is discussed. Several of the assumptions used in the current modeling

effort are presented to provide needed background and a feel for the

problems and subtleties likely to be encountered.

With the addition of a sampling procedure, the model is now ready

for verification and validation, using sensitivity analysis and examin-

ination of simulation outputs. The model described here produced

several unexpected and, in some cases, undesirable numerical results,

requiring substantial changes in the policy rules and the nutritional

modeling structure. Chapter 4 describes the problems, the changes, and

the use of the information system component in detecting the irregu-

larities.
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CHAPTER IV

THE INFORMATION SYSTEM MODEL AS AN AID IN

POLICY DEVELOPMENT AND MODEL VERIFICATION

With the completion of Chapters 11 and III, the simulation model

consists of the basic demographic, economic, and government sections

with an added sampling component. Before evaluations of the informa-

tion system can take place, the model needs to be ”fine tuned" and

several verification procedures conducted. Parameter limits can be

set by observing allowable output changes due to changed input para-

meters. Verification involves, among other things, checking for consis-

tency and reasonableness. Simulation output values for population size,

prices, etc., should be sensible and, if available, should track ac-

tual data. The model should be consistent with assumed and observed

behavior; a known input change should either produce an expected output

change or provide clues to the incorrectness of the expectation.

The information component can be a useful aid in the verification

and sensitivity testing process. A basic assumption is made about the

expected effects of changing data quality: better information should

lead to better system performance. “Better” information refers to

shorter delays and sampling intervals and smaller measurement errors.

System performance is defined by the objectives (minimize deaths, etc.)

set forth by decision makers. So, by observing performance changes re-

sulting from variation of the information parameter vector 5, the

7l
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soundness of the problem formulation and policy structure and modeling

adequacy can be tested.

Each of the next three sections of this chapter describes correc—

tions and additions to the basic model and to the original problem for-

mulation as required by violations of information quality assumptions.

An evolutionary process unfolds as the model behaves more and more like

expected real world activities. Several general conclusions become

apparent about efficient famine relief. These conclusions are presented

in the last section.

A Changed Problem Formulation

The intended research path of this study was to examine the infor-

mation system effects apart from all other considerations, particularly

policy structure. Because of the general ”approach” nature here, it was

felt that specific policy structures, crisis levels, and cultural vari-

ations would be better studied at the time of actual application.

Hence, the desire for an efficient and economic information system was

mathematically formulated as a multiresponse minimization problem with

a cost constraint, as in Equation 4.1.

Minimize EA!)

subject to §fl§)5 g,

and 51ij

Where:

E_ = system performance vector (total deaths, total nutritional

debt)

E = cost function vector

X _
‘ information quality vector (delays, sampling intervals,

measurement errors)
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C1 = resource constraint vector

QT’QZ = constraints on information quality.

This formulation has several advantages. By avoiding all policy

questions, the information system can be examined directly. To test

validity of conclusions acorss policy structure changes, optimizations

can be done with distinct government decision components. Similarly,

two or three different crisis levels can be simulated and data decision

effect observed. The scope of each optimization problem is nicely re-

stricted to the parameters of the §_vector.

However, there is no a_prigri evidence for accepting this conveni-

ent formulation. If the optimal performance level of a policy parameter

is sensitive to changes in data precision, then that parameter should

be included with §_in optimization studies. It could easily be the

case that, as information quality improves, stricter constrols (repre-

sented in the model by large parameters) can be instituted.

Before continuing the discussion of policy sensitivity to informa—

tion quality, distinctions should be drawn among relief strategies,

policy structure, and policy parameters. The structure consists of

directions on what_to do, the decision rules themselves. Structure

should follow from the overall strategy. In this study the strategy is

to equalize nutritional debt across the population; the policy structure

consists of allocation through acquisitions, sales, and emergency feed—

ings. The policy parameters are the specific variables of the decision

rules which determine the timing and rates of the various activities.

As an example, the Equation 3.8 is a defined part of policy structure

affecting government acquisitions (GAQU). The parameters C636, C835,
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and C630 determine the rate at which acquisitions are made. A somewhat

hidden parameter (CGZl) determines the start and end of acquisition

activities by signaling a state of emergency. "Policy” will henceforth

refer to policy structure. The policy parameter set will be noted by

the vector 3,

Policy parameters P_may have an effect on information system per-

formance. A simple set of sensivitity tests can check for this possi-

bility. Distinct values for §_are chosen (two or three vectors should

be sufficient). Sensitivity tests on E_are made for each fixed 5_vec—

tor. The tests can be one parameter variation or can involve more

elaborate experimental design and optimization techniques. The intent

of the sensitivity analysis is to move toward an "optimal"* P_ at each

fixed N. Note that two types of sensitivity will be present. First,

for a given 5, policy parameter changes will affect performance. The

system will vary in sensitivity to the individual E_ parameters. Once

optimal policy parameters are chosen for each 5, the second type of

sensitivity can be examined, the sensitivity of E. values to changes

in X, For information system evaluation, the second type of sensitivity

is by far more important. If only the performance sensitivity to.E

variation is present, the assumed formulation of Equation 4.l can be

used. But if.fi varies with 5, a new problem statement is needed.

Numerous sensitivity simulation runs were made at three different

fixed_§ values. The information vectors chosen are listed in Table 4.l

as ”clairvoyant,” ”good,’l and ”poor” data quality. The clairvoyant

\M

. *Optimality is complicated by the multiresponse nature of the ob-

Jective function, B_ may consist of many vectors, each producing a

pareto optimal response.

 



 
 

Table 4

Preli

XParameters

Delay (weeks)

Nutrition

Sampling

Consumpti

Sampling

Private S

Sampling

Standard Devig

has



Table 4.1. Information Quality Parameters Used for

Preliminary Policy Parameter Sensitivity Tests

Data ualit Sets

X Parameters Clairvbyant Good

Delay (weeks) 0.2 1.0

Nutritional Debt

Sampling Interval (weeks) 0.l l.0

Consumption

Sampling Interval (weeks) 0.l l.O

Private Storage

Sampling Interval (weeks) 0.1 2.5

Standard Deviation 0.0 0.0

Bias 0.0 0.0 

Poor

2.0

4.0

4.0

6.0

0.0

0.0
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vector assumes near—perfect knowledge of available information, while

the so-called good and poor vectors represent successive degradation in

data precision. Note that measurement error terms were not used in this

exercise. The purpose of the sensitivity tests is to determine if opti-

mal P_parameters are sensitive to §_changes. A savings in computation

costs can be realized if E_is shown to be sensitive to the non-stochas—

tic portions of 5, It should also be noted that the delay and sampling

intervals for the clairvoyant case are the smallest values possible with

the discrete model and sampling component constraints.

Fourteen P_parameters were chosen for sensitivity tests. The tests

involved identifying a base vector, observing results of ten percent

variations in each parameter singly, then moving toward a better base

vector. Total death count was used as the main criterion of choice,

with total nutritional debt secondary.

The results of the crude optimization process showed that of the

fourteen parameters, three were definitely sensitive to §_variation

and six were not. The remaining five parameters produced inconclusive

results. Thus, a tentative conclusion was drawn that E_and §_are inter—

related in their effects on system performance. The conclusions are

tentative for two reasons. First, the sensitivity tests described are

crude and produced, at best, likely local paretg_gptima. Second, the

model used for the tests was not completely validated; the rest of

this chapter contains numerous modifications that could affect P_versus

X performance. A more thorough study of the sensitivity problem is con

tained in Chapter VIII where the conclusion is drawn that policy para-

meters do interact with information quality parameters in influencing
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system performance. A more complete description of sensitivity testing

will also be given at that time.

A new problem formulation is proposed in Equation 4.2. Because

the effect of §_on P_is the only sensitivity type of interest in evalu—

ating information system work, the P_in Equation 4.2 consists only of

policy parameters whose optimal values change with N,

Minimize E(N,E) (4.2)

subject to g(x) 5 C

and Q1 5 5.: 92

5153532

where:

E_ = system performance vector

E_ = cost function vector

5_ = information quality vector

E_ = sensitive policy parameter vector

9_ = constraint vector

21,92 = constraints on information quality

Eq,§2 = constraints on policy parameters.

Note that the cost constraint remains a function of §_only. Theo—

retically, changes in E_will affect program administration and could

cause substantial cost and manpower variation. This would imply that

the constraining function should become §(§,E) to account for policy

costs.

The cost function is left as g([) for several very practical rea—

sons. First, the policy costs will greatly exceed information system

‘
W
'
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costs. Adding policy and information expenses would obscure changes

in information cost during optimization work. Secondly, a planning

team in charge of infonnation system design will likely be concerned

only with their own budget and other resource constraints. The costs

of programs, although important in the overall relief system, will not

affect the subsystem planners. Similarly, transportation system costs

are not included in the information system optimization. A third con-

sideration is that policy parameters are affected by the level of cri-

sis, a factor that cannot be explicitly planned for due to its stochas-

tic nature.

Possibly the most important reason for not adding information and

policy costs is that monetary restrictions may not be the limiting fac—

tor. Depending on the stricken area, equipment, personnel, or time may

be in critically short supply. The major decisions would then involve

allocation of trained people, trucks, and radios to programs, the in-

formation system, or transportation work. The objective of the con-

straints in the problem formulation should be to identify factors which

will restrict optimal system performance. Chapter V examines the form

and construction of g,

lflfgrmation Quality Validation

The results of preliminary sensitivity work were disconcerting:

the basic information quality assumption was violated. Figure 4.l pre-

sents graphs of total deaths through time for the three sets of x_and E

vectors. The curves increase as expected through the first half year,

with clairvoyant data working better than good data, which are, in turn,

better than poor data. The leveling off of deaths after the first
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Figure 4.l. Total Deaths for Different Information Quality Sets.
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harvest indicates that the reduced population and good harvests have

combined to create a more stable nutritional climate. But a trouble-

some situation occurs just before the first harvest, in the period

T = (.5 years, .6 years). Deaths in the clairvoyant case mount most

rapidly, shooting above results from the "good" data and almost reach-

ing the total from the "poor“ data.

Several possible causes exist for the observed behavior. The cal—

culated_E values may not be optimal, the model may have inconsisten—

cies, the policies may not be correctly formulated, or there may be a

natural phenomenon occurring which is obscured by non-perfect informa-

tion. Further work described in the next sections reveals that a com—

bination of all the above factors is responsible for the shape of the

curves in Figure 4.l. The key fact uncovered here is that better in—

formation has produced worse results; this inconsistency must be ex-

plained.

Policy Structure Additions 

The problem exhibited in Figure 4.l is quite fundamental: better

information has produced worse results. The steps in discovering a

likely cause for this vexation involve moving back through the particu-

lar equations that lead to the problem. The overall relief strategy

is known; it is desired to spread nutritional debt evenly across all

population groups. This should equalize death rates for all classes

and lower total deaths. Simulated time series for all variables in the

model are known. Comparison of desired results and simulated variables

should indicate a direction for problem solution.
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Figure 4.2 depicts the breakdown of total deaths by urban and rural

classes for the clairvoyant and poor data sets. Because initial values

are such that the total urban population is approximately equal to the

rural popution, the desired policy reSult is to have rural and urban

deaths almost equal. By this criterion alone, the clairvoyant data set

outperforms the poor quality data. Rural and urban death totals are

much closer for the better data case, particularly in the stable region

after the harvests (T > .7). But there is a large gap between rural

and urban conditions during the early crisis. Even for the best data

case, the urban deaths lead rurals by as much as l.2 million. The gap

is narrowed only at the height of the crisis when presumably no one has

available food.

Relating Figure 4.2 to the total death curves of Figure 4.l, it can

be seen that the large initial jump in total deaths is caused almost

exclusively by urban suffering, while the rural population accounts for

much of the increase immediately preceding harvest time. The different

habits of rural and urban classes account for the larger rural death

increase near the harvest. Rural consumption is tied more directly to

the harvest start, so the rurals are more likely to exhaust their sup—

plies at that time.

The distinct shapes of the urban and rural death curves suggest a

harsh reality. With a limited amount of food available, more early

consumption means much worse conditions at the crisis peak. The rural

population exhausts its supplies early and suffers greatly just before

the harvest. The urban group, on the other hand, eats too little in

the early portion of the famine but is then not as affected by the

”crunch,“ presumably because there are fewer people to feed. The



 

Deat

(llilli

3.5 .

3.0 -

2.5 .

2.0 ,

0.5 .

 
Fig



  

‘82

 

Deaths

(Millions)

3.5 .

”Poor,” Urban \

3.0 " n ' II

Clairvoyant Urban,\

2.5 . &\ ”Clairvoyant“ Rural

2.0 .
&\."Poor" Rural

l.5 r

1.0 _

0.5 .

_ J_ A; L_g4i, Time 
 

.l [2 .3 .4 .5 .6 .7 .33 .9 1.0 (Years)

Figure 4.2. Deaths by Rural and Urban Classes

for Different Information Quality Sets.
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advantage of slowly increasing nutritional debt can be clearly seen,

especially in relation to the rural class. By consuming less, life sup—

port requirements are less, to a point. Thus, less food is needed and

more is available at the worst times. The conclusions is chillingly

stark: short-term gains can lead to long-term disaster.

Increase Early Acquisitions

Increasing acquisitions from the rural sector early in the crisis

should serve a dual purpose. The rural class should reduce consumption

based on its reassessment of storage levels. And the urban classes

should eventually benefit from the increased government stocks. Exami-

nation of the policies shows a possible immediate remedy. A cutoff

parameter is part of the acquisitions policy to stop purchases when

government urban storage is too high. The reasoning for the cutoff is

that with government storage above a certain level, the urban classes

are protected and acquisitions would unfairly hurt the rural class. By

increasing the cutoff value or eliminating it altogether, the likeli—

hood of early acquisitions increases.

Unfortunately, a second hindrance to early acquisitions exists.

Initial conditions are such that average urban nutritional debt (AEUNDP)

is negative; the urban rich are overfed. This reduces the desirability

of acquisitions according to Equation 3.8, so that little or no pur-

chases are made.

A policy addition is needed. The former policies are unable to

adequately control results since parameter changes alone cannot influ-

ence acquisitions. Several loose guidelines can be set for allowable

Policy modifications. A well-defined policy objective is needed that
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is in line with the overall relief strategy. Parameters should provide

explicit timing and rate controls. And simplicity is highly desirable,

especially for assessment of policy effectiveness. The final test of a

policy's worth is its ability to positively influencesystemperformance.

Here, the desired policy must increase government purchases from

the rural sector early in the harvest. Nutritional debt is not a good

control because the urban average figure is initially negative. But

rural personal storage is still a possible control. And the fact that

an emergency has been declared can serve as a starting signal. Urban

average nutritional debt greater than zero can serve as an ending signal

since the regular policy of Equation 3.8 can then take over. The above

reasoning leads to a simple proposed early acquisitions policy, Equa-

 tion 4.3.

If a) an emergency has been declared

and b) AEUNDP : 0.0,

then GAQU(t) = max(CG45*(ERSTOR(t) — r‘RSTRD(t)),0.O) (4.3)

where:

GAQU = government acquisitions (MT/year)

ERSTOR = estimated rural private storage (MT)

GRSTRD = government desired rural private storage (MT)

AEUNDP = average urban nutritional debt (MT/person—year)

CG45 = rate parameter (year'1).

Addition of Equation 4.3 to the model does increase the early ac~

quisitions rate, and the transition to the normal purchase decision

rule is smooth. But the effects on death rates are not as desired.

Rural deaths do increase slightly at the beginning of the emergency.

 



 

However, the tr

ban population

acquisitions be

These new

large increase

rural class exl

area cause, a

for transporta‘

help the urban

tor. The poss

storage as the

that governmen

W

Thus, the

the harvest.

maximum functi

tion policy (E

htest of this

hill. Unfort

m to harm th

without the ru

heuisitions
f

The Secon

because Common

nodel perform

when hUl‘al c0“



I.

However, the toll at the crisis peak is higher than ever. And the ur-

ban population shows no improvement until several weeks after the early

acquisitions begin.

These new results lead to an examination of the causes of the

large increase in rural deaths just before harvest time. Clearly, the

rural class exhausts its food stocks. Perhaps, excessive acquisitions

are a cause, along with overconsumption. It appears that the lag times

for transportation and policy implementation restrict the ability to

help the urban classes through government purchases from the rural sec—

tor. The possibility arises that grain is piling up in government  storage as the rural class starves, since a time series analysis showed

that government rural storage is consistently greater than desired.

Reduce Harvest Acquisitions

Thus, the next policy to address is reduction of acquisitions near

the harvest. Two solutions suggest themselves. First, dropping the

maximum function on the rural private storage control of the acquisi—

tion policy (Equation 3.8) should decrease purchases when stocks drop.

A test of this modification showed that acquisitions do fall dramati-

cally. Unfortunately, the main effect is not to help the rural class,

but to harm the urban classes, because government stocks are exhausted

without the rural grain. Evidently, there are causes beyond excessive

acqUisitions for the large rural death toll.

The second method for reducing government purchases is implemented

because common sense dictates its inclusion. The effect on current

model performance is negligible, but a different set of initial condi—

tions could change its importance. The policy is to stop acquisitions

when rural consumption falls below the minimum life—sustaining level.  
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At this point, the reasoning behind nutritional debt equalization has

broken down and disaster is inevitable without outside aid. The energy

expended to transfer food from rural starving people to urban starving

people is wasted. Thus, the inclusion of decision rule Equation 4.4.

If EPCONR(t):iUK5, then GAQU(t) = 0.0 (4.4)

where:

GAQU = government acquisitions (MT/year)

EPCONR = estimated rural consumption (MT/person—year)

UK5 = minimum life sustaining nutrition (MT/person—year).

Alleviate Transport Bottleneck 

Transportation lags were mentioned earlier as a hindrance to policy

effectiveness. Several implications have been derived from a time ser-

ies analysis of the transport process in the current model. Certainly,

a thorough study of transport and distribution systems is needed in

designing efficient relief efforts. The following observations and

policy modifications are included as examples of the interrelationships

of information systems, transportation systems, and policy structure.

Theywereuncovered as possible contributions to the huge rural death

total.

The saturation of the rural—to-urban government transportation

link causes a serious bottleneck. This occurs when inputs to govern—

ment rural storage exceed outputs, causing stocks to mount in a loca-

tion that is not immediately accessible. The problem is similar to

that of a grain-handling seaport where the grain is offloaded from

Ships into dockside storage silos and then onto appropriate land ve—

hicles (truck or train). Results of previous simulation work on
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seaport operations indicate that to avoid excessive buildups, the out—

put rate from silo to land transport must be considerably larger than

the expected input rate of grain in ships (30). The implication is that

adequate transportation (ship to storage or between storage locations)

is essential for the operation of any allocation policies.

Two simple ideas exist for alleviating the transport saturation:

increase outputs or decrease inputs. Both possibilities are arranged

for in the following policy additions. Increased outputs from rural

government storage (GSR) are desired when urban storage (GSU) falls too

low. The “trigger” level of GSU must be considerably larger than the

levels at which emergency programs are stopped, to account for trans-

port delays. The parameter GSUD serves as the trigger in Equation 4.5,

a slight modification of Equation 2.l0. The increased transport rate

is simply obtained by multiplying the normal rate (CGl) by a factor

(C025) whose value is greater than one.

If (GSU(t) : ssup),

then GSRU(t) = min(GSRUMX, max(CGl*CGZS*(GSR(t)—GSRD),0.0) (4.5)

If (GSR(t) : GSRD),

then (GAQU(t) :_GSRUMX - EIMP(t) (4.6)

where:

GSU = government urban storage (MT)

GSR = government rural storage (MT)

GSUD = government desired urban storage (MT)

GSRD = government desired rural storage (MT)

GSRUHX = maximum transport rate (MT/year)

GAQU = government acquisitions (MT/year)
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EIMP = estimated imports (MT/year)

CGT = normal transport parameter (year’T)

CGZS = crisis transport increase parameter (dimensionless).

Equation 4.6 represents a limit placed on inputs to GSR. In the

current model all increases in GSR are due to either imports or acqui-

sitions so that inputs to GSR cannot exceed maximum possible outputs

(GSRUMX). In an alternative formulation, current transport rate (GSRU)

was tried in place of GSRUMX. This placed too great a restriction on

GAQU, causing urban class suffering. The GSR restriction is included

in Equation 4.6 to allow rural storage to increase it if falls too low.

Four policy additions have been made based on time series analysis

of model outputs. The investigation was suggested by the fact that

better information was producing worse results in initial sensitivity

testing. Unfortunately, the policy additions have not eliminated the

data quality inconsistency. Recall that increased early acquisitions

led to only a small early increase in the rural death rate and greatly

worsened the death toll at the ”crunch." Analysis of per—capita con-

sumption time series in the next section reveals a modeling cause for

the information system trouble, in addition to the policy and natural

causes discussed already.

Modeling Changes
 

The sampling component has revealed that better information pro-

duces worse results using the basic model. Policy structure has been

modified to provide additional control over the processes leading to~

ward the inconsistencies in total death figures. The policies have not

produced the desired changes; especially disappointing is the lack of
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results from substantial early acquisitions. The next step in solving

the puzzle is an examination of the variable responsible for the death

rate, per-capita consumption. Figure 4.3 contains time series plots of

rural per-capita consumption both before and after the addition of

policies from the previous section. By comparing the two curves, the

effect of the new decision rules can be seen.

Two parts of the curves in Figure 4.3 are curious. First, the ru—

ral population does not appreciably change its consumption habits when

acquisitions increase at the beginning of the crisis. It appears that

the people are not adequately planning for the future since they con-

sistently overconsume during these early stages. The second peculiar—

ity is the oscillatory behavior during the harvests. The consumption

peak is explainable as the result of the incoming harvest. But the

following deep decline in eating does not match expected activity, es—

pecially since personal storage levels are high during the period in

question. These two behaviors indicate a possible modeling problem.

Undesirable consequences abound if the model is incorrect. The

period of time around the start of the first harvest is crucial for

measuring relief effort performance. The crisis hits a peak at that

time and the probability of disaster is at its greatest. In optimiza-

tion work, poor modeling could lead to distorted results if the para—

meter search is trapped by a model inconsistency. The fact that the

rural per-capital consumption curve does not respond to persistent

government acquisitions could cause rejection of a wise policy, if the

modeling leading to such results is wrong.
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Figure 4.3. Rural Per~Capita Consumption

Before and After Policy Changes.
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Principles for Change 

A few words are needed here on procedures for determining whether

the current model is accurate and whether to accept proposed correc—

tions. While a more complete discussion of model validation is pre-

sented in Chapter VII, the verification method is mentioned here as a

principal means of determining model corrections. Verification in-

volves testing whether proposed equations match expected real world be-

havior (29). In the current case, expected behavior is reasoned, not

empirical, due to a lack of data. This, of course, implies a need to

study actual behavior (in this case, consumption habits preceding a

famine) to ground the model in the real world. An obvious reason for

rejection of a particular model occurs when there are persistent incon-

sistencies that parameters and applicable policy structure are unable

to affect.

Mass and Singe give three criteria for determining whether one

model variable is dependent on another (44). With slight modifica-

tions, these criteria can be applied to a modeling change involving

several variables:

l. Does the modeling change lead to desirable changes in

predicted numerical values of the system?

2. Does the modeling change lead to a desirable change in

the system behavior mode?

3. Does the modeling change lead to a desirable changed view

of preferable policies?

An example of the second criterion in the present problem would be a

reduction in consumption oscillations during harvest time. Examples of

the first and third criteria come to light as modeling changes are dis-

cussed below.
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Rural Consumption

Calculated rural consumption habits of the basic model are given

in Equations 4.7, 4.8, and 4.9. The numerator on the right hand side

of Equation 4.7 is actual private storage, RSTOR. The denominator re—

presents current desired storage. It is computed as the product of the

expected storage depletion rate and the time over which stocks must

last. Thus, when XFRl is less than one, storage will be exhausted before

the harvest without consumption cutbacks or outside aid. The functional

form of Equation 4.8 is given in Figure 2.2a, where FRl is seen to in-

crease with the ratio XFRl. Per-capita consumption is an FRl fraction

of desired consumption. Equation 4.9 computes desired nutrition as the

normal requirement (RNUTPN) plus a recovery portion of nutritional debt.

Note that consumption cannot go higher than four-tenths MT/person—year.

The intent of these equations is to describe a rural population that

senses an approaching shortage and reduces consumption accordingly.

XFRl(t) = RSTOR(t)/((RNUTPR(t)*PR(t) + EMFSU(t))*

(TTSH(t) + SF)) (4.7)

FRl(t) = F2(FRl(t)) (4.8)

PCONSR(t) = min(.4, (RNUTPN + RK6*RNUTDP(t))*FRl) (4.9)

where:

XFRl = ratio of current to desired rural private storage

(dimensionless)

FRl = rural food availability factor (dimensionless)

F2 = consumption habit function (depicted in Figure 2.2a)

RSTOR = rural private storage (MT)

PR rural population (persons)

EMFSU emergency food to urban relatives (MT/year)

'
I
J
T
Y
'
v
Q

.
'
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RNUTPR = current nutritional requirements (MT/person—year)

RNUTPN = normal nutritional requirements (MT/person-year)

 
RNUTDP rural nutritional debt (MT/person)

PCONSR = rural per—capita consumption (MT/person-year)

TTSH = time until start of next harvest (year)

SF harvest time safety factor (year)

RK6 recovery rate parameter (year—T).

l
l

Examination of Equations 4.7-4.9 shows possible causes for the pe-

cularities of Figure 4.3. The denominator of Equation 4.7 provides a

clue to the oscillatory behavior near the harvests. The shape of func-

tion F2 in Figure 2.2a suggests the non-repsonsiveness of rurals to

early acquisitions.

The culprit in Equation 4.7 is the time ofdesired storage. The

variable TTSH is computed as the difference between the time of the next

harvest start and current time. Thus, TTSH is discontinuous; it in- creases instantaneously at the two harvest starts (T=.55, T=.75). If

real world storage desires matched this variable, the rural class would

want to have more grain stored at the beginning of a harvest than at the

end! The constant safety factor SF also produces inconsistencies. The

time of harvest is only approximately known early in the year, due to

vagaries of weather. But as the harvest approaches, the farmer knows

more and more precisely when crops will be ready. Thus, the safety

 factor, which represents a safeguard in case of a late harvest, should

decrease with TTSH.

A new functional form for time of desired storage is pictured in 
Curve (a) of Figure 4.4. It is based on certain assumptions concerning
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a rural individual's assessment of his/her needs and harvest timing.

_ We expressly assume that people forward plan and space out food until

the harvest. The expected time until harvest forms the base for de-

sired storage time in the long period between the end of the second

harvest and beginning of the first. A linear equation is given which

incorporates a decreasing safety factor. The major changes occur at

harvest time.

The June crop brings the first new supplies in at least eight

months. The crisis is over, assuming that harvests are good. Little

thought is given to storage buildup until near the end of the month-

and-a-half long harvest period. Then grain is gradually stored or

sold. After the start of the second harvest, storage begins in earnest,

as this crop must last for another eight month period.

Curve (a) of Figure 4.4 represents a continuous, approximated

function based on the assumed conditions of the basic model. The new

curve is deterministic because the harvest times of the model are.

Randomized harvest times would call for estimation of the crop condi-

tions by the rurals. Such estimation is considered too detailed for

inclusion in the current study.

The lack of rural response to early acquisitions is related to

function F2 in Equation 4.8 and Figure 2.2a. The normal consumption

fraction stays much too high, especially for XFRl values above one~halfi

Thus. the result of early acquisitons is not to produce desired belt-

 tightening. Instead, rural stocks are exhausted more quickly and less

is available at the crunch. (See Figure 4.3). Apparently, the basic

model describes a population not well prepared for meeting a crisis.
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It is porposed to relate XFRl directly to desired consumption,

eliminating function F2. There is a drawback to this scheme, however.

Because of the new desired storage time function, XFRl often is much

greater than one. Using the ratio indiscriminately could lead to tre-

mendous overconsumption. This problem can be avoided by considering

the distinct consumption desires in times of abundance versus times of

conservation. Nhen food is plentiful, the individual wants to make up

for acquired nutritional debt, similar to the desired consumption of

Equation 4.9. But during crisis times, sensible planning limits the

consumption base to required nutrition. XFRl is the availability frac-

tion for the lean times, while one (l.0) must be the maximum fraction

for good times. The new rural consumption modeling is summarized in

Equations 4.l0, 4.ll, and 4.l2.

XFRl(t) = RSTOR(t)/((RNUTPR(§)*PR(t) + EMFSU(t))*

TDSTO(t ) (4.l0)

FRl(t) = min(XFRl, l.0) (4.ll)

PCONSR(t) = min(.4, RNUTPN*XFRl(t),

(RNUTPR(t)*RK6*RNUTDP(t))*FRl) (4.l2)

where:

'HBTO = time of rural desired private storage (year)

FRl = food availability factor in good times

XFRl = food availability factor in lean times

All other variables as in Equations 4.7-4.9.

 
The uses of RNUTPN and RNUTPR for desired consumption in Equation

4.l2 should be noted. Model testing with various variable combinations

showed a tendency toward underconsumption when RNUTPR (current require-

ments) was used for lean time desires. Similarly, overconsumption
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exists when RNUTPN (normal requirement) is used in good times. These

results are not highly significant in overall system performance, but

are mentioned as possible further research areas.

Figure 4.5 presents the rural consumption curve resulting from the

above model changes. Note that the harvest time oscillatory behavior

of Figure 4.3 is reduced, leaving only the peak as first crops are con—

sumed. The plunge before the harvest has also been eliminated, pre-

sumably due to more careful rationing. In fact, rural conditions ac—

tually improve just before the crisis hits. This suggests further

tightening of acquisition controls. And, in fact, without the addition-

al modeling changes described next, the urban classes suffer much more

significant losses than the rurals. There is one additional interest—

ing fact to be derived from Figure 4.5. Note that per-capita consump—

tion again falls below RNUTPN after the harvests. This indicates that

the hypothetical country of the model is chronically food-deficit; the

importance of total nutritional debt as a performance objective is in—

creased.

Urban Class Consumption 

As mentioned above, changed rural consumption modeling produced

marked improvement in the rural death toll, but the urban classes bene-

fitted minimally. Perhaps the urban consumption equations require

similar changes. Time series analysis of average urban consumption

revealed an oscillatory behavior similar to that of Figure 4.3. But

recall from ChapterII that urban consumption is based more on the quan-

tity of food available than on the desired storage time. Urban classes

rely on frequent purchases (or handouts) to replenish their supplies.
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Figure 4.5. Rural Consumption After Modeling Changes.
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The possibility exists that urban groups in the model do not make op-

timal use of available food at the peak of the crisis. The reason

would be that the FUl curve of Figure 2.2b goes to zero with storage

quantities. But a modeling change to insure ”hand-to-mouth” feeding

when storage hits a given low point did not significantly alter consump-

tion curves or system performance.

Urban consumption modeling is not the cause of urban inconsisten—

cies. The same storage time calculation that plagued rural consumption

is. The urban classes depend on government sales and feeding programs

during the crisis. The decision rules for these actions depend heavily

on average available per-capita nutrition (ARNUT), calculated in Equa-

tion 2.12. The new proposed form is given here as Equation 4.13. The

changed form has a limit on the maximum value of ARNUT, and GTDSTO(t)

replaces (TTSH(t) + SF). The discontinuous TTSH and constant SF caused

the same oscillatory behavior in ARNUT and urban per—capital consump-

tion exhibited by rural consumption. A control parameter, C081, has

been included in this equation to allow exploration of slight increases

or decreases in the government calculations of usable nutrients. Nor-

mally, C081 would equal one. But it may be that continual slight ad-

ditions or cutbacks in ARNUT will produce better overall results.

Several test computer runs showed that C081 should stay at one.

ARNUT(t) = C081 * min(RNUTPN,

(EIMP(t) + ETSTG(t)/GTDSTO(t))/ETPOP(t)) (4.13)

where:

C081 = control parameter

ARNUT = average available nutrition (MT/person-year)

RNUTPN = normal required nutrition (MT/person—year)
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EIMP = estimated imports (MT/year)

ETSTG = estimated total storage (MT)

GTDSTO = government desired time of storage (year) (curve (b)

in Figure 4.4)

ETPOP = estimated total population (persons).

Two possible solutions to the ARNUT problem were examined. The

first is part of Equation 4.13, a time—of~storage function similar to

that discussed earlier. The storage time curves are graphed in Figure

4.4. The government curve, GTDSTO (b), is consistently above the rural

TDSTO (a). This represents the assumption that the government desires

a larger safety factor. The largest curve divergence occurs during the

first harvest. The government desires a considerable increase in

storage for two reasons. First, stores will be desperately needed

should the second crop fail. And, since the crisis declaration is

still in force, the government wants to curb overconsumption by reducing

ARNUT. This sh0u1d increase acquisitions and decrease sales and hand-

outs. Equation 4.13 indicates that ARNUT will decrease if GTDSTO is

increased. Note that if the assumptions leading to the divergence of

the TDSTO and GTDSTO curves are correct and if the rural population is

not violently opposed to government activity, then government acquisi-

tions should be easiest during the first harvest.

The second solution explored for reducing oscillatory ARNUT beha-

vior was to match the discontinuities of TTSH by augmenting storage es-

timates with crop size estimates. TTSH represents the total time until

the next harvest. Adding an estimated output figure to storage should

produce an idea of total food available until the next harvest. (Note

that estimated imports are already a part of Equation 4.13). This
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second approach has the appealing feature of connecting extant crop in-

formation systems to the famine relief system.

The first method was chosen for its continuity and simplicity.

Trying to match discontinuity to discontinuity would invariably result

in instantaneous jumps in ARNUT not expected in the real world. The use

of crop size presents a complicating calculation; one needs to estimate

how long to hold present stores based on how soon replacement stores

will be available. The lag time between the technical harvest start and

actual food availability must be estimated.

Urban Private Storage
 

Recall the three criteria given early in this section for determin—

ing acceptance of proposed model change. The alterations described

above have caused improvement in numerical values and system behavior

modes. The behavior criterion is obvious, as the severe oscillations

of the consumption and ARNUT curves have been removed. The most strik-

ingly improved numerical value is the total death figure. The worst

possible case, the extended price control policy,leaves 10.5 million

dead after one year of an initial population of thirty—four million.

With perfect data, the basic model was able to reduce the toll to

approximately five million. With no parameter optimization, the policy

and modeling changes produced a further drop to 3.5 million.

The modeling alterations also satisfy the third change acceptance

criteria by removing urban private storage (USTOR) as a desirable con-

trol variable. Recall that the basic model decision rules for govern-

ment sales and emergency feedings make use of the difference between
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estimated and desired private storage values. (See Equations 2.l4,

2.l5.) The relevant control parameter is C634.

Estimated urban private storage is not a likely candidate as an

information system control variable. Storage is minimal during the

crisis, since food is hard for the urban classes to obtain. The numeri-

cal values in the model are consistently tiny when compared to the other

components of total storage. From a real world standpoint, USTOR would

be difficult to measure because there would be small quantities in many

places. A further drawback is the performance of urban storage as a

control variable. Even with large CG34 values, desired storage is con-

sistently several times greater than actual storage. Desirable feed—

back control behavior would have actual and desired storage move toward

a common point.

Positive CG34 values should have a negative impact on total

deaths since urban consumption is tied directly to storage levels.

Time series analysis shows that in mid-crisis, C634 greater than zero

causes overconsumption and early exhaustion of government stores. By

contrast, deletion of the urban storage control (C634 equal zero) pro—

duces gradually decreased consumption, leaving the population much bet-

ter prepared for the ”crunch." The larger CG34 has allowed urban

classes to consume more than their allotted (ARNUT) portion. And this

overindulgence continues until government supplies run out. However,

system performance of the basic model was more sensitive to C634 than

most of theotherparameters. Positive CG34 invariably produced lower

death totals than a zero value.

The question arises why urban overconsumption was helpful in re-

ducing the basic model death toll. One plausible explanation is that
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the increased storage parameter was needed to counteract the harvest

time oscillation of the old ARNUT variable. At the harvest start,

TTSH increases dramatically, decreasing ARNUT at the time when sales

and feeding programs are most needed. A large C634 would be needed to

keep the government programs at acceptable levels during this crisis

peak. And since the parameters are time invariant, the large C634

works poorly early in the crisis.

The modeling changes have greatly improved both numerical results

and the ability of the model to match real world expectations. The

next section concludes the chapter with a discussion of the implica-

tions of this study for general relief work and the relative importance

of problem formulation, policy structure, and modeling accuracy.

Famine Relief Implications

One powerful use for computer simulations is as an aid in identi-

fying potential bottlenecks in real world systems. The information sys—

tem component has a similar task in modeling famine relief efforts.

It can be used to determine proper modeling of demographic, nutritional

and economic components and to design optimal policies. The key assump-

tion needed is that better information quality should produce better

system performance. There are several possible causes to search

through when the basic assumption is violated:

l. Policy parameter values not satisfactory

2 Policy structure too weak

3. Inaccurate modeling

4 A natural phenomenon unaccounted for
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A natural phenomenon very prominent in the current study is the

harsh reality of long term versus short term goals. Decreased consump-

tion early in a crisis has several desirable results. The weight loss

incurred leads to lower nutrient needs, so less food is necessary in

the future. Less food eaten early means more available at the crisis

peak, given a limited total supply. And more early deaths means fewer

mouths to feed and better health among survivors. Hence, the conflict

with the short term (two to three months) goal of keeping as many people

alive as long as possible. This phenomenon plagued current modeling

efforts for several months before it was realized that the effects of

short term optimization must be planned for in a long term problem. A

similar pattern occurs when a famine extends beyond one year; total nu-

tritional debt at the end of the first harvest cycle is a crucial in-

dicator of ability of the population to withstand a new crisis. Other

harsh realities must be taken into account. The political climate, the

likelihood of outside aid and cultural and religious responsibilities

cannot be avoided by ignoring them in the planning process. These are

not easy matters to deal with; there is no free lunch.

The largest improvement in system performance attendant to con—

sumption modeling changes has definite educational implications. Per—

sonal conservation is a desirable goal. An important area for study

is whether consumption habits naturally adhere to desirable limits when

facing a food shortage. Two possibilities exist if cultural conditions

do not favor conservation. A long term educational program can be

launched to inform citizens of the benefits of moderation. Or a dis—

tinct policy structure can be designed to attempt to work around peo—

Ple‘s habits. Wise allocation policies are needed to insure that
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recipient groups do not eat their allotment too quickly. There is some

evidence that excessive outside aid can cause complete dependence on the

aid and rejection of centuries-old famine food sources (32).

Pre—planning is basic to the approach espoused in this disserta—

tion. The revised problem formulation of Equation 4.2 depends on the

ability of system planners to examine policy structure and information

system design concurrently. The interrelationships between the two are

obvious.

The planning procedure calls for a team of persons with varying

specialties. Just the portion of the famine relief topic examined here

abounds in diversity: rural psychology, nutritional measurement, de-

mography, government structure, communications, etc. The team must

also involve the right amount of government interaction to assure the

project‘s getting off the ground.

Perhaps the most important personal attribute needed is wisdom to

discern important points from among a multitude of obscurant details.

A ledger of the study time spent in securing the results of the past

two chapters provides an excellent example of the need to separate the

wheat from the chaff. Four research items and the approximate effort

expended on each is listed below:

sampling component addition and

minor modifications: two person-months

attempts to reconcile inconsistencies:

with problem reformulation and

parameter variation: two person—months

with policy structure; one—quarter person—month

with modeling changes: one-quarter person-month
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The latter two avenues produced the biggest impacts and took the least

time. Certainly, earlier efforts paved the way by providing under-

standing of the system processes, but a major roadblock to progress

was not knowing what to look for.
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CHAPTER V

THE COST FUNCTION AND

INFORMATION SYSTEM DESIGN

Cost Function 6([)

The preceding chapter describes a mathematical formulation for the

information system design problem which is repeated here as Equation

5.l. The goal of this chapter is to describe a process for generation

of the cost function 6(5). The analysis for obtaining 6 is done apart

from the survival model which produces performance function f, The

ability to adequately describe 6 is crucial, for this function links

real world system designs to the simulation of the preceding chapters

and the optimization work of later chapters.

Minimize fix,5) (5.1)

subject to 6([)_: C

El< Ef-Ez

where:

F = system objective vector (F = total deaths,

" F2 = total nutritional debt)

G = cost function (monetary units)

X = information quality vector (sampling frequency,

_ measurement error, time lag)

P = policy parameter vector (rates and triggers)

91:92,§J,§2 = parameter constraints

C = budgetary constraint.

lO7



 

Recall

personnel, l

information

This would

noted in Eq

ployed here

stage does

in the foll

Further dis

nature of f

The 56

source allc

liminary wc

completed.

will do the

Priorities

A non:

can be valr

traditiOna

Preach wil

AS de

formation

in the 5am

derived fr

Costs, dEn

infemetic

comPUtatjc



 

  

l08

Recall that constraints on relief system performance will include

personnel, equipment, time, and money limitations. To obtain maximum

information, each of these constraints should be explicitly noted.

This would cause a vector gtof optimization constraints and was so

noted in Equation 4.2. A single-valued monetary cost function is em—

ployed here for three reasons. First, the level of complexity at this

stage does not warrant separation. The system alternatives described

in the following sections are very crude, a result of lack of data.

Further disaggregation would not lead to significant results about the

nature of famine relief resource allocation.

The second reason for adopting a single cost value is that the re-

source allocation problem for relief work is better analyzed after pre-

liminary work on all subsystems (transportation, education etc.) is

completed. System planners wish to place scarce resources where they

will do the most good. The particular situation may dictate allocation

priorities, making further analysis unnecessary.

A monetary function 6 is chosen because personnel and equipment

can be valued in money terms. Money equivalents are often assigned in

traditional cost-benefit analysis work. Note that a true systems ap-

proach will examine each constraint separately ifthe situation warrants.

As described in Chapter Tm it is theoretically possible that in-

formation system costs and famine relief policy costs can be considered

in the same optimization problem. The two are distinct and would be

derived from different sources in the current methodology. The policy

costs, denoted 62(3), are generated by the survival model, while the

information costs are a product of off~line analysis. The off-line

computations are the main considerations of this chapter. The first
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section does, however, contain a description of policy costs as they

”could be derived from the survival model. The purpose is to provide a

possible guide for further research; policy costs will not be a major

consideration in succeeding chapters. The policy cost function 62(3)

consists largely of bookkeeping equations, tracking the costs of emer-

gency programs, grain storage, and transport. The computer model in

Appendix B allows printing of the policy-related costs.

The generation of the information system cost function is the im-

portant link between real world designs and simulated performance. The

second sectionof this chapter discusses the initial stepsof design work

needs analysis and the productionofsystem alternatives.The sectionalso

describes general necessary conditions for the relationships among sys-.

tem costs, and the information quality parameters 5. The third through

fifth sections present examples of implementations of the approach. The

examples cover cost functions for the surveillance of nutritional debt,

food consumption and private storage, and for information transmission

and processing. The last section summarizes the approach.

The emphasis here is on a methodology for information system de-

sign that could be useful in many parts of the world. Although the ap-

proach is emphasized, the discussion will focus on the country of Bang-

ladesh. There is a danger that a general discussion would obscure the

process and the amount of work needed to derive the cost function. In

any application, detailed data on the country's demography, culture,

geography, and economy will be needed in producing feasible and effi—

cient system design. So a specific country is chosen to provide a

fuller flavor of the proposed approach. Bangladesh is a good example

because its weather and economy make it vulnerable to famine. A note
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on currencies is appropriate here. The base model uses the Korean won.

Bangladesh has the takka. The won is used throughout this dissertation.

Policy Costs

There are three main government programs in the simulated famine

response of the survival model: acquisitions, sales, and emergency aid.

The flow of food in the model is generally from those with a surplus in

the rural sector to the urban sectors. The government purchases grain

from the rurals at a set, normal price. It then sells to the urban

rich at a market price that is high due to small available supply. The

emergency feeding programs are for the urban poor who cannot afford to

buy in the market.

An additional food source is the small amount of imports afford-

able by the government. International food aid might be expected in an

actual famine, but is assumed to be negliglble here. The imports and

acquisitions from the rural sector arekeptin government rural storage

areas and shipped to the smaller urban storage areas as the need arises.

The costs to be examined are for operation of the three programs,

grain transport and storage, and government imports. Some of the ex-

penses would be incurred in normal operation; the goal here is to iden-

tify those portions attributable to famine relief operations.

Of the programs, acquisitions and emergency aid are specifically

designed for famine relief, while market sales is an on-going activity.

Costs of operating the former programs are relief expenses, while sales

program costs are not. Grain costs and receipts must be included in

the relief accounts. The government could use any profits made from

selling to the rich at high prices to help cover the program expenses

incurred elsewhere. There are normal average levels of transportation
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and storage whose costs are covered outside of the famine relief budget.

But the excess activity generated by increased stockpiling and transport

should be charged to the relief account. The survival model assumes a

limit on the imports available to the country, due to a disadvantageous

trade balance. Thus, the cost of locating and transporting imported

grain is assumed to be a normal expense. The cost of the grain itself

must be included, since this grain is sold or distributed in other pro-

grams.

With the above as background, the equations for calculating policy

costs are now presented in some detail. The first task is to compute

the amounts of grain involved in each activity. The grain totals are

obtained by integrating the appropriate rates over the duration of the

famine. The rates are model variables, presented in Equations 5.2—5.7.

6AQTOT(t) = f5 GAQU(s)ds (5.2)

EMFTOT(t) = f5 EMFD6(s)ds (5.3)

6SLTOT(t) = If, GSLS(s)ds (5.4)

GIMTOT(t) = r5 GIMP(s)ds (5.5)

EMTRAN(t) = r5 (GSRU(s) - GNSLS)ds (5.6)

EMSTOR(t) = f3 (osn(s) + asu(s) - GSN)ds (5.7)

where:

GAQTOT = total government acquisitions (MT)

GAQU = acquisitions rate (MT/year)

EMFTOT = total distributions for emergency aid (MT)

EMFDG = emergency aid distribution rate (MT/year)
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total government sales (MT)

sales rate (MT/year)

total imports (MT)

import rate (MT/year)

excess grain transport due to famine (MT)

urban to rural transport rate (MT/year)

normal government sales rate (MT/year)

excess storage due to famine (MT/year)

government rural storage (MT)

government urban storage (MT)

normal government storage (MT)

time limits on duration of famine.

 
The equations are all straightforward, but a word of explanation

is useful for Equations 5.6 and 5.7. The non-famine government sales

figure (GNSLS) is used as proxy for the normal transportation rate be-

cause the grain sold in the urban market must first be shipped from

rural storage. 80 the average transport rate should be close to the

average sales rate to avoid frequent shortages or inefficient vehicle

use. The normal storage amount, GSN, is computed in Equation 5.8 based

' ' on government target storage levels.

where:

GSN =

GSUD =

GSRD =

0660 =

 

GSN = C660 * (GSUD + GSRD)

normal government storage (MT)

desired government urban storage (MT)

desired government rural storage (MT)

storage parameter (dimensionless).
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Unit cost parameters are multiplied by grain totals to ascertain

total costs. Acquisition expenses are based on a fixed grain unit

price (PFDRN) plus an average program cost per unit (CGAP). The appro-

priate calculations are in Equation 5.9. Emergency aid costs are com-

puted similarly, but care must be taken to avoid double-counting the

grain purchases. It is assumed that grain acquired from the rural

sector is distributed through the emergency aid program. Additional

distributions beyond the rural acquisitions must come from the inputs.

The amount will be the difference between distributions and acquisi- 
tions (EMFTOT-GAQTOT). The price is the current world price PWLD.

Equation 5.lO contains the emergency aid cost function.

CGAQ(t) = GC6I * (PRDRN + CGAP) * GAQTOT(t) (5.9)

CEMFD(t) = CG62 * (CGFP * EMFTOT(t) + PWLD*ER*(EMFTOT(t)

- GAQTOT(t))) (5.IO)

where:

CGAQ = acquisitions cost (won)

PFDRN = fixed purchase price for acquisitions (won/MT)

CGAP = acquisitions program cost (won/MT)

GAQTOT = total government acquisitions (MT)

CEMFD = emergency aid cost (won)

CGFP = emergency aid program cost (won/MT)

EMFTOT = total emergency aid (MT)

PWLD = world food price (S/MT)

ER currency exchange rate (won/$).

Extra factors (C66l and C662) are included to account for the

wide range of feeding programs possible. Some sources note that gra—

tuitous relief should be avoided, as it has a demoralizing effect on
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recipients (53). An alternative proposal is to pay with food for work

done on government organized projects, such as road or well construc-

tion. An account of the Bihar, India, famine of 1967-68 claims that

sixty-nine percent of the relief costs were spent for productive work

(58). Thus, the drain on the total budget can be alleviated with care-

ful planning and well organized projects. The parameters CG6T and C662

are used to compute the proportion of program cots attributable solely

to relief. So C66l = T.O would indicate that no benefits were derived

through work-for-food programs.

The sales program actually generates revenues. The net income is

the difference between selling at the inflated domestic market price

and buying on the unaffected world market. Total income is calculated

in Equation 5.ll. Note that the food price is included as part of the

integrand, as it varies with time.

CGSLST(t) = f5 PFD(s) * GSLS(s)ds (5.11)

where:

CGSLST = receipts from government sales (won)

PFD = domestic food price (won/MT)

GSLS = government sales rate (MT/year).

The sales revenue depends heavily on food price. Any type of

price ceiling will greatly affect government income. It will also af—

fect total death figures, as discussed later in Chapter VII. Setting

a price ceiling is an important government decision area, influenced

by competing considerations of inflation, equitable food distribution,

and opinions of the populace. Such a ceiling is difficult to enforce

on non—government sales. Because revenues are greatly affected by a
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decision that lies outside the direct focus of this study, the revenues

will be kept separate from the policy costs 62(3). An interesting pos-

sibility does suggest itself here. By selling grain to the rich at

very high prices, the government may be able to use the revenue to pay

for relief programs. Sucha plan is worth considering.

The total program cost will be the sum of emergency aid and acqui-

sitions programs, since the sales program is to be counted separately.

Equation 5.l2 presents the required summation.

CPROG(t) = CGAQ(t) + CEMFD(t) (5.l2)

where:

CPROG = total program cost (won)

CGAQ = acquisitions cost (won)

CEMFD = emergency aid cost (won).

One additional program cost is noted, that of government imports.

Part of the import cost enters the calculation of emergency aid ex!

penses in Equation 5.l0. The rest will be deducted from sales reve-

nues to obtain a net sales figure. Since revenues are not of major

concern here, the total import cost is presented as an important de-

cision consideration outside the scope of the model. The grain is

bought at the prevailing world price, as computed in Equation 5.l3.

CGIMP(t) = PWLD * ER * GIMTOT(t) (5.13)

where:

CGIMP = import total cost (won)

PWLD = world food price ($/MT)

ER = currency exchange rate (won/S)

GIMTOT = total imports (MT).
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The transportation and storage costs are straightforward and are

derived in Equations 5.l4 and 5.l5. A maximization function is used to

reflect the fact that the relief account would not be credited when

less than normal levels are shipped or stored.

CGSRU(t) = max(0.0, CRUT * EMTRAN(t)) (5.l4)

CSTOR(t) = max(0.0, CHI * EMSTOR(t)) (5.l5)

where:

CGSRU = famine transportation cost (won)

CRUT = unit transport cost (won/MT)

EMTRAN = grain transport due to famine (MT)

CSTOR = famine storage cost (won)

CHI = unit storage cost (won/MT—year)

EMSTOR = storage due to famine (MT—year).

The policy cost function is now derived in Equation 5.l6 by sum-

ming the totals from Equations 5.l2, 5.l4, and 5.l5.

62(3) = CPROG + CGSRU + CSTOR (5.l6)

where:

62 = policy costs (won)

3‘ = policy parameter vector

CPROG = program costs (won)

CGSRU = transportation costs (won)

CSTOR = storage costs (won).

Note that none of the equations described in this section is di-

rectly dependent on P, The parameters affect the rates in the survival

model, which enter the cost function through Equations 5.2-5.7.
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Information System Design

The objective of this section is to examine the place of the stan-

dard nutritional surveillance design process in the overall approach of

this dissertation. The process for continuous surveillance has been

discussed in several places, notably a World Health Organization (WHO)

monograph (TO, 25). The WHO recommends that famine relief information

systems should be a special case of on-going surveillance. This greatly

expands the possible scope of system design, but we will continue to

limit the discussion to the case of severe food shortages.

The contents of the WHO monograph can be placed in the context

of a systems approach to the design of a surveillance system (40,

Chapter 2). The first step is to analyze information needs. The

limits and components of the system are identified, then the problem

is defined based on the real world variables to be estimated. Alterna-

tive methods forcollecting and communicating the information are pro-

posed. An initial screening eliminates alternatives that are infeasi-

ble for political, cultural, or physical reasons. The next step should

be to evaluate the economic and financial feasibility of the remaining

alternatives. This evaluation is generally done by minimizing informa—

tion error for a given budget cost. Variables to be sampled are chosen

by intuition and experience. The performance of the selected variables

and system alternatives is evaluated through time by observing real

world outcomes.

An altered approach is suggested in the current methodology. The

use of a computer simulation allows initial evaluation of system alter~

natives using both costs and performance criteria. The system design

and cost analysis phases are done off—line from computer performance
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model and optimization
work. An additional qualification

is added to

the cost analysis, minimizing
costs for the information

quality para-

meter vector X. The process is described mathematical
ly in Equation

5.l7. Note that the members of §_are continuous variables, so minimum

cost alternatives
are chosen for regions of the vector space, rather

than for discrete vectors.

G(_X,) = mlgimum caiq)
(5.17)

subject to E4 < 5,.ifig
.—

where

6 = information system costs

_.§ = information
quality parameter vector

a, = ith system alternative,
i=l,2,...,K

C = cost of a1, dependent on_§

E],E2 = information quality constraints.

Recall the information system identified in Figure l.l. The com-

ponents to consider in the design phase are data collection; data pro-

cessing and transmission
; program evaluation and the interpretatio

n,

assessment, and storage of data at the system manager‘s level. Data

collection involves the methods, number of samples, and personnel re-

quirements from the sampling design; the format of data reports and

questionnair
es; training for surveillance teams; and provision for

supervision and quality control (25). The processing component must

statistically analyze the accumulated raw data. Microcomputer
s or

programmable calculators may be powerful pieces of appropriate tech-

nology for use here. Data transmission design depends on the
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institutional structure of the country and on equipment and per-

sonnel available. The structure dictates the needed lines of com-

munication, while physical resources determine thecommunicationmmthods.

The system managers are not just programmed decision makers; they

need to assess conditions based on numerous pieces of information.

They must be able to interpret the significance of tables, charts,

large and small changes in variables, etc. The use of information fil-

ters as an aid to system managers in assessing true conditions is dis-

cussed in Chapter VI.

Data storage is vital to evaluation of overall relief activities

including policies, the information system, and the field programs. A

management decision needs to be made on the use ofcomputers for storage.

Alternative system designs must include not only the stages that

data will follow, but the data items themselves. The information needs

are determined along with policy structure. Once specific desired

data items are known, the collection, transmission, and processing

stages can be tailored to fit requirements.

Information System Costs

Costs of separate processes and stages are difficult to identify.

The main variable expenses will be due to personnel, equipment, and

sample design. Generally, the total salary or purchase price for an

expense is known. The difficulty comes in assigning a portion of the

cost to the relief account. If the famine surveillance system is a

special case of regular surveillance, then total equipment and person—

nel costs can be shared by the similar functions. Some expenses, like

training and planning, may be incurred long before an actual famine.
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Some of the equipment expenses are fixed regardless of the extent of

the famine, while other items vary both with the severity of the crisis

and the particular design chosen. Another complication is that costs

will be allocated differently in different countries. Several assump~

tions will be discussed later in this section to better define the scope

of the cost analysis for this dissertation.

In generating the cost function 6(5), three items must be linked.

The important middle link is the set of specific system alternatives

devel0ped in the design process. The other two links are the costs and

information quality related to the alternatives. One starts with the

alternatives and develops the 6 function by minimizing costs for given

information quality.

It should be useful at this point to examine Table 5.l finrexamples

of the relationships among system alternative components, information

quality parameters and costs. The key to the table is the System Com—

ponent. The §_Parameters (sampling frequency, measurement error, lag

time) likely to be affected are given in the second column. The Typi-

cal Cost Significance column describes ties among the three links.

As an example, two possible communication devices would be mes-

sengers or telephones. The primary §_parameter affected would be the

lag time, unless common carelessness introduces significant error. The

telephone alternative would have high initial costs and would incur

large maintenance expenses for the first years of use. But the total

cost would, hopefully, be shared by many businesses and other govern~

ment departments. The telephone (or something similar) would be needed

for minimal delays.



 

System to

Sample de

Data col‘

Personne‘

Travel

arrangem

Communic

equpmer

Communit

Personnl

Data St)



 

l2l

Table 5.l. Relationships Among Information

Quality, System Alternatives, and Costs.

Typical Cost

System Component Parameters Significance

Sample design Sampling frequency, Error affects number

delay, sampling of observations;

error ” cost = # surveys *

cost/survey; cost/

survey = cost/obser-

vation * observation/

survey; processing

techniques may intro-

duce bias

Data collection Delay, error More personnel re-

Personnel duces delay, but

costs more

Travel Delay Faster travel re—

arrangements duces delay, costs

more

Communication Delay, error Technical equipment

equipment reduces delay, costs

more; reliability

costs more

Communication Delay, error Training cost impor-

personnel tant

Data storage Sampling frequency, More sampling means

error, delay larger storage; fas-

ter retrieval re-

duces delay
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The main messenger cost would be for personnel. Studies could be

done to determine the optimal design for quick service with a minimum

number of messengers. This is likely to be much less expensive than

telephones, but the delay time is increased. Note that several addition-

al alternatives could be generated as combinations of messenger and

telephone use levels.

Cost Function Characteristics

The function 6(5) will have several characteristics if it is to be

useful. There must be a well defined relationship between specific in-

formation quality parameter values 5_and the unique optimal system al-

ternative that provides that quality level. Each vector 5_must be iden-

tified with one alternative, since the solution of the optimization

problem of Equation 5.l will be an 5 vector. It would be useless to go

through the optimization process and derive a vector whose delay compo-

nents and error components indicate competing alternative systems as the

"best" choice. Another necessary attribute of 6(_) is that it be vali-

dated. That is, some testing must be done to insure that the chosen

system alternatives actually do provide the cited information quality.

Two statements can be made about the probable form of any 6(5)

function. The first has been mentioned previously: system alterna-

tives will be optimal for whole regions of the 5_vector space. The

dividing lines will be hyper—planes in the space of one less dimension

than the vector 5, A second statement on the form of 6(5) is that it

will likely not be differentiable but may be continuous at the dividing

lines. Discontinuities could occur when one alternative reaches the

limits of its physical constraints. An example is the necessary
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minimal delay inherent in the use of messenger service for data trans—

mission. A further decrease in delay time may require a substantial

discontinuous jump in costs.

The 6(5) function can be constructed at many different levels of

complexity. A general guideline to follow is to use only the complexity

necessary at each stage of the design process. The overall project will

be cyclical in nature. A first pass at the cost function should iden—

tify general costs to allow an idea of the tradeoffs to be faced. Sub-

sequent optimization work will give estimates of desired information

quality and should eliminate some of the original system alternatives.

Then a second, more specific cost analysis can be done with more well-

defined objectives.

Simplifying Assgmptions

Several assumptions are presented here to focus the study of the

rest of this chapter. There is a twofold purpose for making these sup~

positions. First, they will provide needed limits on the discussion;

the many possible cases to explore would fill numerous volumes. And

second, it is hoped that the assumptions will provide some insight in-

to the kinds of decisions faced in actual cost analyses.

The first assumptions have already been mentioned. Bangladesh

has been chosen as the region to study. This country is famine-prone

and is much like other endangered areas in Southern Asia. The vari-

ables on which data will be collected are nutritional debt, food con—

sumption, and rural private food storage. These variables were chosen

in Chapters III and IV as the survival model was modified to include

information system evaluation.
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Several suppositions are made about the portions of the informa—

tion system (see Figure l.l) to be included in cost function considera-

tions. Specifically, the evaluation component, data storage capabili-

ties and communications back to the affected peoples will be excluded

in the Current study. It is felt that these items are heavily linked

to other systems and to planning outside the famine relief information

system. Program evaluations will be made using much data collected for

other purposes. The chief costs should then be for personnel and the

collection of quality control data. The evaluation component would be

better considered along with specific program design (feeding, sanitam

tion, health, etc.). Similarly, although it is important to keep citi—

zens aware of famine extent and relief development, this ties closely

to the operation of relief programs. Data storage capabilities must be

large enough to include many pieces of information distinct from famine

relief. Since the famine records will not be useful without further

planning for future food shortages, the storage function should be

studied as part of a long range continuous surveillance system.

System manager salaries are an important cost, especially if the

administrative heads are given special responsibilities for the dura—

tion of the famine. But this expense is considered to be part of over—

all relief, not assignable to information system cost. However, the

procedures of the managers, discussed in Chapter VI, will influerce the

vector 5, which will indirectly affect the cost function.

The preceding limiting assumptions have focused attention on

costs for collection, processing, and transmission of nutritional debt,

consumption,and private storage data. The interrelationships of these

tasks allow several simplifications in translating the system
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alternatives to information quality parameters. Data collection and

processing can be considered together for error purposes. The various

sampled variables can be transmitted through the same channels to avoid

additive costs. The sample design should cover both data collection

and processing. These two operations will constitute the main source

of measurement error. So for cost function purposes, the error terms

in information quality vector 5 will apply only to the sample design.

A point to build from in constructing the cost function is that

the sampling frequency can be separated from measurement error. That

is, the total surveillance cost equals the product of the number of

surveys and the cost per survey. The cost per survey is a function

of desired measurement error, while the number of surveys is inversely

related to the sampling frequency.

Sampling frequency will affect transmissions only if the communi—

cation channels are overloaded. If we assume that such practices are

avoided, then the delay parameter of 5_is the only one affected by the

transmission component. It is further assumed that two—way communica-

tion between the field programs and system managers is a necessary

characteristic of system design.

The delay parameter of.5 provides an example of the use of off—

line analysis to simplify later optimization work. The total delay is

defined as the lag between the time test observations are made and the

time that system managers receive summarized reports of the observa-

tions. The lag can be roughly broken into a measurement delay and a

transmission delay. These delays are related to two separate activi-

ties, so that the desired final optimum is the “best” combination of

the activities. There are two ways of handling the combination problem
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As part of the cost function optimization, one can find the minimum

cost combination of measurement and transmission methods for each total

delay level. 0r two separate delay parameters can be assigned in 5_so

that the optimal delay combination is discovered as a by—product of the

overall optimization. We assume here that the decision is handled with

the off—line cost function analysis. This helps to minimize the number

of parameters needed in the final optimization. Note, however, that

the derivation of the cost function can become extremely complex. The

survey method affects not only the delay parameter, but also the error

parameters. There may be tradeoffs in providing smaller delay costs

versus smaller error costs. A smaller error requires more observations,

which increases the delay time.

Nutritional Surveillance Costs

To collect data on the nutritional level of the population,trained

teams of observers will conduct sample surveys. The number of observa—

tions, the villages to visit, recording techniques, and statistical

processing are all part of the sample design. With the inclusion of

one-time fixed expenses, a crude cost function can be derived as in

Equation 5.l8. Note that SDND, DELD, and SAMPT are all members of 5,

CNS(TF, SDND,TDELD, SAMPT) = CFIXN + TF * CSURN(SDND,

DELD)/SAMPT (5.18)

where:

CNS = cost of nutritional surveillance (won)

CFIXN = fixed cost of nutritional surveys (won)

CSURN = cost per nutritional survey (won/survey)

SDND = nutritional debt measurement standard error
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DELD = delay (years)

SAMPT = nutritional sampling interval (years/survey)

TF = time duration of famine (years)

The problem now is to determine the fixed costs and survey costs

incurred when measuring nutritional debt. Background information will

be presented on methods commonly used for assessment of nutritional

level and on relevant social and physical conditions in Bangladesh.

Several natural methodological choices present themselves. A statis—

tical sampling technique is then presented which allows an estimate of

survey costs based on the chosen measurement methods. The result is a

portion of the information system cost function.

Indicators of Acute Malnutrition

There are four nutritional measurement types: clinical, biochemi-

cal, tissue, and anthropometric (23). In general, clinical tests are

subjective and highly variable, while biochemical and tissue tests

have extensive time, facility, and personnel requirements. There is a

general consensus that anthropometric measures are most efficient for

rapid assessment of acute malnutrition. The other methods have been

more useful in evaluating long term, chronic malnutrition involving

vitamin and other deficiencies.

Children (to the age of ten) are almost always taken as represen-

tative of the entire population for acute malnutrition surveillance

(23). The young, with their high growth rates and susceptibility to

disease, are the first to show appreciable signs of malnourishment.

Protein-calorie malnourishment (PCM) is the main concern in a food

crisis. Vitamin and other deficiencies are secondary in the short run.
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A caution in using children as representative is to determine whether

the particular society has preferential in-family food distribution

patterns that would bias results.

Eleven clinical signs have been identified as possible indicators

of malnutrition (T4). The main objection to quick clinical examinations

is the inherent subjectivity. However, it could be possible to have

roving teams of clinicians each sampling in several areas for compara—

tive purposes. Such an approach has not surfaced in the literature,

probably because of the common call for standardization.

Typical biochemical tests would be for amino acid imbalance, serum

albumin, and urinary creatinine. The practical aspects of sample pre-

servation, personnel, and equipment make such tests highly infeasible

for quick work. In addition, the results are often unsatisfactory due

to wide variability in PCM syndromes.

Tissue measurements are probably also impractical for use during

crises. It is claimed that ”hair root diameter is the first morphologi—

cal adaption to experimental protein deprivation” (9). But the most

rapid hair root measurement calls for a microscope and relatively care—

ful sample collection, both of which are generally scarce commodities

in thefield.

Anthropometry includes several quick and reliable nutritional in—

dicators. The so-called "big six” are weight, height, arm, head, and

chest circumferences and triceps fat fold. A common indicator is de—

rived from taking the ratio of measurements for two distinct body ele—

ments. One element must be sensitive to recent periods of low consump-

tion (arm circumference, body weight) while the other should be little

affected by short term conditions (height, head circumference). The
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most widely used indicators are weight, arm circumference, and the ra-

tios of these two with height.

Weight measurement requires an appropriate scale. Possible draw-

backs of a scale for fieldwork are required maintenance, testing, and

transport. A study of the causes of measurement variability in obtain—

ing body weight of children attributes ninety-nine percent of the var—

iability to short term variation in the child (bladder, gut contents,

etc. (66). The same study concluded that weight alone could identify

extreme cases of protein-calorie malnutrition but is not useful in de-

termining mild to moderate PCM.

Limb and other circumferences are easily obtained with a simple

tape. The best tape is narrow fiberglass to avoid fraying, breaking,

or stretching the tape or breaking the skin of the subject (24).

A fairly recent invention of the Quaker Service Team in Nigeria

allows measurement of arm circumference (AC) and height and a quick

calculation of their ratio (4). The so-called QUAC (Quaker Arm Circum~

ference) stick is a height measuring stick which is marked off in arm

measurements rather than height. Cutoff values for a specified percent

of expected AC for the given height are marked on the stick. If a

child is taller than the level on the stick where his/her arm circum-

ference is found, the child's arm is thinner than the average child of

his/her height and is judged to be malnourished. By observing only

walkers, one avoids the problem of defining correct baby length mea-

surement. With a simple modification, the tape can be used as a record—

ing device to be analyzed later (69).

The QUAC stick has been used to identify two or three levels of

malnutrition, generally given as percentages of a standard value. The
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QUAC can also be used as a screening device to identify specific indivi-

duals in need of extra care. Since the stick's figures are set and a

child's AC changes very slowly (compared to weight), the critical limi-

tation on measurement variability is correct technique. Studies have

shown an average three percent variation in one measurer‘s results (24)

and a maximum of eight to ten percent variance between observers (3,36)

To obtain a skinfold measurement, calipers are needed. These have

thecHsadvantage of being hard to use and relatively expensive. By com-

bining skinfold and AC measurements, the cross sectional areas of fat

and muscle can be determined (43). This allows an estimate of the type

of PCM prevalent. As in many of the anthropometric measures, edema

can be a complicating factor here.

Several difficulties are inherent in the use of anthropometric

techniques. In the countries where acute malnutrition is likely to be

widespread, exact age levels are seldom known. This requires age-

independnet indicators. A nutritional survey can be best interpreted

if baseline data exists and a normal desired status is defined. The

hereditary effects on body dimensions must be separated from environ—

mental malnutrition. Factors other than malnutrition which have an im-

pact on body dimensions include socioeconomic status of the parents,

sex and birth rank of the child, climate, seasonal variation, infec-

tions, parasites, and psychological factors (23).

Recent reports of nutritional assessment in areas of known famine

give strong support for the use of the QUAC stick. A study in Biafra,

Sponsored in part by the United States Center for Disease Control, ex-

plored various methods for determining relief allocation quantities.

Pilot surveys were conducted using six indicators: kwashiorkor hair
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changes, edema, clinically established malnutrition, estimated age/ AC,

height/ weight, height/ AC. These represent a broad range of available

techniques. The QUAC stick ratio of height/AC was chosen for later

work because it is:

l. Reproducible and accurate

2. Simple enough to be performed by unskilled workers under

supervision

3. Economical

4. Able to yield three levels of malnutrition (mild, mod-

erate, severe)

5. Rapidly performed

6. Based on objective rather than subjective standards (15)

The above survey covered sixty villages in one month without in-

terrupting routine relief activities. A team of three people (inter-

preter, secretary, measurer) could survey a minimum of seventy-five

children of a village in one to three hours. A similar use was made of

the QUAC stick in a different region of Nigeria (36). By using a

quicker (and probably less accurate) sampling technique, an average of

two hundred children were examined by two people in one hour. This did

not include sample selection or travel times. In addition to serving

as a basis for mass feeding allocations, the method was used to screen

the severely malnourished for later examination by a physician.

Quac stick measurement of more than 8,000 children in Bangladesh

was followed eighteen months later by a study to determine the indivi-

duals' fates. A clear picture emerged as those in the lowest percen-

tiles of AC/height stood the greatest risk of dying (62). The study

concluded that the QUAC stick provides an accurate measure of nutri-

tional level. It also provided evidence that the predictive value of
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the measurement decays with time. That is, old information is not as

good as new information.

One article does report on the use of the weight/height ratio dur-

ing a food crisis (20). A brief clinical exam and questioning on mor-

tality rates were also included. The survey lasted ten weeks. The

main result was a change in the food distribution patterns to cover

more thoroughly those regions furthest from the capital. It is not

clear whether this long—term survey was able to accommodate emergency

situations.

Relevant Social and Physical Factors in Bangladesh

Several factors will greatly influence the success of any system

implemented in Bangladesh. The country is one of the most densely pop-

ulated and poorest in the world. Approximately seventy—five million

people live in a land area the size of Louisiana. There are an average

of one thousand people per square mile. Fifteen to thirty percent of

the land mass is flooded during the monsoon months from May to August.

Land communication and transportation are sorely lacking (57).

Ninety-five percent of the people live in small villages. Most

live in extended households, and there are generally two or three fac—

tions or household groupings in each village (68, Chapter 5). Sharing

of food is common within factions and often within the entire village.

Generally heads of households receive the largest food portions, as a

mark of their positions. The p0pulation is largely undereducated and

illiterate; many graduates migrate to the cities.

It is clear from the above explanatory material that the QUAC

stick can be very useful in the assessment of malnutrition in
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Bangladesh. The method fits the population in that it is relatively

nonthreatening to the subjects being measured and it can be administered

without a great deal of training. There is the additional advantage

that the QUAC can be used as a screening device to reduce costs in

feeding and health programs. Finally, the QUAC stick can be used to

develop an objective and comparative nutritional index across geo-

graphical and economic classes. This is in accord with the equaliza-

tion policy structure of the survival model.

The assumption is made here that the QUAC stick will be the least

expensive assessment tool for any feasible range of the applicable in-

formation quality parameters. This allows several simplifications in

the cost function analysis. The cost per survey variable CSURN will

involve only one technique; there is no need to determine the levels

of SDND and DELD that separate distinct system alternatives. A whole

range of SDND and DELD values can be constructed on the basis of number

of observations and personnel use.

The QUAC stick technique is quick and simple,and there is an

abundance of subjects available. Measurement time will likely be very

small, as long as a sufficient number of survey teams are used. Thus,

the delay parameter, DELD, of 5_will have a negligible contribution

from nutritional debt surveillance. This allows us to consider CSURN

as a function of SDND only (see Equation 5.18).

Optimal Survey Costs

As mentioned earlier, the cost of a sample survey is related to

the number of observations to be made. Equipment, personnel, and

travel expenses can be summed and divided by the number 0f UNIT samples
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to obtain a cost per observation figure. A general statistical fact is

that the number of observations required is inversely related to the

measurement variance.

In sample surveys, stratification of the subjects is often done to

provide subgroups that are homogeneous. The g_p:ig:i_groupings help to

reduce the expected sampling error. For nutritional surveillance,

common bases for stratification have been geographical area, population

group, and biological status (age, sex, etc.) (25).

If the survey cost can be stated in a simple form, it is often

possible to obtain a sample design with Optimal cost and variance.

Assume that costs are of the form of Equation 5.19.

L

CSUR = C0 + h§1 Chnh (5.19)

where:

CSUR = survey cost (won/survey)

CO = fixed survey cost (won/survey)

Ch = sample cost, stratum h (won/sample)

"h = number of observations, stratum h

L = number of strata.

Given such a linear cost function, it is possible to compute a

minimal cost for specified variance (13, Chapter 5.5). The necessary

calculations are given in Equations 5.20-5.22.

1 L

nh = v‘* (mhsh/ fEE) * ( Z whsh “5%) (5.20)

h=l

_1_ L 1 /_
n = V -k ( 2 thh M) * ( X thh/ Ch) (5.21)

h=1 h=1

1 L
csun = C0 + v * ( z whsh (E;)2 (5.22)

h=1
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where:

nh number of observations, stratum h

 total observations3

II

CSUR - survey cost (won/survey)

Wh = population proportion, stratum h

Sh = population standard deviation, stratum h

Ch = sample cost, stratum h (won/sample)

L = number of strata

C0 = fixed survey cost (won/survey)

V = variance of survey mean.

Note that stratum size and population standard error must be esti—

mated along with the observation cost of the strata. The optimal number

of observations in each stratum increases as stratum size increases or

as stratum internal variability increases.

The information system standard error parameter SDND is the square

root of the survey variance V, relating cost (Equation 5.22) to the in-

formation system. To determine whether this form can be used for the

nutritional survey problem, the form of Equation 5.19 must be appli—

cable and the parameters Wh, Sh, Ch, and CO from Equations 5.20—5.22

must be available. The population proportions Wh can be easily ob-

tained from census materials (12). The other items require a further

look at likely conditions in Bangladesh.

Let us first examine the state of the communications network in

Bangladesh as of 1973. The capitol, Dacca, is connected to each of the

other regional centers by modern microwave facilities. Each region

has five or six "base“ towns connected to the regional center by an
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old UHF network. The ”bases" are natural choices for surveillance

headquarters. A survey team operating out of each base town would be

responsible for a small region of the country. Given the transporta-

tion obstacles present in Bangladesh, the use of many teams seems pru-

dent. This also supports the assumption that measurement delay time

will not be significant. The nutritional survey teams would then be

available for other types of surveillance. It will be assumed that

one team operates out of each base town and that one survey can be com—

pleted in one to three days. Note that this assumption bypasses the

important problem of optimal surveillance personnel use.

The use of many survey teams leads to relatively small transpor-

tation costs. This is important for the use of Equation 5.19 since

substantial travel expenses require a different formulation (13,

Chapter 5).

The remaining consideration is estimation of the nutritional debt

population standard error Sh. This should not be confused with measure-

ment standard error SDND. 5% represents the variation inherent in the

given stratum. Baseline studies can help to estimate this quantity.

Estimates are also available if the range and approximate distribution

0f possible values are known.

The variance problem here is twofold. First, the survival model

requires the variance of per-capital nutritional debt requirements. An

additional error is introduced in translating QUAC stick measurements

to nutritional debt levels. Based on successful past experiences with

the QUAC stick, it appears that the needed translation can be done and

that increased sample size reduces the expected error.



 

 

 

For the purposes of the current model, initial estimates of Si

values will be made according to Cochran (13, Chapter 4.7). The form

of this estimate is given in Equation 5.23. It will be assumed that

maximum and minimum per-capita nutritional debt values are known and

that the distribution in the population is similar to an isoceles tri-

angle. The nutritional debt variance estimate will be increased to

reflect the randomness inherent in Quac stick use. The amount of in-

crease is set to provide reasonable results, based on descriptions of

QUAC surveys in the literature.

52 = RAN6E2/24 (5.23)

where:

52 = nutritional debt variance in population

RANGE = difference between maximum and minimum nutritional debt

values.

An additional consideration that could be examined in later stud-

ies is the effect of measurement variance among observers on the opti-

mal number of survey teams. This has been avoided here by the assump-

tion of one team at each base. If the variance among observers is

known and a cost function can be constructed as in Equation 5.24, then

the number of observers and unit samples to minimize costs can be de-

termined for a given variance (56, Chapter 8.5).

CSUR = C0 + c1 * n + c2 * m (5.24)

where:

CSUR = survey cost (won)

C0 = fixed cost (won)

C1 = unit sample cost (won/sample)
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C2 = observer cost (won/observer)

n = number of samples

m = number of observers.

The survival model requires nutritional debt estimates for each of

four economic classes, each estimate having the same variance. Thus,

there are only fOur strata representing the nutritional standard error

of the population. It will be assumed that the classes are spread even—

ly across the four regions, so that four population strata will suffice.

Costs vary by region and by class. With these definitions, the nutri-

tional debt surveillance costs are summarized in Equations 5.25 and

5.26. One further note is that CSURN is computed with the assumption

that each population class represents a separate survey and the four re-

gions are the statistical sampling strata. The reason for this break-

down is the possibility that different error rates could be allowed for

different classes, particularly a rural and urban breakdown. This gen-

erality is not used in the current study.

 

CSN(TF,SDND,SAMPT) = CFIXN + TF * CSURN(SDND)/SAMPT (5 25)

1 4 4 y——-

csuww(sowo) = on + * ( z sNZ 2 wh cwhj)2 (5.25)

0 some2 i=1 3 h=l

where:

CSN = nutritional surveillance cost (won)

CSURN = nutritional survey cost (won/survey)

TF = time duration of emergency (years)

SDND = nutritional debt measurement standard error

SAMPT nutritional survey frequency (years/survey)

CFIXN fixed nutritional surveillance costs--training and

equipment (won)
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CN0 = fixed nutritional survey cost--equipment (won/survey)

Wh = population proportion, stratum h

SN = population nutritional standard error

CN = nutritional unit sample cost (won/sample)

j = index on population classes

h = index on statistical strata.

The exact parameter values used in modeling work are explained in

Appendix A and can be located in the FORTRAN computer program in Appen-

dix B. The following designations have been made to simplify numerical

computations. Surveillance fixed cost CFIXN includes training and

equipment (QUAC sticks). The fixed equipment and training costs are

incurred once. The form used for calculating the fixed cost function

is given in Equation 5.27.

CFIXN = TEAMS * (TRAINN + EQN * PMNT) (5.27)

where:

CFIXN = fixed nutritional surveillance cost (won)

TEAMS = number of survey teams

TRAINN = training cost (won/team)

EQN = equipment cost (won/team)

PMNT = % maintenance expense.

The survey costs are for travel expenses, personnel salaries and equip-

ment that is not reusable (reporting forms). Equipment costs are in-

cluded in fixed survey expenses CN Travel time varies between re—0.

gions. and personnel use varies with the number of needed observations

and travel time. These two items are included in the unit sample cost

CNhj.

——_—_‘ 
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Consumption and Private Storage

Surveillance Costs

Much of the framework has been built in the previous section for

discussion of food consumption and rural private storage costs. The

”base“ town observation teams are avilable for surveillance duty. A

possible cost minimization routine is available. And background mater-

ial on Bangladesh is known. The remaining task is to examine possible

surveillance techniques and determine if Equations 5.25-5.26 can be

adopted.

Consumption Surveys

Common methods for assessing food intake are divided on the basis

of purpose of the sampling. The distinct uses are for obtaining group

averages versus individual screenings. Assessment of individual con-

sumption is generally done either on the basis of an interview to de-

termine intake in the last twenty—four hOurs or by a three-to-seven

day observation of a household's actual consumption. The methods are

referred to as recall and observation, respectively.

Determination of group average consumption levels involves the use

of several pieces of information. Some individual sampling is done,

and food ”disappearance” estimates and family food patterns are used

(67). Advantages of the group survey are smaller required time, cost,

cooperation, and degree of precision. The twenty-four hour recall

method of individual sampling is most efficient for group average use.

In computing consumption levels during a food crisis, several

pieces of data will be available apart from the surveillance function.

Harvest and storage estimates will tell the total food amount that has

"disappeared” through consumption, sales, gifts to poor relatives. or
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hoarding. Reports from feeding programs will indicate food distribu-

tion to a sizeable portion of the population. The main data item re-

quired of consumption surveillance is an estimate of individual (or

household) intake.

A typical recall interview in a developed country may take twenty

to twenty—five minutes and cover a wide range of food items (42). This

is too long and too detailed a process for famine relief work. Simple,

clearly defined questionnaires are needed that can be administered by

non-technical personnel. Foods can be classified in three or four

categories to reduce the amount of paperwork and statistical proces-

sing (64). Such categorization would be especially applicable in Bang-

ladesh where at least two-thirds of the daily diet consists of rice and

much of the remaining intake is in the form of curries and pulses (50).

Even with short questionnaires, it is doubtful that consumption surveys

would be practical during a famine. Consumption sampling will be in-

cluded in the current study for demonstration purposes.

It will be assumed here that surveillance for consumption levels

will take place using a short questionnaire. The survey teams will

have the same coverage areas as the nutritional observation teams of

the previous section and will consist of the same personnel. Since the

interviews are expected to be short and travel requirements are again

small, delay time due to measurement requirements is assumed negligible

and the cost function form of Equation 5.19 will be used. One differ-

ence between QUAC stick measurements and food intake interviews is

crucial. The interview techniques will require extensive training.

The skill of the observer is the most important consideration in ob-

taining accurate results (18).
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Private Storagg

Before examining the specific form of consumption surveillance

costs, rural private storage surveillance is discussed. Storage can be

approximated by deducting estimated consumed amounts from the estimated

harvest. A more accurate method would be to measure actual storage

levels by "eyeballing" or more sophisticated techniques. Probably both

methods will be needed to assess the degree of hoarding present. In

any event, the grain stores will probably be held by households. Sam-

pling of individual household stocks should be quick since the amount

of grain involved will be small.

More detailed observation methods must be determined elsewhere.

For the current study, it is assumed that food consumption and private

storage surveillance will be conducted separately. As a result of

Chapter IV findings, only the holdings of the rural class will be

measured.

Equation Formats
 

Assumptions will be made concerning statistical strata, population

classes, per unit costs, and standard errors that are very similar to

those made for nutritional surveillance. The standard error and per

unit costs vary by class and by region. Population proportions vary by

region only. The only major difference concerns the use of measurement

standard errors SDRC and SDRS for consumption and storage respectively.

As discussed in Chapter III, the model assumes that these errors are

percentages of the true consumption and storage levels. The cost mini-

mization of Equation 5.22 treats the variance as a true variance. This

discrepancy is easily resolved. Observation of model outputs indicates
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average values for consumption and storage. The model percentage stan-

dard deviations are converted to true standard deviations by multiply-

ing by the average values. The computation is indicated in Equation

5.28.

SOT; = SDPi * VAV6, (5.28)

where:

SDT = true standard deviation

SDP = percent standard deviation

VAVG = average variable value

i index on variable (consumption, rural private storage).

Costs for food consumption and rural private storage surveillance

are now given in Equations 5.29-5.32. Again, fixed surveillance costs

(CFIX) cover training and durable equipment; fixed survey costs (CO)

include replaced equipment; unit sample expenses (Chj) are for travel

and salaries. In computing unit sample costs both here and for nutri-

tional surveillance, it is assumed that survey team members have gain-

ful employment in non-survey times. The cost parameters CC, CN, and

CS cover one survey day for each team.

  

CSC(TF,SDRC,SMPRC) = CFIX + TF * CSURC(SDRC)/SMPRC (5.29)

CSS(TF,SDRS,SMPRS) = CFIXS + TF * CSURS(SDRS)/SMPRS (5.30)

1 4 4

CSURc(SDRc) = ccO + * z (2 whsc. (och-)2 (5.31)
soRc2 j=l h=l 3 3

4
1

CSURS(SDRS) = cs0 + * ( z whss dosh)2 (5.32)

soRs2 h=l

where:
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CSC = consumption surveillance cost (won)

CSS = storage surveillance cost (won)

SDRC = consumption measurement standard error

SDRS = storage measurement standard error

SMPRC = consumption sampling interval (years/survey)

SMPRS = storage sampling interval (years/survey)

TF = time duration of emergency (years)

CSURC = consumption survey cost (won/survey)

CSURS = storage survey cost (won/survey)

Wh = population proportion, stratum h

SC = consumption standard error of population

SS = storage standard error of population

CFIXC = consumption fixed surveillance cost (won)

CFIXS = storage fixed surveillance cost (won)

CCO = consumption fixed survey cost (won/survey)

CSO = storage fixed survey cost (won/survey)

CC = consumption unit sample cost (won/sample)

CS = storage unit sample cost (won/sample)

h = index on strata

j = index on population class.

Transmission and Processing Costs

Previous simplifying assumptions have made the cost of data trans-

mission the main link to the delay parameter of 5, Transmission is de-

fined here as whatever methods are used to transform (and process) the

field-acquired measurements into reports usable by system managers.
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The extant communication network in Bangladesh discussed earlier

is a logical starting point. Efficient microwave channels connect the

regional centers to the capital, Dacca. Five or six small towns in

each of the four regions serve as "bases." These are linked to the re—

gional center by an old and *inefficient UHF network. Other facilities

that may be useful include several mobile UHF base units which have

been used for emergency work, primarily during floods. Telephones

exist only in the largest cities and are not reliable.

Surveillance procedures previously discussed call for one observa-

tion team's Operating out of each base town. We will assume that the

single team can handle the three types of surveillance. Thus, the

transmission process involves team reports to the base town, where ini-

tial processing takes place; UHF or other communication with the region-

al centers; and additional processing and microwave transmission to

Dacca, where final reports are prepared. Messenger service from base

towns to regional centers may be required, depending on the UHF network

status.

Delay Parameter DELD

The delay parameter, DELD, from the survival model represents the

average amount of time needed to complete the above process. It may

well be that urgent messages can be sent very quickly, but the desired

figure here is the normal time needed over the course of the food cri-

sis. Costs include personnel training, salaries, equipment purchase,

and maintenance.

For the purposes of this study, the existing system in Bangladesh

will be considered the overall minimum cost, maximum delay alternative.
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Reductions in the average delay time will require improvements to the

current structure. The cost function will be constructed by citing

three feasible system additions in order of priority. Costs and delay

time improvements will be estimated for each addition. Then, four

points on the cost function curve will be calculated by successive ad-

ditions to the basic system. The functional shape is indicated in Fig-

ure 5.1. Linear interpolation will be used to estimate costs for delay

times among the four designated alternatives. This allows generation

of a transmission cost for any delay level DEL within parameter con-

straints. Note that the costs are additive; alternative III includes

the cost of alternatives I and II, etc. The monetary conversion rate

used here is four hundred won equal one dollar. It should be noted

that the won is the monetary base in Korea, the country modeled in

the original simulation (38). The takka is the currency base for

Bangladesh.

§ystem Additions and CoSts

As mentioned, the first alternative is the existing system, in-

cluding the microwave and UHF network and the personnel and equipment

needed ixioperate the base stations. It is also assumed that a high

level computer is available at Dacca for computation, analysis work,

and storage. This base alternative is point number I in Figure 5.1.

The first addition to the basic system (point II in Figure 5.1) is

a set of two-way transceivers for each base, observation team, and re-

gional center. These radios would allow rapid reporting to the base

so that processing is not delayed while teams return from surveillance.

The transceivers would also be a back-up for the UHF system. Some
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effort has been expended on the design and construction of radios that

are inexpensive, reliable, and able to transmit and receive over fairly

long distances (65). The resulting unit reportedly has a broadcast

range of 160 miles and costs approximately one hundred dollars. The

predicted range should cover each surveillance area and most base—town-

to-regional—center links.

The next suggested improvement (in addition to radios) is a micro-

computer to speed the processing task at base locations. The computa-

tional power needed at the base level consists mainly of means and

standard errors from survey results. A programmable calculator with

printer should provide the necessary power and a hard copy for error

checks. Additional personnel are assumed to be needed for operation of

the new computers.

The last improvement considered is the renovation of the UHF net—

work. This would be advantageous for many purposes beyond famine re-

lief.

Costs for each of the above improvements are assigned to the fa-

mine relief information system based on estimated purchase price, main-

tenance expense, depreciation percentage, usage level for famine relief,

yearly salaries, duration of the emergency, and number of equipment

and personnel units required. This breakdown of cost components is

helpful in assigning total cost. The breakdown also allows analysis,

using sensitivity tests to indicate critical cost considerations.

Equipment costs are computed for each alternative using the form

of Equation 5.33. This applies to the initial equipment, microwave,

UHF, radios, and calculators. The number of units times the price per

unit gives the base cost. Percentage maintenance and depreciation are
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factored in, as well as a usage proportion, to arrive at a yearly cost

assignable to famine relief. Maintenance and depreciation factors

will be high in Bangladesh due to high humidity, theft, and few trained

maintenance people.

CEQi = UEQi * WEQi * (MAINTi + PDEPi) * PUSi (5.33)

where:

CEQ = equipment cost (won/year)

UEQ = units of equipment

WEQ = equipment purchase price (won/unit)

MAINT = percent maintenance cost

PDEP = percent depreciation

PUS percent equipment usage for relief

1 index on equipment items.

Equation 5.34 contains the form used for calculating personnel

expenses for transmission of famine relief data. Two costs are in-

cluded, for salaries and training. Per person costs are multiplied

by the number of personnel. Because the operators may work on projects

other than the relief effort, a parameter (PRPUS) is included to re—

flect percentage time spent on relief.

CPRj = UPRj * (NPRj + TPRj) * PRPUS:j (5,34)

where:

CPR = personnel cost (won/year)

UPR = number of personnel (persons)

NPR = salary (won/person—year)

TPR = training cost (won/person—year)
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PRPUS percent personnel time for relief

index on personnel type.

L
l
.

I
I

The exact parameter values used are in the tables of Appendix A

and in the FORTRAN code in Appendix 8. Estimation of the parameters is

very crude since little exact cost information from Bangladesh is

available.

The information quality parameter DELD is the independent variable

for function CDEL of Figure 5.1. The value obtained is the yearly cost

to provide information transmission with the given average delay time.

The relief information system expense is computed by multiplying yearly

cost by the length of the food crisis, as in Equation 5.35. Emergency

length is easily obtainable in the model by observing the crisis trig-

ger described in Equations 2.11.

CDELF(DELD,TF) = CDEL(DELD) * TF (5.35)

where:

CDELF food crisis transmission cost (won)

CDEL = yearly transmission cost (won/year)

TF = length of crisis (years)

DELD = information delay parameter.

Summary

The surveillance and transmission cost equations of the last three

sections are cast in a form where they are solved once for a given in-

formation quality vector and simulation run. This corresponds to pro—

posed calculation of the cost function in an analysis off-line from the

survival model performance function. Cost parameters then represent
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average figures over the crisis duration. The total information system

cost in this modeled off-line analysis is obtained in Equation 5.36 by

adding the transmission and surveillance costs.

6(5) = CDELF(DELD,TF) + CSN(TF,SDND,SAMPT) (5.36)

+ CSC(TF,SDRC,SMPRC) + CSS(TF,SDRS,SMPRS)

where:

6 = information system cost (wen)

5_ = information quality parameter

DELD = information delay (years)

SDND = nutritional debt measurement error

SDRC = consumption measurement error

SDRS = private storage measurement error

SAMPT = nutritional debt sampling interval

SMPRC = consumption sampling interval

SMPRS = private storage sampling interval

CDELF = transmission and processing cost(won)

CSN = nutritional surveillance cost (won)

CSC = consumption surveillance cost (won)

CSS = storage surveillance cost (won)

TF = food crisis duration (years).

An alternative cost modeling procedure would be to dynamically ac-

cumulate costs as the simulation proceeds. Costs would be assigned to

specific events, such as sampling, transportation, etc. Each time the

designated events occur, a cost would be generated (perhaps randomly)

to augment the expense total. Note that this would require more detail

on the separate components of system alternatives than the current model
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provides. Comparison of this modified approach with the current metho—

dology is an area of possible further research.

The function 6(5) provides an important link in the proposed meth—

odology by identifying the cost of information quality. This chapter

discusses the relationships among system alternatives, costs, and infor-

mation quality parameters; it also describes needed characteristics of

the 6 function. Several examples are given of the development of cost

function components.

As discussed in Chapter IV, the only “cost" considered here is the

monetary constraint on information quality. Equipment and personnel

requirements are converted to monetary units. It may be that the equip-

ment and personnel limitations require their own “cost” functions. An

approach to generating personnel and equipment functions should be

available similar to the monetary cost function development described

here. This whole constraint and costs area deserves much more atten-

tion.
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CHAPTER VI

INFORMATION FILTERS FOR SYSTEM MANAGEMENT

This chapter examines the famine relief information system from

the systems' manager's perspective. Chapter V describes a data gather-

ing and transmission process as it might occur in Bangladesh. The pur-

pose there is to identify the costs involved in surveillance. The role

of the decision maker is avoided because management expenses are felt

to be a part of the overall relief effort rather than assignable to the

information system. In Chapter III a sampling component is modeled,

providing information of set precision levels to the system managers.

The work of these decision makers is simulated by a series of fixed

policy rules. The rules assume a constancy of reaction that is not

present in real situations. So the purpose of the current chapter is

to provide a more realistic view of the use of information by the man-

agement group.

A recent symposium on famine relief operations recommends that:

...a headquarters analysis group should be organized in-

cluding experts in management, health, nutrition, agricul—

ture, and social sciences to collate, interpret the signifi-

cance and relationships of all information, determine trends,

develop priorities, and predict future developments (7, Re-

commendations).

This broad charge is echoed by a World Health Organization monograph on

nutritional surveillance, which states that system managers need pro-

cessed data enabling them to describe contemporary conditions,
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identify trends, predict changes, and elucidate underlying causes of

the situation (25).

Many bits and pieces of information will be used by managers. The

current model requires data on nutritional level, consumption, private

and government food stores, and population levels. Additional reports

on water and disease levels, transportation availability, etc., will

also be needed. Sample surveys will likely include narrative as well

as numerical portions.

5_ppippi knowledge will enter into decision making. For example,

storage levels should decrease until the harvest and then should in-

crease dramatically. Some variables, such as consumption, are known to

vary more rapidly than others. It was mentioned in Chapter V that p

ppippi harvest information can be used along with estimates of sales

and storage to approximate average consumption levels.

The urgency of decision making changes during the course of a fa-

mine. Reports of new instances of dire shortages call for quick re-

sponse. Unexpected occurrences can alter plans and vary timing deci—

sions. War, natural disaster, or additional international aid are com—

mon unexpected occurrences.

Thus, the decision process involves much more than a series of

policy rules. The survival model of this thesis employs the general

policy rules for three reasons. First, the hypothetical country being

modeled does not have an eXplicit policy structure; each country must

devise its own. Second, this model represents the first stages of in—

formation system development. It is hoped that this approach can be

used to step beyond the current model. Finally, because the model de-

scribes processes at a macro level, the policies are constructed as
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average expected decisions. It is assumed that the fluctuation in ur—

gent data needs, available reports, and unexpected occurrences will

smooth out over the several months' duration of the crisis.

The variety of actual information sources and timing requirements

suggest two additions needed in a more complete survival model: time-

varying parameters and information filters and predictors. Allowing

the model policy and information quality parameters to vary with time

would provide the flexibility needed to simulate response to a great

number of scenarios. The disaster type could be better tailored to

the particular region of application. But this capability is not with-

out a price. Strategy construction and Optimization work are greatly

complicated as the number of parameters mushrooms. The parameter total

increases multiplicatively with the number of changes allowed (27,

Chapter 3).

Filters and predictors can be easily added to the model. Recall

the sampling component of Chapter III. The ”true“ time series for de—

sired variables is estimated at specified survey times. This estimate

is delayed and then used in the policy rules. Between surveys, the

estimate remains constant; it is a sample-and—hold, or zero-order, de—

lay. A filter would affect the estimation process at the survey times,

while a predictor would allow changed estimates between surveys. These

changes are easily implemented, both in the model and in the real world

The basic question to be answered is whether such techniques can per—

form better than the simple sample-and-hold estimator. That is, can a

filter or predictor sufficiently augment information quality so that

total deaths and total nutritional debt are lowered? The rest of this

chapter is a step toward the answer. The Kalman filter and the
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so-called alpha-beta tracker are briefly described, then the tracker is

added to the survival model and performance tests are conducted.

Filters and Predictors 

Any estimator represents an attempt to get the most possible infor

mation from a set of captured data. The data processing, population

stratification, and sample size determination mentioned in Chapter V

are all part of a sample methodology aimed at extracting maximum worth

from surveillance work. The inputs to sample estimators would be the

results from one survey.

Filters and predictors add a dynamic dimension to the estimation

problem. The process under study is changing with time, and desired

information includes not only absolute levels, but the nature of the

changes. A filter commonly uses all previously known data as well as

current survey results to make an estimate. This is distinct from the

sample-and—hold technique of Chapter III, where current survey results

are used exclusively. The predictor also employs past and current data

but projects the trends to estimate future results. The hope is that

these tools can increase information quality without additional surveiT

lance or transmission costs. Testing a filter also provides clues on

the system performance effects of auto-correlated information.

In this section we examine two filters and their associated pre—

dictors. The alpha—beta (0"B ) tracker is commonly used in radar ap-

plications to track positions and direction of aircraft. Alpha and

beta refer to parameters of the filter. The tracker is added to the

sampling component and tested in the next section. The second filter

1discussed is the so—called Kalman filter. This appears to be an
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excellent filter alternative in real applications. It is not tested

here because its structure is not practical in the current context.

The implementation of an o-B tracker is quite simple. Each new

piece of information serves as an input to a set of three equations. A

predicted function value is computed based on past information. The new

data and the predicted value are combined to form a "smoothed” estimate

of the current situation. The rate of change, or velocity, of the

function is also estimated. The set of equations is presented here

(11, Chapter 8.11).

Yp(T) = Y (T-SAMP) + SAMP * Yd(T—SAMP) (6.1)

Y (T) = YplT) + a *(U(T) - YPIT)) (6 2)

vd(1) = Yd(T-SAMP) + B * u(T) — Yp(T) / SAMP (6.3)

where:

Yp = value predicted from past information

Y = smoothed value used as estimate

Yd = function velocity estimate

u = survey result

SAMP = sampling interval (years)

T = current time

“:5 = parameters of filter.

Note how this tracker compares to the sample-and-hold scheme of

Chapter III. HOLD(T) equal to u(T) is the output of routine SAMPL in

Chapter III and HOLD(T) is sent to the delay VDTDLI at each simulation

cycle DT for one complete sampling interval (DT<<SAMP). One very in-

teresting fact can be seen in Equation 6.2. If a has value one, then

TIT) equals u(T), and we have the sampling procedure of Chapter III.
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Equations 6.1-6.3 form a filter; a new estimate is obtained at each

sampling point. A modification of Equation 6.1 can be used as a pre-

dictor between surveys. Replacing SAMP with the differences (T-T') be-

tween current time and the time of the past survey produces Equation

6.4, a familiar linear extrapolation equation. The function is pre-

dicted to be moving in the direction indicated by rate of change Yd.

vp(1) = Y(T') + (T-T') * vd(1') (6.4)

where:

T

current time

T

time of last sampling point

Yp,Y,Yd = as in Equations 6.1-6.3.

An analysis of a-B tracker characteristics is presented by Cadzow

(ll, Chapter 8). Three considerations make the selection of a and B an

important part of filter design. First, to insure stability, a criti-

cally damped response will require that a and 8 satisfy equations 6.5

and 6.6.

a = 2/6 - 8 (critical damping) (6.5)

O 5_8 5_4 (system stability) (6-5)

The other two parameter considerations are for system response

time and measurement error suppression. Values of 8 close to one cause

quick response to new information. This is easily seen, for when 8

equals one, a is also one, according to Equation 6.5. Then Y(T) equals

u(T), as discussed earlier. To supress error, a value of 8 near zero

is needed. Thus, the normal parameter selection process limits 8 to

the region between zero and one. 8 is chosen according to response and
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error suppression requirements, and a is then computed using Equation

6.5.

It is worth noting here that the 3'3 tracker has important minimum

error properties. For a given noise smoothing performance index, the

a‘8 tracker is optimum for both position and velocity tracking in the

class of all fixed parameter linear tracking equations given the rela-

tion in Equation 6.7 (5).

B = ‘“'—‘ (6.7)

The Kalman filter is more complex than the d-8 tracker. As dis-

cussed by Schweppe (56, Chapter 6), the filter requires a dis-

crete-time linear system model of the form of Equations 6.8.

501 +1 ) = E(n) 3301) + E(n) u(n) (6.8a)

101) = 501) 501) + 101) (6.8b)

where:

5 = state variable vector

5 = observation vector

_E,§,fl = known system descriptive matrices

p,y_ = error vectors

n = time.

Estimated variables would be members of the 5 vector. The filter

and predictor are constructed from the matrices and vectors in Equations

6.8. All estimates would be derived in one matrix process and are based

on p_pripri_knowledge of the system as well as past and present observa-

tions. This is distinct from the 4'5 tracker, where a separate filter
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is needed for each variable and variable interactins are not explicitly

considered. The Kalman filter is the "best" linear filter in the sense

that it yields the minimum error covariance matrix of any linear esti-

mator (56, Chapter 6.3.9).

Additional research must be done to determine the applicability of

the Kalman filter to famine relief information. The overall relief sys-

tem, as modeled here, is highly nonlinear. For example, nutritional

debt is a complex function of consumption, required nutrition and past

nutritional levels (see Equations 2.1, 2.2). The system model f_for the

Kalman filter would have to be linearized on a constrained variable set.

Another possible pitfall is the relative lack of information. Sample

surveys can provide data weekly, at best. It may be that this is not

often enough for the filter to perform efficiently. Unfortunately, it

would be an unfair test to evaluate the Kalman filter in the current

context. Testing Kalman would involve the use of linear model of the

survival model within the survival model. The linear estimator model

would be patterned after the nonlinear survival simulation, so that the

two would reinforce possible inaccuracies.

Testing the Alpha-Beta Tracker
 

Several questions are of interest with regards to any information

filter. The main question that system planners will be concerned with

is whether or not the filter (or predictor) can improve information re-

liability and relief performance over the basic sample-and-hold estima-

tion process. Once the filter is determined to be useful, parameter

or matrix coefficient levels for fine tuning must be considered. The

variables to be filtered must be selected. And it must be determined
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whether information quality makes a difference in parameter level

choice. The range of problems to be examined indicate that filter de-

sign is a complex subject.

Translating the above questions to the specific case of the

tracker focuses study on the 8 parameter. 8 equals one represents the

sample-and-hold case. Does a 8 value less than one provide superior

 performance? What value Of 8 is ”best"? Does the level of "best“ 8

differ between filtered variables? Between population classes? Does

1the level of information quality vector 5_affect the choice of B ? One

final alternative to study is whether the use of the linear predictor

of Equation 6.4 will improve performance.

There are at least two alternative methods for answering these

questions within the current framework. First the survival model policy

and information parameters can be held constant as the tracker parameter

5 varies. This allows study of the filter performance alone. The

second alternative would be to provide trackers for several of the var-

iables and classes, give each tracker a separate 8 parameter, and

place all parameters into the optimization portions of the study. In-

 
teractions with policy and information parameters are more easily stud-

ied and "best” 8 values can be obtained with this alternative.

Neither method is a unanimous choice for tracker study. The opti-

mization alternative will give "best" values, but only if the tracker  
makes a difference on performance. Strict adherence to numerical re-

sults could indicate a specific 8 be implemented when in truth no fil—

ter should be used. Examining the tracker with all other components

fixed can indicate its worth but does not reveal ”best" values because

no dynamic interactions are present.
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A prudent approach is to take advantage of the good points of both

alternatives. The first step would be to determine if the tracker is

worthwhile, using the fixed method. Then filters that show promise can

;be included later in optimization work, to determine "best" values.

iThus, in this section, the a-B tracker is studied with the rest of the

model fixed. The questions of variables to be filtered, the use of the

 ilinear predictor, and the worth of the tracker itself are examined here.

’The choice of ”best” 3 values is studied in Part II.

Before discussing the details of adding the tracker to the sampling

acomponent, the definition of "best” in the above paragraph is examined.

iCertainly, the bottom line in determining "best" performance of a filter

is its ability to positively influence system outputs. In the current

context, this means reduction of total deaths and total nutritional

debt. A secondary criterion would be the ability of the filter to re-

duce measurement error. This improvement in information quality will

lead to better system outputs, if the policy structure is sound. The

modeler has a unique opportunity to assess measurement error reduction.

Both the true and estimated variable time series are known in a compu-

ter simulation. Thus, a measure of the mean squared error or absolute

error can be readily calculated.

gyaluation Tools

Three evaluation tools are used here to check tracker performance.

A mean squared error figure is computed, comparing true and estimated

time seriesfor a specific 5 level. The form of this calculation is

given in Equation 6.9. For each 8 value tested, an absolute figure is

also computed, using Equation 6.10. As 8 changes, the error figures
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(are observed. Significant reduction in error is regarded as a sign of

likely improved performance.

n A

= z .. - .. 2MSEV, j: (v1J v13) /n (6.9)

MSE = mean squared error

ABSE = absolute error

V = true value of filtered variable

V = filtered value of variable

n = number of discrete intervals in simulation

i = index on variables

j = index on simulation intervals.

Because there are stochastic equations in the survival model and

the sampling component, it is not immediately known whether differences

in measured error are due to tracker parameter changes or to random

fluctuations. So as a second tool, a statistical t-test is employed to

provide evidence on the tracker's ability to reduce error. Recall from

Chapter III that the survival model can be operated in a Monte Carlo

mode, computing sample means and standard deviations for a specified

number of simulation replications. The hypothesis test to be conducted

is to check whether the means of Monte Carlo runs with distinct tracker

Bvalues are statistically different. The sample means and standard

deviations are the needed statistics for the two—sample t-test (61,

ChaPter 9). A complication arises in using this test if the sample

variances are not equal (61, Chapter 13). Fortunately, the problem is

r ‘ . , :7» a. ~. 7:51;;gefir :Zr”:fiff;i57W
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,avoided if the number of observations (number of simulation replica-

r
—
l

"tions) is the same for each sample. Thus, all testing is done with

equal replications for each different 8 value, and the t—statistics are

_
-
—
‘
C

ecomputed as in Equation 6.11.

 

t = (T1 - T2) //_Tr_]_(s§ + $5) (6.11)

where:

t = t-statistic

V5,Té = sample means

sample standard deviations

n = number of replications

A third evaluation of tracker performance is used, based on the in-

lformation desired by decision makers. Planners and managers will be

more interested in improvements in system outputs than in statistical

error reduction. For each replication in the Monte Carlo runs, total

death and total nutritional debt are recorded. Then, each replicate in

the filter alternative (8 <1.0) is compared to the average figure for

the basic sample-and-hold component (8 =1.0). The fraction of improved

replicates to total replicates provides an estimate of the probability

that the tracker will improve performance. This is, each replicate is

considered a possible outcome, and reduction in deaths or nutritional

debt a success. Note that separate probabilities will be recorded for

deaths and for nutritional debt.

Agging the Tracker to the Model

The a-B tracker is very easily added to the sampling component of

Chapter III. Recall that the term EST in Equations 3.4 and 3.5



repre

is t)

ceive

rout

beco

tor,

so 1

off

Tes

rol

COT

ter

dll

tr

   



 

 

165

represents the sampled variable value before delay is introduced. ESTk

is then an input to the routine VDTDLI, whose output is the estimate re-

ceived by decision makers. The filter does not at all change the delay

routine. An additional stage is added between sampling and delay. ESTk

becomes the input to the filter (u in Equation 6.2). The filter output

(Y) becomes the new input to VDTDLI. In the case of the linear predic-

tor, Y is the input to VDTDLI. Equation 6.5 is included in the model
P

so that B is the only parameter to be specified. The tracker is turned

off by setting 8 equal to one, as discussed earlier.

Testing by Sampled Variable
 

A series of tests is now described whose goal is to determine the

role of the 9‘5 tracker in the current study. The tests do not provide

conclusive evidence about the worth of the tracker in information sys-

tem work, but they do indicate the path to follow here.

The primary questions to be addressed are which variables to filter

and which filter parameters to include in later optimization. The

tradeoff is common. Including too many parameters in the optimization

will complicate the process and the solution. But the exclusion of

needed parameters can obscure model or information system structure.

There are nine variables that are candidates for filtering. Four per-

capita nutritional debt and four per-capita consumption variables are

needed to describe the population groups. And one rural private stor-

age figure completes the total. These are the variables covered by the

modeling sampling routine, as discussed in Chapter IV. Thus, the maxi-

mum number of parameters that could be added to the optimization would

be nine. The minimum would be zero.
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The first sensitivity test involves the use of identical 8 values

for each of the nine filters. The predictor is not employed. This sim-

ple test is aimed at discovering whether the tracker makes any differ—

ence in measurement error or system performance. Identical 8 values can

distort performance effects, but error reduction with tracker usage

should beclear.- Five Monte Carlo replications are done at each of four

8 values and the results (absolute error, mean squared error, total

deaths, total nutritional debt) are presented in Table 6.1. A represen-

tative class has been chosen for nutritional debt and consumption fig-

ures. The urban poor class with no rural relatives is listed because

it is the one most affected by the relief policy.

Note that the 8 values in Table 6.1 cover the (0,1) stability re-

gion. As discussed earlier, sample means and standard deviations for

the Monte Carlo replications are given. Randomness has been introduced

by a fixed ”good” information vector 5,

Low error means, low death totals, and small nutritional debt fig-

ures are regarded as good in reading the table. So nutritional debt is

filtered best for 8 equal 0.7 or 0.1, according to the error measures.

Consumption filtering is best at the end points. Note that absolute

error and mean squared error do not correspond exactly for all changes

but do agree on relative sizes for large error differences. The dis-

agreements for close values are probably caused by random fluctuations.

The significance of the changed error measures with changing 8 for

nutritional debt and consumption filters is examined in Table 6.2.

Storage is not included, as the filter provides worse performance. A

t—statistic, as computed in Equation 6.11, is presented. The hypothesis

is that the sample means for 8 equal 0.1 are improved over the means at
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Tab1e 6.2. T—Statistics and Acceptance Leve1s

for Hypothesis Tests on Means of

Tab1e 6.1, 8=1.0 versus 8:0.1. 

Abso1ute Error Mean Sguared Error

Nutritiona1 Nutritiona1

Debt Consumption Debt Consumption

t

Statistic .473 2.459 1.105 2.219

Significance

Leve1

(V=4) .25 .025 .25 .05

 

 

B equa1 1.0. The 0.1 8 1eve1 was chosen as genera11y giving the sma11-

est mean, and, of course, the 1.0 1eve1 represents the case of no fi1—

ter. The significance 1eve1 in the tab1e is the approximate probabi1—

ity that an error wi11 be made in assuming the compared means to be

different. A one-tai1ed test is used with four degrees of freedom.

Statistica11y, the per—capita consumption fi1ter is much more 1ike—

1y to cause error reduction than is the per-capita nutritiona1 debt

fi1ter. Tab1e 6.2 shows that both fi1ters may reduce abso1ute or mean

squared error. But performance, as measured by tota1 deaths in Tab1e

6.1, is unaffected. The mean tota1 nutritiona1 debt figures vary wide1y

across 8 va1ues. It shou1d be noted, however, that nutritiona1 debt

a1so has 1arge standard errors for a given 8 . Tota1 deaths is a more

re1iab1e performance figure and shows 1itt1e change with B

The inconsistency of reduced error and static performance bears

further attention. A second test with distinct B va1ues by variab1e

and by c1ass wi11 be conducted. First, however, the case of the rura1

private storage fi1ter in Tab1e 6.1 wi11 be examined. It is c1ear from
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the RSTOR co1umns that error increases as 8 decreases. It may be that

the degrading storage information has offset the improved nutrition and

consumption data and 1eft the performance statistics unchanged. This

can be checked with distinct B va1ues in the upcoming test.

It appears that the a-B tracker does not estimate the storage var-

iab1e we11. One further fi1ter modification was exp1ored, making use

of a_prigri_know1edge of the expected behavior of the private storage

time series. The rura1 private storage 1eve1 shou1d decrease monotoni-

ca11y unti1 the harvest. Afterwards, stores osci11ate as the new crop

is added and then removed for consumption and sa1es purposes. This is

true in the mode1 and wou1d a1so ho1d in the rea1 wor1d case where no

internationa1 aid is forthcoming.

The fi1ter modification invo1ves the 1ong downward s1ope before

the harvest. Equations 6.1-6.3 indicate a predicted va1ue Yp and the

estimate emp1oyed, Y. At each samp1ing point before the harvest, an

additiona1 fi1ter step is added to magnify storage estimate decreases.

Equation 6.12 is the simp1e minimization used. The tracker was un—

changed for the period after initia1 harvesting.

Ym(T) = minimum(Y(T), thT)) (6.12)

where:

Ym = modified tracker estimate

Y = origina1 tracker estimate

Yp = predicted va1ue from past information

T = time.

No performance change was noted for the modified fi1ters, even when

the storage B‘was uncoup1ed from E3's for other variab1es. There was a
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s1ight improvement in the error terms, but error sti11 worsened as 8

decreased. It is possib1e that the po1icy parameters B being used in

these tests do not a11ow the storage fi1ter to operate efficient1y. It

is a1so possib1e that the tracker does not work we11 here. Based on the

resu1ts in Tab1e 6.1, the storage 5 parameters wi11 not be inc1uded in

1ater optimization work; the samp1e-and-ho1d estimator wi11 be used.

Testing by Popu1ation C1ass
 

We now turn to tests invo1ving distinct fi1ters for the separate

variab1es and popu1ation c1asses. From Tab1e 6.1, the most promising

parameter va1ues aretg equa1 0.7 or 0.1 for the nutritiona1 debt fi1ters

andgg equa1 0.1 for consumption. These three cases were simu1ated

separate1y, and the resu1ts are presented in Tab1e 6.3. The base sam:

p1e-and-ho1d case is a1so given, copied from Tab1e 6.1. Note the frac—

tion inc1uded in tab1e "performance“ entries. As discussed ear1ier,

this is a probabi1ity that the given fi1ter causes improved performance

beyond the base case.

The two rows in Tab1e 6.3 that represent per-capita nutritiona1

debt fi1ters (ggNUT) show no significant change in system performance.

And the measured errors are unchanged forf3NUT equa1 0.7 compared to

the base case. The on1y significant nutritiona1 debt fi1ter change oc-

curs for error terms when BNUT equa1s 0.1. But the t-statistics, using

the five Monte Car1o rep1ications and comparing nutritiona1 debt mean

squared error for the base case versus BNUT equa1 0.1, is on1y 1.25.

This is significant at the .25 1eve1, simi1ar to resu1ts in Tab1e 6.2.

The consumption fi1ter great1y affects system performance. The

reduction in tota1 deaths for BCON equa1 0.1 is statistica11y very
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significant (t=3.5). Just as important1y, each Monte Car1o rep1ication

at BCON equa1 0.1 produced a 1ower death tota1 than the base average *

Tota1 nutritiona1 debt increases, as wou1d be expected by its inverse

re1ationship t0 tota1 deaths. An anoma1y is present, however. The er-

ror increases when 8 equa1 0.1. Additiona1 insight is provided by
CON

examining each c1ass separate1y.

Tab1e 6.4 contains se1ected fi1ter data by c1ass for the same com—

puter runs presented in Tab1e 6.3. Note the agreement between the ta-.

b1es for the Tota1 Death, Tota1 Nutritiona1 Debt, and the Urban1 co1—

umns. 0n1y mean squared error terms are given, as the abso1ute error

figures show simi1ar resu1ts.

Two items are of interest in Tab1e 6.4. Per—capita nutritiona1

debt error is reduced with the use of the a“8 tracker for each c1ass

except the urban rich. The differences are not high1y significant, how-

ever. And performance does not change. Converse1y, per-capita consump-

tion c1ass fi1ters show 1itt1e change in error terms but provide a

1arge performance difference.

Neither variab1e type provides conc1usive evidence on the worth of

the 9'3 tracker. The fixed po1icy parameters E and information qua1ity

vector 5_may exert an unseen but powerfu1 force on the test resu1ts.

Or it may be that the mode1 is, indeed, high1y sensitive to changes in

measured consumption and not sensitive to varying nutrition measure-

ments. Previous work with the mode1 wou1d indicate that the first sug-

gestion is more probab1y correct than the second.

M

*This is the meaning of the 5/5 fraction in the tota1 death co1umn

entry for BCON = 0.1.
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One additiona1 test was conducted. The predictor of Equation 6.4

was added to the fi1ter, and each of the simu1tations covered in Tab1es

6.1-6.4 was repeated. The predictor produced consistent1y worse resu1ts

.for every test. A11 error terms increased, for each variab1e and c1ass.

(And tota1 deaths increased significant1y each time. The on1y improve-

(ment was provided by a sma11 decrease in tota1 nutritiona1 debt, caused

imore by the fata1ity increase than predictor benefits. Evident1y, the

ire1ative1y 1ong periods between samp1ing points and the osci11atory be-

havior of the samp1ed variab1es combine to thwart the use of a 1inear

predictor. Perhaps a non1inear po1ynomia1 smoothing function wou1d be

 
~more appropriate as a predictor.

Test resu1ts are inconc1usive about the rea1 worth of the

tracker. It was decided to inc1ude the per-capita consumption fi1ter

parameter in 1ater optimization work, because BCON had the greatest ef—

fect on system performance. The popu1ation c1ass resu1ts are simi1ar,

so one fi1ter parameter wi11 be used for a11 four c1asses. It appears

that BCON may be ab1e to inf1uence performance, but resu1ts do not war-

rant additiona1 c1uttering of the optimization process. The 1inear pre—

dictor wi11 not be used.

Summary

The information fi1ter is a too1 for extracting maximum va1ue from

captured data. It is used in conjunction with samp1e survey design,

program and transportation data, and other information inputs to he1p

system managers gain a picture of the prob1em to be so1ved.

The “'8 tracker tested here is probab1y not an idea1 fi1ter for in»

formation system work. One parameter for a per~capita consumption
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tracker wi11 be added to the optimization work of Part II. Additiona1

research shou1d be conducted on the Ka1man fi1ter and po1ynomia1 smooth-

ing to determine their usefu1ness. It may be that the re1ative1y 1ong

periods between samp1ings negate the positive effects of programmed

fi1ters. Human intuition and wisdom are 1ike1y to be good fi1ters in

a crisis.
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CHAPTER VII

MODEL VALIDATION

The worth of any decision making too1 depends on its accpetance

=by the pe0p1e who wou1d use it. This app1ies to computer simu1ation

mode1s as we11 as statistica1 formU1aS:charts, graphs, and economic

forecasts. A broad definition of va1idation inc1udes the processes

where a too1 is shown to ref1ect rea1 wor1d considitions, to be usefu1

in prob1em so1ving, and to be acceptab1e to users. In genera1 each of

these conditions must be met before the mode1 or other too1 can he1p

produce practica1 resu1ts.

The purpose of this chapter is a va1idation of the surviva1, in~

formation component, and cost function mode1s of the preceeding chap-

ters. Certain1y, much of the overa11 va1idation procedure described

above is beyond the scope of this "approach” thesis. According1y,

the focus here wi11 be on methods for determining whether the mode1

behaves in a sensib1e fashion. It is hoped that the usefu1ness of the

mode1ing wi11 be seen a1ong with the va1idity and usefu1ness of the en-

tire methodo1ogy. The mode1s are not intended to app1y in detai1 to

any country. Thus, the desired resu1t here is not to precise1y mirror

rea1 wor1d magnitudes, but to present a consistent structure with sa-

tisfactory outputs, a mode1 suitab1e for the optimization work of 1ater

chapters.
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In testing whether a mode1 behaves as it shou1d, va1idation most

often means either correspondence or coherence. Correspondence in-

vo1ves matching mode1 outputs to rea1 wor1d data. This can be done

:either by tracking past historica1 data or comparing future rea1 wor1d

figures with mode1 projections as time passes. The 1ack of rea1 wor1d

data for hypothetica1 countries prec1udes the use of correspondence

here. Even in an actua1 app1ication, the dearth of famine-re1ated

statistics wi11 present prob1ems in the use of this particu1ar va1ida-

tiongform.

Coherenece, or consistency, refers to observing mode1 outputs and

; assessing whether they behave in a desired fashion. This method is

quite initutive and judgmenta1; it is imperative that persons high1y

experienced with the rea1 wor1d system Operation be invo1ved at this

stage. Many common sense observations are possib1e. The next section

describes severa1 of the tests made on the current surviva1 mode1.

The importance of re1iab1e data sources becomes apparent in any

va1idation process. The three main data needs in mode1ing are for sys—

tem parameters, initia1 conditions, and technica1 coefficients. System

parameters in the surviva1 mode1 inc1ude CGP, the price contro1 para-

meter from Equation 2.8, and the po1icy contro1 parameters (0036,

0632, etc.) in Equations 2.13-2.15. Initia1 conditions and technica1

coefficients 1ink the mode1 to the particu1ar country's being studied

and to rea1 wor1d natura1 processes. Necesaary initia1 conditions in a

surviva1 mode1 are p0pu1ation, storage and nutritiona1 1eve1s, and the

starting price 1eve1. Examp1es of technica1 coefficients are the ex—

pected harvest yie1d per acre, YLO, and the nutritiona1 requirement

coefficients, UK4 and UK5, found in Equation 2.2.
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System parameter 1eve1s can be estimated through observation, ex-

: periment, or experience. Once the mode1 structure, initia1 conditions,

and technica1 coefficients are set, system parameter changes are he1p-

= fu1 in "tuning” mode1 behavior to para11e1 rea1 wor1d performance.

Much of the data needed in the current study is not readiiy avai1—

ab1e. Where possib1e, information was g1eaned from secondary sources:

books, periodica1s, private correspondence. The initia1 conditions and

many of the technica1 coefficients in the surviva1 mode1 fo11owed from

Manetsch (38). System parameter feasib1e 1eve1s were derived from es-

! timation and mode1 performance.

The component where the data 1ack is most acute is the cost func-

tion. The coefficients chosen represent educated guesstimates based on

the assumed information system form. This is discussed in Chapter V.

Because of the unre1iab1e input data, it wi11 be much more significant

to ana1yze re1ative po1icy and information qua1ity consequences rather

than abso1ute 1eve1s.

An additiona1 word is in order here on the 1imitations of this

mode1 as a rea1istic simu1ation of a rea1 wor1d information system.

Because the approach is stressed here, the mode1ing is done on a macro

1eve1, so none of the mode1 components is constructed in great detai1.

Information system a1ternatives, po1icy structure, transportation, re-

1ief programs, and demographic disaggregations must a11 be tai1ored to

actua1 circumstances in the country of app1ication. The 1ack of com-

p1exity is an advantage in that it a11ows examination of the methodo1-

Ogy without many of the detai1s needed in a rea1 case.

Two very important information items that the current mode1 does

not cover are hea1th and water data. A 1ack of water can be more
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dead1y than a food shortage. And disease statistics provide needed in-

formation for contro1 of famine-re1ated i11ness and death.

After the section on genera1 mode1 coherence, three specific va1i-

dation tests are discussed in this chapter. These invo1ve the SAMPL and

VDTDLI subroutines of the;samp1ing component, the effect of changes

in the 1eve1 of crisis, and the simu1ation cyc1e 0T.

Coherence Tests
 

The goa1 of coherence or consistency tests is to determine whether

the mode1 behaves in a sensib1e fashion. One compares mode1 output

with expected output and identifies inconsistencies. The comparison

identifies the prob1em area; the next step is to exp1ain or e1iminate

the prob1em. Perhaps a coefficient, mode1 structure, parameter, or

initia1 condition change is required. The goa1 shou1d be a consistent

mode1 that is true to the prob1em being studied.

Five types of consistency checks are possib1e: variab1e magnitude;

time series interactions; and performance variation with parameter

change, po1icy change, or mode1 structure change. The first two methods

are common sense observations invo1ving feasib1e 1imits on variab1e size

or expected variab1e interactions. The performance variations are a

form of sensitivity test. The direction of performance change is often

a more informative indicator than the magnitude change. Severa1 exam-

p1es of each consistency check fo11ow.

Testing for sensib1e variab1e magnitudes is re1ative1y simp1e.

Rea1 wor1d conditions dictate 1imitations that computer mode1s must

observe. In the ear1y stages of mode1 deve1opment it often happens

that ca1cu1ations produce impossib1e situations, such as negative
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popu1ation or storage tota1s. Other examp1es of variab1e magnitude in—

consistencies inc1ude the fo11owing:

-- negative or astronomica1 costs

-- astronomica1 market price, PFD

-— inappropriate1y timed emergency trigger, EDPC

-- inordinate1y 1arge error in popu1ation estimates

Price Leve1
 

The price 1eve1 deserves specia1 consideration. In a free market

:modei, price can theoretica11y expand end1ess1y, as 1ong as demand

great1y exceeds supp1y. It is 1ike1y that the government wi11 take

steps to prevent such ga110ping inf1ation, to protect the country's

economy, and to dea1 equitab1y with the food distribution prob1em. In-

f1ation acts as a screening process for distribution as those with

1ower incomes are exc1uded from market participation.

In the current mode1, the natura1 p1ace to contro1 price is to fix

a cei1ing on the rate at which the government se11s its grain. In a

comp1ete1y contro11ed market, the price for private sa1es wou1d a1$o be

fixed and b1ack market operations a common resu1t. If the private

sa1es 1eve1 is not fixed, a two-tiered rate structure wi11 exist. The

government sa1es cei1ing wi11 tend to ho1d prices down as demand for

government grain exceeds demand for private.

The effect of a price cei1ing on mode1 behavior is to increase the

number of deaths in the urban poor c1asses. This is in keeping with

theoretica1 economic behavior. A price cei1ing increases demand, as

ref1ected in mode1 output. But the 1ower price a1so reduces the desire

for the rura1 c1ass to 5e11, supp1y is decreased. The critica1 time
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\period occurs immediate1y after the harvest start. Without price con-

)troI, the rura1s p1ace enough grain on the market to meet the demands

Iof the rich and se11 some to the poor. But the decreased suppiy caused

(by decreased price goes on1y to the rich. Thus, the urban poor suffer;

1the rura1s and urban rich are re1ative1y untouched.

Figure 7.1 indicates the changed rura1 sa1es time series due to a1

jprice cei1ing. Curve A represents the case of market—determined price,

iwhi1e curve B shows the effect of setting a price cei1ing at five times

:the initia1 price 1eve1. The two curves are identica1 through the pre—

1harvest period. Thereafter, the price cei1ing curve consistent1y fa11s

be1ow the free market curve. The peaks in each curve occur as the har-

vests near their conc1usions.

Setting a price 1imit is an important government decision. It af-

fects food distribution and, u1timate1y, the distribution of fata1ities

in the country. Price 1eve1 wi11 be an important piece of information

for decision makers to observe; it is a possib1e ear1y warning signa1

of food shortages.

The current mode1 assumes no government price setting. The rea-

soning behind this assumption is that any chosen cei1ing wou1d be pure—

1y arbitrary. Different countries and different circumstances wi11

cause varying criteria to be used for price setting. The resu1t of not

contro11ing price exp1icit1y in the mode1 is very high prices. At the

crisis peak, the grain price is more than fifteen times the initia1

1eve1. This runaway inf1ation produced by the mode1 was initia11y a

cause for concern. Consistency demanded an exp1anation, which has been

provided in the previous paragraphs.
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Rura1 Sa1es Rate

(100,000 M T/YR)
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One resu1t of high prices is attractive, the possibi1ity of gener-

ating revenue by se11ing government grain on1y to the very rich. The

receipts cou1d then be used to finance emergency aid and acquisitions

programs.

Conservation of F1ow 

The second type of coherency test is an examination of two or more

variab1e time series that are intuitive1y re1ated. In genera1, conser-

vation of fiow must be preserved. For examp1e, the harvest rate shou1d

be ref1ected in storage 1eve15. As the harvest proceeds, rura1 private

storage shou1d increase. The end of the harvest shou1d signa1 an end

to storage increases; consumption shou1d cause storage to dec1ine. By

examining mode1 outputs one can observe the behavior and compare it to

the assumed desirab1e performance. The dynamic nature of the simu1ation

a11ows convenient generation of appropriate time series.

If mode1 behavior is not as expected, an exp1anation must be found.

For the harvest and storage examp1e, weather factors may have been set

to significant1y reduce crop yie1d, causing consumption to outstrip pro-

duction. Government acquisitions may be extreme1y heavy, dep1eting pri—

‘vate stores. Either case wou1d cause an apparent mode1 inconsistency.

‘ Other time series checks conducted on the current mode1 inc1ude

1the fo110wing, each of which the mode1 hand1ed we11.

—~ increased private storage effect on consumption

—— increased tota1 storage effect on average avai1ab1e nu~

trition rate, ARNUT

-- decreased price 1eve1 effect on private sa1es

-- re1ationship between nutritiona1 1eve1 and death rate

—— re1ationship between storage and transportation
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—— effects of government sa1es, acquisitions, and emergency

aid on consumption

Sensitivity Tests

The change in system performance as parameters are varied is an im-

portant sensitivity test. The direction of system performance change

is a good indicator of mode1 consistency. An exce11ent examp1e of this

type of test was presented in Chapter IV. It was assumed that better

information qua1ity, represented by decreased va1ues of the vector 5,

shou1d produce fewer deaths or a 1ower tota1 nutritiona1 debt. Much of

Chapter IV is devoted to po1icy structure and mode1ing changes initiated

because the information qua1ity assumption was vio1ated. These changes

are summarized short1y.

A system parameter sensitivity test is easy to conduct. The simu—

1ation is conducted twice, each time with a distinct va1ue for the para-

meter under study. A defined system output is measured at the end of

each run. The output change shou1d fo11ow an assumed pattern. For

examp1e, decreasing the samp1ing interva1 or the de1ay time (informa-

tion qua1ity parameters) shou1d cause tota1 deaths to decrease.

Three system performance outputs were used in parameter sensitiv-

ity tests. Two are the members of the f_performance vector of Equation

4.2: tota1 deaths and tota1 nutritiona1 debt. The third output is the

percentage of famine-re1ated deaths by c1ass, as computed in Equation

7.1. These PERCD figures provide a measure of po1icy and parameter

effects on the different demographic groups.

PERCDJ.(t) = TDETHCJ-(t) / POPJ-(O) (7.1)

where:
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PERCD = c1ass percentage deaths

TDETHC = c1ass deaths (persons)

POP(O) = initia1 popu1ation (persons)

j = index on popu1ation c1asses.

Certain parameter sensitivity tests are discussed in some detai1

in Chapter VIII. The goa1 there is to identify po1icy parameters whose

effect on system performance is sensitive to changes in information

qua1ity or crisis 1eve1. Many sensitivity tests were conducted on p01—

icy and information qua1ity parameters. A major resu1t of these tests

is a po1icy parameter vector P? that is very near1y "optima1." Opti-

ma1ity is defined with tota1 deaths as a primary criterion and minimum

tota1 nutritiona1 debt secondary. g? was found with a fixed perfect

information vector k,

The fo11owing parameter tests were a1so satisfactori1y conc1uded:

-— the effect of re1atives' emergency aid parameters RK1

and RK2 on fata1ity percentages

-- the effect of information qua1ity changes on costs

-— the effect of popu1ation estimation on system performance

PoIicy and mode1 structure modifications wi11 genera11y have a

1arge impact on system performance. The modification shou1d be made

with a specific purpose in mind. Chapter IV describes severa1 such

changes. In many ways that chapter serves as a mode1 consistency dis-

cussion. The modifications addressed there inc1ude the fo110wing:

-— po1icy changes for more efficient re1ief operation

-- ear1y acquisitions to force rura1 POPU1ation to conserve

-- de1etion of urban private storage as a usefu1 deci—

sion variab1e
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-- provision of possib1e increased transport rates to

meet distribution prob1em

-- 1imited acquisitions immediate1y preceeding harvest

to avoid impractica1 and inefficient activity

-- mode1 changes to more accurate1y represent rea1 wor1d

-- rura1 consumption pattern

-- hand-to-mouth urban consumption at crisis peak

-- rura1 sa1es pattern

-- government desired storage 1eve1s

-- minima1 sa1es provision

The fu11 range of issues and decisions facing decision makers can-

not be addressed in the re1ative1y crude mode1 used here. Based on

numerous tests and checks, it appears that the mode1 does consistent1y

cover the effect of an information system on famine re1ief operation.

Samp1ing Component Va1idation
 

The samp1ing component described in Chapter III is intended to mo-

de1 the comp1ex data co11ection, processing, and transmission processes

of an information system. Information qua1ity parameters for measure-

ment error, samp1ing frequency, and 1ag time are used to represent (and

avoid) the detai1s of the actua1 system. The input to the samp1ing

component is a series of ”true" va1ues generated by surviva1 mode1 sim-

u1ation. Output is a time series representing the 1agged, samp1ed, and

stochastic estimates that system managers wou1d receive. Varying the

Qua1ity parameters a110ws generation of a wide range of estimates.

In this section, the abi1ity of the samp1ing component to track a

given input series is examined. The test signa1 is the function h(t) =

2510(2t), whose osci11atory behavior wi11 a11ow the estimation
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properties of the routine to be seen. Function h(t) is fed to the

FORTRAN subroutines SAMPL and VDTDLI and outputs are observed. The

discrete simu1ation interva1 OT is set at .05 and the run duration is

 
4.0 units to a11ow comp1etion of one sinusoida1 cyc1e.

Two distinct information qua1ity vectors are used in the subrou-

:tines, one consistent1y "better" than the other. The vectors are pre-

sented in Tab1e 7.1, with va1ues for samp1ing inteva1 (SAMPT), time 1ag

:(DEL), and measurement standard error (50).

 

Tab1e 7.1. Information Qua1ity Vectors

Used in Samp1ing Component Tracking Test.

  

Good Vector Poor Vector

SAMPT .2 .3

DEL .1 .3

SD .2 .4

 

 

Figure 7.2 pictures the resu1ting true function and samp1ing com-

ponent estimates. The smooth curve A is the true function whi1e curves

B and C represent the good and poor information qua1ity vectors, re—

spective1y. There are four indicators in Figure 7.2 that the samp1ing

component is behaving as desired. The fact that output va1ues for a

given curve are in sma11 horizonta11y equa1 groups represents the

samp1e-and-ho1d estimation property. The output is actua11y a step

function. The different group Iength between curves B and C indicates

the changed samp1ing interva1; the group 1ength and samp1ing interva1

for curve C are one and one-ha1f times those of curve B.
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Curves B and C are drawn through the midpoints of the output steps

to provide a fee1ing for the shape of the estimated curve. Note that

curve C is genera11y to the right of curve B, ref1ecting the difference

in de1ay parameters. And curve C is a more distorted version of the

true function than is B, tending to f1atten out the true osci11ations.

This is caused by the 1arger measurement error at each step.

This graphica1 test has shown that the samp1ing component repre-

sented by routines SAMPL and VDTDLI behaves as desired.

Crisis Leve1 Variation
 

The crisis 1eve1 and the extent of outside aid are probab1y the

two most important exogenous factors impinging on a famine re1ief sys-

tem. The outside aid prob1em has been examined e1sewhere (38). The

current mode1 assumes that no internationa1 aid is avai1ab1e. The cri-

sis 1eve1 can be measured as the expected shortfa11 of food. Crisis

1eve1 affects the size and often the structure of the reIief system.

It wi11 aiso determine the magnitude of many information qua1ity po1icy

parameters, the rates at which re1ief operations take p1ace. Thus, the

expected crisis 1eve1 must be accounted for in 1ater Optimization work.

The surviva1 mode1 provides a simp1e means of determining crisis

1eve1. Events before the start of simu1ation are ignored; the initia1

conditions describe the setting. In particu1ar, the initia1 va1ue of

rura1 private storage (RSTOR(O)) corresponds to crisis 1eve1. It is

assumed that an emergency has not been dec1ared before the simu1ation

start. The market, the government, and the citizens are operating nor-

ma11y unti1 that time. The rura1 c1ass is the 1argest sing1e ho1der of

grain stocks, and it is this storage amount that is critica1. Initia1
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government storage 1eve1s are a1so very important,'but are 1eft con-

stant in this study.

A11 of the previous mode1 resu1ts and testing have been done with

an initia1 RSTOR equa1 to 2.0 mi11ion metric tons of grain, a medium

1eve1 crisis for the hypothetica1 country.

The purpose of this section is to show that initia1 rura1 private

storage can be used as a proxy for crisis 1eve1. This is done by con-

ducting surviva1 mode1 simu1ations with severa1 different initia1 RSTOR

va1ues and observing the resu1ts.

Figure 7.3 contains graphs of tota1 deaths (TDETH) as functions of

initia1 RSTOR 1eve1. Information qua1ity is assumed to be perfect. The

price contro1 curve A indicates expected fata1ity totais with 1itt1e

government intervention beyond norma1 price contro1 po1icies. The

curve B shows the resu1ts of active government acquisitions, sa1es, and

emergency aid programs. The graphs indicate that deaths increase dra-

matica11y as the 1eve1 of avai1ab1e food decreases. Note a1so that the

equa1ization programs consistent1y perform better than the price con-

tro1 po1icy.

A second va1idation test is avai1ab1e for the use of initia1 RSTOR

as crisis 1eve1 proxy. It was mentioned earIier that crisis 1eve1 wi11

have a substantia1 impact on po1icy parameters. The equa1ization po1i-

cies are designed to minimize deaths and nutritiona1 debt by spreading

food equa11y across the demographic c1asses. Each of the simu1ation

runs made to produce curve B of Figure 7.3 emp1oyed a p01icy parameter

set 32.0 that has been found to be very good for runs with RSTOR(O) at

the 2.0 mi11ion 1eve1. Percentage deaths by c1ass (PERCDJ) indicate
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that changing the initia1 RSTOR va1ue great1y affects the abi1ity of

32.0 to fair1y distribute grain.

Figure 7.4 charts percentage deaths versus initia1 RSTOR for three

of the four popu1ation groups. Note that the percentages are c1osest to

equa1ity at the initia1 storage 1eve1 where 32.0 was derived. Increased

RSTOR(O) causes deaths to fa11 dramatica11y, with the urban poor c1asses

suffering s1ight1y higher fata1ities. The rura1 c1ass is most affected

when RSTOR(O) fa11s. The rich c1ass is a1ways re1ative1y we11 off.

The curves in Figure 7.4 revea1 two interesting facts about the

mode1. First, RSTOR(O) inf1uences the "Optima1” magnitude of po1icy

parameters. A needed assumption here is that po1icy parameters can af-

fect the equa1ization of percentage deaths by c1ass. The second obser-

vation is that c1ass differences are as expected over a wide range of

initia1 conditions. The rich are 1east affected by the food crisis.

The rura1 group and poor urbans are most dependent on the size of gov-

ernment po1icy parameters. It appears that the 1arge death tota1 in

the rura1 c1ass for RSTOR(O) = 1.0 mi11ion is a resu1t of acquisition

rates intended for use at the 2.0 mi11ion 1eve1 of RSTOR(O). The para-

meters used are too stiff for the case of decreased food avai1abi1ity.

Varying RSTOR(O) affects tota1 deaths and the c1ass fata1ity dis—

tribution in a manner expected of a crisis 1eve1. Thus, initia1 rura1

private storage is used in 1ater work as a proxy for crisis 1eve1.

Simu1ation Interva1 DT
 

The 1ast item to be discussed in this chapter is the mathematica1

approximation process of a discrete, dynamic simu1ation. Each of the

equations used in the mode1 is on1y an approximation of a rea1 wor1d
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'ocess. Further error is introduced when numerica1 so1utions to the

1eoretica1 equations, most of which invo1ve continuous non-1inear

Inctions, are ca1cu1ated in a discrete computer mode1.

A common computation in the mode1 is numerica1 integration using

he Eu1er technique. The theoretica1 integration form given in Equation

.2 has been used many times in ear1ier chapters. The Eu1er numerica1

;o1ution for Equation 7.2 consists of the approximation in Equation 7.3

vhich ca1cu1ates successive va1ues as the simu1ation advances through

time.

LEVEL(t) = )3 RATE(S) ds (7.2)

LEVEL(T+DT) = LEVEL(T) + 0T * RATE(T) (7.3)

Where:

LEVEL = variab1e resu1ting from integration

RATE = integrand variab1e

O,t = 1imits of integration

5 = dummy integrand variab1e

T = time in computer simu1ation

DT = discrete time interva1.

Theoretica11y, the integration in Equation 7.2 is the 1imiting ca1-

cu1ation of Equation 7.3 as OT approaches zero. This wou1d imp1y that

the numerica1 approximation error in simu1ating integrations shou1d de-

crease with DT. The distributed de1ay described in Equation 2.18 is

another numerica1 ca1cu1ation whose error decreases with DT. So a11

e1se being equa1, mode1 outputs shou1d approach 1imiting va1ues as the

mode1 is run with sma11er and sma11er DT. This is, in fact, the case
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;h the current mode1, as outputs approach 1imits for DT near .00025

ears).

For numerica1 accuracy, a sma11 DT va1ue is desired. But sma11er

intervaTS aiso cause increased computer time and increased costs.

a tradeoff must be made. Genera11y, the soTution is to choose the

.rgest DT that provides acceptab1e accuracy. The cost consideration

; quite important in the current methodoTogy since many mode1 runs

111 be required 1ater for sensitivity tests and optimization work.

.The numerica1 resu1ts of simu1ations with OT equa1 .00025 and

002 are compared in Figures 7.5 and 7.6. Tota1 death (TDETH) ca1cu1a-

ions are graphed in Figure 7.5 and tota1 nutritiona1 debt (TNUTD) is

raphed in Figure 7.6. These two variab1es ref1ect the numerica1 f1uc-

;uations of most other mode1 variab1es and are the variab1es by which

system performance wi11 be judged.

The curve shapes are essentia11y the same for both 01 va1ues.

ote that the error in Figure 7.5 using 01 = .002 increases as time

dvances. This is typica1 of numerica1 integration resu1ts, since

ar1ier errors are compounded. The curves for tota1 nutritiona1 debt

re quite c10$e throughout the simu1ation.

An increase of DT to .004 causes some unacceptab1e numerica1 prob—

1ems, particu1ar1y with the re1ationship between nutritiona1 1eve1 and

death rate. Thus, 01 equa1 to .002 has been used for a11 simu1ation

work.

Summary

The va1idation process described in this chapter is a set of tests

to determine whether the current computer mode1 behaves sensibTy. The
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1ack Of hard data means that a statistica1 fit with rea1 wor1d experi-

ences is not possib1e. Thus, the judgments made here are based on in—

tuition and background knwo1edge of the prob1em. The mode1 is now

ready for the Optimization work of Part II.



 

PART II

OPTIMIZATION APPLICATION

CHAPTER VIII

OPTIMIZATION PRELIMINARIES

,One Of the biggest prob1ems in simu1ation and Optimization work is

having to dea1 with numerous independent, interacting variab1es. The

number Of variab1es is an important consideration; norma11y, the experi-

menta1 1oad increases at 1east as the square Of the number of variab1es.

The size of the Observation space is 6150 crucia1. The tighter the

1imits p1aced on parameters under study, the more 1ike1y it is that one

finds an accurate response surface. Not on1y does Optimization become

more difficuTt as the parameter space increases, but computer costs in-

crease and reTiabiTity Often decreases.

The advantage Of inc1uding many parameters in Optimization work

comes from the use Of the most genera1 mode1 avai1ab1e. The mistake Of

ignoring important variab1e interactions is more 1ike1y when parameter

size is 1imited. But it is not a1ways possib1e or wise to use every

r and variab1e in the Optimization phase. A very good

decision paramete

question to be answered is which variab1es shou1d be inc1uded to cap-

ture the most crucia1 aspects Of the decision process. In other words,

'Which parameters have the most effect on system performance?
The

tradeoff is obvious. By sacrificing some Of the accuracy present in
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the most genera1 mode1 simu1ations, a more manageab1e prob1em is ob—

tained. Difficu1ty, time, and cost savings are traded for generaTity

and accuracy.

The mathematica1 formu1ation for the Optimization prob1em is re-

peated here as Equation 8.1. In this case minimization of the Observa-

tion Space wou1d imp1y two things. First, the dimension Of the com-

bined vector (XJP) shou1d be as sma11 as possib1e. And second, the

ranges between vectors £1 and E2 and between _D_1 and 02 shou1d a1so be

minima1.

Minimize 503.3) (8.1)

subject to G(_)(_) _<_ C

941i XLi 22

< <

54" Ef‘ £2

where:

_F = system performance vector( =totaI deaths,

TDETH; F2=-tota1 nutritiona1Fdebt, TNUTD)

G = cost function (monetary units)

1, = information qua1ity vector (samp1ing fre—

quency, measurement error, time 1ag)

E_ = po1icy parameter vector (rates and triggers)

parameter constraints

r
)

1
?
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V
I

k
c
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1
?
n

u
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J

I
§
1

I
I

I
I

budgetary constraint.

One of the Objectives of this chapter is to discuss means Of mini-

mizing the Observation space needed in the next chapter. The informa-

tion quaIity vector 5_has been Timited and we11~defined in Chapters V

and VI. It is given in Tab1e 8.3. Thus, the pOIicy parameter set_P

wi11 be the focus here. In exp1oring methods for identifying sensitive
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5_and E_parameters, it is hoped that some understanding wi11 fo11ow Of

the re1ative overa11 importance of po1icies. information qua1ity, and

crisis 1eve1. These pre1iminaries shou1d shed some 1ight on difficuT-

ties and expediencies to be encountered 1ater.

The next section gives a more detai1ed introduction to the para-

meter Iimitation prob1em. F011owing that are sections discussing a

straightforward "sensitivity test" sqution and a computer search a1-

gorithm. The 1ast section presents a summary and conc1usions. From

hindsight it is c1ear that an a1gorithm is the quickest way to Obtain

usefu1 resu1ts. The sensitivity test section is inc1uded mainTy to i1-

1ustrate the comp1exities that abound when a nice aTgorithm is unavai1«

ab1e and to indicate possib1e a1ternative anaTysis tOOTS in such a case.

Sensitivity Test Design
 

Let us now turn to the matter Of se1ecting the most ”sensitive”

po1icy parameters. Reca11 the overa11 goa1 of this dissertation: de-

sign Of an information system for famine re1ief. Thus, the prob1em

formu1ation Of Equation 8.1 imp11cit1y assumes that the £_vector wiTI

contain on1y parameters re1ated to the information system.

The Objective function 5_is sensitive to changes in the po1icy

parameters. This was demonstrated in Chapter IV. It is a1so true that

some po1icy parameters are "sensitive” to changes in information quaIi~

ty. That is, when working with va1ues OfIK and E that produce ”opti-

ma1“ F resu1ts, a change in the 5_vector Often 1eads to a corresponding

change in the P_vector to restore an “optima1” condition at the new_§

vector. A concrete examp1e is usefu1. Suppose that Equation 8.1 has

been so1ved with vectors 59 and 39. Then, suppose that information
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system resources are reduced, causing a genera1 decrease in information

qua1ity. Simu1ati0n resu1ts show that the emergency transportation

rate shou1d be increased to partia11y Offset the use of poorer data.

Evident1y maintaining urban stores at a certain 1eve1 is very desirab1e,

but fau1ty reports on the nutritiona1 standing of the urban popu1ation

can a11ow storage to fa11 dangerousTy. Increased transport vo1umes

serve as an insurance against 10w grain 1eve1s. We are searching for

such E_variab1es, those that change Optima1 va1ue with information

quaTity 5.

PO1icy Parameters

Tab1e 8.1 contains a set Of fifteen po1icy parameters from Chap—

ters II, III, and IV. A description, the units Of measure, and the

specific equation numbers are given to he1p identify the parameters

which were chosen from the po1icy ru1es and transport and storage

equations.

Severa1 Of the Tab1e 8.1 variab1es can be e1iminated immediate1y.

Urban private storage was shown in Chapter IV to be an unnecessary data

item. Therefore, the contro1 parameter C634 is de1eted. The norma1

transport rate C01 can be ignored since a crisis transport parameter

C025 has been inc1uded in Tab1e 8.1. Note that C625 and CG1 both ap-

pear in Equation 4.5; examination of that equation shows that the for-

mer “covers for” the Tatter.

The use of C025 a1so partia11y exp1ains the de1etion of the de-

sired government storage 1eve1$ GSUD and GSRD. The transport parameter

serves as a proxy in the decision ru1e of Equation 4.5.

 



NAME

CGl

C021

0024

0025

C027

0030

0032

0034

C035

0036

C045

CG81

GDE

GSRD

GSUD
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Tab1e 8.1 Origina1 PO1icy Parameter List

DESCRIPTION

Norma] transport rate,

urban-tO-rura1

Emergency trigger for dec1aration

of famine

Consumption controI, emergency

food equation

Crisis transport increase parameter

Nutritiona1 debt contro1,

emergency food equation

Rura1 private storage contrOT,

acquisitions equation

Nutritiona1 debt contro1,

sa1es equation

Urban private storage controT,

emergency food equation

Consumption contro1, acquisition

equation

Nutritiona1 debt contro1,

acquisition equation

Rura1 private storage contro1,

ear1y acquisitions

Average nutritiona1 avaiIabi1ity

controT

Consumption contrOI, sa1es equation

Desired government rura1 storage

Desired government urban storage

 

11.1111;

year”1

MT/person

year’1

none

year"1

year-1

year-1

year—1

year—1

year-1

year-1

none

year"l

MT

MT

EQUATION

2.10, 4.5

see 2.11

form in 3.8

4.5

2.15

2.13, 3.8

2.14

2.15

3.8

2.13, 3.8

4.3

4.13

form in 3.8

2.10, 4.5,

5.8
’ 3

4.5, 5.8
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A simp1ified exp1anation of Equation 4.5 is that no emergency

transport is a11owed if GSUD is too 10w Or if GSRO is too high. Simu-

1ation resu1ts tend to concur that maximizing GSUD and minimizing GSRD

are good choices. Actua11y, system performance is not appreciabTy af-

fected by wide variation in the va1ue Of either storage 1eve1 setting.

The initia1 rura1 storage 1eve1 chosen to represent a medium cri-

sis obviates the use of the emergency trigger C021. The famine is se-

vere enough that some positive 1eve1 Of nutritiona1 debt is to be ex-

pected throughout the one year simu1ation cyc1e. The on1y deviation

Occurs when severa1 mi11ion pe0p1e die quick1y, a11owing the remaining

food to be spread among fewer survivors. But this is c1ear1y non—

optima1 according to the primary Objective of minimizing deaths. It

shou1d be noted that 0021 is de1eted here because Of the crisis set-

ting for thi§_experiment. Norma11y, a good va1ue of €021 wi11 be Of

primary interest to p1anners.

The fina1 parameter to be de1eted is perhaps the most interesting.

0081 was intended as a contrOT on the target nutritiona1 debt 1eve1.

It was fe1t that a fina1 contro1 on that comp1icated ca1cu1ation may

he1p to compensate for measurement errors, But a11 pre1iminary test-

ing under varying conditions demonstrated that deviation of C081 from

a unit va1ue in either direction cou1d on1y worsen the resu1ts of the

famine. It may be that such a contrOT is usefu1 on1y if it can vary

with time or under different crisis conditions. C081 is exc1uded from

consideration here because it showed 1itt1e inc1ination toward varying

from one under any information quaIity setting. Further examination

of this area is recommended but is not pursued here.
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Severa1 reasons have been given for parameter e1imination. C034

shou1d actua11y have never made the initia1 1ist, because it no 1onger

is part Of the pOTicy structure. Any contribution from C01 or the

storage 1eve1 parameters cou1d be covered by the inc1uded variab1e C025.

The storage 1eve1s as we11 as C081 are eTiminated because they had

1itt1e effect on performance. C021 (and the storage 1eve1s) are exc1ud—

ed because the simu1ated famine mi1ieu renders them inconsequentia1.

An understanding Of the mode1 and fami1iarity with simu1ation resu1ts

1ead to confident conc1usions about the worth (or non-worth) Of severa1

variab1es without rigorous testing.

Mode1 testing and simu1ation resu1ts were mentioned as one of the

criteria for e1iminating six of the origina1 fifteen pOTicy parameters.

This testing a1so serves as a powerfu1 tOOT for determining reasonab1e

1imits on the size or range Of the remaining parameters. Note a1so

that assigned units he1p in setting 1imits. In genera1 a rate unit

(such as year‘1) cannot be negative. A rate's inverse represents the

amount of time expected to pass unti1 the estimated and target contr01

va1ues are equa1, if a11 e1se remains the same.

For examp1e, nutritiona1 debt contro1s C027, C032, and C036 a11

have rate units (year'I). This can be interpreted to mean that for a

contr01 setting Of C, the gap between measured nutritiona1 debt shou1d

be C10$ed in 1/C years. Thus, a va1ue Of any Of these parameters

greater than twenty-five wou1d Tose its practica1 va1ue, because nutri-

tiona1 debt changes take Ionger than one twenty-fifth year (two weeks)

to accomp1ish.

Logic dictates an initia1 range of acceptab1e parameter va1ues.

Numerous simu1ation runs at varying parameter 1eve1s he1p to further
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1imit known usefu1 ranges. It shou1d be noted that the equations in

Chapters II and III, particu1ar1y 2.13-2.15, were constructed to pro-

duce contr01 parameters with some practica1 interpretation. This is an

exce11ent mode1ing practice.

By f011owing the above Togica1 and experimenta1 approach, 1imits

were derived for each Of the remaining nine pOTicy parameters. These

va1ues wi11 be used in the next three sections and are given in Tab1e

8.2. Descriptions and units are repeated from TabTe 8.1.

Test*MethOds
 

The methods to be used to determine the sensitivity of the nine

po1icy parameters are simi1ar to those outTined in the first section Of

Chapter IV. Three information qua1ity vectors are chosen, representing

c1airvoyant, good, and poor data va1ues. At each fixed 4k’ a study is

done on the po1icy parameters E, Study resu1ts are compared across the

fik's to determine which E_varia01es change with 5, Those that vary

wi11 be inc1uded in Chapter IX research. Others wi11 be assigned a

va1ue CTOse to their demonstrated ”best” va1ues. The 4k are disp1ayed

in Tab1e 8.3. Again, descriptions, units, and equation numbers are

provided.

Severa1 factors must be inc1uded in the test design to a110w a

fair Observation of each po1icy parameter's worth. First, the famine

crisis 1eve1 must be accounted for. Reca11 the discussion in Chapter

VII concerning the use of the initia1 rura1 private storage 1eve1

(RSTOR(t=O)) as a proxy for crisis 1eve1. Second, the §_vectors as de-

fined in Tab1e 8.3 wi11 introduce a stochastic nature to mode1 resu1ts.

Statistica1, Monte CarTO methods wi11 be needed to assess the
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LOWER UPPER

were DEsCBIPIIpv 11.1.1118 p.011 1.11111

€825 11122521031219. 1-0 5-0

C032 Ngtgltlgflgligfibt contr01 year-1 0.0 12.0

22:1;

GDE Consumption contro1, year'] 0.0 0.]

sa1es equation

Tab1e 8:2
‘fiw‘
 

 

PoIicy Parameters to Be Used in Sensitivity Testing
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Vsignificance and credibiTity Of test resu1ts. The third factor to be

considered is the mu1tip1e response nature of the Objective function F.

1 Two distinct test procedures wi11 be described in this chapter.

‘The first is a standard sensitivity test, where each po1icy parameter

Pj is a110wed to vary separate1y. and changes in F are observed. The

second invo1ves an optimization a1gorithm w111 a11 parameters varying

at once. The hand1ing of crisis 1eve1 and mu1tip1e responses is dif—

_ferent for each test and wi11 be exp1ained in the respective sections.

Randomness has the same imp1ementation in both tests and wi11 be de-

iscribed here.

‘ The stochastic nature of the mode1 is introduced when 5 parameters

1 SDND, SDRC, or SDRS are non—zero (see Tab18 8.3). Equations 3.10 pro—

vide an a1gorithm for sequentia1 computation of the average and stan—

dard deviation for a string of samp1es.

An important variab1e to monitor when conducting Monte Car1o simu~

1ation experiments is the number of individua1 mode1 runs used to com-

pute statistics. MONRUN wiT1 be used for this purpose in the rest Of

the dissertation. Acceptab1e va1ues for MONRUN are needed to a110w

significant resu1ts for good and poor 5_vectors. Note that with a

c1airvoyant 5, no randomness is introduced and MONRUN equa1 one wi11

suffice. (A good check on the mode1 imp1ementation Of Equations 3.9

is to set MONRUN greater than one in a non—random situation. The stan-

dard deviations shou1d a1ways be zero).

A short test was conducted to determine 1ike1y MONRUN 1eve1s.

Since Equations 3.9 provide statistics after each mode1 run, MONRUN was

set to ten and resu1ts were monitored for each run. The test was per—

formed for both good and poor 1, Statistica1 resu1ts are given in
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Tab1e 8.4. Tota1 deaths (TDETH) and tota1 nutritiona1 debt (TNUTD)

are computed and averaged over the ten mode1 runs. In this test, the

change in standard deviation over the course of the runs is an impor-

tant statistic. A1so note the percent standard deviation co1umn. Note

that for TDETH, the standard deviation stays in a fair1y narrow band

for both the "good” and ”poor” information cases. The deviation de-

creases with MONRUN in the “good” case, but osci11ates in the ”poor”

case. This wou1d indicate the use of a higher MONRUN for poor 5_than

good y, which wou1d be a Togica1 assumption. It appears that a fair1y

sma11 MONRUN va1ue can be used without undue statistica1 error. Due

primari1y to research budget considerations, MONRUN equa1 to two, three

or four wi11 be used in the remaining chapters.

Nutritiona1 debt statistics are much 1ess promising. The average

figure and the standard deviation both take 1arge jumps on severa1 oc-

casions, reveaIing mode1 runs where nutritiona1 debt ca1cu1ations vary

c0nsiderab1y from any norm. Note especia11y the sixth and ninth runs

for ”good” X and the fourth run for "poor” 3. This indicates that

TNUTD is not as good an objective va1ue as TDETH, because of its sta-

tistica1 1imitations.

Standard Sensitivity Tests 

Standard one—variabTe-at-a—time sensitivity testing invo1ves the

study of the effect on system performance caused by a change in the one

variab1e. Comparison of performance effects across severa1 variab1es

a110ws one to determine the sensitive parameters, those that cause the

1argest change in performance.
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Tab1e 8.4 Averages and Standard Deviations of Objective

Va1ues for Good and Poor Information QuaIity Stochastic Testing

2
.

I
M
o
n
r
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n

10

”GOOD” A

Tota1 Deaths

(Mi11ions)

(S.D.)

1% S.D.)

3.065

(0.0)

3.175

(.155)

(.05)
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165)

05)

A
A
“
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0

n
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A
A
“
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A
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A
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Tota1
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Debt
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(S D

1% 8.13.)

38.83

(0.0)

37.27

(2.21)

(.06)

35.91

(2.83)

(.08)

36.44

(2.54)

(.07)

37.26

(2.87)

(.08)

Tota1 Deaths

(Mi1Tions)

S D )( . .

(% S.D.)

”POOR” X

“3

3.720

(0.0)

“
A
“

A
A
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—
x
/
x
w
A
A
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A
A
.
>

A
A
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4.026

(:11)

433)

4.075

(:08)

318)

.922

.401)

10)

.983

373)

O9)

963

337)

.09)

976

.309)

08)

.958

.290)

.290)

092

484)

12)

.077

458)

.11)
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Tota1
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The most va1id use Of standard sensitivity testing wou1d start

ith definitions of an appropriate Objective function based on E. Then

for the information qua1ity vectors XJ, X2, and X3, best po1icy vectors

P?, 33, and £3 wou1d be determined. Differences in the optima1 po1icy

vectors wou1d indicate sensitive pOTicy parameters. UnfortunateTy,

finding £3 is a very difficuIt task when using one—at-a—time sensitivity

tests. An a1ternate approach is suggested. Since the goa1 is not to

find Optima1 Efs but, rather, to find sensitive P_parameters, the di-

rection Of change in system performance wi11 be used as a sensitivity

indicator. A note of caution is issued; the fo110wing formu1ation does

not a1ways 1ead to we11—defined resu1ts.

The procedure f011owed here was a mu1ti—stage ana1ysis using a

comp1icated but 1imited series Of mode1 runs and avoiding the use Of

an Optimization a1gorithm. Previous testing of the mode1 had produced

a set of parameters E_that provided a good system performance when

combined with the c1airvoyant vector X4. Using this set as a starting

point and keeping XJ fixed, a manua1 gradient search technique was

emp1oyed to identify a “best“ pOTicy vector PR. (The definition Of

”bestIl wi11 be discussed short1y.) The search invo1ved varying each

parameter a short distance from its base va1ue and examining the per—

formance resu1ts. When performance improved, the better parameter

va1ue was substituted to create a new base vector. In this manner the

base vector produced better and better resu1ts and hopefu11y ap-

proached 33.

Once a satisfactory E? was determined, a second set of tests were

conducted at the different information quaTity 1eve1s and at varying

crisis 1eve1s. F(X
'19

P?) serves as a base performance for the
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c1airvoyant 51 and crisis 1eve1 RSTOR(O). Each poTicy parameter Pj was

varied a set amount to determine the magnitude and direction Of change

in system performance.

New base performance 1eve1s were formed at different X_and

RSTOR(O) va1ues. Specifica11y, E(X2,E$) and E(X_,E§) were ca1cu1ated

at RSTOR(O), representing changed information qua1ity. A1so,

51.x.1

crisis 1eve1s RSTOR(O)+ and RSTOR(O)’ respective1y. Once base va1ues

, E§)+ and E(X_, Pfi)’ were computed at increased and decreased

were estainshed, each Pj was again varied a set amount and perfor-

mance changes noted.

The rationaIe for this test is that the direction Of performance

1 change with varying Pj may be significant when viewed across X_and

RSTOR(O) va1ues. The magnitude Of change may or may not be important,

depending upon the Objective function used. It shou1d be noted that

the sensitivity disp1ayed by the P- is not exact1y sensitivity to changes
3

in X, since the base vector P? is used throughout.

Performance Function

Let us examine the Objective function used in the above ca1cu1a-

tions. Reca11 that Equation 8.1 presents a mu1tip1e response prob1em.

A method must be devised to determine when a given system performance

is better or worse than or equa1 to a second performance.

The resu1ts recorded in Tab1e 8.4 indicate that of the two system

performance variab1es being used, the number Of deaths (TDETH) is much

more re1iab1e than tota1 nutritiona1 debt (TNUTD).

Thus, a weighted average performance change wi11 be ca1cu1ated in

order to p1ace more Of the decision burden on TDETH. One number is
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obtained as a measure Of system performance. It wi11 be 1abe1ed

STYNUM.

Equations 8.2 define the weighting function to be used. Note that

STYNUMjk represents a weighted percentage change in f_caused by a

change in Pj, at base vector k. Hence, STYNUM is dimension1ess. Here,

k represents one Of the five base options discussed ear1ier (E(XJ,E§),

E(X2,P?), etc.). At each base, an idea of the degree of sensitivity of

£_to each of the Pj's is Obtained. The order of ca1cu1ations is c1ear.

Each base 1eve1 TDBASk and TNBASk, as we11 as w] and ”2’ must be deter-

mined before any sensitivity tests are made. Then a performance sensi-

tivity number is ca1cu1ated for each parameter and base Option.

* (TDETij - TDBASk)

STYNUM- = w
Jk 1 TDBASk

+w2*

(8.2a)

(TNUTDjk — TNBASk)

TNBASk

wi + w, = 1 (8.25)

where:

STYNUM = system performance sensitivity number (dimension1ess)

TDETH = tota1 deaths (persons)

TDBAS = base 1eve1 Of deaths (persons)

TNUTD = tota1 nutritiona1 debt (MT)

TNBAS = base 1eve1 nutritiona1 debt (MT)

j = index on po1icy parameters

k index on base ca1cu1ations

w], w2 = weighting constants.



 

Note that no absqute va1ues are used in Equations 8.2 in order to

distinguish positive and negative STYNUM. This is potentia11y impor—

tant when comparing STYNUM across X_vectors. Besides sign changes, the

size of STYNUM and the size and variance of TDETH and TNUTD may be im—

portant decision factors.

One further point shou1d be mentioned. The difference in sizes

of the individua1 Pj's must be taken into account when comparing

STYNUMj va1ues. The increment in Pj for sensitivity testing is defined

according1y. Equation 8.3 shows that the range Of acceptabTe va1ues

(from Tab1e 8.2) provides the desired standard. Each paramater varies

proportionater with its size.  
Pj,test = Pj,base if :1 * (Pj,max ' Pj.min) (8'3)

where:

Pj,test = incrementa1 variation of P

Pj,base = member of base vector

Pj,max = maximum range 1imit

Pj,min = minimum range 1imit

j = index on E,

Initia1 Optimization Vector

The pOTicy parameter va1ues P are the same for each base.
j,base

They'comprisethe ER vector and are given in Tab1e 8.5. As described

above, one-at—a-time sensitivity tests were conducted, starting with a

satisfactory E_vector obtained from ear1ier work. Equations 8.2 pro—

vided the performance measure, with TDBAS and TNBAS being reca1cu1ated

each time E_changed. The weights w1 and w2 were assigned va1ues .75
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Tab1e 8.5 PO1icy Parameter Vector

£1 and Pre1iminary Sensitivity Test Resu1ts

10% TDETH* TDETH*

Of PO TNUTDi TNUTDi

Name M12. ng_ Range —j STYNUM+ STYNUM +

1.877 1.790

C024 0.0 15.0 1.5 14.0 102.0 98.1

.076 .028

1.795 1.795

C025 1.0 5.0 0.4 3.9 105.4 101.1

.051 .039

1.795 1.80

C027 0.0 25.0 2.5 18.0 95.9 106.0

.025 .052

1.814 1.827

C030 0.0 15.0 1.5 5.5 89.7 99.5

.015 .044

1.82 1.771

C032 0.0 12.0 1.2 5.0 92.2 94.9

.023 .011

1.796 1.794

C035 0.0 0.1 .01 .01 102.0 102.0

.042 .041

1.851 1.810

C036 0.0 8.0 2.0 0.8 79.3 108.0

.0005 .064

1.787 1.804

CG45 0.0 1.0 0.1 .65 93.6 87.6

.014 .004

1.793 1.797

GDE 0.0 0.1 .01 .02 96.2 87.2

.024 .0005

Base 0 1.795 1.795

(X4, 31) 87.4 87.4

Figures 0.0 0.0

 

 

 

measured in mi11ion deaths +

10% increase in Pj +

measured in 1000 MT

10% decrease in P.
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and .25 respective1y. These constants were derived from the resu1ts Of

Tab1e 8.4.

The decision to stop the manua1 search for E3 was based on STYNUM

va1ues, using a derivation Of common gradient techniques. Once a11

performance changes were positive, imp1ying worse resu1ts away from the

base vector, the process stopped. Tab1e 8.5 inc1udes the resu1ts Of

the finaT set of sensitivity tests, inc1uding TDETH, TNUTD, and STYNUM.

The tabu1ated TDETH and TNUTD va1ues show that the stopping criteria

insures no test case wi11 be pareto Optima1 to the base va1ues. That

is, both TDETHj and TNUTDj cannot be 1ower than TDBAS and TNBAS, for

any parameter Pj.  
Additiona1 Base Vectors 

E? has been determined. The next step is to compute base va1ues 1

TDBASk and TNBASk for each of the four remaining cases: F(X2,E§),

E(X3,E3), F(XJ,PR)+, f()h,f§)’. The regu1ar1y used va1ue for RSTOR(O)

has been two mi11ion metric tons. This represents an approximate

twenty-two percent shortfa11 in required foodstuffs, a medium 1eve1

crisis. Tests were conducted with ten percent and twenty—five percent

variances in the initia1 storage 1eve1. Resu1ts are recorded in Tab1e

8.6. Note the expected worsened death tota1$ with decreased RSTOR(O)

and poorer information qua1ity. A1so note that performance improves

as food supp1y increases. Nutritiona1 debt figures a1ways act inverse-

1y to death tota1s. One cannot determine from these figures whether

nutritiona1 debt is more inf1uenced by changing X_and RSTOR(O) or by

changing death tota1s. Later tests seem to indicate that a11owing

PO1icy parameters to vary can he1p reduce TNUTD tota1s. The ten
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percent change 1eve1s (2.2 and 1.8 mi11ion MT) were chosen for further

work because they produce resu1ts in the same vicinity as 2.0 mi11ion.

The 1arger band represents too wide a spread; the credibiTity of the

mode1 may become overtaxed.

Observations
 

The above approach has severa1 appea1ing characteristics when no

optimization a1gorithm is avai1ab1e. On1y one manua1 Optimization step

is needed, inStead Of the three suggested ear1ier. And the sing1e Op-

timiZation takes p1ace at the c1airvoyant vector X4, where the 1ack Of

randomness a110ws use of MONRUN equa1 to one. So stochastic error and

the number of simu1ation runs required are both reduced dramatica11y.

Once the optimization determination is made, the exact number Of

further required mode1 runs is known. This a110ws p1anning for compu-

ter expense requirements. The number Of runs needed is computed in

Equation 8.4. The ”2" stands for positive and negative parameter in«

crements; the rest is se1f—exp1anatory.

Mode1 use for identifying 33 can be estimated. Each cyc1e Of

tests requires two runs for each parameter p1us one base run. The base

run can be e1iminated if the best resu1t from the previous cyc1e is

used. In the current examp1e, seven test sets were required before

Tab1e 8.5 was Obtained. Thus, 7 * 18 = 126 mode1 runs were needed.

When added to the resu1t from Equation 8.4 (m2 = 3, m3 = 4), the over—

a11 tota1 becomes 288.

NRUN=n*2*(m1+m +111 +r) (8.4)

2 3

where:
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NRUN = number of sensitivity test runs after B? found

n = number of £_parameters

m] - MONRUN at X4 (1)

m2 = MONRUN at X2

m3 = MONRUN at X3

MONRUN at RSTOR(O).1

II

A third appea1 here is that the 288 runs shou1d Offer p1entifu1

data about the worth Of poTicy parameters in re1ation to information

qua1ity and crisis 1eve1.

Unfortunater, each Of the above appea1s is f1awed. It is true

that on1y one Optimization is required, but it is near1y impossibTe to

O . . . .
get c1ose to a true "best” va1ue £4, $1nce variab1e 1nteract1ons are

 not taken into account. Further, there is no guarantee that the pro-

cess wi11 converge to a g1Oba1 Optimum. It is a1so true that the num-

ber Of simu1ation runs can be estimated fair1y c1ose1y. But the addi-

tiona1 factor of Operator time must be considered. TO approach a good

E_set quick1y, intuition and an understanding Of the mode1 are inva1u-

ab1e assets. This is most easi1y demonstrated when two separate 13's

indicate directions of better performance but their combination great1y

worsens Objective va1ues. Where does one make the next tests? Opera-

tor expereience is crucia1.

Resu1ts

These f1aws are acceptab1e, especia11y if no a1gorithm is avaiT—

ab1e. But an unacceptabTe fTaw in the approach occurs if resu1ts ob—

tained are so fuzzy and confusing as to be worthTess. Indeed, in this

case, the 1ack Of variab1e interactions, the use Of a nonOptima1 E_at
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X2 and X3 and the presence of a fuzzy Objective va1ue 1ed to inconsis—

tent outcomes. The comp1ete set of STYNUM resu1ts is given in TabIe

8.7, arranged by base option. Note that the c1airvoyant 5151’ E?)

entries match the STYNUM co1umns Of Tab1e 8.5 and the TDBAS and TNDAS

figures tie to those from Tab1e 8.6.

What conc1usions can be drawn? Severa1 decision criteria can be

used. First, examine the direction Of the performance change induced

by each Pj by studying the positive and negative signs on STYNUMj

va1ues. A11 c1airvoyant X~ STYNUMj va1ues are positive. If such a
1

trend continues across X, conc1ude that Pj is not sensitive. Look for 
a trend across X2 and X3 co1umns: positive-negative, negative-positive

switches with p1us and minus increments. Such a match accompanied by a

definite change in magnitude between X2 and X3 wou1d resu1t from a sen—

sitivity to data qua1ity change. SimiTar tests cou1d be made across

RSTOR(O) va1ues. Sensitivity at such points wou1d represent the effect

of crisis 1eve1 on the abi1ity Of Pj to inf1uence performance. Unfor-

tunateTy, no parameters meet either set of criteria. C024, C032, and

C030 are positive at one X vector but mixed or negative at the other.

0036 and 0025 are negative at a11 va1ues, indicating that any change

is an improvement. This wou1d seem to indicate the sensitivity Of

these two parameters. NO parameter is consistent in its positivee

negative a1ignment. For the crisis 1eve1 sensitivity tests, 0024 and

0045 indicate consistent direction of performance improvement. 0036

is positive for reduced RSTOR(O), whi1e 00E is negative for a11 four

quantities, indicating a sensitivity to crisis 1eve1 change.

A second criterion for determining sensitivity wou1d add a magni-

tude quaTification. Exc1ude a11 STYNUM absqute va1ues 1ess than .02
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(representing 1ess than a two percent change in system performance).

Then once again examine the co1umns for patterns. Such a decision ru1e

wou1d say that very sma11 va1ues indicate very 1itt1e sensitivity Of

performance to the particu1ar Pj' The STYNUM entries 1ess than .02 in

Tab1e 8.7 are marked with a ”*” in the upper right corner of the entry.

For information qua1ity variation, 0045 is seen to qua1ify for

sensitivity if its insignificant va1ue is exc1uded. 0032 has on1y pos—

itive va1ues remaining, indicating insensitivity. These judgments

are tempered by the fact that both parameters‘ changes are insignifi-

cant in ha1f the tests.

Crisis 1eve1 variation is more revea1ing when magnitude is con-

sidered. Using the two percent qua1ification 1eve1, parameters 0025,

0045, 0030, 0036, 00E, and 0027 are significant at 1east ha1f the time.

This may indicate that these parameters are not high1y inf1uenced by

crisis 1eve1. 0024 wou1d be judged insensitive, based on significant

va1ues.

Pareto criteria can be app1ied as a secondary consideration. By

examining TDETH and TNUTD figures from which STYNUM was ca1cu1ated,

those Pj which produce c1ear1y better resu1ts compared to the corres-

ponding base are discovered. These are marked ”B“ in the 1ower right  
corner of the tab1e. Parameter GDE presents a paradox in that movement

in either direction improves performance when X2 is used. The case for

0045 sensitivity discussed above is strengthened by the identification

of pareto better movement. One c1ear1y noticeabIe item is that po1icy

parameter changes are more 1ikeTy to cause pareto improvement when crie

sis 1eve1 varies than when information qua1ity varies. Of the Pj
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variants 1isted in Tab1e 8.7, 14/36 produced pareto better resu1ts for

RSTOR(O) changes, as opposed to on1y 4/36 for X2 and X3 changes.

Sti11 other ru1es were considered. The STYNUM figure presents an

average eva1uation of parameter sensitivity over a set Of runs. A

possib1y more te11ing piece of information wou1d be the percentage of

runs that produced simi1ar positive or negative STYNUM resu1ts. Here,

again, very few parameters produced so1id performances. Most STYNUM

averages were indications of majority ru1e.

The 1ast ru1e tried was comp1ete e1imination of TNUTD from Objec-

tive ca1cu1ations. This was done on the grounds that TNUTD varies

wideTy and TDETH wou1d provide a more reTiabTe va1ue. But the data was

no more usefu1 than previous work.

The prob1em here is that we know what STYNUM picture wou1d resu1t

for a particu1ar "nice" type of sensitivity. We do not know what sen—

sitivity type is represented by the “unenice" STYNUM pictures in Tab1e

8.7. Does a positive-negative (or reverse) combination in a coTumn

represent a c1ear case for sensitivity? The avaiTab1e information is

not sufficient for accurate prediction. Any decision criteria wou1d

have to inc1ude outside data sources or qua1ification judgments.

Parameter Choice

Given a11 the above reservations on the qua1ity Of resu1ts here,

no so1id decisions wi11 be made on the E_parameters to be used in

further Optimization work. If abso1ute1y necessary, I wou1d choose

the foTTowing: 0036, 0025, 0045, 0DE, 0024, 0030. My reasoning wou1d

be that 0045, 0036, and 0025 appear tO be most promising, and 0032

appears to be 1east significant. 0024 and 0030 are inc1uded to insure
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representation Of one variab1e of each type and equation in the fina1

1ist.

The prob1em Of confident1y reducing the number of parameters and

their size 1imitations has not been soTved here. A set of parameters

can be guessed at, but the choosing is unreTiab1e and affords 1itt1e

rea1 comparison. NO a11owance is made at a11 for reducing the size of

the observation space. But a few positive resu1ts st111 Obtain from

the sensitivity testing exercise.

The Objective surface F_is seen to be very fuzzy, especia11y where

TNUTD is concerned. P1anning wi11 have to be done to insure that me—

thods used can hand1e variabi1ity. Because TNUTD varies wide1y, it is

worth examining mu1tip1e response methods that reduce to a sing1e Ob—

jective va1ue.

The worth Of a good optimization a1gorithm is c1ear. Re1iab1e

know1edge of the vectors 3?, 33’ and E; wou1d sett1e the sensitivity

question without the drudgery and uncertainty of numerous sensitivity

tests. The routine must be ab1e to hand1e parameter interactions and

crisis 1eve1 changes in addition to the variabi1ity prob1em mentioned

above.

An interesting side prob1em is a1so presented. Resu1ts in Tab1e

8.6 show that a 500,000 MT difference in initia1 storage RSTOR(O) is

rough1y comparab1e to the change in going from best to worst informa-

tion qua1ity. This tonnage represents a twentyefive percent change in

the defined crisis 1eve1 or approximate1y e1even percent Of the tota1

food requirement. So prediction of the extent of a famine is an im-

portant matter. Pre1iminary resu1ts in Tab1e 8.7 indicate that poTicy

parameters may be more ab1e to improve on a poor crisis 1eve1 than on
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apoor information quaTity. A more thorough study of such points wou1d

great1y aid p1anners in resource a11ocation decisions and the use of

spOTicy decisions to inf1uence a famine's effects.

The Comp1ex AIQOrithm
 

This section describes the use Of a computer a1gorithm to soIve

:Equation 8.1. Again the test design ca11s for three fixed information

qua1ity vectors Xk, an estimated "best" 3: for each vector, and a study

rof differences among Efi‘s.

It was noted in previous sections that varying one Pj variabTe at

la time is a sIow, cumbersome and contradictory process. Thus, we are

Tooking for a method that a110ws a11 pOTicy parameters Pj to vary at

the same time, a110ws for constrained parameters, is cheap but accur—

ate, can be interfaced with a computer simu1ation, can hand1e at 1east

nine independent variab1es, can hand1e randomness, and can hand1e the

prob1ems of mu1tip1e responses and crisis 1eve1.

An a1gorithm has been chosen for use in this chapter that shou1d

be ab1e to quick1y and easi1y produce desired resu1ts. The Comp1ex

a1gorithm was deve1oped by Box (8). A discussion and FORTRAN coding

Of the routine are presented by Kuester and Mize (33, Chapter 10). The

Comp1ex method was chosen because it has been used previous1y by the

author, is readi1y avai1ab1e, and is easin adOpted to interface with

simu1ation mode1s. It has the further desirab1e qua1ity that it com-

mon1y converges quick1y to an optimum area a1though it is sTower to

pinpoint exact soTutions. This fits the expected stochastic nature of

the response surface in this prob1em. Monte CarTO techniques can be

used to he1p e1iminate random errors, and crisis 1eve1 variation fits
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nice1y into the Monte CarTO methods. A quick, fair1y accurate soTution

is desired, to determine sensitive parameters and gain an understanding

of the performance surface. The soTution "best” parameter 1eve1$ are

not as important as the determination of sensitivities.

A quick description Of Comp1ex foTTows. REferences to the current

prob1em are interspersed in the commentary.

In the Comp1ex method, a vector of N independent variab1es con-

tains the E_parameters and forms one point in the Observation Space. A

tota1 of K points are se1ected and form a pOTyhedraT comp1ex in N4 space. K must be greater than N. One starting point is specified by

the user; the rest are random1y se1ected within the 1imited defined

~space. This random se1ection norma11y he1ps assure convergence to a

gTObaT Optimum, if one exists.

The specified starting point must satisfy a11 impTicit and exp1iw

cit constraints. The expTicit constraints are the upper and Tower

1imits for the N parameters. ImpTicit constraints are aTgebraic com~

binations of the parameters that must satisfy predetermined conditions.

M is defined as the tota1 number Of constraint sets (upper and Tower

va1ues). Note that in the current case, N equaTS nine. Since X_is

fixed, there are no exp1cit constraints on X and no imp1icit con-

straints on 0(X). Thus, M aTso equa1$ nine. K is chosen equa1 to

twe1ve for a11 test cases here. ATthough a 1arger K imp1ies more com-

putation time, it aTso 1essens the chance that the aTgorithm wi11 be—

come trapped on a ridge or vaTTey of the response contour.

The va1ue Of the Objective function is ca1cu1ated at each starting

point. This is the interface with the simu1ation; the mode1 uses the

starting point's parameters as inputs and produces the Objective
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function va1ue. The aTgorithm proceeds with the de1etion of the worst

point. It is rep1aced by a new point c: times as far from the centroid

Of the remaining points as the distance Of the rejected point from said

centroid. The direction of traveT is on the Tine between the rep1aced

point and the centroid. The centroid ca1cu1ation is given in Equation

8.5, whi1e Equation 8.6 contains the computation Of the new point. A

va1ue Of 1.3 is used for d., as suggested by Kuester and Mize (33).

K

”15“.: 1 * P. . '=1,2,..., 8.5
J TCT 1:21 1,J J N

( )

ifT

P. e = *P.—P. 1d +17. 8.6J(0 W) a (‘3 J10 )) J ( 1

where

Pi = jth member Of centroid Of remaining points

Pi j = jth member Of point i

Pj(01d) = jth member Of rejected point

Pj(new) = jth member of prospective rep1acement point

k = number Of points

N = size Of vector P

i,j = indeces on vector E,

01 _

- ref1ection factor.

The singTe—vaTued Objective function for the new point is computed

by the mode1. If this is sti11 the worst va1ue, the new point is moved

back one-ha1f the distance tO the centroid and tested again. This con—

tinues unti1 the objective function for the new point is better than

one Of the other va1ues, and the cyc1e repeats. One iteration is com-

p1eted.

 



Checks are made at each stage. Each new point must satisfy a11

imp1icit and exp1icit constraints. For expTicit constraint vioTations,

the new point is moved a sma11 distance, 6 , inside the vioTated 1imit.

In the case of imp1icit encroachment, the point is moved one—ha1f the

distance to the centroid and tested again. Note that the centroid it-

se1f wiTT a1ways obey a11 constraints as Tong as a11 origina1 pointsdo.

Covergence is achieved if the objective function at each point

fa11s within Bunits for a consecutive interactions. 8 and a are

important parameters for indicating the degree Of reTiabiTity of the

aTgorithm's outputs: X and E_parameter settings and the objective   va1ue they produce. Reca11 that randomness is introduced in the mode1,

and the modeT computes the performance 1eve1 (Objective va1ue). The

simu1ation is run in a Monte 0ar10 mode, producing an average objective

function va1ue. The parameter MONRUN determines the number of mode1

runs used to compute averaged function va1ues. A11 of the Comp1ex

method parameters (and their empTOyed va1ues) are presented in Tab1e

8.8.

Design Criteria

Severa1 design matters are now discussed before presenting test

resu1ts. These matters inc1ude the Objective function used, the inc1u-

sion of crisis 1eve1 in the optimization, and the se1ection process

for starting points.

Performance Function Substitute-—PERTOT

Work in the previous section suggested that both E reTief goaTS

TDETH and TNUTD vary with poor information qua1ity and that TNUTD

produces especia11y unre1iab1e Objective resu1ts. TO combat this, an
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Tab1e 8.8 Comp1ex Method

Parameters and Leve15 Used For Pre1iminary Testing

PARAMETER

a

Monrun

DESCRIPTION

RefTection factor

Convergence parameter

Convergence parameter

Constraint vioTation correction

Number Of points in comp1ex

Tota1 number Of constraint sets

(upper and Tower Timit)

Number of exp1icit independent

variab1es

Number Of Monte Car1o runs

for each comp1ex point

VALUE USED

IN CHAPTER 8

1.3

.001

5

.0001

12
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objective proxy has been devised, making use of the theoretica1 basis

of nutritiona1 equa1ization across popu1ation c1asses. Reca11 from

ear1ier chapters that four distinct groups are present in the mode1.

The goa1 of the pOTicy strategy is to spread foodstuffs as evenTy as

possib1e across the groups, thereby spreading nutritionaT Tosses. Up

to a point, weight Toss means Towered food requirements, aTTOwing

avai1ab1e food to go further. The proposed objective function budes

on this, trying to equa1ize deaths across a11 c1asses. Since popu1a-

tion totaTS within groups are unequaT, percentage death within a c1ass

wiTT be the key statistic. It is desired to keep tota1 percentage

death 10w and to equa1ize percentages across c1asses. Equations 8.7

present the ca1cu1ations.

PERAVG = 5 * ’g1 PERCD, (8.7a)

1:

4 1
PERTOT = w3*PERAV0 + W4 * 1:](PERCDi—PERAV0)2 (8.7b) ‘

where:

PERCD, = percentage death in c1ass i (after one year)

PERAVG = average percentage death

PERTOT = Objective function va1ue (dimensionTess)

W3,w4 = weights.

Equation 8.7b provides a weighted sum of the average percentage

deaths for 611 groups and the sum Of squared deviations from the av—

erage. The average is inc1uded to keep tota1 deaths 10% and the devi—

ations ca1cu1ation is to provide equaTity among c1asses. The on1y

weight settings used here were with both w3 and W4 equa1 one.
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PERTOT was used at this stage for two reasons. First, some sort

Of singTe-vaTued function was needed by the Comp1ex aTgorithm. TDETH

is a Togica1 choice, but minimizing TDETH causes an unacceptab1e resu1t

TNUTD skyrockets. The equaTization theory provides a possib1e a1ter—

native. The second reason is that this pre1iminary Optimization phase

provides an exce11ent testing ground for compromise Objective functions

such as PERTOT. By examining intermediate aTgorithm resu1ts, one can

determine whether minimization Of PERTOT wi11 1ead to decreased TDETH

with a reasonab1e TNUTD 1eve1. Thus, Comp1ex resu1ts (Tab1e 8.9)

wi11 inc1ude PERTOT, TDETH, and TNUTD va1ues. Reca11 that the goa1

here is not to minimize [, but rather to identify sensitive P_para—

meters. This goa1 can be reached with PERTOT. A bonus is possiOTe if

the sutstitute Objective can serve in Chapter IX as we11.

Crisis Leve1 VariabiTity 

A second design feature is the inc1usion of crisis 1eve1 varia-

biTity. To insure a spread in theastarting va1ues of RSTOR(O), an ex—

pTicit ca1cu1ation is made that ties RSTOR(O) to a set range of va1ues

and to the number of simu1ation runs, MONRUN. For MONRUN equa1 one,

the standard va1ue of RSTOR(O) equa1 two mi11ion metric tons is used.

For MONRUN greater than one, iterative ca1cu1ations increment RSTOR(O)

so that initia1 vaTues range from 1.9 to 2.1 miTTion metric tons.

Equations 8.8 were used.

DIFF = 2 * 105/ (MONRUN-1) (8.8a)

RSTOR(O)O = 2 * 106 — DIFF * (MONRUN+1) (8.8b)

———'—2“—

RSTOR(O)N = RSTOR(O)N_1 + DIFF N=1,2,...MONRUN (8.8C)
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where:

DIFF increment between run va1ues (MT)

MONRUN = number of mode1 runs to be averaged

RSTOR(O) = crisis 1eve1 proxy = initia1 rura1 private storage (MT)

N index on mode1 runs.

SimpTe ca1cu1ations show that for MONRUN equa1 two, the RSTOR(O)

va1ues wiTT be 1.9 and 2.1 miTTion. And for MONRUN equa1 three, the

RSTOR(O) wi11 be 1.9, 2.0, and 2.1 mi11ion for N=1,2,3. Thus, vari—
N

abiTity of crisis 1eve1 is bui1t into the simu1ation averages. Re-

su1ts can now be expressed as expected outcomes for a given information

quaTity and a food shortfa11 in the range Of twenty to twenty—four per-

cent.

ATgorithm Starting Points 

The fina1 design feature to be discussed in the use of starting

points for the aTgorithm. Tab1e 8.2 describes the upper and Tower 1im—

its imposed on the nine 3 parameters examined in these sensitivity

tests. For each of the three X vectors, a starting E_point for Com-

p1ex was picked by taking the midpoint of the a110wab1e range for each

parameter. The tests with c1airvoyant and good X converged quick1y.

Second tests were run with Off—center starting points. These were

chosen by a1ternateTy se1ecting va1ues ha1f—way from the center to the

Upper and Tower Timits of the variab1es. Convergence was achieved

c10se to the first resu1ts.

for the fixed poor X vector, convergence did not occur on the

first Comp1ex run. A second run was made by constricting P 1imits and

using the new midpoint as a start. The intent of the further
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constraint was to Timit the space over which Optimization was conducted.

The new Timits were based on resuTts Of the first run. Again, conver—

gence was not Obtained. In both cases, the aTgorithm bogged down near

a centroid that produced consistent1y bad resu1ts. Evident1y, the

randomness in the mode1 produced a few inaccurate points which unduTy

inf1uenced the centroid. The prob1em was on1y minor, though, since

the range Of va1ues from the best ending vectors is reasonab1y narrow.

 

Optimization Resu1ts 
Tab1e 8.9 presents the resu1ts from the above experiments. The

1 aTgorithm provides detaiTs at each iteration. Thus, the figures in

 Tab1e 8.9 are averages of the best E_vectors over the course Of two

runs at each X_vector. Best refers to minimum PERTOT. In the c1air-

voyant X cases, convergence was so good that on1y an average Of the

two best Pfs and the centroid is given. For good and poor X, the

range Of the best va1ues is 1isted aTOng with the average. The cen—

troti is not inCTUded in poor nyigures. The intent is to provide as

broad a picture Of the true resu1ts as possib1e, so that decisions

reached on pOTicy sensitivity are we11—informed.

POTicy parameter settings and objective resu1ts are given in

Tab1e 8.9. FOTTOwing them is a set of optimization runetime parame~

ters. Iterations refers to aTgorithm iterations. MONRUN is the fa-

miTiar number of Monte 0ar10 simUTation runs averaged for each Objec-

tive function ca1cu1ation. Mode1 runs refers tO the tota1 number of

mode1 simu1ation cycTes made. It is affected by MONRUN and by the

need for ca1cu1ation Of repeated prospective better points at each a1-

gorithm iteration. Time refers to CPU seconds on a ContrOT Data 6500.

And the convergence entry repeats the resu1ts discussed above.
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Tab1e 8.9 Optimization ATgorithm

Resu1ts at Three Different Information QuaTity Vectors

PARAMETER/ CLAIRVOYANT
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4.75

2.69

6.58

6.97

3.33

.057

1.26

.82

2.69

.053

1.76

102.5

87
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GOOD*

X
-2

0.5-1.65

1.15

2.23-4.13

3.01

8.17-11.77

10.03

16.85-23.47

19.84

2.93-4.56

3.57

.024-.049

.039

1.47—1.77

1.65

.46—.835

.69

2.23-4.13

3.01

.053

(.016)

1.92

(.65)

93.5

(22.6)

222

1150

Yes

* = Spread and average Of runs given

PO0R*

43

1.46-2.59

1.92

3.08-3.83

3.41

2.95-5.68

3.97

9.96-17.06

12.80

5.32-7.95

7.04

.057—.074

.061

.87-l.50

1.21

.482-.602

.52

3.08-3.83

3.41

.074

(.016)

2.76

(.64)

92.1

(32.0)
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1200
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Tab1e 8.9 reveaTS severa1 interesting facts about famine re1ief

poTicy parameters. Four parameters vary 1itt1e with information qua1—

ity: consumption controTs GDE and 0035, nutritiona1 debt contr01 0036,

and rura1 private storage contr01 0045. The first three are quite evi—

dent; their spreads either OverTap or are consistent1y CTOse to a

starting va1ue. 0045 was exc1uded from further work because the spread

Of va1ues does not indicate a 1arge change, and parameter 0030 is to be

inc1uded. Note however, that the average figures indicate a pattern;

0045 decreases with information qua1ity. In retrospect, it wou1d have

been a good idea to Took further at this variabTe because the pattern

has a practica1 interpretation. The ear1y acquisition rate (see Equa—

tion 4.3) shou1d be decreased if information quaTity degrades. This

wou1d imp1y that a Tooser contr01 is needed when on1y poor data are

avai1ab1e.

Two parameters provide c1ear indications of good re1ief poTicy.

Crisis—transport-increase parameter 0025 and nutritiona1 debt contr01

0032 show a consistent pattern for deaTing with changes in information

qua1ity. 0025 increases as data qua1ity erodes. This wou1d mean that

the emergency transport between rura1 and urban storage shou1d be

stepped up when information qua1ity is poor. NunericaTTy, the rate

shou1d be increased from three times norma1 with good data to 3.5 with

poor data. Evident1y such an increase wou1d he1p to insure enough urban

storage when the actua1 situation is not we11 known.

As information qua1ity decreases, parameter 0032 increases. 0032

represents the nutritiona1 debt contr01 in the government sa1es equa—

tion. It is intended to he1p provide equaTity between the rich and

poor urban c1asses. The Comp1ex resu1ts indicate that contr01 shou1d



 

be tightened as nutritiona1 status data are 1ess re1iab1e. In ear1ier

mode1 work, such contr01 tightening with poor information often 1ed to

1arge osci11ations in urban c1ass nutritiona1 debt. Poor decisions

made from poor data had poor resu1ts. A Tooser contr01 heTped avoid

such cases by decreasing the impact Of any data. Somethinghas occurred

to a1ter ear1ier resu1ts. Perhaps the other parameters contributing to

govennment sa1es decisions (see Equations 2.14 and minimum sa1es pro—

portion discussion in Chapter 3) have softened the effect of a tight

0032. This is 1eft as an area of further expTOration.

The remaining three variabTes are nutrition contr01 0027, consump-

tion contr01 0024, and storage contr01 0030. Each of these varies

wideTy with X_and so is inc1uded according to the sensitivity defini—

tion exp1ained ear1ier. No exp1ainab1e pattern is discernabTe in the

numerica1 resu1ts noted. In each case the preferred va1ue increases

then decreases with information quaTity or vice—versa. Such a re1a-

tionship wou1d be strange, but possibTe. It is a1so possib1e that the

objective function is insensitive to changes in these parameters, and

they vary for some unknown reason. Another possibiTity is that MONRUN

is too sma11, resuTting in 1arge error terms. 0027 and 0030 have

especia11y 1arge spreads. But they cannot be ru1ed insensitive at

this point and wiTT be inc1uded in further work.

Tab1e 8.10 has been constructed from the above remarks and Tab1e

8.9. Four po1icy parameters are ru1ed insensitive; their fixed va1ues

for further work are given. The remaining five are to be inc1uded in

Chapter IX studies. Note a pTeasant resu1t Of this Optimization ap-

proach. The Timits on parameter va1ues can be reduced from their ori—

gina1 status in Tab1e 8.2. The new constraints foTTow from the best
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Tab1e 8.10A POTicy Parameters

to Be Carried to FinaT Optimization Stage

DESCRIPTION MINIMUM
 

Consumption contr01, emer- 0.0

gency food equation

Crisis transport rate- 2.0

increase parameter

Nutritiona1 debt contr01, 0.0

emergency food equation

Rura1 private storage, 5.0

acquisitions equation

Nutritiona1 debt contr01, 2.0

sa1es equation

Tab1e 8.108 Fixed POTigy Parameter Va1ues
 

 

C035

0036

CG45

GDE

DESCRIPTION
 

Consumption contr01, acquisition

equation

Nutritiona1 debt contr01,

acquisitions equation

Rura1 private storage contr01,

ear1y acquisitions equation

Consumption contr01, sa1es

equation

MAXIMUM

6.0

5.0

12.0

25.0

10.0

VALUE

.05

1.5

.65

.08

 

 



 

va1ue spreads contained in Tab1e 8.9. Since the three X_vectors cover

the range Of possib1e information qua1ity, the spreads p1us sma11 in~

surance margins shou1d span the 1ike1y Optima1 Observation space. This

reduction Of the search space shou1d speed further Optimizations. One

note of caution does come from the Comp1ex process. An extreme1y fuzzy

surface p1aces Timits on the abiTity Of the aTgorithm to converge. In

such cases, constraint reductions wiTT not make estimated resu1ts any

more re1iab1e.

One additiona1 aid provided by Comp1ex that was not extensiveTy

used here is the abi1ity to foTTow the course Of the pOTyhedron formed

by the K—point ”comp1ex." Quantitative data are avai1ab1e at each

iteration, inc1uding new point choice, variabi1ity Of the Objective

va1ue and rejected new points. Study of such data wi11 be used in the

next chapter to determine reTiabiTity Of resu1ts and he1p pinpoint

”best” parameter va1ues.

Conc1usion and Summary
 

Severa1 he1pfu1 resu1ts can be drawn concerning the use of opti-

mization aTgorithms, resu1ts of fuzziness in the mode1, re1ative impor-

tance of poTicy choice and Optimization, and particu1ar poTicy para-

meter settings.

The worth Of a computer aTgorithm is evident. Resu1ts and choices

are much c1earer than with one-at-at-time sensitivity testing. The

amount Of work required is 1ess when a "canned” aTgorithm is avaiTabTe,

and the amount Of computer time required may be sma11er aTso. Here,

the aTgorithm approach required rough1y four times as many mode1 runs,

if pre1iminary work necessary for the standard sensitivity testing is
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exc1uded. PreTiminaries in the standard case wou1d inc1ude setting

tight parameter 1imits and Obtaining a good starting X_vector. Addi-

tiona1 runs wou1d be needed if E_sensitivity questions and Observation

space reduction were to be resoTved through the one—at-a-time varia-

biTity process. Note that guesstimates at the end of the standard sen-

sitivity testing section agree with Tab1e 8.10 on on1y four Of nine

parameters.

The Comp1ex aTgorithm has severa1 desirab1e features. It is easy

to use, a110ws for randomness and constraints, interfaces with the

mode1, and converges to a genera1 area rather quick1y. It a1so pro-

vides data for possib1e reduction Of the range of each tested parameter.

When faced with the prob1em Of nO avai1ab1e a1gorithm, it may be

worthwhiTe in the Tong run to deveTop the necessary code rather than

reTy on manua1 searches. Some form of regression or factoriaT design

wou1d aTso probab1y be better than the technique outTined in this chap-

ter. The on1y rea1 advantage Of using the approach here is that one

becomes very fami1iar with the intricacies of the modeT's being used.

The nature of the performance function surface for X_is fair1y

c1ear. The two Objective va1ues TDETH and TNUTD are fuzzy, especia11y

nutritiona1 debt, TNUTD. Contributing to the variabi1ity in the sur-

faces is the inverse reTationship present between the two Objectives.

This a1so 1eads to the conc1usion thatTDETH cannot be used as a singTe

goa1, since minimization Of tota1 deaths 1eads tO huge, unacceptab1e

1eveTs Of nutritiona1 debt.

The use Of substitute Objective function PERTOT worked we11 here.

PERTOT was defined to take advantage Of the poTicy strategy‘s being used

and succeeded in keeping both TDETH and TNUTD at Tow 1eve1s. Tab1e
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8.9 presents average va1ues for PERTOT, TDETH, and TNUTD over the best

poTicy points at each Of the fixed X vectors.

The resu1ts disp1ayed in Tab1e 8.9 and 8.10 Offer severa1 inter-

esting conc1usions about the re1ationship of poTicy parameters and in-

formation quaTity in the current mode1. Optima1 consumption poTicy

parameters are quite insensitive to information qua1ity change. On1y

0024, the parameter in the emergency food aid equationashows variance

with X, This cou1d indicate that consumption poTicies dO not great1y

affect system performance, or it may be that the effect was oversha-

dowed in these tests by the predominance Of nutritiona1 debt and stor-

age poTicies and data measurement.

Three particu1ar situations are candidates for further study. Re-

su1ts indicate that as information qua1ity is reduced, the foTTowing

poTicy adjustments are heTpfuT: increase the emergency rura1-tO-urban

transport rate, increase the nutritiona1 debt decision contr01 in gov-

ernment sa1es, and decrease the ear1y government acquisitions rate.

It was mentioned in the chapter introduction that poTicy parame-

ters were to be the focus here. This was done because information

quaTity parameters had been set previousTy, in Chapters V and VI. In

genera1, an approach simi1ar to the aTgorithm method in the previous

section cou1d be used to reduce the number of information qua1ity para-

meters tO be used in fina1 optimization work. The prob1em wou1d be to

determine the sensitivity Of the Objective function E-tO the individua1

X_parameters. The insensitive X members cou1d be identified by the

foTTowing process. Fix poTicy parameters E and use Comp1ex, with st

varying at two or three different cost constraint 1eve1s. Reca11 that

0(X) must be used, necessitating imp1icit constraints in Comp1ex. At
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each soTution, simp1e one—at-a-time sensitivity tests wi11 indicate the

_X parameters with TittTe effect on performance, as Tong as a factor is

inc1uded to Offset the difference in parameter sizes.

Summary

The reduction Of the Observation space is a good practica1 goa1 in

any optimization prob1em, especia11y when the number of variab1es is

quite 1arge. A genera1 approach is discussed here, where an examina-

tion of desired Optimization resu1ts 1eads to the identification Of the

particu1ar sensitivities that certain variab1es shou1d possess if they

are to be inc1uded in the Optimization. Sensitivity tests can then be

designed to uncover the desired traits. In the current prob1em, sensi-

tivity to information qua1ity changes ton which poTicy parameters tO

use. Objective function sensitivity to information qua1ity changes

wou1d teTT which information parameters to use.

The advantage of a computer aTgorithm is c1ear1y seen, as resu1ts

and choices are much more re1iab1e than under a one-at-a-time sensiti-

vity test pattern. The Comp1ex aTgorithm with a substitute Objective

based on nutrition equaTization proved to be a usefu1 optimization tOOT.

A discussion Of a possib1e approach in the event Of no avaiTabTe com-

puter aTgorithm showed that resu1ts in such a case are 1arge1y unsatis~

factory.

 



CHAPTER IX

SIMULATION OPTIMIZATION

Much ground has been covered in Chapter VIII. Parameter Timita-

tion pre1iminaries have been comp1eted and the factor vectors X and P_

are chosen. The form and type of the Objective response surface have

been examined. The Optimization prob1em definition has been narrowed.

The simu1ation computer mode1 is ready. The remaining task is to pick

a routine and optimize.

Let us first reexamine the purposes of the p1anned optimization

since they wi11 determine the direction of research. CTearTy, one Of

the main goa1s is tO identify ”best" parameter 1eveTs for X and P_at

severa1 different cost constraints. Not on1y must the parameters be

determined, but the associated chosen information system aTternatives

must be described. And, for each set Of "best” parameters, the ex-

pected performance 1eve1 and the degree Of confidence in resu1ts must

be noted.

As the Optimization proceeds, it is hoped that some understanding

can be gained Of the re1ative importance Of the individua1 information

qua1ity parameters and the system components that the parameters repre-

sent. Such knowTedge wou1d be extreme1y usefu1 in assigning priori-

ties tO resource expenditure when the aTTOcation for the information

system is Timited. SimiTarTy, the re1ative importance Of‘E poTicy

parameters shou1d be studied, as we11 as the re1ationships between X

and.fi.
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One fina1 goa1 is the generaTization Of resu1ts from this study.

For actua1 famine re1ief p1anning, a Tist Of rea1-wor1d variab1es with

suggested monitoring statistics wou1d be inva1uab1e. Chapter I has out-

Tined a perspective on the use Of information and data coTTection.

The chapter foTTows the deveTOpment Of the Optimization research.

The first section finaTizes the criteria for se1ection of an aTgorithm,

both from a standard Optimization point of view and from the perspective

Of the current study. Then, the actua1 se1ection process is discussed.

The third section outTines the experimenta1 design to be used, foTTowed

by resu1ts and ana1yses. The fina1 section serves as a summary and con-

c1usion.

The Optimization PrObTem and

SOTution Considerations

The prob1em to be soTved is stated in Equation 9.1. In attacking

this prob1em, the tOOTS tO use depend a great dea1 on the nature Of f,

0, X, E) and the constraints 0, 91’ 92’ £9 and E2. Many factors inf1u-

ence the choice Of an Optimization a1gorithm. These factors are

grouped here into three categories based on their re1ationship to the

overa11 prob1em.

Minimize _F_(X,_P_) (9.1)

subject to: 0(X) < C
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E_ = system performance vector (F]=tota1 deaths, TDETH;

F2 = tota1 nutritiona1 debt, TNUTD)

0 = cost function (monetary unit)

X_ = information quaTity vector (samp1ing frequency,

measurement error, time Tag)

3 =
poTicy parameter vector (rates and triggers)

9139235195 = parameter constraints

0 = budgetary constraints

The first group of criteria consists of common theoretica1 Optimi-

zation difficuTties present in Equation 9.1. The description of each

item in this group wi11 center on Optima1 approaches to soTving the

difficuTty and wi11 identify the course deemed most suitab1e for the

current simu1ation and hypothetica1 country. The second group deaTS

with considerations introduced by the nature Of famine re1ief informa—

tion system design and by the current approach. Most Of these have

been mentioned in previous chapters and are inc1uded here to he1p tie

the theorieticaT Optimization technique to this study. The third and

fina1 group is a set Of specific decision criteria norma11y used when

choosing a particu1ar aTgorithm. Lists Of such criteria are avai1ab1e

for app1ication Of aTgorithms to simu1ation mOdeTS (59). The set pre-

sented here resu1ts from an adaptation of such 1ists to the current

prob1em.

IheoreticaT Optimization Difficu1ties

The presence Of constraints on X, E, and 0 favors a constrained

Optimization routine. The on1y contrary situation occurs when the

search is guaranteed to stay within 1imits by the nature of the
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soTution. But given the fuzzy fTat response surface deduced in the

previous chapter, such a case is un1ike1y.

Two types Of constraints are evident. First there are Timits on

individua1 parameter va1ues. Reca11 from Chapter VIII that definitions

of some X_and E parameters 1ead to Obvious 1imitations, and pre1iminary

work with the simu1ation mode1 he1ps tO sharpen and reduce these Timits.

A comparison of Tab1es 8.2 and 8.10 reveaTS the parameters and 1imits

used here. The constraint on 0 represents a functionaT constraint on

combinations of X_and P_parameters. As in most areas where a cost con-

straint hons, when one spTurges on X], one has to reduce expenditures

on X2.

A second theoretica1 prob1em to be faced is that the response 5

is generated by a stochastic mode1, imp1ying there exists variabi1ity

in F, A non-exact soTution impTies that statistica1 methods are needed

to hand1e the prob1em. The so-caTTed Monte CarTO techniques are com—

monTy used. Mentioned in Chapters IV and VII, these invoTve mu1tip1e

simu1ation runs for fixed X and E_vectors in order to obtain average

output va1ues. The Obvious reason for use Of ”average” resu1ts is that

uncommon occurrences can 1ead to improper conc1usions. To be re1evant,

resu1ts must be couched in terms of expected or 1ike1y outcomes. The

goa1 of any statistica1 design is to extract as much information as

possib1e from the experiments done (29). Each mode1 run's resu1ts can

aTso be extracted in order to construct histogram disp1ays Of mode1 re—

su1ts. This wou1d be important in avoiding skewed performance resu1ts

whose importance may be masked by the average.

The probTem where the 1east amount of research has been done is

that Of how to dea1 with an Objective or goa1 vector of more than one
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variab1e. Many routines and aTgorithms exist for prob1ems of on1y one

response, but more than one presents specia1 difficuTties. The fact

that E has more than one Objective 1eads to the c1assica1 prob1em Of

trying to improve one Objective without harming another. This type Of

condition is commonTy caTTed a pareto OptimaTity prob1em after the

economist who suggested Criteria for "pareto” OptimaTity. Mu1tip1e

responses 1ead to mu1tip1e (in fact, infinite) soTutions where nO mu-

tuaTTy advantageous Objective improvement is possib1e.

VNote that a computer aTgorithm cannot make judgments. It can on1y

proceed aTOng we11-defined, a1beit compTicated, paths. Thus, mu1tip1e

response systems need to have an exp1icit tie defined between va1ues

and aTgorithm processing. Some approaches dea1 specificaTTy with

individua1 va1ues and Opinions (16).

One genera1 soTution method is tO form a singTe Objective by at»

taching weights to the distinct responses Of the origina1 prob1em.

The weights correspond to va1ue attached through questionnaires, Opin-

ion p011s, discussions with decision makers, etc. A wide range of .

soTutions is possib1e by varying weight structures to a110w inspection

of reTative va1ue imp1ications. Reca11 that a weighting function is

used to define the sensitivity number of Chapter VIII (see Equations

8.2). A second common approach is to designate one response as the

most important and reTegate others to a constraint rOTe. The prob1em

is changed from optimizing f_= (F1, F2) to optimizing F1 provided F2

stays within acceptabTe 1imits.

There are severa1 extant papers on mu1tip1e response soTution a1-

gorithms, with such varied method titTes as Sensitivity Function (51),

Proper EquaTity Constraints (34), and GoaT Attainment Method (19).
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These papers a11 present theoretica1 mathematica1 formu1ationS and do

not discuss app1ication to simu1ation modeTs. Montgomery and Betten—

court (47) have prOposed an aTgorithm for hand1ing mu1tip1e Objectives

in simu1ations. Their test case used on1y two input variab1es and in—

voTved considerabTe on-Tine input from decision makers. This is c1ear~

1y an area where further research is needed.

Famine ReTief and Approach Difficu1ties
 

A very important factor to be inc1uded in any ana1ysis of famine

reTief wi11 be the expected crisis 1eve1. There is a natura1 tie-in to

the current approach, a1though it is not directTy stated in the prob1em

formu1ation. It has been noted that Statistica1 methods are needed to

hand1e the buiTt-in stochastic nature of information qua1ity. Crisis

1eve1 is another unknown quantity that can be hand1ed by a Monte CarTO

scheme. Reca11 from Chapter VII that the variab1e RSTOR(O), the ini—

tia1 rura1 private storage 1eve1, is functioning as a proxy for crisis

1eve1. By varying RSTOR(O) according to a regu1ar distribution, mode1

outputs can be interpreted as 1ike1y resu1ts for a given range of

crisis. This scheme was app1ied in Chapter VIII (see Equations 8.8).

The overa11 approach of this study p1aces heavy emphasis on the

use of a computer simu1ation. It shou1d be noted that mode1 intrica-

cies can be easiTy obscured in an Optimization process keyed on one or

a few objectives. That is, the Optimum (Optima) chosen may occur be-

cause of some unacceptab1e modeTing quirk. Examination Of severa1 out-

put variab1es in the region of the Optimum shou1d indicate possib1e

need for further mode1 deveTOpment.
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Care must be taken to expTicitTy state va1ue judgments being used

in evaTuation and interpretation of resu1ts. The Objectives to be used

must be humanitarian; famine re1ief is a humanitarian activity. Mode1

outputs cannot be taken as absoTute because of human factors; the prob-

1em is different from minimizing water Teakage or other mechanicaT and

physicaT systems. By "soTving" Equation 9.1, it is very 1ike1y that a

* va1ue is imp1icit1y assigned tO human Tife.

11 projectnmnagement issue that must be faced is the importance

of X_and 3, information quaTity and poTicy parameters, compared to over-

a11 strategy choices. EarTier mode1 resu1ts show that a poTicy of

, ”equa1ization” reduces the death tota1 resu1ting from price contr01

poTicy by more than two-thirds. It is un1ike1y that any Optimization

routine wiTT 1ead to such marked improvement. Note that to pursue a

high-powered Optimization course on a poorTy constructed poTicy base

wou1d be unwise. It is hoped that the resu1ts of this chapter's work

wiTT revea1 the re1ative worth Of the optimization stage compared to

the strategy design phase. A

The cost vector 0(X) requires substantiaT Off-Tine ana1ysis, as

exp1ained in Chapter V. A unique information system definition for

each X_yectgy_is required beforehand to insure resu1ts that make rea1-

wor1d sense. The soTution set for Equation 9.1 wi11 be particu1ar_X

and P_vectors. The chosen vectors shou1d be such that constraints 94

and Ej are satisfied and the information qua1ity X automaticaTTy de-

termines information system characteristics and choice. Thus, the need

for a unique system for each X, It is uncTear which is TikeTy to be

more difficuTt, determining the 0 function (off-Tine) or comp1eting

the Optimization process. CertainTy both wi11 contribute considerabTe
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insight to information system deveTOpment. Rea1—wor1d data and experi-

ence wou1d be most heTpfuT.

ATgorithm Choice Criteria
 

The foTTowing items are mentioned as aids in comparing specific

optimization methods. Two major considerations exist: the type of

prob1em and the nature of the aTgorithm. In examining the type Of

prob1em, the number and range Of the independent variab1es is important

In the current study, this wou1d be the size and parameter 1imits on_X

and E, Smith (59) tests cases of thirty and 120 controTTabTe factors,

so there is some hope of soTution for very 1arge modeTs.

The nature Of the response surface or objective function to be

encountered affects aTgorithm choice. Concave or convex surfaces are

easy to work with. The presence Of variabi1ity, ridges, mu1tip1e peaks

or pTateaus requires more sophisticated hand1ing. A very important

criterion invoTves the information desired from the Optimization and

the 1ikeTihOOd that a given aTgorithm wiTT supp1y such data. It may

be desirab1e to "bude" a picture Of the response surface by creating

a function to estimate the simu1ation mode1. Such a function wou1d be

usefu1 for regression ana1ysis. On the other hand, the goa1 of opti-

mization may be to Obtain best va1ue soTutions, which on1y require one

or a few function va1ues. The accuracy of soTution is aTso important,

whether an exact point is required or whether a soTution "region“ is

desired.

The nature of the aTgorithm shou1d cover the above items; it must

hand1e parameter size, variabi1ity, and output requirements as needed

by the prob1em. Other factors are a1so important. The ease Of use of
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the mode1 shou10 be considered: the avaiTabiTity Of programs, adaptabiT—

ity to a particu1ar machine and mode1, and costs invoTved. Costs inc1ude

not on1y straight monetary costs for purchases and saTaries, but aTso

the time costs for p1anning, programming, computer operations, mode1 run

requirements, and resu1ts ans1ysis. Other resources necessary to pre—

pare reports and communicate resu1ts may vary by aTgorithm, the entire

system shou1d be examined to determine the crucia1 interfaces for a1-

gorithm choice.

ATternative SOTution Methods
 

The intent of this section is to expTOre Optimization routines

that were examined for use in the current study. Let us first describe   
the state Of research at the end of Chapter VIII, as it re1ates to the

optimization process. A singTe—va1ued weighting function has been

tested that captures the fTavor of both Objective responses and re1ates

to poTicy structure. A set of X and 3 parameters has been defined, as

has the function 0(X). A11 that remains is to sett1e upon the form Of

Objective £_to use, va1ues for cost constraint 0, and the aTgorithm.

Constraint 0 va1ues can be easi1y ca1cu1ated from data in the mode1.

The aTgorithm choice is the subject of this section. But, first, a

decision must be made on the nature Of f,

 
SingTe Response Optimization

On1y singTe-response Optimization techniques wi11 be examined here.  
As mentioned in the previous section, 1itt1e work has been done with

mu1tip1e response in 1arge modeTs; a substantiaT effort wou1d be re—

quired to adapt and test such techniques on the current mode1. A1so,

work in the 1ast chapter showed the sizeabTe variabiTity of tota1 death

(TDETH) and tota1 nutritiona1 debt (TNUTD) Objectives. Thus, a

 —;_ ,, 
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concerted effort at this point to work with mu1tip1e response techni—

 

ques wou1d be mispTaced and beyond the scope Of the current study. The

weighted average PERTOT, defined in Equations 8.7 (and repeated in

Equations 9.2) wi11 be used as the Objective function in this chapter.

It combines TDETH and TNUTD into one va1ue and approximates a mu1tip1e

optimization. The weights w3 and w4 can be used tO a1ter the mix be—

tween TDETH and TNUTD; on1y va1ues w3 = w4 = 1 wi11 be used here. The  
revised form of Optimization is given here as Equation 9.3. One fur—

ther note on Optimization work, a numerica1 soTution technique is

needed. The c1assica1 prob1em invoTving a vanishing first derivative

is important on1y as it is used by an aTgorithm to determine a stopping

  

 

point.

4

PERAVO(X,E) = 1/4 * .2 PERCD, (53E) (9.2a)

3:1 4

PERTOT(X,E) = w3 * PERAVO(X,E) + W4 * .2 (PERCD,(X,E)

-PERAV0(X,P_))2 1:] (Mb)

minimize PERTOT(X,E) (9.3)

subject to: 0(X) 5_0

91 .<_ 1 5. 92

_E_ _<_. _P_ 5. E2

where:

PERCD = percentage deaths by c1ass (after one year)

X_ = information qua1ity vector

E_ = poTicy parameter vector

PERAVG = average percentage deaths

PERTOT = Objective function va1ue (dimensionTess)

w3,w4 = weighting va1ues

 __— ___ 
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G,C,P_‘| ,92,£'| ,2 as 11] Equation 9.1

1 index on p0pu1ation c1asses.

 
Two generaTOptimization techniques are discernabTe. The differ—

ence Ties in the function that the aTgorithm searches. The first

method wou1d construct a function 31533) covering the entire space on

X and E, S(X,E) wou1d be the resu1ting equation from a regression

utiTizing X_and E_as input variab1es and mode1 outputs PERTOT or TDETH

or TNUTD as the output variab1e. Then an Optimization process wou1d be

run On the function S. The second method deaTS with the simu1ation

directTy, searching over mode1—generated points on the response surface.

Regression Surface

Running a regression aTgorithm on the whoTe vector space has sevu

eraT appea1ing features. The resu1ting equation, or metamodeT, wou1d

a110w considerabTe testing without further mode1 runs (28). (Con-

straints on X and X_can be hand1ed by carefuT se1ection of data points.

Using se1ected points and mode1 resu1ts as inputs, a regression has

much buiTt—in statistica1 ana1ysis. The S function deveTOped a110ws a

Took at the variabi1ity and significance Of parameters and parameter

interactions, p1us the sensitivity of the surface to individua1 para-

meters. Further, a separate function can be generated for each Objec-

tive va1ue or combination of va1ues.

Other factors weigh against the use Of a regression ana1ysis. The

function is a further step removed from the rea1 wor1d. Just as rea1-

wor1d intricacies are missed by the mode1, so are mode1 intricacies

missed by the function. This is especia11y true when a fuzzy, fTat
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surface exists, such as PERTOT(X,E), TDETH(X,E) or TNUTD(X,E). A re-

gression invoTves a two-step process. On deveTOping function S, para-

meter sensitivities and function reTibiTity are deduced. But an

additiona1 Optimization step is required to minimize va1ues over

the space Of X and E, It is true that this optimization shou1d be

easier over the function S than when using the mode1. But two sepa-

rate aTgorithms are sti11 required, in a situation where high1y de-

veTOped programs may be hard to find.

Search ATgorithms

Three examp1es Of search aTgorithms using the mode1 itseTf are

presented next: the Comp1ex aTgorithm discussed in Chapter VIII, the

PoweTT aTgorithm (33, Chapter 10) and a response-surface methodoTogy

adaptation deveTOped by Smith (60). Reca11 that the Comp1ex method oper-

ates with a set or "comp1ex" of points in the factor space. The worst

point, in terms Of objective va1ue, is rejected and rep1aced by a better

factor set on the far side of the centroid Of remaining comp1ex points.

On1y one point is rep1aced at each iteration. The Powe11 and Smithneth—

Ods identify a sma11 subspace and do ca1cu1ations within the subspace at

each iteration. The purpose of the ca1cu1ations in each case is maiden—

tify the direction of most improved movement on the surface. PoweTT de—

ve1ops a quadratic surface at each stage and moves in the direction of

the gradient. Smith has a more sophisticated technique whereby a first-

Order equation is initiaTTy computed using experimenta1 design methods.

A test is run to determine the adequacy Of the equation; a second-order

approximation is deveTOped if the first-order is not satisfactory. The

search continues in the projected direction of steepest descent.
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Comp1ex and PoweTT are often used in tandem because Of their

compTimentary convergence properties. Comp1ex tends to move quick1y

to an optima1 area, but bogs down in fina1 stages. PoweTT converges

quick1y near the optimum. SO using Comp1ex,tfiwn1Powe11
is a reason-

ab1e approach. UnfortunateTy the Powe11 aTgorithm cannot hand1e con-

straints, so its usefu1ness may be negTigibTe. The Smith routine

appears to be quite powerfu1 but its avai1abTity is 1imited.

Smith has done research comparing aTgorithms very simi1ar to the

Comp1ex and Smith methods discussed above, as we11 as a one-point-at—

a-time technique (59). In comparing the use of a Comp1ex-1ike routine

to Smith's response surface method, the conc1usions are drawn that

each performs we11 and is much better than any singTe factor search.

A sTight advantage is given to the response surface.technique
because

the direction of search is more direct. However, it was genera11y

true that the Comp1ex aTgorithm required fewer tota1 modeT runs. Both

routines are for singTe-va1ued
objectives and can hand1e the optimi-

zation requirements
discussed above.

Convenience
was a major factor in the fina1 choice of a computer

aTgorithm.
The Comp1ex program is readi1y avai1ab1e.

It was ab1e to

hand1e the nine variab1es,
with constraints,

in Chapter VIII tests,

and its nature is we11-suited
to the fuzzy surface PERTOT(X,_).

Add-

itionaTTy, the resu1ts required at this point must be genera11y accu-

rate, not pinpointed
. Note that hypothetic

a1 data permits a study

of parameter
trends on1y. Exact answers with inexact inputs are

i1TOgica1.
Comp1ex wi11 suffice to provide the desirab1e

pieces Of

informatio
n discussed

in the introducti
on to this chapter.

The
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aTgorithm generates enough data to compute a cost versus performance

graph, reasonab1e "best" aTternatives at different cost 1eveTs, and,

when run in a Monte CarTo mode, degrees of confidence in resu1ts.

Increased accuracy expected from the response surface method-

TOgy of Smith is somewhat nuTTified in the current prob1em by the

extreme1y variab1e surface. A150, the importance of poTicy strategy

makes extreme1y accurate Optimization a secondary priority. The

PoweTT method is rejected because it does not hand1e constraints.

With the narrowed Timits provided by Chapter VIII research, an uncon-

strained routine is undesirabTe. The main advantage Of Powe11 is its

quick convergence near an optimum. Again, superior accuracy is not

needed here.

Optimization P1an

The ground work for this section has been Taid in the previous

chapter. Since the Comp1ex aTgorithm wi11 be used and the prob1em

is 1arge1y the same, much Of the discussion of optimization prob1ems

and mode1 pecuTiarities from Chapter 8 aTso app1ies here.

Optimization Constraints

Equation 9.3 presents the prob1em to be soTved. The objective

PERTOT is defined in Equations 9.2. The independent variab1es X and

.3 have been defined and Timited. Tab1e 9.1 presents each factor

aTOng with the constraint vectors 01,112,];1 and E2. Note that Tab1es

8.3 and 8.10a have been combined to form Tab1e 9.1. Cost formu1a

0(X) in the prob1em statement has been deveTOped in Chapter 5.

One item wi11 be inc1uded in the optimization that is not
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Tab1e 9.1 Independent VariabTe Vectors X and_P

With Associated Constraint Vectors 91, 92’ El, E2

X VARIABLE DESCRIPTION MIN (Di) MAX (D2)

SDND Standard error, nutritiona1 .0005 .002

debt

SDRC Standard error, consumption .05 .2

SDRS .Standard error, rura1 private .05 .2

storage

SAMPT Samp1ing interva1, nutritiona1 .02 .08

debt

SMPRC SampTing interva1, consumption .02 .08

SMPRS Samp1ing interva1, rura1 .02 .08

private storage

DELD Information reporting de1ay .01 .04

0029 B parameter, consumption 0.0 1.0

a-B tracker

E_VARIABLE DESCRIPTION MIN (E1) MAX (E2)

0024 Consumption contr01, emergency 0.0 6.0

food equation

0025 Crisis transpor+increase 2.0 5.0

parameter

0027 Nutritiona1 debt contr01, 0.0 12.0

emergency food

0030 Rura1 private storage contr01, 5.0 25.0

ear1y acquisition

0032 Nutritiona1 debt contr01, 2.0 10.0

 

 

sa1es equation
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expressTy stated in Equation 9.3. A varying crisis TeveT wi11 be in-

c1uded to simu1ate the uncertainty in evaTuating the extent of a fam-

ine. As in Chapter VIII, the variab1e RSTOR(O) wi11 be assigned

staggered starting va1ues at each ca11 to the mode1 by the Comp1ex

routine. The detaiTs are presented in Equations 8.8.

Comp1ex has been chosen as the aTgorithm to proceed with. Given

the above definitions, the experimenta1 design prob1em has on1y two

remaining issues: the va1ues to be used for the budget constraint 0

and_the run parameters, inc1uding number Of cyc1es through the Com-

p1ex method. The objective in setting the C 1eveTs is to Obtain a

distinguishabTe range Of performance versus cost resu1ts.

Two factors were most he1pfu1 in deciding On the cost constraint

1eveTs to empTOy. The first was the estabTishment of "benchmark"

cases marking upper and Tower 1imits on expected costs. The second

was simpTy the use Of severa1 experimenta1 computer runs.

Given the 1imit vectors 21 and 02, maximum and minimum costs can

be determined by appTying the equations of Chapter V. There are

severa1 constants and parameter va1ues which must be defined, and

Appendix A provides a discussion Of the transTation Of the cost chap-

ter's theoretica1 formu1as to an acceptab1e numerica1 modeT. A few

ca1cu1ations using the formu1as Of Appendix A show that 0(X) can vary

between 120 mi11ion and 960 miTTion won. (The mode1 conversion rate

is four hundred won equa1 one dOTTar.)

Mode1 runs showed that 0=155 miTTion won wou1d be a good Tower

Timit on the budget. An upper Timit wi11 be provided by putting no

exp1icit constraint on 0. Of course, 0 is uniqueTy determined by

.l, so the constraint vector_[)_2 sets an exp1icit Timitation on costs.
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Additiona1 mode1 runs showed very 1itt1e difference in performance for

0 va1ues above 500 mi11ion won. Thus three intermediate budget 1eve1s

were chosen, in addition to the two 1imiting cases: 400 miTTion, 300

mi11ion and 200 mi11ion won.

A third cost benchmark was aTso avaiTabTe. The price contr01

poTicy mentioned in Chapter 11 provides an additiona1 upper 1imit. A

Comp1ex aTgorithm Optimization was made, using severa1 price contr01

variab1es as the independent factors and PERTOT as the Objective:*

Thebest resu1t Saw over nine mi11ion deaths (TDETH) and negative

nutritiona1 debt (TNUTD). TNUTD was Tow because many pe0p1e died

quick1y in the simu1ation, 1eaving fewer citizens to share the avai1-

ab1e food. The price contr01 resu1ts wiTT be used on1y as benchmarks,

indicators Of a worst possibTe case.

A note on the use of the price contr01 benchmark is in order

here. A fairer test wou1d have incorporated two mode1ing changes.

First, the Objective shou1d have been some other combination Of tota1

deaths (TDETH) and nutritiona1 debt (TNUTD). Reca11 that PERTOT was

designed specificaTTy to take advantage of the equaTization poTicy.

Given the negative fina1 va1ue for TNUTD in the price contr01 test,

a Togica1 objective wou1d be a singTe variab1e, TDETH. A second

mode1ing change wou1d invoTve the variab1es being samp1ed. Price

contr01 poTicy decisions wou1d not be based on nutritiona1 or con-

sumption variab1es. Rather, market prices, storage information and

price change data wou1d be the desired indicators. Of course, such a

change wou1d mean a different information system from that described

 

*The price contr01 variab1es used were 006, CGP, 003, C65,

TRUNDO, TPUNDI. See Chapter II and Appendix B for detai1ed equations.

   

 

 

 



260

in Chapter VI and wou1d require substantiaT additiona1 effort. The

estimate derived here is meant on1y as a gross upper bound and is

very 1ike1y overstated.

A combined view of the equa1ization poTicy and price contr01

poTicy benchmarks provides a vaTidation point for the computer mode1.

The range of crisis 1eveTs used in the current experiments accounts

for a percentage shortfa11 of food between eighteen and twenty—six

percent. Based on previous tests of the mode1, percentage surviva1

shou1d be greater under the equa1ization poTicy than under price

contr01, for the tested range of percentage shortfa11 (39). This

resu1t is affirmed in the re1ative performances Of the benchmarks in

Tab1e 10.1

ComQTex ATgoritim Parameters

Many Of the parameters needed by the Comp1ex aTgorithm have

aTready been imp1icit1y chosen. The number of variab1es in.X and E

and standard practice aTgorithm va1ues account for a11 but the con—

vergence factors and the number of Monte CarTo runs at each 00mp1ex

point. A definition for each Comp1ex parameter and the va1ue used

in the fina1 optimization stage is given in Tab1e 9.2. (A more

thorough description of the parameters is given in the discussion of

Tab1e 8.8.) Note that parameters 8, a and MONRUN are mu1ti-va1ued,

since they vary with the cost constraint empTOyed.

A genera1 pattern was foTTowed in conducting optimization runs at

the various budget constraints. A non—stochastic triaT optimization

was made with MONRUN equa1 one, B equa1 .005 and a equa1 8. The

starting point was picked at a point known to be within the impTicit
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Tab1e 9.2 CgmpTex ATgorithm Parameters for FinaT Optimization

 

VALUE IN

PARAMETER DESCRIPTION CHAPTER 9

a RefTection factor 1.3.

8 Convergence parameter TriaT - .005

Later - .001

y Convergence parameter 8 or 12

6 Constraint vioTation correction .0001

K Points in compTex 16

N Number exp1icit independent variab1es 13

M Tota1 number constraint sets 14

Monrun Monte CarTO runs per point TriaT — 1

Later - 3

0 Budget constraint 155 mi11ion

200 II N

300 II II

400 II II

Unconstrained
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cost constraint. For the 1argest three va1ues Of 0, this point was

the centroid Of <01, E1> and <02, E2>. The main purpose of the MONRUN

equaTS one test was to identify 3 starting vaTues.

A second Optimization was done, using the best overa11 point re—

su1ting from the triaT and increasing MONRUN to three to a110w a more

detai1ed statistica1 study. Data from the first two runs were used to

supp1y a third stage with restricted bounds on X_and E, This 1imiting

Of the search space a110wed quicker convergence. MONRUN was again set

to three. The convergence criteria 8 and a were aTso strengthened.

It shou1d be noted that better convergence properties wou1d be

expected at higher budget 1eveTs, since the samp1ing error decreases

with increased fiscaT support. And, in fact, for the 1argest two con-

straints, step two was bypassed since convergence came so quick1y on

the first triaT. A fixed computer time cost Timit was used to deter-

mine convergence; the aTgorithm was aTTOted a specific amount Of time

in which to comp1ete its processing. The standard technique of in-

suring gTObaT optimization by empTOying mu1tip1e starting points was

ignored here because of Chapter VIII resu1ts.

The "piggyback" approach of budeing on a previous best resu1t

was he1pfu1, especia11y for sma11 cost constraints. The approach re—

duced the area of search and Ted to somewhat better convergence. The

resu1ts of these runs are presented and ana1yzed in the next section.

OptimiZation Resu1ts and AnaTysis
 

This section has two emphases. First, the numerica1 resu1ts Of

the Comp1ex routine are examined for consistency with rea1 wor1d ex—

pectations. And the abiTity Of these resu1ts to answer the severa1
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anaTytic questions posed in Chapter I and the introduction to this

chapter is discussed.

As described in the previous section, two or three runs were made

at each constraint 1eve1. The two Hbest? points in the factor space

were identified at each constraint as those with the Towest PERTOT

va1ue. TO he1p prevent adverse effects of random noise on resu1ts, the

"best” points were chosen from the second ha1f of the aTgorithm's iter—

ations. That is, stray Tow va1ues Of PERTOT ear1y in the Optimization

process were ignored. In particu1ar, for the constraint 400 mi11ion

won, the second iteration produced the second-best PERTOT 1eve1. But

the X and P_parameters for this point were far from convergence va1ues,

and the resu1ts cou1d not be repeated. The conc1usion was drawn that

this point was a f1uke, a resu1t Of random error. In future studies,

a higher MONRUN wou1d be prudent.

The average Of the "best" points is presented, parameter by para-

meter, in Tab1e 9.3. An average va1ue is used because the fTat sur-

face encountered Tends itseTf to area, rather than pinpoint, optimiza—

tion. X and P_parameters are easi1y identified in Tab1e 9.3. Average

performance va1ues PERTOT, TDETH and TNUTD are given, aTOng with aver-

age percent standard deviation figures. System cost COSTGX is uniqueTy

determined by X and so is not a random variab1e. Four aTgorithm usage

variab1es are presented as indicators Of the ease Of convergence for

each constraint 1eve1. The number of iterations refers tO the number

Of times a new superior point was found in the comp1ex; the number Of

mode1 runs indicates the number Of times the aTgorithm requested a

point va1ue from the mode1, mu1tip1ied by MONRUN runs to give the ac-

tua1 number Of one year simu1ation cyc1es. And CPU time refers to
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Tab1e 9.3 Optimization Resu1ts

Budget Leve1

 

 

 

 

1
X

"
U

m
m
<
H
H
o
m
e
O

 

Uncon-

155 200 300 400 Strained

SDND .00163 .00131 .00131 .000685 0000679

SDRC .155 .160 .0913 .0997 .0660

SDRS .173 .168 .118 .149 .0661

SAMPT .0681 .0506 .0686 .0520 .0283

SMPRC .0684 .0541 .0465 .0346 .0280

SMPRS .0735 .0346 .0209 .0267 .0210

DELD .0358 .0177 .0123 .0144 .0106

0029 .913 .520 .0001 .225 .0198

0027 4.57 7.17 8.39 8.70 7.91

0024 1.41 1.85 .615 1.33 1.38

0032 6.58 4.12 2.45 2.97 4.08

0030 17.9 22.9 21.5 21.2 18.8

0025 4.37 3.83 4.55 3.05 3.24

PERTOT .0920 .0699 .0627 .0647 .0601

(.0165) (.013) (.0135) (.013) (.012)

(.18) (.19) (.22) (.20) (.20)

Tota1 deaths 3.32 2.547 2.355 2.367 2.192

(miTTion) (.61) (.48) (.56) (.60) (.529)

(.18) (.19) (.24) (.25) (.24)

Tota1 nutri- 76.97 95.86 80.89 86.68 86.9

tiona1 debt (34.9) (22.0) (27.0) (36.0) (27.7)

(1000 MT) (.45) (.23) (.33) (.42) (.32)

Cost 0X 149.1 182.9 276.5 280.6 654.2

(miTTion won)

NO. of Iterations 25 39 36 34 35

NO. of Mode1 Runs 321 336 180 237 196

CPU Time (sec) 1701 1702 904 1184 1002

Convergence NO NO YES YES YES

:
0

m
3
>
W
>
T
J
§
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computation on a 000 6500. Convergence was based on meeting the B and

6 requirements within a given time-cost 1imit.

MOde1 Va1idity
 

Let us first examine the aspects of Tab1e 9.3 that confirm or

cast doubts on the modeT’s va1idity. Some conc1usions are apparent

from a first gTance at the tab1e. The fina1 cost, COSTGX, stays sig—

nificant1y beTow its boundary, especia11y for the 400 miTTion won case.

This is a technica1 success, but the magnitude of the difference be-

tween boundary and resu1t is disconcerting. There may be a way to im—

prove convergence by aTTowing a CTOser approach to boundaries. Para~

meter 6 shou1d be studied in any future use of Comp1ex; this parameter

stipuTates how far inside the boundary an Offending factor va1ue wi11

be moved.

Severa1 trends across budget 1eve1s are easiTy detected and

foTTow expected patterns. A 1arger budget 1eads to better information

qua1ity as indicated by decreased Optima1 X va1ues. This in turn 1eads

to decreased death (TDETH) and PERTOT va1ues; better information im-

p1ies a better system, imp1ying fewer deaths. Mode1 computer time re—

quirements a1so decrease with increased budget, ref1ecting the easier

convergence path of reduced introduced error. ConverseTy, the 1ike1i—

hood of convergence increases with budget.

Other ref1ections on the computer mode1 from Tab1e 9.3 require a

bit more study. The idea Of quicker convergence with higher budget

recieves support when examining the ratio of mode1 cyc1es to the num-

ber of Comp1ex iterations. For the five budget 1eveTs studied, the

cyc1e-tO—iterations ratios are 12.8, 8.6, 5.0, 7,0 and 5.6,
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respectiveTy, for the budget figures in increasing order. The trend

indicates an increased instance Of a predicted better point faiTing,

probab1y because variance of estimates increases with sma11er budgets.

To combat Toss Of reTiabiTity, an increase in MONRUN shou1d he1p.

Other aTgorithms may 3150 prove more successfuT in deaTing with higher

1eveTs of introduced error.

The budget 1eve1 of 300 mi11ion Won is seen to be somewhat out of

step with the other resu1ts. The Objective va1ues are very cTose to

those of 400 mi11ion Won, but severa1 of the X_parameters are incon-

sistent, particu1ar1y DELD, 0029, SAMPT, and SMPRS. This appears to

be a prob1em Of the fuzzy, fTat surface. In a 1arger scaTe project,

 it wou1d be we11 to increase the number Of mode1 cyc1es (MONRUN) con-

siderabTy.

Reca11 that an inverse re1ationship is expected between the two

performance criteria TDETH and TNUTD. Figure 9.1 pictures TDETH ver-

sus TNUTD at the five budget 1eveTs of Tab1e 9.3. Note that there is

a sTight but definite inverse re1ationship between the two variab1es.

The 300 miTTion, 400 mi11ion and unconstrained cases are c1ear1y

”Pareto-better” than the 200 mi11ion constraint. The 155 mi11ion Won

case has a Tower nutritiona1 debt but "costs" one miTTion additiona1

1ives.

Figure 9.1 aTso provides a vote Of confidence for the use of min-

imum PERTOT as the Optimization objective va1ue. From ear1ier mode1

runs it is known that the use of minimizing TDETH as the objective

wou1d make the TDETH-TNUTD inverse re1ationship much more pronounced.

PERTOT makes c1ear the modeT's abi1ity to improve performance with a

1arger budget (synonomous with better information, from Tab1e 9.3).

IIIIIIIIIIIIIIIIIIIIIIIIIIllll--:::;____________ 
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Deaths

(mi11ion)

4.0 .

155 miTTiOn

3.0 r

400 miTTion .

300 mi11ion ' Z 200 mi11ion

2-0 unconstrained

1.0 h

60 7O 80 90 100

Nutritiona1 Debt

(thousand MT)

Figure 9.1. Nutritiona1 Debt Versus Deaths at Varying

 

Budget LeveTS
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That is, the higher budget 1eveTs Of Figure 9.1 are bunched in a pO-

sition that is cTose to a Pareto improvement over the Tower budget

1eveTs; PERTOT reduces deaths whi1e keeping nutritiona1 debt at ac-

ceptab1e 1eveTs.

One quirk is evident in Figure 9.1. Note that the increased

budget from 300 mi11ion to 400 mi11ion won resu1ts in a worsened per-

formance. This may be attributabTe to the fuzzy fTat response sur—

face. The fact that after a point, increased expenditure does not im-

prove performance wiTT be examined 1ater.

Note the cycTicaT nature Of soTution to this overa11 prob1em.

The resu1ts Of the Optimization are used as an additiona1 check on the

modeT's va1idity.

The Comp1ex ATgorithm
 

Tab1e 9.3 aTso provides information about the worth of the Com—

p1ex aTgorithm. A convergence pattern for the aTgorithm can be easi1y

visuaTized by graphing performance versus iteration number in the Com-

p1ex process. Two such graphs are presented in Figures 9.2, for the

boundary budget cases. Four curves are actua11y given, two each for

budget constraints 155 mi11ion won (A+B) and the unconstrained case

(0+0). Curves A and 0 contain data from the first aTgorithm triaT

with MONRUN equa1 one, whi1e B and D represent the fina1 optimization.

Note that "stray" points on the curves are more prevaTent in the

ear1y stages of the aTgorithm and for the MONRUN-equaT-one triaT.

Such resu1ts are expected, as is the fact that the unconstrained

curves are c1ear1y beTow the constrained case. By continuing the

comparison Of constrained versus unconstrained, one sees that curve
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D has a much narrower band of fina1 va1ues than does curve B, con-

firming the convergence of D and not B as stated in Tab1e 9.3. The

conparative ease Of convergence for curve D is aTso indicated in the

figures. Note that with 1ess error, curve D had more aTgorithm itera-

tions in 1ess time than did curve B.

Based on graphicaT indications, the conc1usion is reached that

the Comp1ex aTgorithm does converge to a satisfactory area Of the fac-

tor space. CTearTy, the degree Of convergence is better for the more

re1axed constraint cases, but the PERTOT performance achieved are near

minima1 at each budget 1eve1. The fTat fuzzy surface and the nature

of Comp1ex va1ues are used in Tab1e 9.3. A more comprehensive study

might present a range of parameter 1eveTs as indicated by mu1tip1e

aTgorithm runs and wou1d provide expected range estimates.

Figures 9.2 examine the convergence pattern of the objective

va1ue PERTOT. Another usefu1 exercise wou1d be to simi1ar1y study the

behavior of X_and 3 parameters as the aTgorithm proceeds. Conver—

gence graphs, combined with the range-Of-vaTues study suggested above,

wou1d provide a c1ear picture Of the confidence one can p1ace in Tab1e

9.3 va1ues. A further study Of the aTgorithm‘s effectiveness wou1d be

to examine the M-1 dimensionaT voTume represented by the M points of

the Comp1ex. This voTume shou1d decrease with convergence, and a

simp1e voTume-versus-i
teration graph simi1ar to Figure 9.2 wou1d be

usefu1.

In 1ight of the earTier discussion on the re1ative ease Of con-

vergence, it is interesting
to study the actua1 and percent standard

deviation figures for the three Objective va1ues, as presented in

Tab1e 9.3. ParticuTarTy
for PERTOT, actua1 standard deviation
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increases with decreased budget; a 1arger input error 1eads to more

variance in outputs. NO c1ear trend is apparent for the percentage

figures, a1though the PERTOT and TDETH va1ues increase sTightTy with

budget. It appears that within the range of va1ues empTOyed in the

current experiments, mode1 performance is consistent and not seriousTy

distorted by increased input error. One further test wou1d soTidify

this conc1usion. Mode1 ca1cu1ated outputs, such as popu1ation, prices

and production shou1d be examined at the computed optima1 points, to

insure that the "best” va1ues are not the resu1t Of some mode1ing

quirk with no rea1 wor1d anaTog.

Comparison of performance figures in Tab1es 8.9 and 9.3 1ead to

the pre1iminary resu1t that Chapter VIII Optimizations were "better”

than those in Chapter IX. But a cToser Took at the experimenta1

guideTines show that the Chapter VIII figures are actua11y 1imiting

cases Of the Chapter IX studies. The purpose in Chapter VIII was to

se1ect a set of poTicy parameters for further Optimization work. Ac-

cordingTy, the information qua1ity X was stationed at three different

1eveTs. The Tab1e 8.9 "good" X2 corresponds to the 1imiting Tab1e 9.3

"unconstrained” case, whi1e the Npoor" X3 rough1y corresponds to the

200 to 300 won case (See TabTe 8.3). Thus the seemingTy better per-

formance in Chapter VIII shou1d be expected.

A weakness in the chosen Comp1ex method parameters shows itseTf

in the comparison between the tab1es; the convergence criteria are too

Toose, aTTowing the aTgorithm to stOp short Of a possib1e Optima1

point. But besides this weakness, the two tab1es support the modeT‘s

va1idity, because the Objective va1ues are cTose, the five poTicy

parameters are cTose, and the run statistics are very simiTar.
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A study of Tab1e 9.3 has reveaTed no gTaring mode1 or aTgorithm

inconsistencies. On1y the abiTity of the aTgorithm to combat mode1

randomness is suspect. Let us now move on to an examination of the

factor space, the information qua1ity and poTicy parameters.

TransTation to Information QuaTity Terms
 

The optima1 X va1ues of Tab1e 9.3 can be transTated to more fami1-

iar terms. Reca11 that one of the prime considerations of Chapter V was that the cost function had to be computed in such a manner that

once an Optima1 X? point was found, a unique information system wou1d

be identified. By using the component descriptions in Chapter V and

the ca1cu1ations outTined in Appendix A, the Optima1 system at each

budget 1eve1 can be defined in terms of three information system types.

First, the data transmission de1ay, in days. This is avai1ab1e from

the de1ay parameter DELD. Second, the sampTing interva1, in days.

Each sampTed variab1e has its own interva1, represented ble parameters

SAMPT, SMPRC and SMPRS. FinaTTy, standard deviation parameters SDND,

SDRC and SDRS can be transTated to provide the samp1e size, the number

of persons or househOTds.

The de1ay and samp1ing interva1 are computed easi1y by converting

years to days. The samp1e size can be computed using the formuTas de-  
rived in Appendix A, repeated here as Equations 9.4. The statistica1

method exp1ained in Chapter V (see Equation 5.22) 5150 provides a sur-

vey cost, based on a110wab1e error and frequency. The aggregate

cost formuTae are aTso repeated from Appendix A as Equations 9.5. The

six equations indicate the re1ationship between error and samp1e size

and among error, samp1e frequency and cost.
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N = 0059 / soup2 (9 4,)
nutrition ' '

_ 2

Nconsumption - 10.6 / SDRC (9.46)

_ 2
Nstorage — 9.2 / SDRS (9.4c)

2
CSUR . . = 875,000 + (5000 + 1.297 / SDND ) /

nutr1t1on SAMPT (9.5a)

2
. = 1,312,5 O + 5000 + 14 58 D

CSURconsumpt1on SMPRCO ( O / 5 RC ) / (9.5b)

_ 2
CSURstorage — 875,000 + (5000 + 7086 / SDRS ) / SMPRS (9.5c)

where:

N = samp1e size (persons for nutrition, house—

hOTds otherwise)

CSUR = survey costs for one year (won)

SDND,SDRC,SDRS = a110wab1e error parameters

SAMPT,SMPRC,SMPRS - samp1e frequency parameters.

Tab1e 9.4 presents the transTated information qua1ity parameters,

sorted by system component. The cost for each Optima1 component at

each budget 1eve1 is given, aTong with the component cost as a percen-

tage Of the overa11 system. Transmission de1ays and samp1ing inter-

va1s, as we11 as samp1e size, are noted. In addition, the type of

transmission system as described in Chapter V (see Figure 5.1) is

given.

Before examining the feasibiTity of the items of Tab1e 9.4, Tet

us take a Took at the overa11 picture. Each coTumn gives best infor-

mation system parameters to be foTTowed at that coTumn's budget 1eve1.

For examp1e, the most inexpensive system in the tab1e ca11s for QUAC

stick measurement of 2221 chderen and consumption surveys of 441

househons every twenty-four days. PersonaT storage suppTies woqu
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Won (MiTTion)
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be samp1ed for 307 househons every twenty-four days. The resu1t of

each survey wou1d reach decision makers some twe1ve days 1ater. The

cost for this service for one year wou1d be appfOximateTy 150 miTTion

won. With the given poTicies and systems for distribution and aTTOca-

tion, the projected death tota1 is 3.32 mi11ion and the overa11 nutri-

tiona1 deficit is 77,000 metric tons 0T grain at the end of the year.

SimiTar descriptions can easi1y be generated from Tab1es 9.3 and

9.4 for each budget 1eve1. These descriptions are one Of the prime

resu1ts Of the current work. This is no mean accomp1ishment.

Let us now examine the detaiTs Of Tab1e 9.4. Two different tota1

cost figures are reported in the tab1e. The first is a sum Of the

component costs ca1cu1ated from Equations 9.5 and Figure 5.1. The

second is the COSTGX figure reported in Tab1e 9.3. The reason that

the two tota1s differ is that 511 va1ues reported in Tab1e 9.3 are the

averages of two mode1 simu1ation runs; comparison Of sing1e mode1 runs

wou1d tie exact1y. It is interesting that the totaTS diverge with in-

creased budget. Based on convergence criteria, the averages wou1d be

expected to coincide more cToseTy with the more re1axed constraints.

But the opposite happens here.

TWO reasons can be cited for the apparent discrepancy, both indi-

cating that convergence of PERTOT is not the most important factor in

determining system cost. The first reason derives from Equation 9.5.

Cost increases as the squared standard deviation decreases. That is,

cost becomes more sensitive to a change in a110wab1e error as that

error drops. Any difference in the standard deviation between the

two "best" simu1ation runs is magnified at higher budget 1eve1s.
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Second, the cTose match Of cost ca1cu1ations at the 10w budget

1eveTs is caused by high fixed costs. Reca11 that the minimum system

expenditure is 140 mi11ion won. The Tower budget 1eve1s effectiveTy

restrict the X factor space. Since cost is a non-stochastic function

of X, it is restricted aTso. But the range Of X_incTudes 1arge error

parameters so that the Objective va1ue PERTOT does not converge.

TO combat the divergence of the two tota1 cost figures, the con-

vergence criteria must be tightened for higher budget 1eveTs. This

wou1d force the average_X vector cToser to actua1 simu1ation resu1ts.

POTicy_Resu1ts
 

Let us now examine the individua1 X_and E_variab1es as reported

in Tab1es 9.3 and 9.4. The five poTicy parameters appear on1y in the

first tab1e, as they do not directTy affect the information system

design. Of the five parameters, three show possib1e meaningfuT trends.

The parameter for nutritiona1 debt contr01 in the emergency feed-

ing equation (Equation 2.15) is 0027, which increases with the budget

1eve1. That is, contr01 is tightened with better information, causing

quicker response in moving food from rura1s to urbans. On the other

hand, nutritiona1 debt contr01 0032 in the sa1es equation (Equation

2.14) decreases with budget. ContrOT is re1axed here with better data

meaning thatiflwarich are not as burdened. The effect Of the 0032

trend is an advantage of good information; better data a110ws decision

makers to tax the rich 1ess heaviTy. That is, the equa1ization poTicy

may be hard to imp1ement, but better information makes it easier.

A second instance of the mode1 showing the advantages of good

information is found in the performance of 0025, the crisis transport
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increase parameter (Equation 4.5). 0025 decreases sTightTy at higher

budget 1eveTs, imp1ying that the better data a110w the norma1 Operating

system to work more efficient1y. Thereis Tess of a dramatic increase

at the crunch. Both 0025 and 0032 respond consistent1y with Chapter

VIII performance (see Tab1e 8.9).

The two remaining P_variab1es are fair1y consistent across the

budget 1eveTs. 0024 and 0030, the consumption contr01 on emergency

food distribution (Equation 3.8) and the rura1 private storage contr01

on the acquisitions equation (Equation 2.13), respectiveTy, give indi—

cations that they do not beTong in the fina1 optimization. Reca11 that

both parameters were inc1uded in the fina1 tests because they varied

wideTy in ear1ier runs (TabTe 8.9).

If on1y 0025, 0027 and 0030 were to be factors in an Optimization,

the consumption and rura1 storage inf1uence on poTicy wou1d be fixed.

This raises the question Of how we11 the system wou1d perform if these

poTicy variab1es were exc1uded entireTy. A modification Of the mode1

eTiminating consumption and storage samp1ing and their respective

inf1uence on aTTocation decisions wou1d a110w such a check. This sug-

gests a user-oriented enhancement Of the mode1, providing a choice Of

combinations of samp1ed variab1es and contr01 equations to be perfor-

mance tested. This wou1d be in addition to the current capabiTity of

changing and Optimizing on contr01 equation paramters.

Tracker Resu1ts

The a-B tracker variab1e 0029 (Equation 6.6) is the on1y X para-

meter that does not Tend itseTf to a common usage transTation, a1-

though it is tied to the X consumption parameters. It is c1ear that
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0029 decreases with increased spending, paraTTeTing the decrease in

consumption samp1e interva1 (SMPRC) and standard deviation (SDRC). The

ru1e being stated here is that with more frequent samp1ing and in-

creased accuracy, a sma11er B va1ue shou1d be used. How does this

ru1e re1ate to the tracker? Reca11 the tracker design discussion Of.

Chapter VI. The choice Of B is based on desired response characteris-

tics. B cTose to one is desirab1e for quick response to new data, and

B cTose to zero he1ps to suppress error.

e The Optimization resu1ts show that 1ess frequent samp1ing with

more error has 8 cTose to one, whiTe more frequent, 1ess noisy samp1-

ing has 8 cTose to zero. As is Often the case, samp1e frequency and

a110wab1e error are at Odds here. Evident1y 0029 is affected more by

interva1 than accuracy. If error were the on1y question, then the 8

shou1d be cToser to zero for Tow budget. But the opposite is true.

The determining factor is that as the samp1ing interva1 increases, 8

approaches one so as to weigh more heaviTy the new (and infrequent)

data.

Information System Resu1ts

Severa1 interesting concepts resu1t from a study Of the X infor-

mation qua1ity parameters of Tab1e 9.4. The samp1ing intervaTS are

near1y the same for nutritiona1 and consumption surveys, especia11y at

the boundary budget cases. This suggests that some efficiencies cou1d

be achieved by having teams samp1e both variab1es at the same time,

subject to statistica1 constraints and the affordabiTity Of mu1ti-

taTented personneT.
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The samp1ing interva1 for storage is genera11y 1ess than for the

other two variab1es. There are two possib1e exp1anations for such a

re1ationship. First, it may be that storage needs cToser monitoring

to provide data that affects performance. The other Option is that

the storage sampTing cost does not prohibit more frequent samp1ings as

the consumption or nutritiona1 measurement costs do. The second ex-  
p1anation is the more feasibTe, based on Unapercentage cost figures Of

Tab1e 9.4. Note that the cost of storage survei11ance is the sma11est

portion Of the overa11 system at four Of the five budget 1eveTs.

It is good to examine the samp1e size figures of Tab1e 9.4 to determine if they fit the rea1 wor1d situation. The crucia1 aspects

Of samp1e size are that the number fits the actua1 popu1ation and that

the p1anned number of teams can reasonab1y be expected to perform their

tasks in a short amount Of time. Increased staff wou1d a1ter the cost

function whi1e increased measurement time wou1d invaTidate transmis—

sion times and possib1y the statistica1 optimization routine.

Let us examine the feasibiTity of the samp1e surveys defined at

the highest budget 1eveTs Of TabTe 9.4. The nutrition surveys ca11

for examination of 12797 persons, or about .04 percent of the tota1

initia1 popu1ation. This is reasonab1e, but recaTT that the chosen

QUAC stick method can on1y be used on chderen. A150, the mode1 as-

sumes that a survey of the whOTe country is needed, whereas a true

famine wou1d concentrate by region. The number of samp1es is high,

but the QUAC stick method may accompTish the task. Given that a

team of two Observers can samp1e two hundred chderen per hour (36),

the 12797 measurements can be Obtained in sixty-four team-hours, or

about three hours for each Of the twenty—four projected teams.
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However, the two hundred per hour figure does not inc10de the time con-

suming tasks of samp1e se1ection and traveT. TOO much time spent wi11

affect the assumption on de1ay costs, whi1e too much traveT jeopardizes

the samp1e size function Of Chapter V.

Consumption and storage surveys do not appear to be as feasibTe

as the nutritiona1, mainTy because the time aTTOtment per survey is

much higher. Given one-ha1f hour per househOTd (42), the 2433 con-

sumption samp1es wou1d necessitate twenty-six hours for each of forty—

eight individuaTS. The fact that the time between surveys is on1y ten

days impTies that aTmost continuous samp1ing wou1d be necessary. Simi-

TarTy, the storage measurement of 2106 househOTds wou1d require e1even 
hours per Observer, given a samp1ing rate of four per hour. Note that

these samp1ing rates do not inc1ude traveT time, so that the survey in-

terva1 of 7.5 days wou10 be quick1y reached for storage sampTing aTso.

There are at Teast three possibTe cures for these 1engthy survey

times. The rea1-wor1d situation can be aided if unit samp1e times are

reduced, as has been suggested eTsehwere (64). Two mode1 particu1ars

shou1d be carefuTTy examined. The popu1ation standard error parameters

Sh for Equation 5.23 may not be estimated correctTy. And the equations

themseTves may not be va1id, especia11y since traveT time becomes a

very 1arge consideration. A150, de1ay as a function of measurement may

have to be added to the cost function formu1ation (see Chapter V).

The most reasonab1e se1ection, from a rea1-wor1d perspective, may be

to drop consumption and storage as measured variabTes. The usefu1ness

of a computer mode1 cannot be overemphasized at this point. A set of

mode1 runs at varying 1eve1s of Sh can indicate answers to the tough

questions Of estimating a proper size for the popu1ation variance.

IIIIIIIIIIIIIIIIIIIIIIIlll-ll--::;___________
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InformatiOn SyStem Priorities

The X variab1es do behave in an expected fashion. The higher bud-

gets Tead to better (Tower) X_vaTues and better system performance.

A question remains. Given a budget cut, which X_variabTes are the most

crucia1? Or, with 1imited resources, which parts Of the information

system shou1d have priority?

One figure that provides a comparison is the percentage of tota1

expenditure from TabTe 9.4. Note that the transmission cost is consis-

tent1y the 1argest expenditure of the four components. But the percen-

tage cost is affected by the fixed costs and does not account for the

difference in component units. That is, component costs are re1ated to

X variab1es which have varied a110wabTe va1ues and varied cost struc—

tures.

TO combat the prob1em Of non-comparab1e variance, one cou1d com-

pare the X_vaTues as percentages Of their respective a110wab1e ranges,

as stated in Tab1e 9.1. But fixed costs are sti11 not accounted for,

and the ranges Of Tab1e 9.1 are subjective.

How then do we compare X variab1e worth? Two concepts are impor-

tant. The first is that Of a percentage change in the cost of the com-

ponent. The percent change smooths out the effects of fixed costs.

The second concept is that the change in cost (or variab1e vaTUe) must

be tied to a change in system performance. Reca11 that the use of

sensitivity tests, as conducted in Chapter VIII, is one method for mea-

suring the change in performance due to an input variab1e change. But

a 1ess time-consuming method presents itseTf here.

Another way Of wording the current question is which extra invest-

ment in information system components wi11 have the greatest positive
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resu1ts? TO put this into a numerica1 setting, Tet us examine perfor-

mance variab1es versus cost. Figure 9.3 presents performance va1ues

PERTOT and TDETH as functions Of cost COSTGX. The va1ues are taken

from Tab1e 9.3 and represent a11 five budget 1eve1s.

Note first that the shapes of the two curves are very simi1ar.

This is another confirmation that PERTOT is an acceptab1e optimization

proxy for TDETH. A second, and more important, consideration is that

curves show marked performance improvement for Tow budget 1eveTs but

then reach a p1ateau where extra expenditures contribute on1y minima1

system improvements. MarginaT performance increases are negTigibTe

for investment greater than three hundred mi11ion won. At that point

system improvements must come from other sources: more food, better

poTicies, or more efficient transportation and distribution operations.

This p1ateau is ref1ected in Figure 9.1 where the three hundred miTTion

four hundred mi11ion, and unconstrained budget 1eveTs produce simi1ar

resu1ts that are a marked improvement over the 155 mi11ion won case.

The imp1ications for studying the X_variabTes of Tab1e 9.3 and

9,4,...c1éar. The changes in X_vaTue and resu1ting expenditures be-

tween 155 mi11ion and three hundred mi11ion won are 1ike1y to be more

productive than the changes from three hundred mi11ion won to the un-

constrained budget TeveT. A means of measuring and comparing the stated

changes is needed. The measurement must account for fixed costs, dif-

ferences in variabTe units, and effects on performance.

Equation 9.6 defines a measure which meets the required criteria.

The function H is a ratio with the change in performance between the

minima1 budget case and higher cost 1eveTs as numerator and a
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Figure 9.3. Performance Versus Cost
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denominator comprised Of the range Of the X_variabTe. The ratio Of

differences a110ws a comparison across X_variabTes.

Xi (155) - xi (0)

 ”1“” = (9.6)

R1

where:

H = comparative performance measure on information qua1ity

parameters (dimensionTess)

C = budget 1eve1 (won)

X(C) = optimum information qua1ity parameter at given budget 1eve1

R = defined boundary on range of Xi (from Tab1e 9.1)

index on qua1ity parameters.—
J
o

I
I

The numerator Of H serves to smooth the fixed costs prob1em and

compare performance differences. Note that costs are a direct function

Of X_so that studying X changes is the same as studying cost differ-

ences. The ratio Of Xi differences eTiminates the variab1e unit and

cost structure prob1ems with one proviso. The range definitions of

 
TabTe 9.1 must be equitabTe. That is, each range must ref1ect a

standard 1ike1ihood that the optimum Xi fa115 within the range. Re-

ca11 from Chapter VIII that the ranges of Tab1e 9.1 were subjectiveTy

se1ected after a mu1titude of mode1 sensitivity tests. A more pre-

cise range ca1cu1ation method wou1d increase the vaTidity Of measure H.

Figure 9.4 presents H vaTues for X variabTes at each budget 1eve1

Ca1cu1ations were performed using Equation 9.6 and Tab1es 9.1 and 9.3.

A 1arge Hi(0) va1ue in Figure 9.4 indicates a 1arge change in X, be-

tween budget TeveT C and theTSS mi11ion won 1eve1. The difference  
Hi(CT) - H,(02) shows the magnitude of change in Xi between budgets

—  
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01 and 02. The discussion of Figure 9.3 impTied thatta desirab1e pat-

tern wou1d be to have Hi(200) and Hi(300) 1arge. A secondary consid-

eration woqu be that the differences Hi(400) - Hi(300) and Hi(500) -

H1(300) be sma11.

The most striking feature of Figure 9.4 is that the de1ay para-

meter DELD and the storage samp1ing frequency SMPRS are dramaticaTTy

"better” than the other five X variab1es. Both DELD and SMPRS have

1arge H at Tow cost.

At the two hundred mi11ion won budget 1eve1, three second-priority

parameters are identifiabTe: SAMPT, SMPRC and SDND. And the remain-

ing two variabTes, SDRC and SDRS, show minima1 change at the two hun-

dred 1eve1. But both SDRC and SDRS rebound to have high H at three

hundred miTTion won, whi1e SAMPT deCTines sharpTy. Such 1arge f1uc-

tuations may indicate that these variabTes are not re1iabTe predictors

Of system performance.

Based on the previous Observations, there appear to be three

priority 1eveTs among the individua1 information qua1ity parameters.

First, DELD and SMPRS are superior. Expenditure for reduction Of

transmission de1ay and increased storage sampTing shou1d be of primary

concern. Additiona1 expenditures wou1d go toward increased consump—

tion samp1ing and reduction of nutritiona1 measurement error since

SMPRC and SDND show steady improvement in Figure 9.4. FinaTTy, SAMPT,

SDRC, and SDRS shou1d be supported on1y at a 1eve1 necessary to keep

the information system in baTance.

Let us now examine Figure 9.4 with reference to groupings by type

Of parameters. It is c1ear that the de1ay variab1e is superior to

either frequency or error parameters. And, at the two hundred mi11ion
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1eve1, frequency parameters score consistent1y higher than their error

counterparts. The situation is cTouded at the three hundred miTTion

1eve1 since osci11ations make the superiority of frequency over error

Tess evident. But based on this one graph's evidence, it is possib1e

to rank information qua1ity by component type: de1ay, frequency,

error.

Note that it is somewhat inaccurate to make these priority state-

ments since the Optimum points shown in TabTe 9.3 are combined effects

Of a11 X variabTes. The measure H provides an indicator, not a defini-

tive statement. ATSO, the generaTity of these rankings cannot be dis-

cerned here. It woqu be necessary to examine many mode1 variations

before making genera1 statements. Rea1-wor1d experience must provide

the fina1 test.

Conc1usions and'Summagy

The mode1 seems to perform we11 based on the reTiabiTity and ex-

pectedness Of outputs. The issues Of mode1 variance; aTgorithm con-

vergence; the use of a singTe variabTe performance function; and the

cost-change trends of information qua1ity'(X), poTicy parameters (3)

and system performance have a11 been faced.

More importantTy, the approach provides quantitative answers to .

the severa1 questions posed in Chapter I and the introduction to this

chapter. Optimum information system aTternatives at severa1 budget

1eveTs are derivedanwipresented in Tab1es 9.3 and 9.4. The expected

performance 1eve1 is aTso given in Tab1e 9.3 and is pictured in Fig-

ures 91 and 9.3. A standard deviation is given in TabTe 9.3 for each
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variab1e and performance, so that ranges of 1ike1y va1ues can be com-

puted.

Tab1e 9.4 provides suggested monitoring statistics for the rea1—

woer variabTes inc1uded in the mode1. As mentioned previousTy, a

fu11er exp1anation Of the prob1em wou1d great1y expand the decision-

making portion of the mode1 to inc1ude such variab1es as water and

medicaT suppTies, incidence of i11ness, and transport avaiTabiTity.

The resu1ts Of the approach touch not on1y on information qua1ity,

but on operating 1eveTs for poTicies. The X_portion of Tab1e 9.3 ties

Operations to information qua1ity.

The re1ative importance of X_components is examined. The cost

breakdown in Tab1e 9.4 a110ws a comparison of absoTute expenses across

information qua1ity components. And the measure H of Equation 9.6,

aTOng with its re1ated graph in Figure 9.4, 1ead to a prioritized

spending Tist for information: timeTiness, frequency, accuracy.

It shou1d be noted here that in this comp1ex system, the numerica1

resu1ts of this chapter depend a great dea1 on the situation set in

previous chapters: the cost function, the raw data, the modeT assump-

tions. The mode1 vaTidation work of Chapter VII must be done prior to

Optimization, but its rea1 worth is not evident unti1 the Optimization

resu1ts are scrutinized.

Once again, many va1id research projects have on1y been touched

in passing. A great amount of wisdom is needed to anticipate the most

crucia1 areas for work, since extended research is not possib1e in a

famine or in famine—re1ated work. The foTTowing items are mentioned

as means of improving on the present optimization framework.
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The singTe performance criterion of Equation 9.2 a110ws for dif-

ferent weighting patterns. A study of severa1 disparate weightings

wou1d be usefu1 in re1ating the numerica1 optimization package to the

rea1—wor1d resu1ts Of 1ives saved, nutritiona1 debt, and avai1ab1e

grain.

A deeper Took at the resu1ts of a price contr01 poTicy shou1d be

made, as we11 as expTOration of other poTicy aTternatives. It is 1ike-

1y that the criteria of Equation 9.2 wi11 need to be significant1y a1-

tered to fit a different poTicy structure.

Further convergence tests on Comp1ex and its boundary parameter

wou1d he1p to deTineate the causes of output fuzziness. Error para-

meters, the optimization aTgorithm and the mode1 itseTf contribute to

The f1at, fuzzy surface encountered. It wou1d be very usefu1 to make

more precise statements about the causes of output variabiTity.

The effects Of cost function changes on Optimization resu1ts

shou1d be studied. Such an examination wou1d provide great insights

into the re1ative worth of X_parameters and information system com-

ponents.

 

 



 

 

 

PART III

CONCLUSIONS

CHAPTER x~

RESULTS AND SUMMARY

A systems approach to nutrition in genera1 and famine re1ief in

particuTar is a 1arge project. This dissertation has not been an ex-

ception. The goa1 Of this chapter is to attempt to tie the package

together. The major resu1ts of the study are presented first. FOTTOw-

ing sections are devoted to genera1 Observations about concepts 1ike1y

to be encountered during appTication of the approach, advantages and

disadvantages of the method, and a presentation of areas for further

re1ated research.

Major Resu1ts
 

The simu1ation approach outTined in Figure 1.2 and described in

this dissertation is a viabTe Option for the study Of information sys-

tems. Computer simu1ations are exce11ent tOOTS for the study Of com-

p1ex, quantifiabTe processes, and the samp1ing component deveTOped

here a110ws macro simu1ation Of an information system. An examp1e

prob1em has been foTTowed through the approach to a successfuT con-

cTUsion.

The computer Simu1ation mode1 has shown that it can be an inva1-

uabTe asset. A mode1 can definiteTy serve as a design tOOT. The
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mode1 can be used as an educationaT tOOT for decision makers, an aid

in discerning the re1evant outputs to be aware of when pTOtting reTief

strategy. And a refined mode1 cou1d serve as an on-Tine predictor

during an actua1 famine. In each app1ication, the computer Simu1ation

wou1d provide a deeper insight into the prob1ems to be faced. Many

questions about re1ief work are answered and many more re1evant ques-

tions are unearthed as a resu1t of Simu1ation ana1ysis.

Information qua1ity has a great potentiaT as a mode1 va1idation

tooT. The assumption that better information shou1d 1ead to better

system performance 1eads to a thorough study Of mode1 and poTicy struc-

ture as we11 as mode1 and poTicy parameters. SimiTarTy, the samp1ing

routine described in Chapter III is a usefu1 genera1 mode1ing tOOT.

It can shnuTate many data quaTity sets as part of a 1arge simu1ation

or can be used to test the efficacy of fi1ters and predictors.

It has been demonstrated that optima1 poTicy imp1ementation varies

with information qua1ity. This requires the current probTem formu1a-

tion to inc1ude a performance function dependent on both poTicy and

information qua1ity (E13321)-

An a1ternative to muTti—variate Optimization was found to be both

usefu1 and accurate. The singTe variabTe PERTOT served as a proxy for

the defined optimization variab1es Of nutritiona1 debt (TNUTD) and

totaT deaths (TDETH). PERTOT was defined in Chapter VIII as a

weighted measure Of the percentage death figure in the four popu1ation

C1asses (see Equations 8.7). Such a weight was picked to compTement

the stated poTicy of equa1izing nutritiona1 debt across the c1asses.

In optimization runs, minimizing PERTOT 1ed to a minimization Of TDETH

with TNUTD at acceptab1e 1eveTs. The key finding is that the poTicy
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and goaTS of the rea1 wor1d system can 1ead to a usefu1 measurement

and Objective va1ue in the mode1.

Three items emerge as important issues for reTief efforts to

address. Study of the Simu1ation mode1 in Chapter IV shows the

crucia1 effect Of consumption patterns on reTief poTicy. An addi-

tiona1 aspect Of this prob1em is the Tong-term education impTications

of poor consumption habits. SecondTy, there is a harsh question to

be answered when outside aid is not enough to meet a food shortage.

Wi11 short term (two—three months) or Tong term (one year) soTutions

be imp1emented? The Tong term soTution requires the unpopuTar im—

position of immediate rationing, but has significant1y better resu1ts

when the crisis peaks. FinaTTy, the abi1ity to predict famine extent

is important. In Chapter VIII, a twenty-five percent change in

crisis 1eve1 produced a change in mode1 resu1ts approximate1y equa1

to shifting from the best to the worst information system. When the

goa1 is minimization of deaths, poor estimation of this one variabTe

can undo the finest design work.

A cOmparison Of the re1ative importance of poTicy choice and

Optimization can be made, based on five mode1 benchmarks. The

origina1 price contr01 and equa1ization strategies of Chapter II,

the modified poTicy without Optimization of Chapter IV and the

Optimized resu1ts of Chapters VIII and IX provide the basis for

comparison. Each output was generated at a mean crisis 1eve1 of two

mi11ion metric tons and optima1 information quaTity. TabTe 10.1

contains the re1evant data.

Note the continued inverse re1ationship between tota1 deaths

(TDETH) and tota1 nutritiona1 debt (TNUTD). ATSO note the tremendous
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TabTe 10.1 Comparative Performance at Five Points in Study_

 

Benchmark Description and TDETH TNUTD

Chapter of Occurrence (mi11ion) (1000 MT)

Price ContrOT POTicy 10.5 0

Chapter 2

OriginaT EquaTization POTicy

Chapter 2 5 50

Revised EquaTization POTicy 3.5 80

Chapter 4

ManuaT Optimization 1.76 102

Chapter 8

Comp1ex ATgorithm Optimization 2.19 87

Chapter 9
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improvement Of equaTization poTicy over price contr01. As mention-

ed in Chapter VIII, further mode1 work shou1d improve the price con-

tr01 resu1ts, probab1y reducing TDETH to nine mi11ion.

It appears that the comp1ex aTgorithm does not 1ead to a sub-

stantiaT improvement in system performance. But the system descrip-

tion resu1ting from the manua1 Optimization in Chapter VIII is

poorTy defined. The success of the manua1 optimization is due more

to the f1atness Of the response surface than to the method itseTf.

On such a f1at, fuzzy surface, no aTgorithm is 1ike1y to pro-

duce exact quantifiabTe resu1ts. But an aTgorithmsnuflias Comp1ex

has the vaTuabTe feature Of simu1taneous variance Of a11 input

variab1es, aTTOwing a study Of interactions. And the resu1ts of

Comp1ex are we11-defined according to performance.

As mentioned in Chapter IX, another reason for the seemingTy

worsened performance of the Comp1ex method is the fact that infor-

mation error is introduced. Each Of the other four benchmarks

was run at "CTairvoyant" information 1eveTs, with no random error

cn~de1ayin information.

Improved poTicy reduces deaths by 1.5 mi11ion. Optimization

1ed to an improvement of some 1.3 miTTion. So poTicy modifications

and optimization are simi1ar in their abi1ity to improve the mode1-

ed re1ief system. The choice Of poTicy appears to be more important.

In any 1arge scaTe project, the wisdom to know what to Took

for is vitaT. SeveraT stages Of this dissertation, particuTarTy

Chapters IV and VIII,demonstrate the overwheTming truth Of this
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statement. Such wisdom is not guaranteed by expert he1p or hard

work; it is a gift.

Observations on the Approach and the Current ProbTem
 

The numerica1 outcomes of this study are meant as indicators Of

the nature Of expected resu1ts, not as actua1 recommendations,

mainTy because the mode1 has not been adequateTy vaTidated against

rea1 famine data. In fact, the mode1 backgroundissa hypothetica1

mixture of two countries. Thus, more important than numerica1

resu1ts 15 the type 0f outcomes encountered. Chapter IX produces

the numerica1 data mentioned in Chapter I as aids to p1anners:

optima1 system descriptions at severa1 budget TeveTS, TikeTy

1eveTs Of performance for each a1ternative and priorities on

system components, variab1es to be monitored and survei11ance

parameters. Study Of the mode1 aTone resu1ts in a broader under-

standing Of system processes, as described in Chapter IV and

VII.

In foTTowing the current examp1e through the methodoTogy of

Figure 1.2, severa1 items became c1ear on the structure Of the

approach and its re1ation to the examp1e. The cyc1ica1 nature

of simu1ation work carries over to the approach itseTf. An exam—

p1e appears in Chapter IX. The use Of samp1ing Equation 5.21

and the assigned va1ue Of parameter Sh within the equation may

be invaTid for consumption survei11ance because of time and

transportation constraints. This was discovered in the Optimi-

zation phase and coqu resu1t in a restructuring Of the cost

function. Note that this 1eads to an Observation about the
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va1idation process. Va1idation shou1d extend to the modeTed func-

tion 0(X), insuring that modeTed aTternatives actua11y do pro—

vide the cited information qua1ity.

ReTief system performance is TikeTy to be a fuzzy, fTat

surface. Thus, the goa1 of the optimization stage shou1d not

be to pinpoint parameters. Rather, the discovery Of a cost va1ue

where a performance p1ateau begins wou1d be most he1pfu1 (see

Figure 9.3). TOO high powered an aTgorithm wiTT be wastefuT in

this context. The Comp1ex a1gorithm is easi1y programmed and

operated, and it converges satisfactoriTy. It is a good Optimi-

zation a1ternative here. On the other hand, manua1 sensitivity

tests are unreTiabTe as an Optimization tOOT because the resu1ts

are very poorTy defined. I wou1d recommend that the fina1

optimization stage of Figure 1.2 be avoided unTess an aTgorithm

package is avai1ab1e.

Based on tasks performed for this dissertation, the areas

where most research and ana1ysis effort can be expected are:

-- déveTopment of 0(X)

-— construction and testing of the mode1

-- deveTOpment of experimenta1 scheme/design

The actua1 experimentation and interpretations go quick1y once

the above items are in p1ace.

There exists a great tendency to want a more and more detaiTed

mode1. But, detai1 1eads to disaggregation (by c1ass, region,

variab1e type, time, etc.). This makes it harder to ana1yze
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outputs because of the voTume Of data, and the 1arge number of

parameters makes Optimization more difficuTt.

At severa1 points the concern has been voiced over the imp1e-

mentabiTity of this systems approach. The usefu1ness of this or

any other p1anning methodoTogy depends more on the 1eve1 of com-

“
.

“
'
\
\
.
'
\
7
’

' mitment of the government than on the worth Of the methodoTogy.

Advantages and Disadvantaggs of the Approach
 

Most importantTy the current approach provides a frame work

. for future research on famine reTief information systems. As

seen in Figure 1.2, performance is tied to cost and to informa-

tion quaTity variab1es. The fina1 output is a set Of criteria

1 for information system design: optima1 system descriptions,

1ike1y performance 1eveTs and priorities for resource aTTOcation

between samp1ing error, de1ay and frequency. The approach com-

bines the tooTs of management information systems (MIS), computer

Simu1ation, optimization, and cost-benefit ana1ysis.

Severa1 segments pictured in Figure 1.2 can be used indivi-

duaTTy to provide rich rewards. The va1idation stage and construc-

tion of the simu1ation mode1 are powerfu1 Tearning tooTs, as

discussed short1y. The cost anaTySis used in generating function

0(X) must sort through poTicy information needs whiTe constructing

a1ternative mechanisms for Obtaining data. It must aTso evaTuate

restrictions on money, manpower, equipment and time; much useTess

evaTuation can be e1iminated by Timiting the scope to feasibTe

aTternatives immediateTy.
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A samp1ing component added to the simu1ation mode1 a110ws study

of resu1ts of given information qua1ity without specifying the detai1s

of surveiTTance and processing. SO criteria sets are evaTuated which

can cover a mu1titude Of aTternatives. And the samp1ing component

a110ws evaTuation Of information fi1ters even without the remaining

simu1ation components.

A simu1ation is a powerfu1 tOOT. Use Of the computer a110ws

comparison of a mu1titude Of situations quick1y, examining resu1ts Of

varying initia1 conditions, data coTTection parameters, data coTTec—

tion variab1es and MIS—poTicy combinations. Sensitivity ana1ysis can

he1p indicate further work priorities.

The numerica1 comparisons in simu1ation work are usefu1. Ex-

pToration Of satisfactory answers to the repeated question "why?" is

even more he1pfuT, as re1ated in Chapters III and IV. KnowTedge Of

trends and cause and effect re1ationships as weTT as the recommended

parameter and performance 1eveTs resu1ts from this exce11ent Tearning

tOOT. Understanding component Tinkages and the re1ationship between

poTicy structure (the equations) and imp1ementation (the parameters)

can he1p identify prob1ems to be met in imp1ementation.

The Simu1ation can be usefu1 in different forms to severa1

governmentaT units. By removing the samp1ing component, one can

examine resu1ts of varying crop faiTure 1eveTs. Optima1 timing for

imports and foreign aid distribution has aTready been studied (38).

Identification of the important 1inks to transport and distribution

systems is possibTe, as we11 as management and training requirements.

And poTicy making is enhanced as the mode1 he1ps set criteria for

information qua1ity.
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FinaTTy, the feedback equations and cutoff 1eveTs used in the

mode1ing of poTicy structure 1ead directTy to MIS ru1es in the imp1e-

mentation stage. The Tearning process of studying the mode1 can bear

fruit when examining Specific operating procedures for fier programs

and the transport system.

There are two main disadvantages to the current approach. It

requires a high degree Of systems Sophistication which may make it

difficuTt to imp1ement in a third wor1d setting. And some issues are

outside the scope Of the ana1ysis portion Of the approach.

A fair1y high degree of computer technoTogy and software power

wiTT be needed which may not be readi1y avai1abTe. PossibTy more

Timiting than the need for computer power is the need for a sophis-

ticated 1eve1 of data for the mode1. A rea1-wor1d data base is not

avai1abTe for much Of the performance and cost data that wou1d a110w

comprehensive mode1 va1idation.

The approach, in its fu11 scope, is a time-consuming process in a

fier where time is a major constraint. In addition, the cost function

0(X) is defined in a form not norma11y deveTOped, making it harder than

usuaT to Obtain. Uniform goa1s and Objectives are centraT to a

”systems" approach, but these are genera11y not avai1ab1e in the

sectored government commonTy found in the third wor1d (17).

ATthough this approach is a framework for design, it does TittTe

to exp1ain how to set up aTternatives or imp1ement a designed system.

Expertise in these areas woqu be Togica1 components of a systems

team.
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Tppics for Further Research
 

 

The tremendous number of tasks to accompTish in any re1ief effort

is staggering. Even with Timiting the scope of the current study to

the roTe of an information system, many compTex components have been

noted. The purpose of this section is to draw together some of the

tOpics touched on in previous chapters, to provide a guide to areas

that deserve additiona1 study. Due to the methodoTogy orientation of

the dissertation, many items are mentioned. The main subjects inc1ude

information system ties to other re1ief components, inc1uding impor-

tant background factors to consider' in imp1ementation p1anning;

topics in Simu1ation and modeTing research, and deeper probes into

subjects covered in this dissertation.

A we11-p1anned re1ief study Shoqu examine many facets Of re1ief

before choosing those areas that seem to promise the greatest rewards

for continued effort. This is a common sense approach; know1edge Of

the overa11 picture is inva1uab1e when reaching more detai1ed 1eve1s.

Ijes to Other ReTief Components

It was mentioned in Chapter V that there is a natura1 overTap

between ongoing nutritiona1 surveiTTance and emergency samp1ing. A

1ink between the two wou1d be ear1y warning signaTS Of an approaching

crisis. Some study has been done on the most usefuT variab1es to

measure (25). POSSibTe SignaTS inc1ude crop forecasts, migrations,

fOOd prices and hoarding.

The transportation system wiTT be vitaT in any pTan that requires

distribution Of avai1ab1e foodstuffs. The transport rate proved to be

an important poTicy item in Chapter IV (see Equations 4.5 and 4.6).
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The expected transportation and storage capabiTities have a great

effect on the amount of foreign aid or imports that can be made

avaiTabTe for reTief (30).

Using Obtained survei11ance resu1ts for re1ief fier program

, p1anning presents an exce11ent opportunity to Tink system components.

ApparentTy a weTT-defined and coordinated survey can provide a "topo-

graphicaT map Of maTnutrition" for a region (36). Standardized

resu1ts pTOtted on a map indicate viTTages where program efforts need

to be concentrated. AdditionaTTy, information and program ties with

wor1d organization efforts Shoqu be expTored. The Woer HeaTth

Organization (WHO), United Nations Diseaster ReTief Organization

(UNDRO), and others are activeTy pursuing research on re1ief

activities.

ActuaT imp1ementation of an information system design deserves a

much harder Took. Corruption, hoarding, a "b1ack market," and the

reaction of the pe0p1e to survei11ance techniques are a11 inf1uences

on the information and food aTTOcation systems. CertainTy the power

concentration in the government wi11 affect the degree of organization

and cooperation between reTief components. And the degree to which

responsibiTity for the nation's nutrition is hand1ed by varying gov-

ernmentaT units wi11 affect imp1ementation feasibiTity (T7). The

amount of cooperation from the affected peOpTes wi11 depend on their

faith in the government and on cu1tura1 attitudes toward strangers and

outsiders.

Strife and prejudice wiTT be enemies of reTief. StruggTes be—

tween rich and poor, between poTiticianS, between races, reTigions or

regions have Tong been causes of the unequaT distribution Of food in
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the wor1d. These confTicts must be taken into account when p1anning

programs and when designing an information system.

Simu1ation and ModeTing 

The computer simu1ation discussed in Part I is a cornerstone of

the current approach. Many modifications are possib1e to make the

mode1 conform more cToseTy to rea1-wor1d behavior; such modifications

deserve further study.

Many variabTeSin the current mode1 are aggregations or averages.

For examp1e, the urban popUTation is spTit into three c1asses, but

a11 ruraTS are inc1uded in one group. A more accurate portrayaT wou1d

resu1t by identifying the distinct rura1 groups: TandTess poor, sma11

and 1arge Tandowners, etc. (21). SimiTarTy, a breakdown by regions

wou1d be usefu1, especia11y in the case of on1y one region Of a coun-

try struck by famine.

Food types, nutrition and crop patterns are a11 re1ated when con—

sidering variab1e aggregation. The current mode1 uses One grain

equivaTent figure and one average nutritiona1 requirement and has no

crop breakdowns. This was done in the interest of simp1icity, and an

effort was made to discern the most important re1ationships between

crops, nutrition and food types. Once one of the above variab1es is

disaggregated, Togic genera11y dictates that others be hand1ed simi1ar-

1y. Suppose that a study of the effects of differing diets was de-

sired. SeveraT food type variabTes wou1d be required. Production and

storage variab1es might then need to be disaggregated to portray the

avaiTabiTity Of each food type. And the nutritiona1 ca1cu1ations

wou1d need to be reworked so that the tota1 nutrition picture affected

nutritiona1 debt and deaths.
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One type Of disaggregation that stands out in a famine setting is

an age and sex distribution. Chderen and pregnant women are most

susceptibTe to maTnutrition. Food requirements differ with age and

body size. A breakdown by sex and three or four age categories wou1d

provide added insights to the study of age-dependent survei11ance

techniques such as the QUAC stick.

One positive resu1t Of disaggregation is evident in the use of

the substitute Objective PERTOT (Equations 8.7). The varying effect

of poTicies on sociaT c1asses can be studied. It wou1d be very usefu1

to know which poTicies favor which c1asses or groups.

It wou1d aTso be very usefu1 to observe severa1 high1y aggregated

variab1es; macroeconomics indicators of the country's stabiTity.

Trade baTance. food and other prices and the extent of indebtedness

acquired to purchase equipment and food are a11 affected by the

management of the reTief effort. Addition of a suitab1e set of

equations to the mode1, as brieny stated in Chapter VII, wou1d a110w

decision makers to study 1imiting outside factors on system operations.

A Simu1ation can evaTuate a1ternative aTTocation strategies but

it cannot design them. It has been demonstrated that a strategy Of

equa1izing nutritiona1 debt across an entire popu1ation performs

better than a price contr01 poTicy. But neither of these may be fea-

sibTe in a specific country. Thus there is a great need to devise

strategies that are tied to actua1 situations. Strategy frameworks

must be constructed apart from the computer. Computer modeTs can then

aid in testing a1ternative strategies.

ReTated to strategy design is the mode1ing prob1em Of decision

ru1es. Nutritiona1 debt, consumption and storage variab1es are used
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in the current mode1 as decision variab1es. AdditionaT factors that

coqu be added wou1d inc1ude water 1eve1 and disease incidence. These

wou1d be needed especia11y if a more detai1ed mode1 Of fier programs

was desired. It may aTso be that such factors are best hand1ed out-

side the modeT. POSSibTe equations for the use of crop 1eve1 and

harvest time estimate are incTUded in the Appendix computer programs

1isting. These equations were constructed as an aid in the ca1cu1a-

tion Of average required nutrition (ARNUT) in Chapter IV.

. Decision making has been modeTed here as a continuous process

with constant contr01 parameters in poTicy equations. The possibiTity

of varying contrOTs with time was discussed brieny in Chapter VI.

ATTOwing contr01 parameters to change at specified intervaTS 1eads

naturaTTy to the use of dynamic programming (27, Chapter III). Con-

tinuous decision making refers to the mode1ing fact that the contr01

va1ues are computed at each discrete mode1 time interva1 At. As At

decreases, decisions are made more and more continuousTy. Compromise

wou1d a110w for regu1ar decision times, say at weekTy intervaTS. The

negative side of dynamic programming is the tremendous increase in the

number of distinct contr01 parameters.

It was noted in Chapter VII that a fair1y sma11 At has been used

in this study. A sma11 At wi11 1ead to 1arge computing costs, espe-

cia11y when more disaggregation and comp1exities are added. It may

be possib1e to reduce computation time through introduction of a two-

step discrete interva1 process. The mode1 components that require

sma11 At va1ues can be cyc1ed through many times for each cyc1e Of the

buTk of the mode1. Manetsch and Park describe such an app1ication to

de1ay processes (see Equation 2.18) (40, Chapter 10). For examp1e,

 

 

 

 

 



 

 

 



306

the nutrition and death tota1 ca1cu1ations require sma11 At va1ues,

whiTe production, storage and price ca1cu1ations provide accurate

resu1ts with coarser time intervaTS.

Another ”time" prob1em is that Of mode1ing the reversibTe nutri-

tion process, as mentioned in Chapter II. The cumuTative norma1 prob-

abi1ity—Of-death function (F2) of Equations 2.3 depends on the initia1

popu1ation nutritiona1 1eve1. A country that faces a famine and then

recovers wi11 probabTy not return to the same initia1 1eve1. This

creates a prob1em when mode1ing repeated food Shortages (as wou1d

occur in chronic food-deficit countries). Thus, a mode1ing technique

is needed to adequateTy portray this reversibTe process.

Deeper Probes into Covered Topics

The study of information qua1ity was 1imited here to de1ay, fre—

quency and error parameters. The introduction of bias in estimations

is distinctTy possib1e, as is the effects Of autocorreTated data.

The samp1ing component can easiTy be a1tered to mode1 such occurences.

In fact,-bias is provided for in the origina1 formu1ation in Chapter

III. A more detai1ed mode1 cou1d examine the sources of information

error and de1ay. The discussion of Chapter V concentrated on the

error inherent in data capture and processing. There is a1so a sig-

nificant prob1em in assuring the reTiabiTity of data storage.

A Simu1ation mode1 can be used to study many budgeting issues

that were touched on in this dissertation. The effect of cost equa-

tion changes on Optimization resu1ts is an additiona1 factor in con-

sidering cost versus performance (see Figure 9.3). Since it was

shown that optima1 poTicy parameters vary with information qua1ity,
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a significant topic in the overa11 re1ief system is the poTicy imp1e-

mentation costs 02(3) as a function Of X, This was described brieny

in Chapter V. 02(3) is computed dynamicaTTy, SO it wou1d be fitting

to study this topic when information costs 0(X) were aTso figured

dynamicaTTy, so that the same occurrences in the mode1 cyc1e affect

both. The possibiTity Of computing information system costs reTated

to the mode1 cyc1e rather than as a direct function Of X was aTso

mentioned in Chapter V.

.ReTated to dynamic cost function mode1ing is the 1arger issue Of

deveTOping a framework for construction Of the cost function 0(X).

The examp1e used in the current work convenientTy avoids some of the

more comp1ex probTems. HandTing the case Of mu1tip1e system a1terna-

tives requires the use of mu1tip1e equations to specify E(X). These

equations must preserve the uniqueness ru1e of Chapter V. The approach

has the theoretica1 abiTity to hand1e personneT, equipment and time

constraints separateTy from finances. It wou1d be he1pfu1 to deveTop

a sub-methodoTogy for such a case, especia11y when mode1ing informa-

tion system 1inks to transport and distribution systems in more

detai1. In order to bude on previous work, it wou1d be usefu1 to

deveTop a soTid connection between standard cost/benefit ana1ysis and

computer simu1ations.

Severa1 topics for optimization studies have been suggested in

Chapters VIII and IX. Chief among these is an examination of the

usefu1ness Of other aTgorithms, particu1ar1y response surface method-

OTogieS (48, 60). Another topic wou1d be the different performance

Objectives' effects on mode1 variab1es such as popu1ation, storage,

price, crops, etc. This cou1d constitute an in-depth study of the
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consequences of stated goaTS and objectives. If no dynamic cost func-

tion is used, the comp1ex aTgorithm shou1d be modified to check that a

given input vector X_satisfies constraints, without going through a

comp1ete modeT cyc1e. This wou1d save computer time, especia11y on a

fuzzy surface.

The faCiTity with which simu1ation resu1ts are produced woqu be

enhanced by the deveTOpment Of severa1 user aids. The framework for

the current mode1 is based on a punched-card processing system.

Adaptation to a more interactive mode through use Of CRT terminaTs

wou1d reduce computer operations time. The program now in use a110ws

for easy changes in certain parameter initia1 va1ues. An interactive

mode1 cou1d prompt for such changes from defauTt va1ues. An additiona1

he1pfu1 feature wou1d be to aTso prompt for the particu1ar poTicy

a1ternative desired. As mentioned in Chapter V, consumption surveys

are not 1ike1y to be practica1. A mode1 that a110ws the exc1usion of

such a variab1e wou1d be usefu1. SimiTarTy, it wou1d save time if the

program a110wed for a sensitivity testing mode, where changes in inputs

are specified and the appropriate percentage change in system perform-

ance is ca1cu1ated as one Of the program outputs. Such a feature

cou1d be he1pfu1 in any computer Simu1ation. In particu1ar, the

sensitivity tests in Chapters IV, VI, VII and VIII wou1d a11 have

been accompTiShed much more quick1y.

FiTters and predictors to fit the varied estimation prob1ems in

famine re1ief are needed because variab1e estimation is a key prob1em.

As mentioned in Chapter VI, the a-B tracker and the use of pOTynomiaT

smoothing as a predictor are possib1e starting points.
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There are many economic and personaT factors affecting re1ief

efforts that deserve study. Again, wisdom is needed for productive

se1ection of topics. CertainTy research on consumption habits pre-

ceding and during a famine is a top priority. AS Tight is shed on the

TikeTihOOd Of hoarding, the tendency toward seTf-rationing and the

starting point for hand-tO-mouth feeding, the mode1 consumption equa-

tions can be further tied to reaTity. Price 1eve1, the rate of in-

fTation, internationa1 grain costs and supp1y are some of the macro-

economic factors that wiTT impinge on re1ief. A study comparing the

effect of these factors on reTief performance wou1d he1p to design

ongoing survei11ance.

Summary

One Of the goaTS Of this dissertation was to provide a framework

for future study. AS this section shows, many items TogicaTTy connect

to the information system design probTem; much additiona1 work is

needed. Man has a responsibiTity to study these questions because he

must be a wise steward of what has been given to him.

The next steps are Togica1 extenstions Of the "proposed methodoTogy"

nature Of this dissertation: evaTuation Of the approach by the inteT-

TectuaT community and adaptation of the mode1 and approach to a rea1-

woer situation.
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APPENDIX A

NUMERICAL COST COEFFICIENTS

 



NUMERICAL COST COEFFICIENTS

There exists a 1arge jump from the theoretica1 equations Of Chap-

ter V to the hard numbers presented in Chapter IX. This appendix is

intended to fi11 part of that gap by presenting the numerica1 coeffi-

cients used in the simu1ation work. The same data is aTso avaiTabTe

in the computer program Of Appendix B, but is much 1ess accessibTe

there.

Equations wi11 be presented here without comp1ete exp1anations.

The rationaTe and variab1e definitions can be found in Chapter V,

Equations 5.18-5.36.

The goa1 of the cost function is to determine information system

costs based on information qua1ity parameters X, Equation A.1 (5.36)

is the fina1 step, stating that tota1 costs wi11 equa1 the sum of

transmission cost, nutritiona1 survey cost, consumption survey cost,

and private storage survey cost.

COSTGX = CDELF + CSN + CSC + CSS
(A.1)

The transmission cost is most easi1y computed. It is an inter-

p01ation prob1em using the function of Figure 5.1. The four points of

the curve and their corresponding system descriptions are 1isted in

TabTe A.1. The cost parameters CDEL in Tab1e A.1 were derived from

Equations A.2, A.3, A.4 (5.33), and A.5 (5.34). The constants used in

used in the simu1ation are given in TabTe A.2.
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Point

System

(1')

Component

UEQ (#).

WEQ(1000

won)

MAINT (%)

PDEP (%)

PUS (%)

UPR (#)

WPR(1000

won)

TPR(1000

won)

PRPUS (%)
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Tab1e A.1 Transmission InterpOTation Points

System Description

Current microwave system

Two-way transceivers

Base microcomputers

Renovation Of UHF network

New microwave network

CDEL

DEL (mi11ion

(Yrs) won)

:.038 126.6

.023 128.7

.015 153.3

.011 193.3

<.011 193.3 +

(.011-DEL)*

1010

TabTe A.2 Transmission System Cost Components

Fixed

Cost

(0)

1

5,000,000

.25

.15

.05

20

800

.05

   

 

Current Two—way Base UHF

Microwave Transceivers MicrO- renovation

base 1inks computer

(1a) (1b) (2) (31 (4)

3O 1 75 3O 1

800 10,000 50 400 500,000

.25 .25 .25 .25 .25

.30 .35 .30 .30 .15

.5 .2 1.0 1.0 .2

6O - 30 -

600 - 600 -

,5 - 1.0 -
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CDEL0 = CEQO + CPRO (A.2)

CDELi = CDEL1._1 + CEQi + CERi , i=1,2,3,4 (A.3)

CEQi = UEQ, * WEQ,i * (MAINT, + PDEPi) * PUSi ,

i=0,1,2,3,4 (A.4)

CPR, = UPR, * (NPR, + TPRi) * PRPUSi , 1=0,1,2,3,4 (A.5)

Survey costs are ca1cu1ated using the form Of Equation A.6 (5.18),

with detaiTs as presented in Equations A.7 (5.21) and A.8 (5.22 and

5.26). Note that A.7 provides the needed number Of samp1es, given a1-

10wabTe variance, and A.8 ca1cu1ates the cost Of one survey. Reca11

that CSUR and n are computed with the assumptions that each popu1ation

c1ass represents a separate survey and the four regions are the statis-

tica1 samp1ing strata. If the c1asses and regions are considered to-

gether as sixteen separate strata, the formuTae A.7 and A.8 woqu not

vfl1tmvthe Sj's to be taken outside the inner summation signs.

CS = CFIX + CSUR / SAMP (A.6)

M L L
_ 1 Z 2 /'* * y

". ’V*j=15j*(h1wh/Chj) (hz1wh/ cha) (A7)

. 2? 2.. 5 ff 2
CSUR = 00 + ((SAMP-COST) / V) i=1 Sj ( h_, ”n Chj) (A 8)

Chapter V provides for four divisions of the country (L=4) and four

pOpUTation c1asses (M=4). Costs (Chj) are figured on two breakdowns,

by region and by c1ass, whi1e standard error (Sj) varies on1y by

* u

c1ass. The basic core of data is given in Tab1es A.3. Costs Chj 1n

TabTe A.3 are re1ative indices of cost size by c1ass and region and

are mu1tip1ied by appropriate per-unit samp1ing costs to Obtain the

cost for a particu1ar survey type. Note that some mathematica1
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Tab1e A.3a ReTative Costs and Popu1ation

Egrcentages for SurveiTTance Ca1cu1ations

 

  
 

 

Wh

PopuTation

Percentages

 

 

 

  
  

*

CTass 3 Chj ReTative Samp1ing Costs

Urban poor Urban poor Urban Rura1

Region h+ No re1atives With re1atives Rich

1 2 3 4

Region 1 1 1 1.2 .9

Region 2 I 1 1.2 .9

Region 3 1.1 1.1 1.32 .99

Region 4 1.2 1.2 1.44 1.08

TabTe A.3b Standard Error and Per-unit

SampTing Costs for SurveiTTance CaTCUTations

CTaSS Sj Standard Error

Type of. Urban poor Urban poor Urban Rura1

SurveiTTance NO re1atives With re1atives Rich

1 2 3 4

Nutrition (SN) .03 .03 .045 .045

Consumption (50) .3 .3 .35 -35

.2Storage (SS) - ' '

.233

.301

.198

.268

SampTing

Cost

(won)

200

1,200

800
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o I o * 1

economies are pOSSTbTe 1f the Chj are empTOyed in the body Of the ca1-

cu1ations and the per—unit costs are mu1tipTied at the end.

Two further items must aTSO be computed. Variance V is inf1uenced

by Equation A.9 (5.28). And fixed costs are ca1cu1ated as in Equation

A.TO (5.27). The appropriate constants are given in TabTe A.4.

: * 2:SDT.i STPT VAVG_i (SDTi VT) (A.9)

2:i

CFIXi = TEAMSi* (TRAIN.i + E01 * PMNTi) (A.10)

(SDT V ; SDPi = SDRC 0r SDRS)

Using a11 of the above va1ues, the foTTowing simpTified, approximated

equations resu1t (A.11-A.T6). These equations are extreme1y usefu1 in

estimating partiaT or tota1 costs for given 1eveTs Of information

qua1ity. The figures for Tab1e 9.4 are derived from an app1ication

of these equations to the raw averages Of Tab1e 9.3.

_ 2

”nutrition — .0059/SDND
(A.11)

_ 2
_ _

“consumption - 10.6/SDRC
(A.12)

' 2
= A.13

"storage 9.2/SDRS
1.297

( )

-——2
= + SAMPT A.14

CSURnutrition 875,000 + (5000 SDND ) / ( )

T4058 (

= , 1 , + 5000 + 2 SMPRC A.15

CSURconsumption 1 3 2 500 ( 7086 SDRC ) / )

CSUR = 875,000 + (5000 +‘gER52 ) / SMPRS (A.16)

storage
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Tab1e A.4 Fixed Cost

Parameters and Variance for Tota1 Cost Ca1cu1ations
 

 

   

 

Survey Fixed Cost Parameters Variance

Type Teams Train E0 PMNT VAVO

(#) (1900 Won) (1000 Won) %

Nutrition 25 10 20 1.25 1.0

Consumption 25 3O 18 1.25 0.2

Storage 25 20 12 1.25 .066



APPENDIX B

FORTRAN COMPUTER PROGRAM
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