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ABSTRACT

DAFOSYM: A SYSTEM SIMULATION MODEL

FOR ANALYZING THE ECONOMICS OF FORAGES

ON COMMERCIAL DAIRY FARMS

By

Lucas Dean Parsch

A systems approach was taken in developing DAFOSYM (DAiry FOrage

SYstems Model), a computer simulation research model which aids in

analyzing technical and economic issues of Great Lakes dairy forage

production in the context of the whole farm. The model simulates

four on-farm production activities which trace the conversion of

farmgrown feedcrOps (alfalfa, corn silage, high-moisture corn) into

a marketable livestock product (milk): crop growth and yield; crop

planting and harvesting; feedcrop storage and handling; and feedcrop

disappearance.

The objective of DAFOSYM was to enable model users to conduct

experiments which compare alternative dairy forage system design,

technology, and management. Three issues served as guidelines in

designing the model: the model is generic in that a complete spectrum

of forage production systems (ranging from all alfalfa to all corn

silage) in the Great Lakes setting can be analyzed; the model accounts

for dynamic system interactions (timeliness of field Operations,

weather risk) which affect quantity and quality tradeoffs of feedcrops

produced for the dairy herd; the model provides a measure of both

the level of profitability and riskiness associated with any system

over a multiple-year period by generating a sample cumulative distri-

bution function of the system performance measure, net feed costs.



Lucas Dean Parsch

Mbdel output is suitable for ranking system alternatives for their

risk-return tradeoffs using stochastic efficiency criteria.

Major subcomponents underlying DAFOSYM include: a phenological

crop growth model which simulates alfalfa yield and quality (protein,

digestibility) on a daily basis as a function of historical weather

data; a multivariate stochastic process model which generates corn

yields and number of available field working days; and process-engi-

neering algorithms which account for sequences of field Operations,

feedcrop losses, and on-farm feedcrop processing from field to cow.

This bio—engineering economic model should serve as a catalyst

for continued interdisciplinary research and communication. The

study emphasizes model development, implementation, and validation.

Model use is demonstrated with a series of sample simulation runs

which compare and rank alternative corn silage:alfalfa systems for

hypothetical 120—cow and 80-cow herds using Michigan weather and yield

data. User-oriented model documentation is provided.
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Never ask of money spent

Where the spender thinks it went.

Nobody was ever meant

To remember or invent

What he did with every cent.
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CHAPTER I

INTRODUCTION

1.1 Importance of the Dairy Forage Production Component in

Michigan Agriculture

 

 

Although Michigan ranks sixth among states leading in milk

production and produces only 3.9% of U.S. raw milk (Michigan Agri-
 

cultural Statistics, 1981), dairying is the most important segment
 

of Michigan agriculture when measured on a cash-receipts basis.

Since World War II, dairy product sales have consistently equaled

25-30% of total farm marketings in Michigan_(Speicher and Wright,

1978). Table 1.1 demonstrates that over the period 1975-1979,

cash receipts from dairy products and dairy livestock (26%) far

surpassed all other individual commodities as well as several

important groups of commodities, including: cattle/calves-hogs-

eggs (18%); corn—soybeans-wheat—sugar beets (25.2%); and fruit-

vegetables (12.3%).

Forage cr0ps play an important role in Michigan's dairy

industry. Based on 1980 Telfarm data (Brown and Nott, 1981),

hay equivalent and corn silage acreage accounts for 47% of all

tillable acreage, and 57% of all feedcrop acreage, on Michigan

dairy farms. Hay equivalent acreage alone accounts for 35% and

43% of tillable and feedcrop acreage, respectively, on these farms.

Assuming Telfarmers are representative of all Michigan dairy

farmers, it can be inferred that approximately 12%, 78%, and 50%

1

  



2

Table 1.1 Composition of Total Cash Receipts from

Farm Marketings of Selected Commodities,

Michigan 1975-1979, (%).

 

 

 

   

Commodity 1975 1976 1977 1978 1979 Avg.

Dairy* 24.8 28.4 25.7 25.9 25.0 26.0

Cattle/calves** 8.4 7.3 8.0 12.4 12.1 9.6

Hogs 6.1 5.9 4.9 4.6 4.8 5.3

Eggs 3.3 3.9 3.2 2.7 2.5 3.1

Corn 13.2 15.0 14.1 11.3 12.9 13.3

Soybeans 3.8 4.5 6.6 4.2 7.1 5.3

Wheat 6.8 4.7 4.3 2.5 4.4 4.6

Dry Beans 7.8 4.6 5.8 3.9 4.9 5.4

Sugar Beets 2.6 1.9 2.1 1.7 1.6 2.0

Vegetables 5.0 5.5 5.7 5.9 5.0 5.4

Fruit 5.8 5.8 5.9 9.4 7.3 6.9

Other 12.4 12.5 13.7 15.5 12.4 13.1

Total 100.0 100.0 100.0 100.0 100.0 100.0

Total Cash

Receipts,

($ Billions) 1.661 1.728 1.925 2.099 2.501 1.983

* Includes dairy products and net sales of dairy livestock based on

Telfarm data, 1980.

** Excludes sales of dairy livestock, based on Telfarm data, 1980.

Source: Michigan Agricultural Statistics, 1981.
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of all Michigan acreage in corn grain, corn silage, and hay, respec-

tively, is ultimately marketed through dairy. If this inference is

correct, over the period 1975-1979 just under 19% of all Michigan

field crop acreagel was marketed through dairy, and over 14% of all

field crop acreage consisted of forages marketed through dairy.

1.2 Problem Statement
 

Because of the importance of the dairy forage component of

Michigan agriculture, both basic and applied dairy forage research

has been conducted at Michigan State University. Previous and on-

going investigations in this area have been conducted primarily

in the departments of Agricultural Engineering, Cr0p and Soil

Sciences, Animal Sciences, and Agricultural Economics. A broad

spectrum of research topics has been investigated which encompass

technical and economic aSpects of growth, harvest, storage, and

feeding of forages, and of their utilization by the dairy herd.

Specific examples have included: the effect of all corn silage versus

all hay on lactating cows (Brown et a1., 1966); intake of dry versus

wet alfalfa (Thomas et a1., 1968); nutritional characteristics of

forage (Pulli, 1973; Allinson et a1., 1969); the impact of alternative

cutting sequences, number of cuts, and stage of maturity on alfalfa

yield and quality (Lee, 1973); new packaging systems (Schwab, 1974);

economic evaluation of whole—farm dairy systems and management

(Hoglund, 1976); alternative alfalfa establishment strategies (Tesar,

1976); modeling forage nutrient utilization in livestock (Black, 1978);

1Field crop acreages as defined by Michigan Agricultural

Reporting Service in Michigan Agricultural Statistics.
 



preservatives for forage crops (Thomas, 1978); treatment of silages

with non-protein nitrogen (Huber et a1., 1980); evaluations of dairy

forage machine complements (Sisco et a1., 1980); and methods to

shorten field—curing time of alfalfa (Wieghart et 81-, 1980).

The above research has been conducted at both the departmental

and inter-departmental levels. To a greater degree, however,

researchers have recognized that the technological and economic

impacts of dairy forage investigations must be evaluated in a

broader farming systems context. This is due to the nature of

Telfarm data (Brown and Nott,dairy forage agriculture in Michigan.

1 fed1981) shows that for all size classes of dairy farms, forages

to the dairy herd are primarily homegrown and that only a relatively

small portion is marketed for cash sales. The same data show that

Specialized dairy farms grow corn grain for feeding and sales, and

are, on average, net producers of grain. This demonstrates that feed

production and utilization on commercial dairy farms in Michigan is

largely an enclosed system of interdependent processes which convert

feedcrops into economic animal products. In order to fully assess

the impact of alternative technology, management, or system design,

the whole broader set of interactions between these interdependent

production subsystems must be evaluated.

From a research perSpective, this implies that the experimental

design of dairy forage investigations must address the entire crOp

production/livestock interface, i.e., that whole-farm production

Forages used in Michigan include grass and legume hays and hay-

lages, as well as various grain crop silages. For the remainder of

this study, the term "forage" will refer to alfalfa and corn silage.

 

.A
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s stems must be "placed into the test tube" in order to determineY

the relevance or impact of disciplinary experiments on system level

output.

Such research would be difficult if not also prohibitively

expensive. For this reason, one of the proposed responsibilities of

the Michigan State research cluster group of the U.S. Dairy Forage

Research Center is to develop and refine computer models which serve

as vehicles for conducting research of both technical and economic

issues of whole-farm dairy forage production and utilization in the

Great Lakes States setting. The present study was undertaken with

the goal of designing and implementing a first generation version of

this model, the DAiry FOrage SYstems Model (DAFOSYM).

1.3 Objectives of the Study

The objectives of the study are to:

1. Identify the key components and relationships which

describe the production and utilization of feedcrops grown

on a commercial Great Lakes State dairy farm for use in milk

production. Homegrown feedcrops include forages (alfalfa,

corn silage) and high-moisture shelled corn. Key components

include on—farm subsystems and production processes which

influence, or are influenced by the growth, harvest, storage,

feeding and utilization of the feedcrops.

2The U.S. Dairy Forage Research Center (USDFRC) was established

in 1980 in Madison, Wisconsin, as a joint venture of USDA-ARS and

seven land-grant universities in the North Central region. The

USDFRC is staffed by researchers at the Center, as well as in

satellite "cluster groups" at each of the supporting institutions.
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2. Design, develop, and Operationalize a computerized

simulation model of the system identified in (1) above.

The model should be appropriate for use as a research tool

which addresses both technical and economic issues related

to dairy forage farm-firms in the Great Lakes area. The

model should be capable of evaluating questions relevant

to system design, management, and technology, and should

provide a measure of both the returns and risk associated

with system alternatives analyzed.

3. Demonstrate the use of the model developed in (2). Using

Michigan weather and crop yield data, six experiments are

conducted in which the model is used to simulate represen-

tative 80-cow and 120-cow dairy forage systems. Systems

simulated include alternative farm plans which reflect produc—

tion systems designed to provide alternative forage rations1

for the lactating herd. Evaluation includes a ranking of

the alternative systems using stochastic efficiency criteria.

The results and contributions of the study should prove useful

to dairy forage research in the following ways:

1. It specifies the important relationships between the produc-

tion subsystems of a commercial dairy farm.

2. It provides a format for evaluating the sensitivity of farm

system level economic output to subsystem level technical

and economic parameters.

1Forage rations are defined by the proportion of total forage dry

weight fed to the lactating dairy cows consisting of either corn

silage or alfalfa.

  



3. It indicates which portions of the dairy forage production

system are poorly understood, and hence, provides direction

for future research.

4. It provides--in the computerized model-—a research tool

which can be used in future studies, and which encourages

interdisciplinary communication.

1.4 Research Procedure
 

The DAiry FOrage SYstems Model (DAFOSYM) is the product of an inter—

disciplinary study undertaken by two primary investigators: the author

and Philippe Savoie, Department of Agricultural Engineering, Michigan

State University. Both primary investigators undertook this study

as a research topic for their respective Ph.D. dissertations. The

task which these investigators set out for themselves was to coordinate

efforts to design, develop, and implement an operational model which

addressed itself to issues of technical and economic production

efficiency of dairy forage systems at the farm-firm level. Although

the investigators' goal was to merge their efforts into a single

model, the research was largely independent in nature with each

being responsible for individual subcomponent design and modeling.

Coordination between the investigators consisted primarily of

Specifying overall model design, and assuring that individual sub—

components were compatible with overall model and research objectives.

The allocation of research responsibility between the two inves-

tigators can briefly be summarized as follows: The author was

responsible for modeling crop environment and crop yields of alfalfa
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and corn,1 as well as for the harvest, storage, and feeding of corn;

Savoie was responsible for modeling machinery input-output relation-

ships, as well as for drydown, harvest, storage, and feeding of

alfalfa. Each was responsible for accounting for material flows,

resource use, and costs in their individual areas. The contribution

of each of these investigators is described in detail in each of the

respective "companion" dissertations.

The model reported in this study represents a first version of

a dairy forage systems model in that all components are not developed

at the same level of SOphistication, due to either expertise, personnel,

or time constraints. At present, the subcomponent which accounts for

crop utilization by the dairy herd is being developed under the

direction of a third investigator, Dr. J. Roy Black, Department of

Agricultural Economics, Michigan State University. Black's contri—

bution to the study will consist primarily of adapting on—going

dairy protein research models for use compatible with DAFOSYM objec-

tives. Hence, the present model subcomponent used to account for

dairy feed disappearance is a simplified version, and is viewed as

being a temporary component of the final DAFOSYM model.

1.5 Summary of Model Characteristics
 

Two primary characteristics describe the research method of the

DAFOSYM model:

1For the remainder of the study "corn" will be used as a generic

term which includes corn silage (CS), high moisture shell corn (HMC),

and dried corn grain (CG).
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1. Bio-engineering economic model. Bio-engineering economic
 

variables describing production relationships of a dairy

forage farm-firm system are modeled. Production processes

in the model describe the transformation of user-inputted

farm resources (inputs) into homegrown feedcrops (inter—

mediate outputs) and their conversion into economic outputs

(milk). For each of these processes, categories of variables

which are monitored include: material flows of production

through the system; resource use associated with those flows;

costs and returns associated with resources expended and

products produced.

2. Dynamic state variable simulation model. The processes
 

involved in producing homegrown feedcrops (crop growth,

harvest, storage/feeding, utilization) are simulated on a

minimum time increment of one day over a multiple-year

period. Daily time increments allow for simulation of

detailed process interactions affecting crop yield and

quality. Multiple-year simulations provide a measurement

of both the expected returns and variance associated with

any system by generating the cumulative probability distri-

bution of that system's performance measure.

1.6 Outline of the Dissertation
 

The purpose of this dissertation is to explain the development

of the author's contribution to the DAFOSYM model.1 Chapter 2 uses

1Detailed explanation of Savoie's contribution to the model is

described in the companion dissertation (Savoie, 1982).
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a review of dairy forage economics literature to identify the

primary issues to be addressed by the model. Chapter 3 provides an

overview of model organization and experimental design. Chapters 4

and 5 deal with model development: Chapter 4 describes how a pheno-

logical crop growth model is adapted to account for alfalfa yield

and quality prior to harvest; Chapter 5 describes the stochastic

process corn production model. These two chapters are the core of

the dissertation in that they represent the author's primary contri-

bution to overall model development. Chapter 6 demonstrates use

of the model in conducting various eXperiments which address questions

of dairy forage system design. Alternative dairy forage production

systems (consisting of alternative crop mix, machinery complements,

feed storage structures), each designed to provide alternative forage

rations for a representative commercial dairy herd, are simulated and

evaluated. Research summary and recommendations are provided in

Chapter 7.



CHAPTER II

CRITICAL ISSUES FOR

DAIRY FORAGE MODEL DESIGN

2.1 Introduction
 

The problem statement Of Chapter 1 calls for a computerized

research model which can be used as a research tool for analyzing

technical aspects of dairy forage production in an economic frame-

work. The goal Of Chapter 2 is to identify which technical issues

need to be addressed and incorporated into model structure.

Previous research studies are reviewed to provide insight into

important issues.

Three important issues are specified: (1) Dairy forage bud-

geting studies are used to identify the importance Of taking the

' broad generic approach designated by analyses which allow alternative

farm systems tested to be defined by the entire spectrum of

potential rations fed to the herd. (2) Dynamic simulation studies

indicate the relevance of accounting for feedcrop quantity/quality

tradeoffs due to the dynamic interactions of weather risk, machinery

complement capacity, and timeliness Of Operations. (3) Finally,

a third issue addressed by neither group Of studies is the importance

Of accounting for across-year crop yield variability and its impact

on risk and returns.

11
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2.2 Dairy Forage Economics: Review of Budgeting Studies
 

A number of dairy forage economics studies utilize budgeting

techniques in order to estimate either cost-of-production or net

returns. The merit of these studies is that most take a systems

approach in their analysis, recognizing the importance of the inter—

face of crops and livestock. All Of the studies reviewed are con—

ducted at the farm-firm level. The general procedure in these

budgeting studies is to establish the desired herd size and milk

production level per cow. A ration is balanced for the herd using

a least-cost (simplex algorithm) ration balancer. Next, a synthetic

farm-firm is designed which is capable of generating feedstuffs for

this herd on an annual basis. Finally, the resources expended as

well as the costs/returns associated with each farm plan are then

budgeted and accounted for. The primary purpose in reviewing these

studies is to note the design of the research, and to identify the

factors being analyzed.

Budgeting studies by Schwab (1969) and Hoglund et al. (1972)

test the effect of varying three factors on dairy forage profitability.

Schwab and Hoglund et al. analyze two management levels across three

soil management groups in combination with three alternative rations

fed to the dairy herd. Rations are defined by the composition of the

forage source for the lactating cows, ranging from those high in corn

silage to those high in alfalfa. Similar studies by Black et al.

(1974) and Parsch (1980) each analyze three soil management groups in

combination with three rations. Rations are defined by both the ratio

Of corn silage:alfalfa in the feed, and whether or not non-protein

nitrogen (NPN) is used as a protein additive in corn silage. All
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four studies demonstrate that rations high in corn silage are most

profitable on highly productive soils, but that high levels of alfalfa

minimize costs on the less productive sandy loams. Additionally,

Black et al. and Parsch show that use Of NPN is a critical factor of

profitability on all soil type/ration combinations.

Results Of a study by Knoblauch et al. (1979a) differ from those

above. Knoblauch et al. analyze marginal and productive soil in

combination with alternative rations and find that least cost plans

for high-producing herds contain equal prOportions of corn silage

and alfalfa as Opposed to all haylage or 70% corn silage forages on

productive land. For less productive land, least cost farm plans

include alfalfa as the only roughage source.

A study by Nott (1974) analyzes a marginal and productive land

base in combination with alternative forage rations, use or non-use

of NPN, and two quality levels of alfalfa. Over all combinations

analyzed, Nott finds that NPN always results in greater net returns

than non-NPN rations. However, on highly productive land, returns

from a 50% alfalfa haylage ration are found to be nearly equal to

returns from a 100% corn silage ration using NPN, provided that high

quality haylage (21% crude protein) is made available to the herd.

On less productive soils, the reverse is true: A ration containing

70% alfalfa (18.5% crude protein) is found to net higher returns than

a 75% NPN corn silage ration.

On productive soils Hoglund (1963) demonstrates results similar

to Nott (1974) and Knoblauch et al. (1979a), provided a high level

of management is exercised, i.e., least cost farm plans include

equal proportions of corn silage and alfalfa as the forage source.
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When only low management levels are available on productive soils,

however, 35% alfalfa is Optimal. Hoglund hypothesizes that higher

management levels are required to harvest alfalfa in a timely

fashion so as to reduce losses. On less productive soil, Hoglund

shows 65% alfalfa is preferable due to relative yield differences

with corn silage.

In a later study, Hoglund (1968) compares the effects of use

and non-use of NPN with alternative corn silage:alfalfa combinations,

while also testing the sensitivity of the outcome to 20% variations

in corn silage and alfalfa yields. A 50% CS ration results in

higher returns than either a 30% or 100% CS ration provided NPN is

used. As expected, when corn yields increase, net income from farm

plans is greater the larger the proportion of corn silage in the

ration. The same is true for increased alfalfa yields, but Hoglund

notes that the same relative increase in alfalfa yields has less

impact than similar corn yield changes.

Two budgeting studies look at the impact of alfalfa quality and

milk production level on costs (Milligan and Knoblauch, 1980; Benson,

1979). Milligan and Knoblauch (1980) provide cows producing 10,000,

14,000 and 18,000 pounds of milk per year with rations containing

0%, 50%, and 75% CS. Alfalfa contains either 12.6% crude protein

(.48 Mcal/lb NEL) or 17.0% crude protein (.56 Mcal/lb NEL). Given

any milk level and ration, lowest production costs are obtained

with the high quality alfalfa due to reduced purchases Of protein.

But across all levels of milk production, costs are minimized with

the 50% corn silage rations. When low quality.alfalfa is forced

into the solution, however, high corn silage rations (75%) are
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least—cost.

The Benson study (1979) analyzes a total of 14 ration combinations

for cows producing at levels of 60 lb./day and 80 lb./day. Rations

contain either 100%, 50%, or 0% CS, both with and without NPN.

Alfalfa is available at four levels of quality with crude protein

at 21%, 18%, 14%, and 10%. Least-cost rations for 60-lb. cows contain

100% NPN corn silage, whereas least-cost 80-1b. cow rations contain

100% high quality (21% crude protein) alfalfa. 50% CS rations

containing high quality alfalfa (crude protein greater than 18%)

render only slightly less net returns, however. Benson notes that

the cost-reducing effect of NPN is less with higher producing cows

where nutrient requirements are greater, i.e., that forage quality

is always of greater importance at high production levels.

Other important dairy forage budgeting studies analyze material

energy flows and costs under alternative rations (Holtman et al.,

1977); baled hay versus haylage in combination with alternative levels

of corn silage for 40, 80, and 160—cow herds (Knoblauch, 1979b);

alternative corn silage-alfalfa rations for five different farm

sizes (Nott, 1973); and field-cured versus conditioned baled hay and

haylage (Shandys, 1963).

2.3 Comment on Budgeting Studies
 

A strength of the budgeting studies reviewed above is a systems-

Oriented approach in which forages are evaluated in light Of their

contribution to the larger dairy forage system. System performance

measures—-total cost or net returns--are calculated by tracing

changes in resource use throughout the production system. As factor

levels are varied in these studies, broad shifts in the farm resource
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base-~including crop acreage mix, machinery complement, feed storage

structures, etc.--are accounted for.

It should be noted that the common variable which is analyzed

across all studies reviewed is the ration fed to the dairy herd. In

each case, rations are defined by the composition of the forage (corn

silage:alfalfa ratio). Because dairy cows can substitute forages over

a broad range, the use of ration as a control variable in these

studies allows a broad Spectrum of production systems to be analyzed

for any given herd or land base.

The weakness common to all Of the budgeting studies reviewed

above is that since each is a static analysis, it is unable to capture

the dynamic aspects of dairy forage production which may have impact

on system performance over time. A Michigan study (Knoblauch, 1976)

using 1960-74 Telfarm data demonstrated that dairy farms using 50%

corn silage—50% alfalfa rations had both higher levels and lower

variability Of net returns than did farms using either 0% or 70%

corn silage systems. However, the same study showed that during the

period 1960-69, this identical ration resulted in the highest

variability of net returns.

Nott (1973) has hypothesized that if forage research were to

account for the interdependencies of weather risk, machinery comple-

ment capacity, and crop quality losses due to timeliness, then corn

silage systems would be shown to be less risky. He suggests that

the inclusion Of "risk management" is one of the most important

problems to be dealt with in future forage research.
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2.4 Dairy Forage Economics: Review Of Dynamic Simulation Studies

Von Bargen (1966) suggests that haymaking generally does not

result in Optimum returns to the farming enterprise due to: (1) the

sequential field operations which characterize the harvest process,

and (2) the exposure to hazards of weather during field drying. Using

dynamic simulation models, researchers have attempted to account for

technological aspects Of forage growth and production which affect

quantity and quality of crops during the multi-stage process which

transforms them from growing plants into milk to be marketed.

Cloud et al. (1968) develop a daily simulation model of hay har-

vesting and utilization. Equations which express yield and quality

of alfalfa as a function of calendar date are developed. Sequences

of daily historical weather data in combination with machinery com-

plements of various capacities are then simulated to account for crop

quality and quantity harvested and available to the dairy herd. A

second set of equations expressing milk production as a function of

forage quality, dry matter intake, and grain consumption are used to

place a dollar value on harvested crops. Crop dry matter and quality

losses are accounted for, and hay produced is allocated to three

quality storage locations: no rain damage, slight rain damage, and

heavy rain damage with hay to be salvaged for cash sale only.

Millier and Rehkugler (1970) describe a daily simulation model

similar to Cloud et al. except that a random number generator is used

to simulate the probability of days suitable for harvest. Yield and

quality equations are estimated for first-cut alfalfa as a function

of calendar days. Regrowth yield and quality for subsequent cuttings

is based on a fixed cutting interval. Alternative harvest rate
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capacities and cutting sequences are then evaluated for their impact

on dry matter and quality available for the dairy herd. In a more

recent study, Bebernes and Danas (1978) expand and modify the Millier

model to include historical weather data, machinery complements repre-

senting alternative hay-packaging systems, and alternate crop acreage

levels to be harvested. Dry matter and quality losses reflecting

crop maturity, leaching, and machinery handling losses are also

included. Output from the model includes both cost and time analysis.

A model developed by Parke et al. (1978) differs from those cited

above in that harvest is restricted to a one—cut system. However, the

modeling of rainfall (based on historical data) affects both moisture

and losses of the cut crop. Likewise, weather expectations on the

part Of the decision maker are accounted for by simulating the decision

to harvest on a specific day, given a weather forecast. Parke uses

the simplex algorithm (LP) to determine a minimum cost feed ration

in order to evaluate nutrients produced in the simulated growth and

harvest of the crop.

McGuckin and Schoney (1980) describe a dairy forage model to

evaluate the riskiness of alfalfa haylage versus hay. A phenological

crop growth model is used to generate alfalfa yields on a daily basis

as a function of historical weather data. Crop drydown, yield and

quality losses, weather expectations and alternative management

strategies are incorporated into the simulation. Feedcrops are

allocated using a linear programming ration balancer. Cumulative

distribution functions Of net returns generated over a multiple-year

simulation serve as the model performance measure.
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A model developed by Lovering and McIsaac (1981) simulates growth

and harvest Of forage crOps, and accounts for effect Of storage method

on quality losses. State variables in the model update yield and

quality Of each harvested plot. A component feed storage submodel

(McIsaac and Lovering, 1980) monitors feed quality throughout the

storage process. Feeds are converted to milk on an annual basis, and

costs/returns calculations are based on a set of equations which

account for non-linear increments in milk production per unit increment

Of feed produced.

2.5 Comment on Dynamic Simulation Studies
 

The primary advantage of the simulation studies over the static

budgeting models reviewed earlier is their ability to account for the

dynamics of the growth and harvesting processes which affect both the

quality and quantity Of feed available to the dairy herd. These

dynamic interactions are characterized in the models by variables

which monitor or account for crop maturity, harvest timeliness, weather

risk, and number and sequence of harvest days.

The simulation models exhibit two weaknesses, however:

1. The range Of alternative systems which are designed or

analyzed is severely restricted. Unlike the budgeting studies

reviewed earlier, the sole source of roughage analyzed in

the simulation models is the hay or haylage crop with no

potential for growing and feeding corn silage or high moisture

corn in combination with legumes or grass. Given the impact

of forage composition on total costs demonstrated in the

budgeting studies, this is a serious shortcoming.
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2. Variations in crop yield and quality not only are limited

to the hay or haylage crop, but also, with the exception Of

McGuckin and Schoney, ignore the possibility of analyzing

risk resulting from year-tO-year yield variability. Models

cited which predict crOp yield and quality as a function of

calendar date--while capable Of reflecting the impact of

cropping dynamics (crOp maturity, harvest timeliness) on

profitability--are by design inappropriate for multiple-year

Simulations.

2.6 Implications for the Design Of DAFOSYM: Issues to Address
 

Insights gained from the review of previous dairy forage studies

resulted in the three basic criteria which were established for the

design of the DAFOSYM model. Each criterion is discussed in turn:

1. Generic model. The dairy forage model must be capable Of
 

analyzing systems in which the forage source Of the dairy ration can

be ranged from all alfalfa to all corn silage. Animal nutrition

research has demonstrated that lactating cows can substitute forages

over a broad range and still maintain levels of production consistent

with their genetic potential (Rumsey et a1., 1963; Brown et al., 1965;

Brown et al., 1966; Hemkin and Vandersall, 1967; Thomas et al., 1970;

Holter et al., 1973). Regardless Of whether all, some, or none of

the forage and high moisture corn crops are tO be homegrown for the

dairy herd, the limit on the number Of farm plans or crOp enter-

prise combinations which can be designed is restricted only by the

ability of the herd to substitute feeds. A generic model must be

capable of analyzing this entire spectrum of alternative systems if
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it is to avoid finding merely local solutions, instead of the desired

global solutions, to the dairy forage resource allocation problem. This

criterion is especially important in the Great Lakes setting because

large quantities Of roughages (corn silage and alfalfa) and high

moisture corn are grown on commercial dairy farms for internal use.

2. Dynamic system interactions. The model must be able to
 

account for the dynamics of feed crop quantity and quality affected

by environmental and technical factors. With respect to the alfalfa

crOp, the model must accommodate the following technological aspects

Of crop growth and production:

a. Dry matter yield increases with crOp maturity.

b. Crop quality (protein, digestibility) decreases with

maturity.

c. Daily weather pattern affects the length of harvest

period and quantity of rain-damaged hay.

-- If rainy days are numerous, the harvest period is

prolonged, providing time for the yield Of the

standing, uncut crop to increase and the quality

to decrease.

-- While the number of clear days determines the number

of days Of harvest Operations, the sequence of

clear and rainy days affects drydown and is equally

important: the quantity of rain—damaged alfalfa is

greater for systems requiring longer field-curing.

d. Length of the harvest period affects initiation Of

regrowth of subsequent cuttings.
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e. Each machine complement has a different input/output

relationship. A change in the harvesting package

results in changes in the resources used and products

produced on a given area.

With respect to the corn silage and high moisture corn crOps, the

following technological aspects Of crOp production must be accounted

for:

a. CrOp yield is affected by both the date of planting and

date of harvest of the corn crop.

b. Date Of planting and date of harvest are a function of

available field work days and machinery capacity.

Finally, with respect to interactions between the alfalfa and corn

crOps, the model must accommodate the following:

a. Harvesting capacities of alfalfa, corn silage, and high

moisture corn are interdependent if implements or

tractors are used for more than one crop.

b. Delays in the planting of the corn crop may delay the

initiation of the first cutting alfalfa.

c. Delays in the summer (third) cutting Of alfalfa may

delay the initiation of the corn silage harvest (southern

Michigan).

3. Risk assessment: Acrosseyear yield variation. The model

must be able to account for the variability Of feedcrop yields

about their expected values. Variation in crop yields over time

can be partitioned into two components: a systematic component
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reflecting long—run biological, technological and managerial trends;

and a second random portion which may be regarded as unpredictable

and due to the vagaries Of environmental conditions. It is the

second random portion which must be addressed here for each the

alfalfa, corn silage and high moisture corn crop in order to provide

capability Of assessing risk—return tradeoffs of alternative dairy

forage systems.

By addressing the first two issues cited above, a generic model

of dairy forage systems evolves which combines the breadth Of the

systems orientation encountered in the budgeting studies, and the

depth of the technical process orientation encountered in the

dynamic simulation studies. By addressing the third issue, that of

risk assessment, the design of DAFOSYM expands analysis into a third

dimension which permits evaluation Of alternative dairy forage systems

over a multiple-year period.



CHAPTER III

MODEL OVERVIEW

3.1 Introduction
 

The discussion in Section 2.6 pointed out the need for a research

model capable of addressing three relevant issues Of dairy forage

systems. Such a model would: (1) be generic in the sense that it is

capable of analyzing a broad Spectrum of systems characterized by the

composition of the dairy ration roughage source; (2) address the

dynamics of technological factors which affect crop quantity/

quality produced; and (3) describe the riskiness inherent in alter—

native systems due to across-year yield variations Of crops grown. The

major contribution Of this study is the develOpment of a computerized

system simulation model, DAFOSYM, which addresses these needs. The

purpose of this chapter is to present an overview description Of the

model, and its methodology. It should provide insight into the

intended use Of the model, as well as the type of experiments that

can be conducted using it. A detailed discussion Of the author's

contribution to model development is contained in Chapters 4 and 5.

A complete understanding Of model working and structure cannot be

gained without reference to the model co—developer's companion

dissertation (Savoie, 1982).

24
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3.2 Model Research Objective
 

The model research Objective underlying DAFOSYM is to evaluate

dairy forage system alternatives. In discussing this research objec-

tive, it will be useful for the reader to maintain distinction between

systems, models, and experiments, as well as the relationship between

them.

3.2.1 SystemsLiModels, Experiments1
 

A system is a set Of interconnected elements organized towards

a goal or set of goals. A system is completely defined by three

primary components: (1) system inputs are factors which stimulate

change in the system; (2) system structure is the set of interactions

or relationships between system elements; and (3) system output is

the product resulting when system structure is stimulated by system

inputs.

A.mpdgl is an abstract representation of a real-world system

whose goal is to mimic system behavior. Hence, a complex, stochastic,

dynamic model predicts system output by mimicking complex situations

characterized by uncertainty and change over time. Models can be

judged by how well they mimic real system behavior.

An experiment is a procedure for testing hypotheses about
 

systems. The goal of conducting an experiment is to discover some-

thing about system behavior and relationships. Hypotheses concerning

systems can be tested either by experimenting directly with the

real-world system, or by eXperimenting with a model of that system.

1Discussion in this section draws heavily on Dent and Blackie

(1979) and Manetsch and Park (1977).
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The fundamental link between systems, models, and experiments

is that model design must reflect the use to be made of the model.

If important facets of real-world systems are excluded from the model,

experiments concerning these facets cannot be undertaken using the

model. Hence, the characteristics that distinguish a well-designed

model are that it (a) addresses itself to important system facets,

and (b) permits a broad spectrum of hypotheses to be tested using it.

3.2.2 Evaluating System Alternatives
 

DAFOSYM is a model of a dairy forage farm-firm system in the

Great Lakes setting. Its purpose is to serve as a research tool for

conducting experiments which address questions concerning dairy

forage resource allocation.'

Experiments using the model have as their Objective the evalu—

ation Of system alternatives. A System alternative is defined as
 

either (a) an alternative way of structuring the desired system if

the problem is to design a non-existing system, or (b) an alternative

management strategy if the problem is to manage an existing system

(Manetsch and Park, 1977, p. 22). In Chapter 6, the results of six

simulation experiments are reported which emphasize the former cate-

gory of system alternatives. Six farm plans designed to provide

alternative levels Of corn silage and alfalfa for each an 80-cow

and a 120-cow herd on a fixed land base are evaluated. Each alterna-

tive requires a re-structuring of the crop mix, machinery complement,

and crop storage facilities for the hypothetical farm-firms.
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3.3 Model Design: Addressing the Issues
 

The discussion in Section 2.6 called for a dairy forage systems

model which is generic in design, which incorporates dynamic system

interactions, and which assesses the riskiness of systems. The manner

in which DAFOSYM addresses each of these criteria can be discussed in

terms Of model design.

3.3.1 Generic Model
 

The range Of system alternatives which can be addressed by the

model is limited only by the ability of the dairy herd to substitute

feedstuffs in the ration. Systems can be evaluated which are designed

to provide forage rations ranging from all alfalfa to all corn silage.

Additionally, these systems may include high-moisture shelled corn

grown on the farm. Although model structure contains the essential

production relationships to enable experimentation Of dairy forage sys—

tems in the context of Great Lakes agriculture, two caveats should be noted:

1. Simulation runs require a site-specific vector of system-

exogenous inputs for model execution. System-exogenous

(uncontrollable) inputs1 to the model include both weather

data and climatological-agronomic relationships for the loca-

tion being simulated. For the present study, the vector of

exogenous model inputs was developed using south central

Michigan (Ingham County) data. Hence, although model struc-

ture and relationships are generic with reSpect to system

design, management, and technology, simulation run results

must be interpreted in light of the specific set Of exogenous

1For definitions of basic system analysis concepts, see Manetsch

and Park (1977, Chapter 1).
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variables used to drive the model.

2. Responsibility for appropriate design layout rests with the

researcher using the model. System alternatives to be

evaluated are introduced into the model by changing levels

Of control variables representing system—controllable inputs.

Controllable inputs reflect the resource base (machinery

complement, storage structures, acreage levels) and manage-

ment options available to the farm Operator. Testing a

broad range of system alternatives requires that the model

user design as many configurations Of controllable inputs.

3.3.2 Dynamic System Interactions
 

Although the ultimate Objective of the research is to make an

economic assessment of alternative systems, the costs/returns

associated with any system alternative are dependent on biological-

engineering relationships, as well as on economic factors. These

bio—engineering relationships primarily describe the process of

managing feedcrops--physical materials-~whose quantity and quality

are determined by dynamic system interactions in the physical sphere.

For example: machine capacity relative to area harvested affects

timeliness of harvest; timeliness Of harvest means plants are har-

vested at a lower maturity which increases alfalfa quality but

decreases quantity; large harvest capacity reduces the probability Of

weather—damaged hay giggg it is cut, but large cutting capacity

increases probability Of weather exposure because more hay is cut

per unit Of time.
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In order to capture dynamic facets of the dairy forage systems

such as these, the simulation is modeled at the bio-engineering

economic level. Three categories of variables can be identified in

the model: (1) the state and rate of material flows of production
 

through the system; (2) resource use associated with the material
 

flows; and (3) costs/returns incurred with the use of those resources.
 

Primary material flow variables monitor the quantity and quality of

feeds available to the herd as they are processed through the system.

Resource use variables estimate expenditure Of resources in physical

terms.

3.3.3 System Risk
 

Under the assumption that variation in system outcome is a measure

of risk, DAFOSYM methodology permits assessment of risk by allowing

multiple-year simulations of each system alternative. Over the

multiple-year period, system-controllable inputs are held constant,

so that the only source of input variation to the model derives

from a vector of system-exogenous inputs, representing weather- and

yield-related risk variables. TO use computer experimental design

terminology,1 each system alternative becomes a treatment, and each

simulation year, a replicate. Hence, the multiple-year Simulation

results in an estimate of the frequency or probability that system

performance will attain a certain level.

With respect to using the model to evaluate the risk inherent

in system alternatives, the following caveat should be noted:

1An excellent discussion of computer experimental design is

found in Dent and Blackie (1979, Chapter 6).
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If evaluation Of risk is to imply that system alternatives are to be

ranked according to those which are "better," or preferred, then

DAFOSYM output does not provide sufficient information. Risk eval-

uation aimed at making prescriptions for decision makers requires

two important pieces of information: (1) an assessment of the proba—

bility distribution Of the system performance measure; and (2)

knowledge of the prospective decision maker's attitude, or preference,

for risk.1 DAFOSYM provides only the former.2

In order to conduct the experiments described in Chapter 6, a

general assumption was made regarding the preferences of farm-firm

managers in order to facilitate analysis. It was assumed that decision

makers--as maximizers of expected utility--prefer more income to less,

but are risk averse as well. This assumption--which permits use of

first and second degree stochastic dominance criteria for designating

efficiency sets--is explained in greater detail in Appendix F.

3.4 Model Identification
 

The essence Of the DAFOSYM model is to capture the characteristics

of the important relationships which describe dairy forage production

in the Great Lakes setting. While the important production character-

istics are emphasized, certain other aspects Of the farming system are

either Simplified or ignored in order to make the model manageable.

Model identification consists of defining how the model is to

abstract from the real-world system such that analysis of the

1Decision making under uncertainty is discussed in Anderson,

Dillon, and Hardaker (1977).

2See Section 3.5 below.
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central issues is facilitated.

3.4.1 Description of the Farming System Modeled
 

The production system which is used as the model in this study

is a hypothetical commercial dairy farm in south central Michigan. The

primary product which this farm produces for cash sales is raw milk.

Secondary enterprises consist Of feedcrops which are grown primarily

in support of milk production. Crops grown consist of corn, harvested

as either corn silage or high-moisture shelled corn; and alfalfa,

harvested as either haylage or dry hay (baled). Area of each of

the crops grown and harvested is the primary factor which defines

the farm plan. A complete machinery complement, feed storage/handling

system, and labor supply suitable for processing the mix of crOp

enterprises is assumed available as part of the farm resource base.

The modeled crop yield relationships are characteristic of

some of the more productive soils in Michigan. Tillable farm

acreage is assumed to be of Soil Management Group II (Brookston—

Conover clay loam) with excellent drainage. Annual cumulative heat

units between April 1 and October 31 average 2500 growing degree

days (temperature base 5C); cumulative precipitation over the same

period averages 52.6 cm. (20.7 inches). Experimental research plots

in this environment have yielded 6.35 tons dry matter/hectare (DMT/HA)l

(119.9 bu/acre) of corn and 14.11 DMT/HA (6.3 DMT/acre)1 corn silage

over the period 1971-1980, averaged over all hybrids (Rossman,

various dates). Comparable plots have yielded 14.45 DMT/HA

lTons/hectare and tons/acre designate metric and English tons,

respectively.
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(6.45 DMT/acre) alfalfa averaged over three varieties1 for the

period 1970-1979 (Tesar, 1979).

The annual sequence of cropping activities is representative of

well-managed Michigan dairy farms for the area. Corn planting

begins after April 20, depending on soil and weather conditions.

First-cut alfalfa is harvested as early as late May, but not prior

to finishing corn planting. Subsequent harvests of alfalfa are taken

approximately in early to mid-July, mid- to late August, and (under

a four—cut system) mid-October or later. Harvest of corn silage

begins after September 1, following completion of third cutting

alfalfa harvest. Harvest of high moisture corn follows corn Silage.

All alfalfa, corn Silage and high moisture corn are Stored on

the farm and are available as feed for the dairy herd and replacements.

In high—yield years, filled storage structures necessitate cash

crop sales; in low-yield years, feedcrOp purchases may be necessary.

All rations for the milking herd are balanced at a milk production

level reflecting the herd's genetic potential. ‘Feed supplements

in the form of soybean meal and non-protein nitrogen (NPN) (added

to corn silage) are purchased as necessary to provide sufficient

energy and protein levels.

3.4.2 Boundary for Modeled System
 

Model emphasis is before-the-farm-gate utilization of resources

in the production of feedcrops to be marketed through the livestock

enterprise. The environment in which this bounded system Operates

1Based on 4-cut system for Vernal, Pioneer 520, Saranac.

Comparable 3-cut systems averaged 12.27 DMT/HA (5.48 DMT/acre).
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is characterized by two sources of exogenous inputs to the system:

(1) meteorological-agronomic conditions which determine crop yields

and sequences of available field work days, and (2) economic market

conditions which supply a vector of prices for inputs purchased and

commodities sold.

NO interactions are assumed to exist between the farm-firm and

the input or output markets. This implies that acquisition Of inputs

by the farm-firm does not affect input prices nor that crop yields

or milk produced affects commodity prices. Likewise, all input and

output prices are deterministic. Thus, the farm is modeled as a

microcosm where all dynamic interaction is restricted to technical

production aspects Of crop growth, harvesting, storage/feeding, and

feed utilization activities. This simplification, while ignoring

market considerations and price-risk, facilitates analysis of

technical and economic production efficiency for a given regime of

relative prices.

The environmental characteristic which receives attention in

the study is the meteorological-agronomic relationship. This vector

Of exogenous inputs to the farming system is assumed to be non-

deterministic and its impact on system performance is one of the

central issues which the study addresses.

3.4.3 Activities of the Modeled System
 

Four before-the-farm-gate dairy forage production activities

are modeled in DAFOSYM. These include: (1) crop growth/yields;

(2) crOp planting/harvesting; (3) crop storage/feeding; and (4)

feedcrop utilization. These four activities completely describe the

crOpping/livestock interface Of a dairy forage system. (See Figure
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3.1.) Agronomic and engineering relationships in the model for the

first three activities determine the actual quantity and quality of

homegrown feeds which are available for consumption by the dairy herd

given the cropping system. The fourth activity then places a value

on the feedstuffs produced by determining their conversion rate into

a marketable product--milk--and into cash crop sales and/or purchases.

No attempt is made in this study to model a complete dairy farm-

firm. Elements modeled are restricted solely to those production

activities or processes which directly affect, or are affected by,

the ration fed to the dairy herd. These elements define the modeled

farming system.

Production components which are essential to dairy farming but

which are not modeled in this study include livestock housing, milking

systems, livestock waste handling, livestock services (milking labor,

veterinary, etc.), and tillage systems. Additionally, although the

crOp growth and feedcrop utilization activities reflect utilization

of a specified acreage of crOpland and cow units, no attempt is made

to account either for the value of land or cow-unit flows depleted

during the production period.

3.4.4 Production and Accounting Period
 

The assumed production period Of the modeled farming system is

one year. Over this period the productive resource base Of the farm

is assumed to be at steady-state level with neither acquisition nor

disposal of durable assets. Although the research methodology entails

multiple-year simulations, this procedure reflects the process Of

replicating system performance in the time dimension. A more

detailed explanation is provided in Section 3.5.

 



35

 

 

 

 

CROP GROWTH

w
(HOMEGROWN FEEDS) ENVIRONM-NI

 

/
\

ALFALFA
.

CORN SILACE

HIGH MOISTURE CORN

(WEATHER)

   
  

  
  

 

  

  

 
 

   

 
 

 

   
 

   

I

'

.HARVESTING
5

FARM RESOURCE BASE:

/

ACREAGE

MACHINERY

LABOR

STORAGE "-—-~<€---* CQSEECY

\/

FEEDING
. /\

r

/

MANAGEMENT

    

 

 

LIVESTOCK PRODUCTION

 

(MILK)
 

/
\

PURCHASED FEEDS

   
  

   

W
/

 

SURPLUS

CROP PRODUCTION

  

Figure 3.1 Modeled System Of DAFOSYM

  



36

The accounting period of the model correSponds to the production

period. This implies that all dollar returns from milk are realized

in the same accounting year as those crop—related costs which are

incurred in the production of feedstuffs used in the production of

milk. This assumption facilitates the measurement of system perfor-

mance as reflecting one year's use of resources to produce one year's

milk production. End-of-year inventories of excess crOps are forced

to zero via cash sales, and shortages of feeds are purchased in order to

maintain steady-state accounting.

3.4.5 Categories of Variables Modeled
 

The primary characteristic of the DAFOSYM simulation is that

for any given production period, it monitors the transformation of

farm resources into feedstuffs produced for the dairy herd, and then

accounts for costs and returns associated with those resources used

and products produced. Three categories of variables are monitored

as the sequence of production events is simulated. Each is discussed

in turn.

(1) Resource use. Resource use is measured in appropriate
 

physical units for all inputs expended in the feed production process

across the four farm activities simulated.1 Resources used include

land, labor, fuel, repairs, fertilizer, seeds, chemicals, as well

as service flows from durable assets including the machinery comple-

ment and the feed storage/handling system. Additional purchased

resources in the form of feed supplements are also accounted.

1Activities simulated are crop growth/yields, crop planting/

harvesting, crop storage/feeding, feedcrop utilization. See Section

3.4.3.
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The resource base of the farm for any simulation run is a model

user—specified option. This resource base designates to the model

all system-controllable inputs, i.e., overt inputs assumed to be

under the control and discretion of the farm Operator. Let X be the

vector of controllable inputs to the system. The vector X is to be

distinguished from the vector of system-exogenous inputs (meteorologi-

cal-agronomic and prices) described earlier.1 Designate the vector

of system-exogenous inputs 2. Whereas Z describes the agronomic and

economic environment in which the farm-firm operates, X describes

the Specific system alternative being simulated and includes such

input categories as crop acreage committed to each crOp, specific

configuration of machines in the machinery complement, size and

number of feed storage structures, etc. Once the vector X has been

designated, engineering relationships in the model establish the

level of resource use of all variable and fixed resources by simulating

the four system activities comprising a single production period.

(2) Material product flows. Material flow variables in DAFOSYM
 

estimate dry matter production of each of the three feedcrops

(alfalfa, corn silage, high moisture corn) produced on the farm.

Biological-engineering relationships in the model monitor daily

growth of alfalfa and feed losses incurred in the harvesting, storing

and feeding phases of production. Similar estimates are made for

the corn crop on a lS-day basis. Losses estimated are specific to

the crop and harvesting/storage configuration specified. Ultimately,

the model accounts for the accumulated quantities of each feed

1See Section 3.4.2.
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available for consumption by the herd at the end of the production

period.

An additional material flow vector maintains a measure of the

nutrient status of the alfalfa crop on a daily basis from the crop

growth stage through feeding. Nutrient measures of alfalfa include

both in 31339 dry matter digestibility (IVDMD) and crude protein.

Concentration of quality levels of corn silage and high-moisture corn

are assumed constant for the harvested materials.

Using a crude protein criterion, alfalfa haylage and dry hay

can be separated and stored into two separate groupings representing

higher and lower quality haylage and hay, respectively. Storage

policy to separate crops on a quality basis accommodates more

efficient feeding of high and low-producing milk cows.

Designating the vector of dry matter quantity and nutrient

density of each of k (k = 1,2,3) feedcrops produced as DMk’ the

modeled material flow relationship in DAFOSYM can be represented

by the crop production function given in equation 3.1.

(3.1) DMk = g(X,Z) (k = 1,2,3)

This production function states that the quantity and quality of

homegrown feedcrops available to the dairy herd each production

period is related both to resources used and exogenous environmental

factors.

(3) Production costs. Costs associated with all resources
 

used on the farm in the production of DMk are accounted for on an

annual basis in the model. Since the vector of resources X includes

durable and variable resources, both fixed and variable costs can

be identified. Annual fixed costs convert the initial dollar
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investment of the machinery complement and feed storage structures

into an annualized flow. Total annual fixed costs of the farming

system are given in equation 3.2 as the vector of fixed costs (FC)

associated with the service flows of durable assets in X.

(3.2) FC f(X)

(3.3) VC v(X,DMk) (k = 1,2,3)

In DAFOSYM, a capital recovery factor1 with user—specified asset

life and discount rate is used to determine FC. There are two

exceptions to equation 3.2. Although X includes the crop area and

herd size of the farm, annual fixed costs of these resources are

not accounted for in the model.)

The vector of variable costs (VC) is simulated in equation 3.3

as a function both of resources used and material flows DMk through

the system. Equation 3.3 is, in effect, the variable cost function2

of the model. For certain inputs in the model, average variable costs

of production2 are positively related to DMk' For example, as

yields of crops increase, throughput and harvest rate of the machinery

complement is reduced, thereby increasing labor, fuel, and repair

costs per unit of feedcrOp produced.

3.4.6 System Performance Measure
 

For each production period, an accounting is made of the perfor-

mance of the dairy forage system alternative being simulated. The

1Capital recovery factors are described in most discussions on

capital budgeting in the literature, e.g., Weston and Brigham, Chapter

9 (1978).

2For a discussion of cost functions, see Henderson and Quandt,

Chapter 3 (1971).
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accounting performance measure in DAFOSYM is the net feed cost (NFC)

of feeding the dairy herd and replacements for a one-year period.

This measure is a common denominator which reflects the economic

value of all resources expended in the four simulated activities to

produce a given quantity of milk. Equation 3.4 defines NFC as the

sum of total on-farm crop production costs (TCPC) and net cost of

purchased feeds (NCPF).

(3.4) NFC = TCPC + NCPF

Total on-farm crop production costs (TCPC) are defined in

equation 3.5 as the sum of the annual fixed cost and variable

cost vectors developed in equations 3.2 and 3.3.

(3.5) TCPC = PC + VC

It should be recalled that, although the vector X designates the

crop area and herd size in the farm resource base, FC does not

measure the annual use cost of these resources. Hence, TCPC

measures all on-farm non-land non-herd production costs associated

with the crop growth, crop planting/harvesting, and feed storage/

handling activities.

The derivation of net cost of purchased feeds (NCPF) in

equation 3.4 is given in equation 3.6 as the sum of expenditures on

purchased feed supplements (EPFS) and expenditures on deficit feeds

(EDF) minus sales of homegrown surplus feeds produced (SSF).

(3.6) NCPF = EPFS + EDF - SSF

Purchased feed supplements (soybean meal, NPN) represent a cash

expenditure required to balance the dairy ration in order to obtain

a specified ration nutrient density. Expenditures on deficit feeds

reflect cash costs of purchases of alfalfa hay, corn grain, etc., in
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years of low yields of these crops when homegrown. Again, desig-

nating the quantity-quality vector of the k feedcrops produced on the

farm DMk as in equation 3.1, expenditures for purchased supplements

(EPFS) and cash-purchased feedcrops (EDP) are seen to be functions

both of feedcrop quantity and quality grown on the farm (equations

3.7, 3.8) and of the availability of other feedcrops.1

(3.7) EPFS = p(DMk,EDF)

(3.8) EDF = d(DMk,EPFS)

(3.9) SSF = s(DMk,EPFS,EDF)

Sales of surplus feeds grown on the farm (SSF) in equation 3.9

represent negative costs to the system due to revenues generated

from the excess crop sales. Normally, surplus feed sales occur

only in high yield years.

Substituting equations 3.5 and 3.6 into equation 3.4, it can

be seen that the performance measure of the dairy forage system

reflects the interface of both the cropping and livestock systems.

It should be noted that equation 3.4 is the "mirror image" of

net returns to the residual resources of the dairy farm. "Residual

resources" here refers to all components of the production system

neither modeled nor cost-accounted in DAFOSYM. These were enumerated

in Section 3.4.3. The least-cost ration balancer used to generate

feed budgets for the dairy herd (see Appendix G) assumes a constant

1Technically, equations 3.7 - 3.9 describe a linear programming

(simplex algorithm) optimization approach to balancing a dairy ration.

The simplified feed utilization cow component of the present DAFOSYM

version uses a linear programming ration balancer solution to account

for feed disappearance. This temporary model component is briefly

described in Appendix G.
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level of milk production MD as a function of quantity and quality

of homegrown feeds, and the availability of purchased feed supple-

ments (equation 3.10). Gross revenues (GR) for this system are

given in equation 3.11 as the product of milk produced and milk

price (P). Net returns (NR) in equation 3.12 are then simply the

profit maximizing version of the cost minimizing system performance

measure given in equation 3.4 above.

(3.10) MO = m(DMk,EPFS) (k = 1,2,3)

(3.11) GR = M0 * P

(3.12) NR = GR — NFC

3.5 Model Methodology
 

The objective underlying the development of DAFOSYM is to

provide a research tool for evaluating dairy forage system alter-

natives. The methodology employed to achieve this objective is a

dynamic state variable model which lends itself to simulating the

performance of a dairy forage farm-firm in a risky environment.

The simulation model output culminates in a sample cumulative dis-

tribution function of the system performance measure generated over

a multiple-year simulation period. The goal is to permit assessment

of the risk-return tradeoffs when comparing dairy forage system

alternatives.

A risky environment is defined in this study as one exhibiting

variability in the events which occur. Whenever a system is subjected

to non-deterministic or stochastic events (states of nature), system

output can no longer be determined with certainty, and must be

described in probabilistic terms. The objective in developing a

non-deterministic model, then, is to provide full disclosure as to
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the riskiness which may be inherent in any system alternative by

providing a measure of the variability of system performance over

time.

The need to incorporate risk assessment in simulation models is

addressed by various authors. Robison and King (1978) propose risk

modeling because researchers are no longer willing to assume that

single-valued response functions are a realistic description of

agricultural production.1 Dent and Blackie, p. 78 (1979) caution

that although risk modeling may be ineffective or even detrimental

for some purposes, a model to be used in a management decision

support role needs to include uncertainty because "good decisions

require more information than simply a knowledge of the average or

most likely response" which deterministic models yield. Anderson

(1976) makes the strongest appeal for risk modeling:

...few, if any, careful decision makers can afford

to be guided only by single-valued responses like

the mean.... Ideally, but especially when utility

or attitudes to risk are in doubt, models should

generate probability distributions of the pertinent

variables on which decisions depend. Full disclosure

of information and its quality is an uncertainty

principle of major importance in modelling. (p. 221,

Anderson's underlining.)

 

 

3.5.1 Source of Risk
 

The source of risk in DAFOSYM derives solely from the vector

of climatological-agronomic input variables to the model. This

vector 2 results in random variability of across-year yields of

1See Heady and Dillon (1961) for a classic empirical treatment

of single-valued response functions.
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alfalfa, corn silage, and high moisture corn crops, as well as in

the availability of work days for harvesting the alfalfa crop, and

for planting and harvesting the corn crop. Methods used to model

the impact of weather variability differ greatly for the alfalfa and

corn crOps. For alfalfa, historical time series weather data are

used to drive a phenological crop growth model, as well as to

simulate sequences of harvest days as a function of rainfall-manage-

ment interactions. Alternatively, a stochastic process model is

used to generate representative time series data of corn yields, and

days available for planting and harvesting.

The impact of this weather-related risk vector Z on the system

performance measure (NFC) is determined by relationships defined in

the modeled system structure. Although these relationships are

complex and dynamic, these impacts can be qualitatively summarized

as follows:

1. For corn, the relationship between available field days

and corn yield is positive; but for corn yield and net feed

costs (NFC), the relationship is negative.

2. For alfalfa, the relationship between yield, crop quality,

and net feed cost is negative; but between yield and

quality, the relationship is also negative. Because alfalfa

quality is also affected by the interaction of the sequence

of harvesting days, the impact on system outcome of weather

variability is largely indeterminate without simulating

the process.

1Detailed discussion of these methods is deferred to Chapters

4 and 5.
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3.5.2 Generating the Cumulative Probability Distribution of

System Outcome

 

 

A simulation run for DAFOSYM is characterized as subjecting the

modeled dairy forage system to n (t = 1,2,...n) states of nature.

For each state of nature, an alternative vector of climatological-

agronomic-related variables is generated using both historical time

series data (alfalfa) and a stochastic process generator (corn).

Once levels for each of these variables have been set, the vector

Zt serves as a system-exogenous input to the dairy forage model for

state of nature t being simulated. When the time period for a state

of nature exactly corresponds to a production accounting period of

the modeled farm-firm (one year), then simulation of a single state

of nature is equivalent to generating one sample observation on the

system outcome measure. In this manner, a single simulation run

results in a sample distribution of n observations on the system

performance measure, net feed costs (NFC).

Designating NFC, X, and Z as defined previously, the system

performance measure NFC presented in equation 3.4 can be rewritten

simply as a function of system-controllable and system-exogenous

inputs as in equation 3.13.

(3.13) NFC = y(X,Z)

X is a deterministic vector of system-controllable inputs defining

the system alternative resource base. In equation 3.14, for each of

t (t = 1,2,...n) states of nature, vectors X and 2t serve as driver

variables for simulating the t-th observation of the system perfor—

mance measure NFCt.

(3.14) NFCt = y(X,Zt) (t = 1,2,...n)

Over the n states of nature, the system sample output distribution,
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NFC(X,Z) is thus generated. Three comments can be made regarding

this system output distribution.

1. The need for subjective encoding of the system outcome

distribution is obviated. In assessing risk and returns incurred

under system alternatives, the ultimate concern is with the proba-

bility density function of the system performance measure. Because

the probabilistic nature of NFC(X,Z) is totally dependent on the

non-deterministic exogenous input vector Z, there is no need to

subjectively encode it.1 Instead, NFC(X,Z) can itself be used as

an indicator of the level and variability of system performance.

2. Simulated sample distributions can be described by their

moments or by their cumulative distribution function. Once the n

observations have been generated, either the sample moments or the

cumulative probability distribution of NFC(X,Z) can be estimated.

The latter is defined according to a rule given by Schlaiffer

(1959, p. 104). The n observations are arranged in order of size,

and the kth observation is used as a reasonable estimate of the

k/(n + 1) fractile of the distribution. This rule is appropriate

regardless of the form of the underlying input distributions which

generate the sample output distribution (Anderson, 1974b). This

is an important consideration because NFC(X,Z) is an empirical

distribution whose shape cannot be analytically determined due to

the non-homogeneous probability distributions of the underlying

exogenous input variables from which it is simulated (King, 1979).

1Anderson, Dillon, and Hardaker (1977) discuss subjective

probability encoding and its relationship to risk analysis.
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The importance of deriving cumulative distribution functions of

system performance measures is that they are necessary in determining

preferred action Choices using stochastic efficiency criteria for

decision makers whose risk preferences are: unknown. This is discussed

in greater detail haAppendix F.

3. One serious criticism levelled against the validity of

simulation models is that stochastic process modelling often ignores

statistical dependence which may exist between underlying exogenous

input variables (King, 1979; Anderson, 1974a). Anderson notes two

types of dependency: serial (e.g., corn yields of plots planted over

successive dates; rainfall in successive periods), and contemporaneous

(e.g., same—year corn yields and alfalfa yields; rainfall and tempera-

ture on a given day). If serial and contemporaneous dependencies are

believed to exist but are ignored in model specification, the validity

of the system output distribution can be questioned. In the present

study, both serial and contemporaneous dependencies were deemed to

be relevant, but both were accounted for in model specification.

This is discussed in greater detail in Chapter 5.

3.6 Research Experimental Design
 

Based on the previous discussion regarding research objectives,

model description, and methodology, the research experimental design

of DAFOSYM can now be summarized using Figure 3.2 as a reference.

An experiment using DAFOSYM consists of evaluating the risk—

return tradeoffs of m (i = 1,2,...m) dairy forage system alternatives.

Each system alternative i is a treatment defined by setting factors

of the system-controllable input vector X at specified pre-designed

levels. For each of the m (i = 1,2,...m) system alternatives, the
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vector Xi specifies the resource base or management strategy to be

evaluated.

Performance of system i, NFCi, is measured by simulating four

system activities (crop growth, crop harvesting, crop storage/

feeding, feedcrop utilization) over the production accounting period

of the model, which is one year. By submitting each system alter-

native i to n (t = 1,2,...n) states of nature defined by n alternative

vectors of system-exogenous inputs Zt (t = 1,2,...n), a total of

(m * n) system performance measures, labelled NFCit (i = 1,2,...m;

t = 1,2,...n), are generated. The n states of nature simulated for

each alternative system i characterize the replication of system

performance over n years of alternative yield-climate regimes. Each

set of n replications represents an n-observation sample distribution

of the system performance measure, NFCi(Xi,Z)(i.= 1,2,...m). Cumula-

tive distribution functions (CDFi) can be defined for each of the m

sample distributions, and can be used to determine which of the 1

systems tested is preferred using stochastic dominance efficiency

criteria.

3.7 Model Software Structure
 

The core of the computer simulation model DAFOSYM consists of

four separate software modules, each compatible with a FORTRAN V

compiler. Each of the two primary investigators into this study

developed two of the modules: FORage HaRVest (FORHRV) and ALfalfa

HARVest (ALHARV) were developed by Savoie; ALFalfa MODule (ALFMOD)

and CORN MODule (CRNMOD) were develOped by the author. Each module is

comprised of approximately 15 software subroutines and performs a

well-defined domain of functions related to the simulation. A fifth
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module, BIGMOD, organizes the sequence of calls to the other four

modules, and is responsible for outputting run results. Likewise,

BIGMOD contains the feed utilization component which accounts for

feed use at the end of each simulation year. Functions performed by

each of the four core modules are summarized in turn:

FORHRV -- is a static initialization model called at the beginning

of the simulation. The module is responsible for initiating

engineering relationships and input-output coefficients

for the specified machinery complement, as well as for

establishing resource-use rate variables for harvesting

and feed storage activities of the alfalfa crop.

ALHARV -- is a dynamic state variable model which simulates the

status of harvested alfalfa yield and quality on a daily

basis beginning with the cutting of the crop. The model

accounts for sequences of alfalfa harvest days and crop

drydown, and stores alfalfa produced into separate storage

locations based on crop quality.

ALFMOD -- simulates yield and quality of the growing alfalfa

crop on a daily basis up to the time of harvest. Yield

is generated by an adapted version of a phenological crop

growth model, ALSIM (Fick, 1981), which is driven by

historical weather data and a soil moisture budget.

Estimates of standing crop quality are in turn driven by

state variables generated in the growth model.

CRNMOD -- simulates planting, harvesting, and storage of corn.

Planting and harvesting are simulated on 10- and 15-day

time increments, respectively, using a multivariate
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stochastic process model BTAGEN to generate available

field work days. The process model also generates stochas—

tic yields of corn silage and high moisture corn as a function

of date of planting and date of harvest.

The four modules together with the organizing module BIGMOD

comprise the DAFOSYM computer model. Development, underlying

assumptions, algorithmic procedures, and user software information

for FORHRV and ALHARV are described in detail by Savoie (1982).

Development of ALFMOD and CRNMOD are described in Chapters 4 and 5

of the present study; user software information for these modules

is provided in the Appendices A through E.

4‘.



CHAPTER IV

MODEL DEVELOPMENT:

PRE-HARVEST ALFALFA YIELD-QUALITY

4.1 Introduction
 

Due to the interdisciplinary nature of the present study, a

modular research procedure was followed. Each of the primary inves-

tigators was responsible for design, modeling, and software imple—

mentation of well-defined subcomponents which ultimately could be

merged into the final DAFOSYM model. As described in Sections 1.4

and 3.7 above, responsibility for modeling the dynamics of

alfalfa crop production in a dairy forage setting was divided

between the author and Savoie: the former developed ALFMOD which

describes yield and quality of the standing alfalfa crop up until

the time of harvest; the latter's ALHARV, using output from the

ALFMOD module, then describes the alfalfa harvest and storage

processes. Discussion in the present chapter restricts itself

solely to model develOpment of the pre-harvest alfalfa yield—quality

component, ALFMOD.1

Key elements of the discussion group themselves around three

topics: (1) adaptation of a phenological alfalfa crOp growth model

for predicting yields in the dairy forage farm-firm context (Section

4.3); (2) validation of the crop growth model under Michigan

1For a description of the alfalfa harvesting component, ALHARV,

see Savoie (1982).

52
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conditions (Section 4.4); and (3) the addition of a quality component

to the alfalfa crop growth model (Section 4.5).

4.2 Rationale for Using a Phenological Alfalfa CrOp Growth Model
 

The nucleus of the ALFMOD subcomponent is an adapted version

of ALSIMl—Level 2,1 a phenological crop growth model originally

developed by Pick (1975, 1981). Level 2 is a dynamic computer

simulation model which traces the growth of alfalfa plant components

on a one—day time increment as a function of its soil-climatic

environment. Ecosystem variables which drive the growth processes

in Level 2 are daily weather data and a soil moisture budget.

Incorporation of a sophisticated physiological submodel into a

larger farming systems management model such as DAFOSYM can be

justified on the basis of two issues which complicate not only the

"real-world" management, but also the system modeling, of the

alfalfa production process:

1. Alfalfa growth is characterized by a rapid dynamic tradeoff

of yield and quality as the growing plant matures. This

relationship is itself highly variable across years and

across cuttings, and is a product of the soil-climatic

environment of the plant.

2. Daily weather pattern dynamics affect not only the growth

rate of the standing plant, but also the length of the

harvest period, and the beginning date of crop regrowth.

Rainy days delay the average date of cutting and thus

influence the quantity and quality of forages to be harvested.

1Hereafter, ALSIMl-Level 2 is referred to as Level 2.
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A phenological crop growth simulator, such as Level 2, provides

a suitable method for addressing the subtleties underlying these

issues. With respect to the dynamic yield-quality tradeoff, it

generates the daily time path of alfalfa growth which can be used as

the basis for tracking yield and quality of the alfalfa crop over

the entire cropping season as a function of any soil-climate regime

and cutting sequence. Likewise, with respect to weather pattern

influences, the phenological model can initiate the regrowth time

path at any starting date within the cropping season. As well, the

accompanying historical weather data and soil moisture budget provide

an indicator of the number and sequence of days available for harvest.

Each of these issues is discussed in turn.

4.2.1 .Dynamics of Yield and Quality of the Standing Alfalfa Crop
 

The literature is well-documented with studies exhibiting the

time path of alfalfa yield and quality as the plant matures (Weir

et al., 1960; Spahr et al., 1961; Welch et a1., 1969; Thorn, 1978).

All of these studies demonstrate that nutrient concentration of

alfalfa deteriorates rapidly as plant dry matter accumulates. With

maturity, a decreasing leaf-to-stem ratio reduces the fraction of

nutrients in the total plant because stems contain less

digestible energy and protein than leaves. In addition, the concen-

tration of digestible energy and protein in leaves and stems declines

with maturity (Mowat et al., 1966). The combined effect results in

a management tradeoff of less feed of greater quality versus more

feed of lesser quality as the date of cutting is delayed and the

crop approaches physiological maturity.
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Perhaps the most comprehensive research on alfalfa stage of

maturity is reported in a series of studies conducted in conjunction

with Smith at Wisconsin. Van Riper and Smith (1962) and Baumgardt

and Smith (1962) document the yield-quality time path tradeoffs of

alfalfa for both the first cutting and a summer regrowth cutting

(second cut) over a two-year time period. The studies show that

although the first cutting renders the largest dry matter yield,

the highest concentration of crude protein and digestible energy

resides in the regrowth cutting. At 1/10 bloom, the first cut

contained 17.9% crude protein and 56.0% TDN, compared with 21.1%

crude protein and 57.4% TDN for the second cut. Rate of decline

of protein and TDN was more rapid for the spring cutting.

A follow-up study of similar design conducted over a three-year

period (Smith, 1964) reports similar results: first cuttings

averaged 18.2% crude protein and 60.1% TDN whereas the regrowth

contained 19.5% crude protein and 67.3% TDN at 1/10th bloom.

Averaged over the three studies, rate of decline of crude protein

and TDN was .30%/day and .41%/day, respectively, for the first

cutting, and .26%/day and .32%/day, respectively, for the regrowth

period. Nevertheless, summer regrowth yielded only 60% as much

plant dry matter on average as the first cutting.

A cursory analysis of the Smith studies suggests well—behaved

yield-quality relationships when data are averaged over the period

of each experiment. Figure 4.1, reproduced from Smith (1964) exhibits

the alfalfa quality relationship underlying the Smith data. More

importantly, however, the Smith-related studies caution that the

significance of across-year variations in the data complicates the
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the prediction of alfalfa yield and quality. Figures 4.2 - 4.4,

also reproduced from the Smith studies, demonstrate: (1) broad

across-year quality ranges at given stages of alfalfa maturity

(Figure 4.2); (2) wide variation in both quality and stage of

maturity as functions of calendar date (Figure 4.3); and (3)

differences in both intercept and slope of alfalfa quality for both

spring and summer cuttings across years (Figure 4.4). The Smith

studies conclude (Baumgardt and Smith, 1962, pp. 8,9):

These data raise some important questions concerning

the practice of using date of harvest to estimate

nutritive value of forages without regard to species

or year of harvest.... Differing growth characteristics

and maturity dates due to temperature and precipitation

patterns probably accounted for the nutritive value

variation.

A closely-related study (Matches et al., 1970) which investigates

location effect in addition to stage of maturity reaches similar

conclusions. Greater quality and stage of maturity variability was

demonstrated across years for the same locations than for a specified

year across locations. The authors conclude (Matches et al., 1970,

pp- 6,7,8):

The fact that such large differences [in quality and

stage of maturity] occurred within a location between

years and between the first and second growth indicates

that prevailing environmental conditions have a marked

influence on the rate of crude protein decline with

maturity. Similar erratic trends occurred in the case

of in vitro digestible dry matter.... It is quite

apparent that quality changes in alfalfa with maturity

can be expected to differ from year to year....

Consequently, it is important that alfalfa management

trials be conducted over a period of several years,

and that quality determination be made on more than

just the first harvest growth within a year.
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Other studies have tested what these "prevailing environmental

conditions" might be which affect alfalfa yield-quality dynamics.

Jensen et al. (1967) show that poorer quality forage is produced in

a high temperature regime than in cooler temperatures, but that soil

temperature has less impact on quality and growth than air temperature.

Similarly, Greenfield and Smith (1973) show that plant dry matter and

in vitro digestible dry matter (IVDDM) concentrations are mostly

influenced by air temperature between bud stage and first flower,

and that cooler temperatures increase quality. Finally, Voughanui

Marten (1970) show that soil moisture stress has an effect similar

to low temperature. Under moisture stress, yields are reduced while

leaf-to-stem ratios increase, thereby improving overall plant quality.

Implications for modeling. In a management perspective, the
 

implication of the alfalfa yield-quality dynamics is that earlier

harvest starting date and/or increased harvest capacity results in

lesser quantities of standing forages containing higher concentrations

of nutrients being harvested. Modeling the impact of this tradeoff

on system performance measure necessitates modeling the time path of

alfalfa yield and quality on a small time step basis, cutting—by-

cutting, throughout the cropping season. Although the original

Level 2 model contains no quality-prediction component, it does

generate the daily time path of alfalfa yield as a function of plant

environment. Because the Level 2 yield is segmented into a stem

and leaf state variable, it is suitable for adaptation to include a

quality component. This adaptation was undertaken by the author and

is described in Section 4.5 below.
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4.2.2 Daily Weather Pattern Dynamics
 

Whereas the soil-climatic environment affects alfalfa growth,

the daily weather pattern--defined by the number and sequence of

clear and rainy days during the harvest period--influences the length

of the harvest period and the beginning date of crop regrowth.1 If

rainy days are numerous during the harvest period, the cutting process

is prolonged and results in an increase in the stage of maturity at

which the alfalfa plant is harvested when averaged over the entire

harvest area. Hence, an increase in the absolute number of rainy

days during harvest increases standing yield, but decreases crop

quality.

While the frequency of weather pattern characteristics is

described by the absolute number of rainy/clear days per harvest
 

period, the sequence of rainy/clear days is also an essential descrip-r

tor of weather pattern dynamics. The number of sequential clear days,

together with the specific machinery complement and its related set

of input-output coefficients, determines the length of time required

to field-cure the cut alfalfa before harvest can begin. Assuming

that alfalfa cutting policy is a function of cut-cured alfalfa

actually harvested (i.e., a maximum lead—area of cut alfalfa to

harvested alfalfa is specified), then the sequence of clear days

as well as their frequency affects average maturity stage of cut

alfalfa. If the number of sequential clear days is small, harvest

1Daily weather pattern also affects the quantity and quality of

rained-on hay. The impact of weather on field—curing hay is modeled

in ALHARV and is discussed in Savoie (1982).
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and, consequently, cutting is delayed. Conceivably, the effect of

a reduced absolute number of clear days on average harvest maturity

could be countered by longer sequences of clear days.

The frequency and sequence of the daily weather pattern influences

stage of maturity of alfalfa harvest, and consequently, the initiali-

zation of crop regrowth for all subsequent cuttings during the

cropping season. If the first harvest of the crOpping season is

delayed due to poor weather, it is probable that average plant maturity

is reduced for any given calendar date on subsequent cuttings. For

any particular weather sequence, the date on which crop growth and/or

cutting begins influences yield and quality of the harvested crOp.

As these starting dates change, different sequences and frequencies

of daily weather patterns are encountered during the harvest period,

and continue to have impact on all subsequent cuttings during the

remainder of the cropping year.

Implications for modeling. From a modelling perspective, the
 

phenological crop growth simulator, Level 2, addresses the weather

pattern issue. First of all, because the model is driven by daily

weather input data, both the sequence and frequency of rainy/clear

days is readily available to the harvest management component,1 and

thus obviates the need to simulate daily weather patterns. Secondly,

model structure of Level 2 permits the generation of the time path

of alfalfa yield, regardless of the starting date of either the

initial Spring cutting or of subsequent summer regrowth. Adaptations

1Criteria for a go-no go day are specified in ALHARV (Savoie,

1982).
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by the author included extension of the original Level 2 version to

permit (a) multiple-day harvest periods along the daily yield-quality

time path, and (b) a regrowth reset date which is a function of the

length of the prior harvest cutting period. These adaptations are

described in Section 4.3 below.

4.2.3 Other Considerations
 

In spite of the fact that a phenological crop growth model can

be adapted to address itself to subtle technological issues related

to the dynamics of alfalfa production, rationale for its use in the

larger farming systems model is subject to its performance in relation

to the stated objectives of the present study. In terms of the

DAFOSYM model, the phenological crop growth simulator must generate

alfalfa yield estimates which are representative of, and supported by,

empirical data from the area to be simulated. This topic of empirical

validation of Level 2 yield predictions is deferred until Section 4.4.

Beyond its ability to generate immediate output which is

empirically substantiated, a phenological submodel serves a broader

objective. As a mechanistic model,1 it disaggregates the alfalfa

production function into component parts describing the physiological

processes underlying crop yield. As such, the subcomponent serves

as a medium of interdisciplinary research which enhances communication

between research disciplines. In addition, it encourages a modular

approach to research not only by enabling state-of-the-art investi-

gations to be undertaken by specialists in the respective disciplines,

1For a distinction between "black-box" and mechanistic (white

box) models, see Brockington (1979).
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but also by its potential integration into broader system models. In

this manner, a larger systems model consisting of disciplinary submodels

provides a format for evaluating the sensitivity of farm system level

economic output to subsystem level technical and economic parameters.

4.3 ALFMOD: Adapting ALSIM for Use in DAFOSYM
 

The name ALSIM is used for a series of dynamic state variable

computer simulation models of alfalfa growth which have been develOped

by Dr. Gary Fick, Department of Agronomy, Cornell University. Like

other independently develOped alfalfa growth models--SIMED (Holt

et a1., 1975), SIMFOY (Selirio and Brown, 1979), GROWIT (Smith and

Loewer, 1981)--the ALSIM versions are deterministic phenological

models which simulate the physiological processes of alfalfa growth,

incorporating both biological and environmental elements. Both the

earlier version, ALSIMl-Level 1 (Fick, 1975), and the updated expanded

version, ALSIMl-Level 2 (Fick, 1981), were developed for use in

integrated pest management studies. The Level 1 version has been

utilized as a Subcomponent in alfalfa weevil control studies

(Ruesink et al., 1980; Klonsky, 1982) and in a study assessing alfalfa—

dewatering technology (McGuckin, 1980). Level 2--the version adapted

for use in the present study-~represents an improvement over the

Level 1 version in that it contains a soil water component and hence

predicts "actual" rather than "potential" yields.

The crop growth-environmental relationships contained in Level 2

serve as the core of the yield prediction component in ALFMOD.

Nevertheless, extensive software and algorithmic modifications, as

well as expansions on the content of the original Level 2 model

itself were required in order to adapt it for use in the farming
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systems context of the present study. Description of the original

Level 2 model and modifications for use in DAFOSYM follow.

4.3.1 ALSIM Summary Description
 

The purpose of ALSIMl—Level 2 is to predict material flows

between parts of the alfalfa plant, and to predict dry matter yield

of the components of the plant as a function of the soil-climatic

environment. The model operates on a 50C. base at a one-day time

increment. The material of Level 2 is fixed carbon expressed as

plant dry matter (grams/meterz). The primary state variables of

the model are:

MATS = supply of photosynthetic DM that can be

used for the growth of the parts of the

plant defined in the model

TNC = total non-structural carbohydrates accumu-

lated in the taproots

BUDS = basal buds of the plant

STEM = stems

LEAF = leaves

AW , = available soil water in the root zone

GDDBS = cumulative growing degree days, base 50C.

Figures 4.5 and 4.6, reproduced from Fick, depict the overall

structure of the plant growth component and the soil water budget

of the model, respectively. Required daily climatological input

data to the model consist of maximum temperature, minimum temperature,

solar radiation (langleys), and precipitation for the specific

location being simulated. Similarly, available soil water at field
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ALSiM 1 (LEVEL 2): Crop Growth

Other

Parts

 

 

  

 

MATS 

  

 

  

    
 

The relational diagram of the crop growth components of Level

2 shows five main state variables and eleven processes to be

simulated. The state variables represent parts of the simulated

alfalfa crop: MATS (materials available for top growth and

storage), LEAF (leaves), STEM (stems), TNC (total nonstructural

carbohydrates in the taproots), and BUDS (basal buds for regrowth).

The processes are described by rate equations that simulate the

transfer of material between the parts of the crop: M (crop

growth rate), L (leaf growth rate), S (stem growth rate),

(TNC storage rate), R (TNC respiration rate), B (bud growth

rate), SB (growth rate of stems coming from buds), LB (growth

rate of leaves coming from buds), LL (rate of leaf loss), LS

(rate of stem loss), and 0 (rate of other uses of MATS).

(Reproduced from Fick,1981).

Figure 4.5 Flow Diagram: ALSIMl-Level 2 Crop Growth
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ALSIM 1 (LEVEL 2): Water Budget
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The relational diagram of the soil water budget component of

Level 2 shows the plant available water in the soil (AW) being

increased by precipitation (F) and decreased by evapotranSpiration

(E) and runoff and deep percolation (D). A water stress factor

(WSF) is computed from AW and parameters for available water at

field capacity (AWFC) and the available water fraction at which

stress begins (AWFS). The growth rates M, L, LB, S, and SB

(see Figure 4.5) are influenced by WSF. (Reproduced from Fick,

1981).

Figure 4.6 Flow Diagram: ALSIMl-Level 2 Water Budget
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capacity and available soil water at the beginning of the simulation

must be specified in accordance with the soil type being modeled.

Soil moisture in the model is depleted by evapotranspiration and

percolation (based on a model by Ritchie, 1972; 1973) and is replen-

ished either by rainfall or irrigation. Deficiencies of soil moisture

in the root profile put the plant under stress and retard the growth

rate.

The dynamics of the growth simulation consist of sequentially

updating the values of the primary state variables by solving a

series of rate (first order difference) equations driven by the

daily climatological input data. Alfalfa yield is defined as the

sum of STEM and LEAF. Losses in the model result from either harvest,

senescence, or freezing. Harvest results in removal of topgrowth

and the resetting of the state variables LEAF and STEM to zero.

Regrowth then recommences and continues as long as environmental

conditions are appropriate, or until a subsequent harvest is initiated.

A detailed description of Level 2, including model testing and

documentation of model development, is found in Fick (1981). Develop-

ment and testing of the regrowth mechanisms used in ALSIM are further

described in Fick (1977).

4.3.2 Modifying and Expanding ALSIM for Use in DAFOSYM
 

The core relationships of the original Fick model describing

the physiological processes of alfalfa growth are essentially

employed in unadulterated form in ALFMOD. Nevertheless, certain

expansions to the alfalfa growth model, as well as extensive opera-

tional modifications, were required in order to facilitate using

the alfalfa simulator in the dairy forage farm-firm systems context
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of the present study. These primary modifications which describe

the conversion of Level 2 to ALFMOD are summarized below.

Conversion to FORTRAN. The original versions of ALSIM were
 

coded into Continuous System Modeling Program (CSMP), a FORTRAN-

based IBM-specific computer simulation language. In order to

Operationalize the Fick model on other than IBM hardware systems, the

author recoded Level 2 into FORTRAN V using Speckhart and Green

(1976) and the IBM CSMP user's manual (1972) as references. Two

nearly identical FORTRAN versions of Level 2 were developed: ALFMOD—-

the module which serves as the alfalfa growth component of DAFOSYM;

and ALF2LP--an intermediate version of ALFMOD which can be used to

simulate alfalfa growth independently of any broader farming system

or management context.1 The general structure of the FORTRAN

software versions and a brief guide to their use is presented in

Appendices E and B. Additional comments are contained in the

software.

Alfalfa quality subcomponent. The original Level 2 version of
 

ALSIM predicts dry matter production of various parts of the alfalfa

plant over time. ALFMOD was expanded to include estimation of the

concentration of crude protein and in_vitro dry matter digestibility

of both stems and leaves as the plant matures over time in the field.

1Both the model content as well as the majority of the software

contained in the 15 subprograms of both ALFMOD and ALFZLP are identical.

Although "ALFMOD" and "ALF2LP" are used interchangeably in Chapter 4,

they serve the two different purposes noted in the text. Technically,

because it is an independent software model, ALFZLP was used for the

validation and testing described in Section 4.4.
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Ordinary least squares estimation procedures and the resulting

prediction equations for each of the quality measures is reported

in Section 4.5 below.

Regrowth starting date control. The original Fick algorithm,
 

which was limited to one-day harvest periods, was modified to permit

multiple—day harvesting periods of the alfalfa crop. During the

harvest period of the crop, the modified algorithm of ALFMOD continues

to update daily values of the state variables for dry-matter accumu-

lation in the plant until the last day of cutting occurs. During

this period, the updated values of the supply of photosynthate

(MATS), the accumulated nonstructural carbohydrates in the root

reserves (TNC), as well as the water available to the plant in the

moisture profile (AW), are temporarily stored in the model. Once

the total area of the alfalfa crop has been cut, the starting date

for the regrowth of the subsequent cutting is then arbitrarily set

to a date half-way between the first and last days of cutting.

State variables for TNC, MATS, and AW are then reinitialized at

stored values correSponding to the apprOpriate regrowth starting

date. This procedure has two advantages: (1) Throughout an extended

multiple-day harvest period, daily segments of the alfalfa crop

continue to grow and be harvested on the "old" growth-quality curve;

(2) regrowth of the subsequent cutting is retarded, hence, reflecting

the impact of slow or delayed harvests earlier in the season on

harvested yields and quality of subsequent cuttings.

Multipleeyear simulation capability—weather data input file.
 

Executive program control of both ALFMOD and ALFZLP was expanded to

include capability multiple-year simulation runs. A historical
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weather data file--ELANSWTHR5378--containing 26 years of daily

weather data (maximum temperature, minimum temperature, solar radiation,

precipitation) was develOped to accommodate the multiple-year simula-

tions under East Lansing, Michigan climatological conditions. Develop-

ment of the weather data file is described in Appendix D.

4.4 Validation of ALFMOD under Michigan Conditions
 

Validation procedures were undertaken in order to assess the

phenological alfalfa growth simulator, ALFMOD, in relation to its

prescribed use in the dairy forage systems model. Validation here

refers to comparing the performance of the alfalfa model against

recorded empirical data for the system being simulated (Dent and

Blackie, Chapter 5, 1979). Given the system modeled in DAFOSYM,

the purpose of the validation procedure was to determine whether

ALFMOD was suitable for simulating growth of the alfalfa crOp under

East Lansing, Michigan climatological conditions on a clay loam

soil.

Recalling the technical aspects of alfalfa production, there

are numerous empirical yield measurements against which simulated

performance could be tested. These include:

1. expected or average end—of-year yield of alfalfa;

2. expected or average yield on a cutting-by-cutting basis,

reflecting the proportion of total yield harvested at

each cutting;

3. variance of end—of—year yield;

4. variance of yield, cutting—by-cutting basis;

5. yield along the growth curve, i.e., the time path of

alfalfa yield for the first, second, and third cutting
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under different cutting systems (i.e., 1,2 or 3-cut

systems) with different cutting dates.

Similarly, testing could be undertaken to validate alfalfa quality

predictions generated by the model. Such tests could be compared

with empirical data identical to those cited, except that measurements

would be taken of protein concentration and digestibility instead of

yield in points 1-5 above.

Although each of the above measures reflects an aspect worthy

of validation, the validation process is itself limited by (a) the

availability of empirical data, and (b) a suitable method for testing

model performance against that empirical data. In the present section,

a formal validation of two of the five measures listed above is

reported. First, model yield performance along the growth curve

(point 5, above) is tested against two years' historical yield data

under three cutting systems. Next, end-of—year total yield (point 1,

above) is tested against nine years' historical data. Due to empiri-

cal data limitations, the other measures of model performance are

then evaluated in a less objective, less formal manner.

4.4.1 Growth Curve Yield Validation
 

The validation procedure used for testing ALFMOD yield predictions

along the alfalfa growth curve is described by Dent and Blackie (1979)

and Cohen and Cyert (1961). First, the simulation model is set up

to conform to conditions for which historical output data is available.

The model is then run and, subsequently, a linear regression is fitted

on the resulting set of paired observations of model output versus

historical measurements. An unbiased model would provide a regression

line which passes through the origin (intercept = 0) with a slope of
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l. The test is then to determine whether the intercept and slope

of the fitted regression line are significantly different from 0 and

1, respectively.

Data and model input parameters for validation. Three considera-

tions were taken into account when selecting historical data which

would be suitable for yield validation purposes:

3. Yield measurements taken throughout the crop growing season

should be obtained in addition to yields measured at harvest
 

time only. Likewise, historical data reflecting yields

measured from one- and two-cut systems in addition to the

more typical three-cut system was preferable. Such multiple—

yield measurements from several alternative cutting systems

are desirable because they allow comparison of the simulation

model to predict yield along the growth curve as well as at

harvest time. Validation based on growth curve measurements

is more comprehensive in that it tests performance of the

alfalfa growth model throughout the cropping season, as

Opposed to merely at two or three points representing harvest.

b. It was desirable to obtain measurements described in (a) for

more than one year in order to be able to test model predic-

tions under more than one weather regime.

c. Relevant daily climatological data at the test plot locations,

as well as information on plot soil texture and structure,

must be available.

Historical yield data for Vernal alfalfa conforming to the above

specifications was obtained through private correspondence from Dr.

F.W. Fuess, Illinois State University. Two years of weekly yield
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data were taken by Fuess between May 3 and August 30 for 1,2, and

3-cut alfalfa systems on a Conover loam soil at East Lansing, Michigan

in 1961 and 1962. Both experiments were conducted on established

Vernal plots. Experimental procedures and results, as well as the

weekly yield data (in graphical form) are presented in Fuess (1963)

and Fuess and Tesar (1968).

The soil moisture holding capacity coefficient--an input to the

simulation model--was estimated for a Conover loam soil by consulting

the Michigan Irrigation Guide (Vitosh and Fisher, 1981). Available

water at field capacity (AWFC) was set at 200 mm which corresponds to

.1875 inches of water/inch in a 3% foot soil profile. Although this

figure reflects AWFC of both the Conover and Brookston soils at East

Lansing, the figure is somewhat arbitrary since the actual root depth

of the test plot alfalfa plants was not known. However, the assumed

3% foot soil profile represents the source of 85% Of the soil moisture

of the mature alfalfa plant (Schwab et al., 1971).

Validation results and discussion. The ALFMOD model was used to
 

simulate alfalfa growth for the two-year validation period using

daily maximum and minimum temperature, precipitation, and solar radi-

ation collected at the East Lansing weather station for 1961 and 1962.

Three runs, corresponding to three cutting systems, were made: one—cut

harvested August 30; two-cuts harvested June 21, August 30; and three-

cuts harvested May 31, July 12, and August 30. Model output from the

three simulation runs were paired with the historical Fuess data

and an ordinary least squares regression line of the form Y

MODEL =

a + blYFUESS was fitted for each cutting over the two-year period

under each of the three cutting systems (where Y represents simulated
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or actual yield measured on a weekly basis). The regression results

for the six fitted lines are presented in Table 4.1. Graphical presen-

tation of model output versus the historical data for the three-cut

system is presented in Figures 4.7 and 4.8. The water stress factor

(WSF), which is also plotted, takes a value between 0 and 1 and indi-

cates whether the simulated plant is under moisture stress.

Table 4.1 demonstrates that ALFMOD output corresponds well with

measured data for the two— and three-cut systems. Only for the one-cut

system are both the slope and intercepts found to be significantly

different from 1 and 0, respectively, at the .01 and .05 levels of

significance. Correlation coefficients between the simulated and

historical data were also calculated for the 1, 2, and 3—cut systems

and were found to be .95, .95, and .97, respectively.

These results demonstrate that the model can be used with confi—

dence on two- and three—cut systems. Nevertheless, a word of caution

is in order. First of all, in spite of the overall ability of ALFMOD

to track the growth path of the Fuess data, one must recall that this

validation process covers only a two-year period. Nothing can be

said of how well the model might have followed the historical growth

curve for other climate-soil combinations. It should be noted, however,

that Fuess reports the 1962 cropping season to have included long

dry spells due to poor and irregular distribution of precipitation.

Secondly, a close inspection of the growth curves for the data

analyzed above demonstrates a wider divergence between model output and

historical yields for the late regrowth periods immediately following

harvest. Both Fuess and the simulated water stress factor indicate

that plants were under stress during this period; yet, it appears



77

Table 4.1 Results of Regression Analysis Testing

ALFMOD Yield Values Against Fuess Data

 

 

 

 

 

l Rejection

System: Estimated Coefficient 2 Significance

Cuts/yr. Cut no. a b R n Levelz

1 1 . .444 .831 .90 35 ++ RT

(.132) (.049)

2 1 .248 .911 .95 15

(.126) (.059)

2 2 -.007 .751 .72 20 T

(.122) (.110)

3 1 .155 .963 .97 9

(.091) (.056)

3 2 -.086 1.128 .94 12

(.097) (.087)

3 3 -.307 1.194 .703 14

(.142) (.224)    
Numbers in () are standard errors of regression coefficients.

1 a = intercept; b = slope

2 Null hypothesis Ho(a) is that a is not significantly different from

zero; null hypothesis Ho(b) is that b is not significantly different

from one.

i = rejection of Ho(a) at the .05 level

++ = rejection of Ho(a) at the ~01 level

fl = rejection of Ho(b) at the .05 level

RT = rejection of Ho(b) at the .01 level

All tests use the Student t—statistic with n-2 degrees of freedom.
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ALFMOD over—stressed plants relative to historical data. Although

model input parameters can be adjusted to correct this, the author

has found that these corrections could not be made without causing

overproduction at other periods earlier in the crOpping season.

Hence, model testing and/or calibration are recommended prior to

extensive use of the model under broad ranges of simulated environ-

ments.

4.4.2 End—Ofeyear Yield Validation
 

The results reported in Section 4.4.1 are a comprehensive test

of the alfalfa model's ability to predict yield throughout the growing

season. Over the two—year test period, the growth curve yield vali-

dation represents a comparison between simulated and historical

measurements at 82 data points. Nevertheless, it is desirable to

determine model performance over a longer time horizon than solely

the two-year period evaluated above. However, the tradeoff in testing

over a greater number of years was that the detailed weekly yield

measurements were not available. Hence, the tests reported in the

present section are directed at total end-of—year yield comparisons

between empirical data and simulation output measured over a nine—year

period. The student-t distribution is used to determine whether mean

values of the two samples (historical and simulated) are significantly

different.

End-ofeyear yield data. Alfalfa test plot data was obtained
 

from Dr. M.B. Tesar (Tesar, 1979) for stands of alfalfa established

in 1970 on Brookston loam soil and harvested an.average of four times

annually over the period 1970—1979 at Michigan State University.

Simple linear regression techniques were utilized to detrend the
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the yield data for Vernal, P520, and Saranac varieties, but the

results were highly insignificant, i.e., yields of each variety did

not significantly decrease over the life Of the stand. Yield data

obtained was annual end-of—year yield summed over the individual

cuttings.

Results and discussion. The alfalfa simulation model was set
 

up to simulate the period 1970-1978 (weather data for 1979 was not

available) under similar conditions and harvesting dates. T-tests

were then used to test the hypothesis that the mean simulated output

was equal to the mean of each of the three sampled varieties from

the plot data. Results of these tests are presented in Table 4.2.

Rejection of the null hypothesis leads one to infer that the samples

(simulated and empirical) were not likely drawn from the same under-

lying parent pOpulation. As can be seen, the only significant

difference over the nine-year period is between the simulated output

and Saranac. Saranac is a high—yield variety suitable for short

stand-life (3 years). Alternatively, P520 is a successful high-

yielding variety in mid-Michigan with a long stand—life (5 years).

Because the original ALSIM model was not designed to be a variety-

specific model, two pooled data sets (one pooled over Vernal, P520,

and Saranac; the other pooled over Vernal and P520) were constructed

and submitted to t—testing. Pooled data sets might represent combina-

tions of "typical" or rational varieties of alfalfa to grow in mid-

Michigan. Results of the pooled t-tests are also found in Table 4.2.

The results Of the t-tests demonstrate that the alfalfa model

performs well when comparing mean yields of pooled-variety tests

as well as for certain "standard" (Vernal) or long-stand varieties
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Table 4.2 Sample Statistics and t-tests for ALFMOD Performance

Versus Various Alfalfa Test Plot Yields, Michigan

State university, 1970-1978, DMT/A

 

 

Alfalfa Varietiesl, 1970-1978, MSU

 

Sample

Statistics ALFMOD Vernal P520 Saranac Pool VPS2 Pool VP3

 

"i 6.613 6.170 6.813 5.940 6.307 6.493

s .530 .598 .666 .892 .675 .6039

cv .080 .097 .097 .150 .107 .093

t4 --- -1.653 .705 -2.650 -1.069 -.448  
 

1Data source: Tesar, 1979.

2Sample statistics pooled over Vernal, P520, and Saranac.

3Sample statistics pooled over Vernal, P520.

4 . . .

The t statlstic is calculated:

 

t = (i14§2)/sp7(1/nl) + (1/n2)

 

4(n1-l)slz + (n2-1)322
 where: s = ,

P
y n1 + n2 - 2

For the two-sided test the hypotheses are:

Ho: x1 =‘i2 Ha:'i1 #‘ifi

Critical t.05/2,16 = 2.120; critical t.01/2,16 = 2.921

For the one-sided test the hypotheses are:

Ho:'X1 ='X2 Ha:'X1 <'Xé or Ha: X1 >'X2

Critical t.05/l6 = 1.746; critical t.01,l6 = 2.583

In all cases, simulation sample output is compared with plot sample

data.



83

(P520). However, if the goal is to model a specific variety (e.g.,

Saranac), then model validation and/or calibration needs to be under-

taken to determine how well the model performs prior to simulation.

4.4.3 Other Indications of Model Performance
 

The three remaining important measures cited earlier of how well

an alfalfa model performs are: (a) how well it predicts distribution

of yield over individual cuttings (point 2, Section 4.4); (b) how well

it predicts variability of yield across cuttings (point 4, Section 4.4);

and (c) how well it predicts variability of total end-of—year yields

across years (point 3, Section 4.4).

With respect to (a), data representing four individual cuttings

taken approximately on June 1, July 10, August 25, and October 20 over

a 5-year period were Obtained from Tesar (1980). The data were pooled

across two varieties (Vernal and Saranac) grown on Brookston loam at

East Lansing, Michigan. Over the 5-year period the average proportion

of total yield harvested at each of the four cuttings was 36.0, 28.6,

20.7, and 16.5 percent, respectively. This compares favorably with

a 26-year simulation run of ALFMOD with simulated harvests taken on

the above dates. Proportion of total yield obtained at each cutting

averaged over 26 simulation years was 34.9, 26.4, 21.5, and 17.2 per-

cent, respectively.

With respect to (b) and (c) above, sample statistics from the

Tesar data (1980) indicate that the coefficient of variation (CV) for

each of the four cuttings was 12.3, 12.5, 25.9, and 12.9 percent,

respectively. This compares with simulated CV's for each of the four

cuttings of 9.0, 8.4, 27.5, and 18.1 percent, respectively. Evidently,

due to moisture stress and weather irregularity late in the season,
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variability of yield increases for the later cuttings. CV's for

total end-of—year yield for the 5-year empirical and simulated samples

were 4.8 and 8.3 percent, respectively. However, the simulated 9-year

sample presented in Table 4.2 resulted in a CV which was less than

respective end-of—year CV's for the historical data against which it

was compared.

In summary, the validation tests reported in this section demon-

strate that the phenological growth model provides favorable simula-

tion of the alfalfa growth curve, expected end-of-year total yields,

and distribution of yield across cuttings under Michigan environmental

conditions. An area which appears to be in need of improvement,

however, is late season growth curve response under moisture stress.

Additionally, although the model correctly predicts higher yield

variance for later season cuttings than for early harvests, the

author conjectures that the absolute level of variance for individual

cuttings and total yield somewhat underestimates variance of yields

encountered in test plots.

4.5 Accounting for Alfalfa Quality in ALFMOD
 

The discussion in Section 4.2.1 above demonstrated that there is

a rapid tradeoff of yield and quality1 as the growing alfalfa plant

matures. Because the original Level 2 alfalfa growth simulator

contains no quality component, a series Of equations was estimated

in order to incorporate the alfalfa yield-quality relationship into

the DAFOSYM model.

1Measures of alfalfa quality include crude protein and IVDMD.
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4.5.1 Specification Problems
 

One of the initial difficulties encountered in this process was

related to the specification of the quality model. The Smith studies

(see Section 4.2.1) demonstrated that alfalfa quality at any given

stage of maturity varies both across cuttings and across years

(Figures 4.3, 4.4). This leads to the hypothesis that alfalfa quality

is the result of a complex set of environmental relationships, described

perhaps, by a function containing several meteorological—soil vari—

ables serving as arguments. Given the numerous alfalfa quality studies

which have been published, such hypothesized models could be specified,

estimated and tested, providing that data sets for the independent

argument variables (e.g., temperature, sunlight, precipitation, soil

moisture, etc.) had been collected and were readily available. Because

such data sets are generally unavailable, or at best, difficult to

Obtain, some researchers (Cloud et al., 1968; Millier et al., 1970;

see Section 2.4) have reverted to specifying alfalfa quality models

using either calendar date or number of days since last cutting as

the sole argument. In light of the Smith studies, such models are

of limited usefulness since they take no account of the underlying

physiological relationships which influence alfalfa quality. Across

years, such models will predict identical quality of the standing

crop for any given date, a relationship which Smith's results clearly

refute.

A more recent model developed by Klonsky (Ruppel et al., 1982)

specifies cumulative heat units (measured as growing degree days

base 5°C.) as the argument of alfalfa crude protein, digestibility,

and crude fiber. This model is clearly an improvement over Cloud
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et al. and Millier et al. in that growing degree days as a measure

of environmental events serve as an index of plant maturity and

reflect across—year quality variability resulting from different

annual weather patterns. Nevertheless, the Klonsky model is unable

to distinguish quality differences as a function of environment

across cuttings. The data set on which the Klonsky model is based

is first-cut alfalfa measured between mid-May and early July over a

two-year period. Across cuttings, any given growing degree day

reading will result in identical quality estimates by the model, even

though growing degree days historically accumulate at a much higher

rate for second and third cuttings, than for first.1 Implicitly,

a quality model specifying cumulative heat units as an index of

plant maturity will underestimate crude protein and digestibility

and overestimate crude fiber for summer regrowth cuttings, if that

model is estimated using spring growth data only. This problem can

be averted only if separate quality equations are estimated for each

individual cutting, or, if a single quality equation contains a

dummy shifter variable for each cutting. In either case, the cumula-

tive-heat-units approach requires that empirical measurements of

alfalfa quality be taken over first cutting as well as for subsequent
 

regrowth periods. With the exception of the Smith-related studies,
 

such empirical measurements would represent a useful and welcome

departure from the trend apparent in the literature of evaluating

only spring growth alfalfa.

1Problems using growing degree days as a measure of plant

maturity for initiating the harvest algorithm are discussed in

Section 4.6.
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4.5.2 Alfalfa Quality as a Function of Herbage Composition
 

Due to the difficulties noted above, the alfalfa quality model

estimated for use in the present study specifies the protein and in

yi££9_dry matter digestibility (IVDMD) of alfalfa to be a function

of the proportion of alfalfa herbage consisting of leaves and stems.

This model specification is convenient for two reasons. First, it

avoids the problems noted in Section 4.5.1 which result from using

phenological events or calendar dates as indices of plant maturity.

In effect, the dry weight proportion of the plant consisting of

leaves and stems is itself an assessment of the maturity of the plant,

rather than an index or surrogate measurement of maturity. Secondly,

although the original Level 2 model contains no variables which

identify developmental stages of the plant over time, it does contain

two state variables which monitor the dry weight accumulation of

leaves and stems separately.

Data source. The data used for estimating alfalfa quality is
 

reported by Mowat et al. (1966). Pure stands of Vernal and Dupuits

were harvested at approximately weekly intervals over three growing

seasons. Harvest dates of the plots began 2% weeks after plant

growth commenced and continued until mid—summer (July 23) each year.

Data reported in Mowat are the three-year means for each separate

variety averaged over six replications. For each of the twelve

weekly harvests, data reported for both Vernal and Dupuits include:

(a) protein concentration of leaves; (b) protein concentration of

stems; (c) IVDMD of leaves; (d) IVDMD of stems; and (e) proportion

of leaves constituting total plant dry weight.
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Estimation_procedure and results. Ordinary least squares
 

regression techniques were used to estimate alfalfa quality based

on the Mowat et al. data. Independent variables for all specifications

consisted of the proportion of the alfalfa herbage consisting of

either leaves or stems. Alternative functional forms which were

specified and estimated included simple linear models as well as

quadratic and cubic polynomials and log and semi—log transformations.

Selection of estimated equations to be used as predictors in the

simulation model was based on both R2 and poolability across the

two alfalfa varieties. Vernal and Dupuits are representative of a

broad range of maturity genotypes grown in northern temperate

climates. In order to avoid a quality model which was variety—

Specific, each selected functional form was estimated both with and

without dummy (binary) variables for the intercept and lepe coef—

ficients distinguishing the two alfalfa variety data sets. F-tests

were then conducted in order to determine whether the dummy parameter

estimates were significantly different from zero. The null hypotheses

for all tests were not rejected at the .05 level of confidence,

implying that there were no structural differences underlying the

Vernal and Dupuits quality data. Hence, all estimated quality

equations represent a pooling of data over the two varieties.

The four estimated quality equations selected for use in the

model are:

(4.1) CPL = .0852 + .4672 * PCL

(.0188) (.0475)

R2 = .874 SER = .0111 n 16
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(4.2) CPS = 1.0140 — 2.8069 * PCS + 2.1283 * PC82

(.1075) (.3532) (.2880)

R2 = .932 SER = .0042 n = 16

(4.3) DIGL = .6031 + .6250 * PCL - .5279 * PCL2

(.0319) (.1378) (.1426)

R2 = .776 SER = .0084 n = 20

(4.4) DIGS = 1.0596 - .8666 * PCS

(.0292) (.0509)

R2 = .942 SER = .024 n = 20

where PCL and PCS are the dry weight percentage of leaves and stems,

respectively, in the alfalfa herbage (decimal); CPL and CPS are the

crude protein concentration of leaves and stems, respectively (decimal);

and DIGL and DIGS are the IVDMD of leaves and stems, respectively

(decimal). Values in parentheses are standard errors of estimated

coefficients; SER is the standard error of each regression.

Range of Qualitngrediction. The software algorithm of ALFMOD
 

truncates the values of the independent variables by limiting PCL

to values between .50 and .29, and PCS to a range between .50 and

.71. These values correspond to the ranges of herbage composition

reported in the original Mowat data set and prohibits alfalfa quality

estimates from being extrapolated beyond the empirical measurements

of the original plots. Given these truncations, maximum and minimum

estimates of alfalfa quality which can be generated by the model are:

CPL, .318 - .221; CPS, .143 — .094; DIGL, .784 - .739; DIGS, .626 —

.444. When weighted by the proportion of total herbage consisting of

leaves and stems, the range in crude protein concentration for the

whole alfalfa plant will vary between .231 and .131. Similarly, the
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range of estimated whole plant digestibility will be .705 and .529.

Using the Smith data (Smith, 1964) as a reference, this implies that

alfalfa quality simulated by the model reflects alfalfa plant maturity

ranging between early bud and green seed pod.

4.6 Linkage of ALFMOD and ALHARV Algorithms: Harvest Starting Date
 

Individually, the ALFMOD and ALHARV modules account for the

daily yield—quality of the standing and harvested alfalfa crop,

respectively, in DAFOSYM. The linkage between these two major

components in DAFOSYM is diagrammed in Figure 4.9. Using daily

historical weather data, ALFMOD updates the yield-quality of the

standing alfalfa crop for each day d to be simulated during the

calendar year. Once the appropriate starting date of cutting c is

reached, ALHARV is called and harvest begins, providing that weather

for that day is favorable. Harvested yield-quality of alfalfa to

be placed into storage and feed available for the dairy herd from

that day's production is calculated. At the end of that harvest day,

control is again returned to ALFMOD, and crop growth resumes. This

process continues throughout the multiple-day harvest period until

the total area of alfalfa for cut c has been harvested.

At the end of each cutting, alfalfa yield state variables are

reset to zero and a new time path of yield-quality is established

for the subsequent regrowth. When the starting date for the sub-

sequent harvest is reached, ALFMOD again calls ALHARV daily, and

the process repeats itself. This procedure continues until all

cuttings have been harvested and the last julian day of the calendar

year has been simulated.
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Harvest starting date mechanism. It should be noted that it
 

was the author's original intention that the initiation of alfalfa

harvest in the simulation model should be keyed to a phenological

event which could be used as a surrogate for plant maturity in the

model. This would have permitted model users to specify management

policy dictating that harvest begin at, e.g., first flower, 1/10

bloom, etc. Since the original Level 2 model predicts only plant

dry matter accumulation and does not contain a plant maturity scale,

the relevant question was to determine which variable could be used

as an index of plant maturity. Researchers have generally suggested

that the appropriate variable is cumulative degree days. Holt et al.

(1975) suggests that buds appear at 450 and first flowers at about

600 cumulative degree days (base temperature = 5°C.); Selirio and

Brown (1979) contend that flowers appear at 550 (base 5°C.). Finally,

McGuckin's (1980) analysis of Wisconsin data demonstrates that mid—bud,

first flower and full bloom occur at 650, 730, and 850 growing degree

days (base 5°C.), respectively.

In order to verify these assertions and ascertain an appropriate

maturity measure for Michigan, cumulative growing degree days (base

50C.) were calculated over a 26-year period (1953-1978) for East

Lansing. The degree days were cumulated starting on April 1 of each

year, and assumed harvests were taken on June 1, July 10, and August

25. These dates correspond to Tesar's average dates of harvest for

alfalfa yield trials at Michigan State University, which are taken

at a stage of maturity between first flower and 1/10 bloom (Tesar,

1981). Mean values of growing degree days for the 26—year period

are 418, 582, and 739 (coefficients of variation are .18, .08, and
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.06, respectively). These data suggest that across cuttings, a

specified stage of alfalfa plant maturity cannot be measured by a

single value of cumulative degree days. It appears that degree days

accumulate more rapidly per unit stage of maturity in late summer

growth periods. Likewise, when comparing the Michigan data to that

of Holt et al., Selirio and Brown, and McGuckin, it appears that

location may also have impact on the appropriate index of alfalfa

maturity.

The above conclusions are conjectures since stage-of—maturity

measurements at each harvest were not available with the Tesar data.

However, a different study at Michigan State University conducted

under Tesar (Fuess, 1963) does provide calendar dates Of 1/10 bloom

in alfalfa test plots over a two-year period (1961, 1962) for 1, 2,

and 3-cut systems. The cumulative growing degree days for this study

are presented in Table 4.3. To be noted are the wide variation in

calendar dates at 1/10 bloom across years, and the wide dispersion

of growing degree days for 1/10 bloom alfalfa across cutting systems.

Similarly, although the 1962 results for the 3-cut system in Table

4.3 seem to suggest a consistent 1/10 bloom at approximately 500

degree days, this value is well below values of other researchers

cited above. Since alfalfa normally reaches 1/10 bloom 4-6 days

after first flower, it can be inferred that locational differences

affect the maturity index. Again, although the Fuess study represents

a small sample, it is the author's conclusion that there is insuf-

ficient evidence that growing degree days can be used with confidence

as an index of alfalfa maturity in models which simulate numerous

cutting systems across years.
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Table 4.3 Cumulative Growing Degree Days (Base 5C)

at 1/10 Bloom Alfalfa, East Lansing,

Michigan, for 1, 2, and 3-cut Systems

 

 

 

 

 

 

 

System2

I f

Cutting l-cut ' 2—cut ' 3-cut

Number ' '

I T

1961 1962 ' 1961 1962 ' 1961 1962

'. '.
Date 1/10 bloom 6103 531 : 614 531 : *4 601

Degree days 454 524 : 526 524 ' (310)4 524

. 4

Date 1/10 bloom --- ~-- : *4 802 : 712 703

Degree days --- --- : (1070)4 666 ' 591 478

T 1'

Date 1/10 bloom —-- --- : -—— ——— : *4 816

Degree days --- --- : -—- --- : (791)4 516 
 

1Based on Fuess, 1963.

2Harvest dates are: l—cut: August 30; 2-cut: June 21, August 30;

3-cut: May 31, July 12, August 30.

3First digit is months, last two digits are days, e.g., 610 =

4

June 10.

* indicates 1/10 bloom not reached at harvest date. () indicate

cumulative degree days at time of harvest.
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Given the lack of a suitable phenological event to be used as

an index of alfalfa maturity, harvest starting date in DAFOSYM is

initiated by a user—Specified calendar date for each cutting. This

date represents the earliest date at which harvest can begin for

any cutting. ALHARV does contain a secondary flag which does permit

harvest to be initiated as a function of plant protein level, provided

the user-specified calendar date has been attained. This secondary

mechanism is described in Savoie (1982).



CHAPTER V

MODEL DEVELOPMENT: CORN PRODUCTION

5.1 Introduction
 

DAFOSYM model design called for a generic research approach

(Sections 2.6, 3.3.1) characterized by a model capable of evaluating

farm plans which include alfalfa and/or corn grown as feedcrops for

the dairy herd. CRNMOD (CORN MODule) is the dynamic subcomponent of

DAFOSYM which simulates the yield and on-farm production processing

of corn as either corn silage or high-moisture shelled corn for use

by the livestock enterprises. The notable difference which distin-

guishes the modules developed for simulating corn and alfalfa pro-

duction is that CRNMOD is a stochastic process model which represents

a black box approach to simulation, unlike the mechanistic white box

approach which describes ALFMOD.

Discussion in Chapter 5 parallels the model development perspec-

tive of the previous chapter. Key topics of the discussion include:

technical issues of corn production influencing the modeling approach

taken (Section 5.2); examination of an alternative modeling method

(Section 5.3); a description of the stochastic process approach to

simulating the dynamics of corn production, including use of the

process generator BTAGEN (Section 5.4); data development for the

stochastic corn model (Section 5.5); and a description of the corn

production algorithm (Sections 5.6, 5.7).

96
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5.2 Technical Issues of Corn Production
 

Section 2.6 cited two corn—related issues which characterize the

dynamics of corn production: (1) corn yield is affected by both the

date of planting and date of harvest; (2) date of planting and date

of harvest are affected by the number of days available for field

work. The former issue is primarily agronomic in that it describes

corn growth in the context of the plant's physical environment. By

contrast, the latter issue defines a set of constraints which that

same physical environment imposes on management such that plant growth

and yields are influenced. Each is discussed in turn.

5.2.1 Corn Yield Relationships
 

Date of planting. The relationship of corn yield to date of
 

planting is well-documented in the literature. Zuber (1966) tested

corn grain yields over a five-year period for corn planted between

April 20 and June 20 in Missouri. Highest grain yields for all hybrids

are obtained in late April plantings. Yields of late-planted corn

average 75% of early planting yields. Two studies (Griffith, 1965;

Pendleton and Egli, 1969) conducted over multiple-year periods in Indiana

and Illinois show similar results with the exception that highest yields

result from early May plantings. Michigan studies reported by Hilde-

brand et al. (1964) and Rossman and Cook (1966) show highest grain

yields result from Maylrlo plantings based on ten years' data averaged

over short, medium and long-season hybrids. In the Michigan studies,

early June plantings yield only 73% as much as early May plantings.

Corn silage date of planting studies show similar results with

the exception that yield reductions are less drastic with delayed
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plantings. Based on two years' data, Barber (1965) shows that both

grain and silage yields are highest for corn planted in early May.

However, grain yields of corn planted in early June total only 72% Of

early May plantings, compared with 86% for the corresponding corn

silage yields. A Michigan study (Erdmann and Hildebrand, 1976) shows

similar results: corn planted June 2 yields 72% as much grain as corn

planted on May 9, but 91% as much silage as corn planted on the same

date.

Date of harvest. Studies showing the impact of date of harvest
 

on corn yields over a wide range of plant maturities are not as well-

documented as for date of planting studies. Nevertheless, the reviewed

studies demonstrate similar trends. Perry et al. (1968) and Caldwell

and Perry (1971) show that corn silage harvested at successive dates

between late summer and early winter in Indiana attains the highest

yield in early October when whole plant dry matter is 33%. By late

November when plant dry matter has increased to 61%, silage yield has

dropped to 88% of the early October maximum. Throughout this entire

period, grain yields fluctuate only slightly but do not decrease signi-

ficantly until December. Over a seven—week harvest period Cummins

(1970) shows corn silage and grain yields are at a maximum in the dent

stage when plant dry matter is at 32%. More than three weeks later,

silage and grain yields are shown to drop to 81% and 84% of maximum,

respectively. Johnson and McClure (1968) and Weaver et al. (1978) show

silage yields are highest at the dough-dent stage of maturity (35%

plant dry matter).' Additionally, Weaver et al. show that by the time

the corn plant has reached 60% dry matter (six weeks later), corn

silage yield has dropped to 82% of maximum.
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The results of the date of planting and date of harvest studies

cited above can be summarized as follows: delayed plantings reduce

corn silage and corn grain yields, but silage yield reductions are

less drastic than corresponding grain yield reductions; delayed harvest

(after the dent stage of maturity) reduces both silage and grain yields,

but the decrease may not be significant over a period of several weeks.

Although these results are affected by management practices (choice

Of hybrid, plant Spacing and density, fertility program), the under—

lying explanation is largely determined by the interaction of soil,

climate, and plant physiology.

5.2.2 Suitable Work Daysj-Corn Yield Relationships
 

Corn yield relationships reported in the previous section reflect

the direct impact of soil and climate on crop yields. These same

exogenous environmental factors exert a secondary influence on corn

yields which is indirect in that it affects the dates on which the

corn crop is planted and harvested. This secondary effect is embodied

in the concept Of available field working days.1 As the number of

available field work days increases in any given period, field opera-

tions are completed in a more timely manner. In turn, timely field

operations are translated into earlier average date of planting and

harvesting, and ultimately, higher yields.

In general, available field working days and corn yield exhibit

a positive relationship. However, the interaction between available

1Available field working days are defined as the number of days

in any given calendar period suitable for a specified field operation.

The same concept is also referred to as "suitable work days" and

"go—no go" days.
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working days and corn yield is compounded whenever across-year

weather variability is accounted for. Year-to—year variation in

weather patterns brings about corresponding variation in both the

corn yield relationships as well as in the number of available days

per critical calendar period. Additionally, available field working

days for corn may have a positive impact on alfalfa harvest, and vice

versa. Favorable weather in spring eXpedites corn planting and yield,

but also enables first-cut alfalfa harvest to begin early when crop

quality is high. Conversely, a timely third-cutting alfalfa harvest

(late August in south central Michigan) enables corn silage harvest

to begin (late dough-early dent stage) before silage yields diminish.

Implications for modeling. If the impact of timeliness on corn
 

yield dynamics is to be incorporated into DAFOSYM, then the number of

suitable work days in any given calendar period must be known. For

some locations, data depicting either the probability of available

days (Feyerherm et al., 1966), or the Observed number of available

days (Fulton et al., 1975) has been published. Recently, a more

common approach has been to simulate available days using soil

moisture models (Elliot et al., 1975; Rosenberg et al., 1982).

Criteria in these models vary across soil type, field operation and

crop, but generally reflect soil condition and field tractability

in the upper soil profile as a function of weather data input.1

Studies employing suitable day models to assess timeliness costs

1An excellent review of simulation models and their respective

criteria for suitable days is contained in Singh (1978).
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include Tulu (1973; 1974), Singh (1978), Edwards and Boehlje (1980),

and Danok et al. (1980).

5.3 Examination of a Phenological Corn Growth Model

The original research plan of the present study included parallel

use of phenological crop growth models to generate yields for both

the alfalfa and corn crops. Analogous to the family of physiological-

ly-based models which describe alfalfa growth (see Section 4.3), dyna-

mic computerized models which simulate corn growth as a function of

the environment have been developed: SIMAIZ (Duncan et al., 1967;

Loomis et al., 1968); Nebraska Corn Model (Splinter, 1974); CORNMOD

(Baker and Horrocks, 1976); and CORNF (Stapper and Arkin, 1980).

CORNF, the most recently developed of these models, was tenta-

tively selected for use as a potential subcomponent of DAFOSYM.

However, after submitting the model to a series of tests under Michi-

gan environmental conditions, it was decided that the model would not

be used in the present study due primarily to its inability to predict

reduced corn yields as simulated date of planting was delayed.

Although the model was rejected for use in the present version

of DAFOSYM, it is worthwhile to note that CORNF was initially selected

on the basis of several model characteristics which indicated that it

would be well-suited to addressing the issues of corn—related (a)

dynamic system interactions and (b) system risk cited in Sections

2.6 and 5.2. Each is discussed in turn.

 

1Model testing of CORNF is described in greater detail in Appendix



102

Dynamic interactions. CORNF distinguishes both total plant and
 

ear dry matter accumulation on a one-day time increment for specified

maturity genotypes (short season through full season), planted over

a range of user-inputted planting dates. Likewise, the model outputs

estimates of grain moisture content and an index of phenological

events which can be used to identify plant maturity. These model

characteristics are important in that they would have allowed CORNF

to be used not only as a yield predictor for both the high-moisture

corn and corn silage crops, but as well, would have permitted the

model to assess the impact of dynamic interactions between daily

weather pattern, corn yield, and timeliness cost in a manner similar

to those described for alfalfa (Section 4.2).

System risk. Like ALFMOD, CORNF contains the same underlying
 

soil moisture-evapotranspiration model (Ritchie, 1972) and is driven

by the same set of daily weather inputs. This has the following

implications: First, the most important factor of year-to-year corn

yield variability--soil moisture deficit—-is accounted for; second,

if CORNF could have been validated under Michigan conditions, the

need for statistical analysis to determine correlation coefficients

reflecting contemporaneous and/or serial dependence in yields would

have been obviated.

Because the phenological corn crop growth model did not perform

satisfactorily under initial investigation,1 the alternative stochastic

process approach was taken in modeling the corn production subsystem

in DAFOSYM.

1See Appendix H.



103

5.4 SimulatinggCorn Production Using a Stochastic Process MOdel
 

The key concept in CRNMOD which describes the modeling approach

used to simulate corn production is a stochastic process model. This

approach, while satisfying the model research Objective of DAFOSYM,

represents a sharp divergence from the research method used to simu-

late alfalfa yield in ALFMOD. The crop production function of equa-

tion 3.1 (Section 3.4.5) shows that the vector of feedcrops produced

and available as feed for the dairy herd (DM) is influenced by the

vector of system-exogenous inputs (2).

(3.1) DMk = g(X,Z) (k = 1,2,3)

The primary distinction between the phenological crop growth model

approach of ALFMOD and the stochastic process approach of CRNMOD can

be described in terms of this vector 2.

5.4.1 Black Box Versus White Box (Mechanistic) Approach
 

The vector Z can be described in equation 5.1 as being parti—

tioned into two subsets, Za and Zc, representing system-exogenous

inputs which are fed into the alfalfa and corn model components,

respectively.

(5.1) 2 = [za,zC]

23 consists of a vector of historically recorded time series weather

data used to drive the phenological alfalfa crop growth model, which

in turn, generates a simulated estimate of alfalfa yield. Alterna-

tively, 2C for CRNMOD reflects a "direct" vector estimate of simulated

corn yield and available field working days using a stochastic process

1
generator. In both cases, the simulated results reflect estimates

1Process generators are discussed in Section 5.4.2.
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of a representative time series of alfalfa and corn yields in their

respective environments characterized by uncertainty.

The distinguishing characteristic between these yield estimates

is that ALFMOD describes in a mechanistic fashion 223 yield is deter-

mined by the environment. By contrast, CRNMOD bypasses this mechan-

istic biological, physiological description of Eng yield and environ-

ment are related, and directly estimates what_the result of that

relationship is. The CRNMOD approach views each element of Zc (e.g.,

corn yield) as being a random variable completely described by its

probability density function without reference as to why the density

function takes its Specific shape. For this reason, stochastic process

models are referred to as black box models, as opposed to the white

box, mechanistic approach which characterizes ALFMOD (Brockington,

Chapter 1, 1979).

5.4.2 Selection of a Process Generator, BTAGEN
 

The essence Of a stochastic process model is embodied in the

process generator. A process generator is a model subcomponent which

generates pseudorandom sample observations from a specified proba-

bility distribution using numerical simulation techniques.1 Process

generators have been developed for a variety of univariate distri-

butions as well as for the multivariate normal distribution (Naylor

et al., 1966; Newman and Odell, 1971). MOre recently, King (1979)

describes the develOpment of a "workable procedure for the generation

of random variates from multivariate probability distributions with

1Numerical simulation techniques are described in Naylor et al.

(1966), and Manetsch and Park (1977).
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non—normal marginal distributions" (p. 209).

Corn—related system—exogenous inputs to CRNMOD (corn yield and

available work days) are generated using BTAGEN (BeTA distribution

process GENerator), a multivariate process generator with beta-distri-

buted marginal distributions. The beta distribution has the probabi—

lity density function of the form:

 

y01-1(1_y)B-1

(5.2) f(y) = B(a,8) 6,3 > 0; 0 s y s 1

0 Elsewhere

where: B(O,B) =-%%g;££%% and T(X) is the gamma function.

The original version Of this multivariate beta process generator was

developed by King (1979) and was later generalized by Hoskin (1981)

who incorporated algorithms which permit the a and B shape parameters

of each marginal distribution to take on non-integer values.1

Estimates of these beta shape parameters in BTAGEN (real or integer)

are given by:

r'“ -"'1

i u (l-u ) ‘

(5.3) a = u i - 11

y ,1 0 :

e y '

1The present version of the process generator, BTAGEN, is a

reworking and improved design of the King and Hoskin software. A

brief user guide to BTAGEN is contained in Appendix C, and in Parsch

(1981). Theoretical underpinnings and numerical techniques employed

are described in King (1979) and Hoskin (1981).



(5.4) B=(1—u)

where u and 02

y Y

are the mean and variance of y, transformed to lie

on the interval [0,1] (Derman et al., 1973).

Selectingga process generator. The appropriateness of the
 

probability distribution and the corresponding process generator used

in a stochastic process model cannot be overstated. The represen—

tativeness of the time series data generated with a stochastic process

model is entirely embodied in the probability density function of the

random variable being modeled. This is in sharp contrast to

the white box approach of ALFMOD in which the accuracy Of yield

estimates was largely dependent on biological and physiological rela-

tionships defined in the phenological model.

Choice of the appropriate process generator is largely determined

(1) by the shape of the marginal distributions of the processes being

modeled; and (2) by whether all stochastic variables being modeled

can be assumed to be statistically independent. If the assumption of

statistical independence can be maintained, the process may be modeled

using a univariate distribution; by contrast, processes which exhibit

either serial or contemporaneous dependence2 require a multivariate

probability distribution.

The overriding consideration in choosing BTAGEN for the present

study is the flexibility of the beta distribution in accommodating

2See Section 3.5.2 and Anderson (1974a).
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both normality and skewness in the sample distributions of the corn-

related variables being modeled. A study by Day (1965) shows that

corn yields in Mississippi are non-normal and positively skewed. A

later study by Hoskin (1981) using Michigan data demonstrates some

evidence of non-normal corn yields, but "the evidence is not over-

whelming" (p. 170). Regardless of the empirical documentation, one

of the advantages of constraining variables to a beta specification

in stochastic process modeling is that the beta density function takes

on a wide variety of forms. For (a = B) = 1, for example, the density

function is uniform; for (a = B) < 1, it is U-shaped; for (a = B) > 1,

it is dome-shaped and approaches a symmetrical bell-shaped curve as

(O = 8) increases. By contrast, the beta distribution becomes asym-

metrical (skewed) whenever a # B.

A second consideration in choosing BTAGEN for the present study

was to accommodate the possibility of interdependency between the

stochastic corn-related variables. For those cases where dependency

is hypothesized to exist, non-zero correlation coefficients are esti-

mated and used as inputs to BTAGEN, along with estimates of the

parameters Of the beta marginal distributions. This procedure is

discussed in Section 5.5.

5.4.3 Defining the Stochastic Corn Production Variables
 

The partitioned vector of system—exogenous inputs ZC provides

CRNMOD with representative time series data of corn-related stochastic

variables generated by the process generator, BTAGEN. The primary

problem which presents itself is the conceptualization of a stochastic

corn production model which addresses the issues cited in Section 5.2.

In specific, the problem is posed in the question: "How can variables
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be defined such that the process model embodies both the dynamics of

corn yield, as well as the impact of timeliness of planting and har-

vest Operations on these dynamics?" In answer to this question, two

categories of stochastic variables are simulated in order to generate

the vector Zc: corn yield, and available field work days during each,

the planting period and harvest period.

Corn yields. The dynamics of corn yield relationships can be rep-
 

resented by defining a matrix Y describing corn yield as a function of

date of planting and date of harvest. Let the corn. season be

segmented into p (j = 1,2,...p) planting periods and h (i = 1,2,...h)

harvest periods. If periods j and i each designate a range of calen-

dar dates in spring and fall, then individual elements of Y, specify

yields of corn planted in period j and harvested in period i. If the

type of corn yield measurement is subscripted k (k = 1,2 for silage

yield and grain yield, respectively)1 then the matrix Y has dimensions

(k * p * h) and each element can be designated ykij as in equation

5.5 which defines matrix Y.

(5.5) Y = [ykij]
Eli: 1:23.31)

(j=1,2,000p)

From an experimental design perspective, Y can be viewed as

resulting from a two-factor experiment with factors date-of-planting

and date-of-harvest set at p and h different levels, respectively, for

both corn grain and corn silage. Assuming the experiment is conducted

over a period of n (t = 1,2,...n) years, an n-observation sample distri—

bution for each matrix element ykij is obtained. Hence, each element

1The notation for k is consistent with equation 3.1 where k = 3

represents alfalfa.
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of Y is a random variable with a specified probability distribution

which can be described by its moments. In this context, Y can itself

be envisioned as being a multivariate probability distribution

describing both corn grain and silage yields as functions of date of

planting and harvesting. This probability distribution Y is described

by the moments of its marginal distributions, as well as by the corre-

lation coefficients between them.

Available field working days. Using subscripts i and j as defined
 

previously, vectors for the available field working days during corn

planting (ADP) and harvesting (ADH) can be defined as in equations

5.6 and 5.7:

(5. 6) ADP [adpj] (j = 1,2,...p)

(5.7) ADH [adhi] (i = 1,2,...h)

Individual elements of vectors ADP and ADH can be defined as follows:

adpj designates the number of calendar days in planting period j which

meet specifications of a set of criteria which indicate that soil-

climatic conditions are suitable for planting; adh designates the
i

number of calendar days in harvest period 1 which meet a similar set

of criteria for corn harvest Operations. Since year-to-year variations

in weather patterns will cause the number of available days in each

planting and harvest period to vary, each element of ADP and ADH is

a random variable with a specified probability distribution described

by its sample moments. Similar to Y, ADP and ADH can each be

envisioned as multivariate probability distributions, described by the

moments of their marginal distributions and the correlation coefficients

between distributions of the individual random variables.
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5.4.4 Generating Variates of the System-exogenous Input Vector
 

Given the definition of stochastic variables for corn yield and

available work days as described in the previous section, simulation

of the t-th system—exogenous input vector 2: over an n (t = 1,2,...n)

year period consists of generating n variates from each of the multi-

variate distributions Yt’ ADPt, and ADHt (t 1,2,...n) using the

process generator, BTAGEN. By this description, the vector 2: is

simply a composite made up of all corn-related stochastic variables

as shown in equation 5.8:

(5.8) 2: = [Yt,ADPt,ADHt] (t = 1,2,...n)

It should be recognized that generation of the vector 2:

represents only the first stage of a two—stage simulation process.

As a system-exogenous input vector, 2: (similar to the corresponding

2: for alfalfa) represents an intermediate set Of variables which is

used to drive second-stage model algorithms which determine the

quantity of feedcrops available as feed (DMk) in the production

function of equation 3.1. This second stage set of algorithms which

simulates the corn planting-harvesting process describes the workings

of the CRNMOD module of DAFOSYM. This conversion Of system inputs

(controllable and exogenous) into the final feedcrOp vector produced

(DMk) is described in Section 5.6.

5.5 Data Requirements for BTAGEN
 

For the three multivariate distributions being modeled (Y, ADP,

ADH), the corn planting and harvesting seasons were segmented into

five and six calendar periods, respectively. The planting season was

assumed to range between April 20 and June 15, and was segmented into
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10—day periods, except for period 5 which covered June 1—15. The

harvest season was ranged over the period September 1 through Novem-

ber 30, and was segmented into 15—day periods. Segmentation of the

planting and harvest season into these periods was not arbitrary, but

was based on available data for corn yield and available field working

days.

Input data requirements for BTAGEN consist of: (a) parameter

estimates (mean, variance, upper bound, lower bound) of each of the

beta marginal distributions; and (b) non-zero correlation coefficients

reflecting non-independence of the stochastic variables being modeled.

This implies that the conceptual model presented in Section 5.4.3

requires that parameters be estimated for 71 corn-related marginal

probability distributions. Due to a lack of available corn yield

data, a total of only 17 distribution parameters was estimated.

Two important considerations in selecting data describing the

distributions were: (1) that all yield and available days estimates

be representative of Soil Management Group II (e.g., Brookston-

Conover clay loam) in southern Michigan, and (2) that parameter

estimates reflect the same corresponding calendar periods used to

segment the planting and harvest season.

5.5.1 Corn Yield Distribution Parameters
 

In general, there is a dearth of data available for estimating

parameters of corn yield distributions as a function of date of

planting and date of harvest. Equation 5.5 designates Y as being

a matrix of dimensions (k * p * h). For the five planting and

six harvest periods defined above (p = 5; h = 6), this implies that

a multiple-year experiment consisting of 30 treatments for each
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corn silage and corn grain (k = 1,2) would have to be conducted in

order to generate the 60 corn yield distributions required by the

model of Section 5.4.3. In fact, data for only six corn yield distri—

butions (five for corn grain, one for corn silage) was available for

use in this study.

Corn grain yields. Parameter estimates for data collected over
 

a 10-year period (1954-1963) by Rossman and Cook (1966) are presented

in Table 5.1. Columns 1-5 show corn grain yields for a "basket"

of hybrids planted between April 20 and June 15. Column 6 presents

sample statistics for corn grain yield tests conducted at the same

location 1966-1980 (Rossman, various dates). Average planting date

for the 1966—1980 period was May 4. All yields reported in Table

5.1 are based on October 1-15 harvest, the period in which highest

yields are consistently obtained in East Lansing. All sample statis-

tics in Table 5.1 were calculated on the residuals of fitted

(ordinary least squares) regression detrending lines. It is note-

worthy that the more recent data comprising column 6 shows a higher

mean but lower variance than column 2 (which has similar planting

and harvest dates).

Using the column 6 data as a "baseline", an adjusted set of

date of planting distribution parameters was calculated for use in

BTAGEN and is presented in Table 5.2. The approach used in generating

Table 5.2 was to replace column 2 of Table 5.1 with the updated

values for mean and coefficient of variation from column 6. Subse-

quently, mean, coefficient of variation, and upper bound and lower

bound for the remaining dates of planting were then adjusted such

that their standing relative to column 2 in the original Rossman-Cook
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Table 5.1 Sample Distribution Parameters for Date

of Planting Studies for Corn Grain, Con-

over Clay Loam, East Lansing, Michigan

 

 

 

 

Planting Period

(1) (2) <3) (4) (5) : (6)

April May May May June : May

21-30 1—10 11-20 21—31 1-15 1 1-10

(1) '§' 106.3 109.5 99.6 91.1 80.5 : 116.6

(2) s 16.2 18.2 23.0 23.0 23.4 : 12.4

(3) cv .152 .166 .231 .253 .291 : .106

(4) BL 87.0 81.6 55.6 50.7 40.7 : 92.2

(5) BU 136.0 142.4 135.1 126.8 125.0 : 137.5

(6) PCT2 .971 1.000 .909 .832 .732 : 1.065 
 

Columns 1-5 are based on date of planting studies (1954-1963) reported

by Rossman and Cook (1966). Column 6 is based on 1966-1980 test plot

data reported by Rossman (various dates). All samples were planted

during the specified planting periods, but harvested October 1-15.

Plant population = 19,200.

1The following notation is used: X = mean (bu/a), S = standard

deviation, CV = coefficient of variation, BL = lower bound (bu/a),

BU = upper bound (bu/a). Each data set was detrended using ordinary

least squares regression. Sample statistics are based on residuals

from the fitted line.

2Percent of May 1-10 yield. PCT = Xj/Xé
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Table 5.2 Sample Distribution Parameters for Corn Grain

(Date of Planting) Adjusted for Use in BTAGEN1

Planting Period

(1) (2) (3) (4) (5)

April May May May June

21-30 1-10 11-20 21-31 1-15

(7) '§2 113.2 116.6 106.1 97.0 85.7

(8) S 11.0 12.4 15.7 15.7 15.9

(9) CV .097 .106 .148 .162 .186

(10) BL 92.6 86.9 59.5 54.0 43.3

(11) BU 144.8 151.7 143.8 135.1 133.1

(12) PCT .971 1.000 .909 .832 .732

(13) d 1.72 2.66 3.40 3.00 3.26

(14) 8 2.64 3.14 2.76 2.65 3.65 
 

1All adjusted parameters are based on data in Table 5.1, using

the 1966-1980 sample of column 6 as the baseline. Notation for rows

and columns is identical to Table 5.1. a, B = estimated beta distri—

bution parameters (equations 5.3, 5.4).

2Formulae for calculating adjusted values found in rows 7-11 are

presented below. Subscripts represent row (i) and column (j) numbers,

Tables 5.1 and 5.2:

(a) x7j = ilj * PCT66

(b) 883. = CV9j *‘i7j

(c) cvgj = cv3j * (CV36/CV32)

(d) BLloj = (BLAj/le) *'§7j

(e) BU = (BUSj/le) *‘i .
llj 71
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data set was maintained. Specific formulae used to calculate these

adjustments are found in equations a-e in Table 5.2.

No distribution parameters were available for corn grain yield

as a function of date of harvest.

Corn silage_yields. NO date of planting corn silage data sets
 

comparable to those presented in Table 5.1 were available for use

in the present study. Generally, published data for corn silage

shows that yield decreases as planting and harvesting is delayed

(see Section 5.2.1), but few systematic studies have recorded silage

yields over a range of planting dates and number of years as compre-

hensively as the Rossman—Cook grain yield data. DeSpite those studies

which do reveal impact of date of planting or harvest on silage yield,

the underlying curtailed length of the test plot time series (2-3

years) does not permit suitable estimates Of mean or variance

reflecting a distribution which describes across-year variation.

The sole corn silage data set obtained for use in BTAGEN was

collected at East Lansing, Michigan 1966-1980 (Rossman, various dates).

All plots were Conover clay loam with an average planting date of

May 2 and harvest date of September 10 over the 15-year sample.

Yield data for this sample, averaged over all hybrids tested was:

'X = 6.26 tons/acre (dry matter); S = .562; CV = .090; lower bound =

5.57; upper bound = 7.28; d = .49; and 8 = .72. Parameter estimates

are calculated on the residuals from a fitted regression detrending

line.

Adapting to the lack of data. The lack of sufficient date of
 

planting and date Of harvest time series data for corn silage and

corn grain yields necessitated a modified approach to simulating corn
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yield matrix Y. This modified approach consists of a supplemental

algorithm in which the six randomly generated corn yield variates

(five for corn grain, one for corn silage) are multiplied by yield

factor constants in order to arrive at corn grain and corn silage

yield estimates for all (k * p * h = 60) elements of Y. Tables 5.3

and 5.4 display yield factors for corn grain and corn silage, respec-

tively. Each yield factor is "pegged" to one of the stochastic corn

variables in that each factor reflects corn yield in a specific

planting-harvesting combination as a percentage (decimal) of the

randomly generated variate. Comments in Tables 5.3 and 5.4 explain

the yield factor algorithm in greater detail. Yield factors for

both corn grain and corn silage were based on subjective estimates

(Black, 1974) of the date Of planting-date of harvest relationships.

However, these factor estimates were revised by the author for use

in the present study, based on the literature review of Section 5.2.1.

For both corn grain and corn silage, use of factors rather than

random variables to fill out remaining elements of the multivariate

Y matrix incorporates the underlying assumption that there is perfect

correlation between the calculated element and the stochastic variate

from which it is generated. The validity or invalidity of this

assumption awaits appropriate data for testing. It should be noted,

1
however, that certain serial and contemporaneous correlations between

1Serial dependency is reflected by correlation between grain

yields planted in two different periods; contemporaneous dependency

is reflected by correlation between grain yield and silage yield of

corn planted in the same period.
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Table 5.3 Corn Grain Yields and Yield Factors

by Planting Date and Harvest Date

 

 

 

(1) (2) (3) (4) (5)

April May May May June

21-30 1-10 11-20 21-31 1-15

(1) September

1-15 0 0 0 0 0

(2) September

16-30 1.02 O O O O

(3) October * * * * *

1-15 113.2 116.6 106.1 97.0 85.7

(4) October

16-31 .98 .98 .98 .98 .98

(5) November

1-15 .93 .93 .94 .95 .97

(6) November

16-30 .87 .90 .90 .91 .92 
 

Row 3 elements of Table 5.3 marked (*) are sample means (bu/acre)

of the Table 5.2 stochastic variates generated by BTAGEN. All other

elements of Table 5.3 show yield factors aij which reflect grain

yield in each planting-harvesting element as a percentage (decimal)

of the randomly generated yield in row 3. Designating corn grain

yields ykij’ the modified yield factor algorithm simulates grain

yield in each planting-harvesting combination as

y , = y ,(BTAGEN) * a.. (k = 2)

1‘13 1‘33 13 (1 = 1,2,4,5,6)

(j = 1,2,...5)

where yk3j(BTAGEN) is the BTAGEN randomly generated stochastic variate

for any given simulation year. A yield factor of 0 prohibits

harvesting in that matrix element.

Source: Yield factors (aij) based on Black (1974).
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Table 5.4 Corn Silage Yield Factors by

Planting Date and Harvest Date

 

 

 

(1) (2) (3) (4) (5)

April May May May June

21-30 1-10 11-20 21-31 1-15

(1) September *

1-15 1.00 6.26 0 0 0

(2) September

16—30 1.00 1.00 .98 .96 0

(3) October

1-15 .98 .98 .96 .94 .90

(4) October

16-31 .94 .94 .94 .90 .87

(5) November

1-15 .88 .88 .90 .87 .82

(6) November

16-30 .81 .82 .86 .82 .78 
 

The row 1 column 2 element marked (*) of Table 5.4 is the sample mean

corn silage yield (tons/acre, dry matter) generated by BTAGEN from a

sample distribution with parameters: X = 6.26; S = .562; CV = .090;

lower bound = 5.57; upper bound = 7.28 (based on Rossman, 1966-1980).

All other elements of Table 5.4 show yield factors bij which reflect

silage yield in each planting—harvesting element as a percentage

(decimal) of the randomly generated yield. Designating corn silage

yields ykij’ the modified yield factor algorithm simulates silage

yield in each planting-harvesting combination as

y . = y (BTAGEN) * b.. (k = 1)
kiJ R12 13 (i =1,2,...6)

(j = 1,2,. .5)

where yk12(BTAGEN) is the BTAGEN randomly generated stochastic variate

for any given simulation year. A yield factor of 0 prohibits

harvesting in that matrix element.

Source: Yield factors based on Black (1974).
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grain and silage yields are accounted for by this method (see Section

5.5.3). Additionally, as corn planting is delayed, the characteristic

increased yield variances shown in Table 5.2 are transferred through—

out the yield matrix by the yield-factor calculation procedure which

describes this algorithm.

5.5.2 Available Work Day Distribution Parameters
 

A time series of observed suitable field work days for East

Lansing, Michigan was not available for estimating distribution para-

meters for use in BTAGEN. Hence, the Rosenberg-Tulu (Rosenberg et al.,

1982) simulation model was used to generate the appropriate time

series so that sample statistics for each of the random variable

distributions comprising ADP and ADH could be estimated. This

suitable-days model was recently submitted to validation tests and

was found to predict with less than 15% error. Model explanation,

including criteria for suitable work day categories, is found in

Rosenberg et al. (1982) and Tulu (1973).

Table 5.5 displays the parameter estimates for sample distri-

butions of available field work days. Suitable field work days for

both corn planting and harvest criteria on well-drained, loamy soil

were simulated over a 29-year period (1949—1977) using East Lansing

weather data. The Table 5.5 parameter estimates are used to generate

stochastic variates for ADP and ADH in BTAGEN.

5.5.3 Correlation Coefficients: Interdependent Corn Distributions
 

Statistical interdependence between the generated stochastic

variates is accommodated in BTAGEN with user-inputted estimates of
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correlation coefficients of the modeled distributions.1 In principle,

all 71 corn-related marginal probability distributions comprising

Y, ADP, and ADH could be envisioned as being interdependent; e.g.,

available planting days in each of j (j = 1,2,...5) periods could be

hypothesized to be correlated not only with available days in other

planting periods, but also with (a) available days in each i-th

(i = 1,2,...6) harvest period, and with (b) corn grain and corn silage

yields for each ij plant—harvest combination. A single correlation

matrix of dimensions (71 * 71) would describe interdependence between

the two categories of variables modeled.

Due to lack of data for the marginal distributions (see Section

5.5.2), only a fraction of the potential large number of off-diagonal

correlation coefficients in the lower triangular correlation matrix

was calculated. As a result, although Y, ADP and ADH could be viewed

conceptually as comprising a single multivariate beta distribution,

they are, in effect, modeled in the present study as three smaller

independent multivariate probability distributions, each with beta

distributed marginals.

Available working days correlations. Simulated time series
 

output of available field work days in East Lansing, Michigan from

the Rosenberg-Tulu model (Rosenberg et al., 1982) was used to estimate

sample correlation coefficients between successive planting and

1The correlation coefficient pxy between random variables X and

Y is defined pxy = covariance (X,Y)/Ox0y, where o is the standard

deviation. The numerical simulation procedure employed in BTAGEN rests

on the hypothesis that correlation coefficients between the marginal

distributions are maintained as the distribution is successively

transformed from normal to uniform to beta. See King, Appendix A,

(1979).
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harvesting periods. Results of these sample estimates are presented

in Tables 5.6 and 5.7. Of the 29 years simulated, only those years

with no missing data in any of the planting or harvest periods were

used. Hence, the sample size for calculating planting and harvest

period coefficients was 19 and 20 years, respectively.

In general, Table 5.6 shows little correlation between successive

planting periods; by contrast, a somewhat higher positive correlation

is demonstrated between successive harvest periods in Table 5.7.

Phillips (p. 210, 1973) has suggested the following interpretation of

the absolute value of correlation coefficients: .0-.2 = no relation-

ship; .2-.4 low to modest relationship; .4-.6 = moderate relation-

ship; .6—.8 substantial relationship; .8-1.0 = high degree of

association. Based on this interpretation, all available planting day

correlations were set to zero in BTAGEN. Similarly, correlation

coefficients for successive available harvest days were rounded to

the following values: .5 for any two successive harvest periods; .2

for periods separated by a single period; .3 for periods separated

by two periods; .4 for periods separated by three periods; and, .5

for periods separated by four periods. Additionally, correlation

coefficients between planting and harvest periods, and between

planting periods, harvest periods and corn yields were set to zero,

implying independence of Y, ADP, and ADH.

Corn grain correlations. Estimates of yield correlation for
 

corn grain planted in successive planting periods are presented in

Table 5.8. Estimates are based on the residuals of the detrended

Rossman-Cook (1966) time series described earlier in Table 5.1.

Table 5.8 shows strong association between corn grain yields planted
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Table 5.6 Estimated Correlation Coefficients for Avail-

able Field Work Days, Corn Planting Period

 

 

 

Planting April May May May June

Period 21-30 1-10 11—20 21-31 1-15

April 21-30 1.000

May 1—10 .188 1.000

May 11-20 .139 .156 1.000

May 21—31 -.134 .175 .057 1.000

June 1-15 .291 .117 -.182 .136 1.000 
 

Based on 19 years' time series data simulated for well-drained loamy

soil, East Lansing, Michigan, using Rosenberg-Tulu simulation model

(Rosenberg et al., 1982).
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Table 5.7 Estimated Correlation Coefficients for Avail-

able Field Work Days, Corn Harvest Period

 

 

 

Harvest Sept. Sept. Oct. Oct. Nov. Nov.

Period 1—15 16-30 1-15 16-31 1—15 16-30

September

1-15 1.000

September

16-30 .306 1.000

October

1-15 .000 .497 1.000

October

16—31 .118 .359 .280 1.000

November

1-15 .257 .241 .045 .858 1.000

November

l6-30 .546 .466 .472 .444 .488 1.000  
Based on 20 years' time series data simulated for well-drained loamy

soil, East Lansing, Michigan, using Rosenberg-Tulu simulation model

(Rosenberg et al., 1982).
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Table 5.8 Estimated Correlation Coefficients

for Yield of Corn Grain Planted in

Five Successive Planting Periods

 

 

 

Planting April May May May June

Period 21—30 1-10 11-20 21-31 1-15

April 21-30 1.000

May 1-10 .942 1.000

May 11-20 .875 .957 1.000

May 21-31 .889 .974 .980 1.000

June 1-15 .791 .935 .920 .956 1.000  
All estimates are calculated on the residuals from detrending (OLS)

regression lines fitted through ten years' data (Rossman and Cook,

1966) collected at East Lansing, Michigan, 1954-1963.
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in successive periods. In BTAGEN, the correlation coefficients for

corn grain yields were arbitrarily modified and set to .96, .92, .91,

and .80 for planting periods separated by 0, l, 2, and 3 successive

periods, respectively.

Correlation between corn grain and corn silage. Correlation
 

coefficients reported in Tables 5.6 - 5.8 reflect serial dependence

between corn-related random variables. Contemporaneous dependence

may also be hypothesized to exist between corn grain and corn silage

yields in any given year. A correlation coefficient of .70 was

calculated between the residuals of the detrended lS-year (1966-1980)

time series of corn silage and corn grain (Rossman, various dates)

yields reported in Section 5.5.1. Because only a single time series

for corn silage was available, this correlation coefficient is

assumed to be a valid estimate of yield correlation between corn

silage and corn grain planted in each of the five planting periods

described earlier.

5.5.4 Correlation Coefficients: Interdependence of Corn Yield and

Alfalfa Yield

 

 

A question which has not been dealt with up to this point is:

"Is it inappropriate to develop a dairy forage systems model which

uses both a phenological crop growth model and a stochastic process

model to generate concurrent yield estimates of alfalfa and corn,

respectively?" Difficulties could arise using this hybrid research

approach if corn yields and alfalfa yields are historically correlated.

Although the multivariate process generator accommodates corn—related

interdependencies with the use of correlation coefficients, any

historical contemporaneous correlation between corn and alfalfa
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cannot be accommodated in the present version of DAFOSYM because

alfalfa and corn yields are generated by independent algorithms.

In order to verify whether this modeling approach generates

empirically appropriate results, i.e., independence Of simulated

corn and alfalfa yields, correlation coefficients were estimated

between corn grain, corn silage, and alfalfa yields observed at

East Lansing, Michigan on Brookston-Conover soils over the period

1970-1979. The estimated coefficients for corn grain and corn silage

versus alfalfa are presented in Tables 5.9 and 5.10, reSpectively.

Estimates were calculated of both an average of all hybrids of corn

and all varieties of alfalfa tested, and of individual hybrids and

varieties.

In general, the estimated correlation coefficients (based on the

residuals of each series) show virtually no contemporaneous correlation

between corn and alfalfa yields. These results support similar

conclusions reported by Hoskin (p. 77, 1981). Although this result

may seem questionable, it should be recalled that yields of corn

and alfalfa are determined by phenological events which occur at

different periods throughout the growing season for each individual

crop. Hence, a good year for alfalfa is not necessarily a good

year for corn. This point is made clearer by noting values of

correlation coefficients between short versus long-season hybrids and

the individual alfalfa varieties.

5.6 CRNMOD: The Corn Production Algorithm
 

The production function of equation 3.1 (Section 3.4.5)

established that the vector of feedcrops produced and available
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for consumption by the dairy herd (DM) is a function both of the

vector of system-exogenous inputs (Z) and the vector of system-

controllable inputs (X) representing the user-inputted farm resource

base. Discussion in the foregoing sections of the present chapter

has explained how the partitioned vector ZC (equation 5.8) is

randomly generated for the corn silage and high-moisture corn crops

using the process generator, BTAGEN. The remaining sections discuss

the CRNMOD module, which has two basic functions: (1) simulating the

planting-harvesting-storage processes which convert the Z and X

vectors into corn feedstuffs available for the dairy herd (DM); and

(2) accounting for corn-related resource use and on-farm fixed (FC)

and variable (VC) production costs.1 Recalling the discussion of

Section 3.4.6, both the DM production function of equation 3.1, as

well as the FC and VC cost functions of equations 3.2 and 3.3 are

among the most important relationships of the DAFOSYM model because

each has a direct bearing on the system performance measure of

equation 3.4.

5.6.1 Material Flows: Simulating the Corn Plantinngarvesting-

Storage Processes

 

 

Corresponding to the planting and harvesting periods defined in

Section 5.5, corn production processes are simulated in CRNMOD at

time increments of 10 and 15 days in spring and fall, respectively.

Annually, the area (hectares) planted to corn in each of five planting

1The corresponding algorithm which simulates alfalfa harvest-

storage and accounts for alfalfa-related resource use and costs is

described in Savoie (1982).



131

periods hapltdj (j = 1,2,...5) is related to both the randomly

generated number of available field work days (adp ) reflecting

3

weather conditions in period j, and the farm resource base X, as shown

in equation 5.9.

(5.9) hapltdj = f1(adpj,rtplt(X),ha(X)) (j = 1,2,...5)

Recalling that X is a user-inputted vector describing the farm

resource basel, the two elements in X which affect hapltdj are the

size of the planting equipment which affects planting rate (rtplt),

and the area intended for corn planting (ha). Because the planting

season is defined between April 20 and June 15, any intended area not

planted by the end of period 5 is assumed to remain unplanted.

In fall, the underlying assumption for the corn harvest sequence

in CRNMOD is that corn silage is harvested first, followed by high-

moisture corn. Once silo storage structures are filled, any residual

corn area is then custom-harvested for cash grain sales. Given the

calendar demarcation of the harvest season, silage harvest can begin

as early as September 1. However, corn not harvested by November 30

is assumed to be a loss.

Using the familiar subscript k = 1 for corn silage, and k = 2

for high-moisture corn, the area of corn planted in planting period

j (j = 1,2,...5) and harvested in harvest period i (i = 1,2,...6)

can be defined as in equation 5.10:

(5.10) hahrvkij = f2(hapltdj,adhi,strgk(X),rthrvk(X))

(k = 1,2)

(1= 1,2,...6)

(j = 1,2,...5)

1User inputs to both CRNMOD and ALFMOD are described in Appendix
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Equation 5.10 describes three primary constraints—~planting,

harvesting, storage--which determine the area of corn harvested

in each planting-harvesting combination:

1. The area Planted in the j-th planting period (hapltdj)

determines the maximum area which can be harvested in period

i at corn yield level ykij (see equation 5.5).

The total area of corn which can be harvested in any period

1 is limited by the randomly generated number of available

field work days (adhi) reflecting weather conditions in

period 1, as well as by the user—inputted size of harvesting

equipment which affects harvest rate (rthrvk).

The total area harvested for each, corn silage and high-

moisture corn, is limited by the user-inputted silo storage

capacity available for corn silage and high—moisture corn

(strgk). Once storage structures are filled, the algorithm

forces remaining unharvested corn area to be custom-harvested

and sold as cash grain.

Once the corn harvest and storage processes of equation 5.10

have been simulated, the quantity of corn silage and high—moisture

corn available for consumption by the dairy herd is determined as

indicated in equations 5.11 and 5.12:

(5.11)

(5.12)

dmkij = f3(hahrvkij,ykij,lossesk(X))

DM = E 2 dm , (k = 1,2)

k ij 1‘13 (i=1,2,...6)

(j = 1,2, ..5)

Equation 5.11 represents an accounting of the dry matter quantity

of each, corn silage and high-moisture corn, harvested in each
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.). Randomly drawn yields forplanting-harvest combination (dmkiJ

each planting-harvest combination (ykij) are multiplied by the

corresponding area harvested (hahrv ). Crop losses (lossesk) are

kij

subtracted and reflect dry matter losses incurred at each the harvest,

storage, and feeding phases of processing the feedcrops. Loss rates

assumed in the model are shown in Table 5.11. Once losses have been

accounted for, equation 5.12 represents the operational counterpart

of the production function of equation 3.1, i.e., DMk reflects the

state variable of feed (corn silage, high-moisture corn) available for

use by the dairy herd for a one-year feeding period.

5.6.2 Resource Use and Cost Accounting
 

The variable on—farm corn production costs which are accounted

for in CRNMOD can be divided into three basic categories: machinery

costs (repair and maintenance, fuel); labor charges (field operations,

feeding); and direct cropping costs (fertilizer-seeds-chemicals,

custom harvest, cash corn drydown). Fixed costs in the form of an

annual charge for use of corn-related durable assets (machinery,

storage structures) are also accounted for. Accounting methods for

each cost category are described in turn.

Machinery costs. Cost of fuel and repair and maintenance charges
 

for all tractors and implements used in corn planting, high-moisture

corn harvesting and high-moisture corn silo filling are accounted for
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based on estimated resource use of machinery.1 Estimated resource

use of machinery is measured in annual hours of machine operation

using standard engineering formulae. Corn planting rate (rtplt)

and high-moisture corn harvest rate (rthrv) are determined using

the general formula of equation 5.13:

(5.13) rate(ha/hr) = (s * w * fe)/10

where: s = field operating speed; w = implement operating width; and

fe = effective field efficiency. Constant Operating speeds (km/hr)

and field efficiencies (dec.) assumed for planting (4.8, .55) and

high—moisture corn harvest (4.0, .60) are based on White (1978).

Implement Operating width (m) is user—inputted. Machinery operating

hours for high-moisture corn silo filling are based on a blower

throughput capacity of 35 tons/hr, dry matter (Fogarty, 1982).

Annual repair and maintenance charges (rm) for individual

tractors and implements are calculated as a fraction of investment

cost and annual hours of use as shown in equation 5.14:

(5.14) rm = rmf * p * (hours/yr)

where: p = purchase price of the machine; and rmf = a factor denoting

repair and maintenance charges as a fraction of investment cost per

hour of machine use. Factors (rmf) assumed for tractors (.00012),

corn planters (.0007), picker-shellers (.00032) and blowers (.00025)

1The machinery complement data bank in the FORHRV module contains

all but two machinery implements of the modeled farm resource base:

the corn planter and corn picker-sheller. Thus, because the corn

silage forage harvester (chopper) is contained in FORHRV, machinery

and labor costs for corn silage harvest, silo filling, and corn silage

feeding are not accounted for in CRNMOD. Machinery cost and engi-

neering relationships in CRNMOD are limited to the corn planting and

high-moisture corn activities. For a description of corn silage

machinery and labor cost accounting, see Savoie (1982).



136

are taken from Hunt (1977, p. 69).

Annual fuel cost for the corn Operations is calculated at a

constant .2226 liters (diesel)/hr per PTO-KW of tractor power for

each field operation and silo filling (ASAE Yearbook, 1980, p. 241).

Fuel price/liter is a user input.

Labor charge. Labor charges for corn planting, high-moisture
 

corn harvesting and silo filling operations are based on estimates

of labor hours expended and a user-inputted wage rate. A user-

inputted manhours/hour variable--reflecting the number of laborers

employed in parallel planting or harvest Operations-~15 multiplied

by the annual cumulative machinery hours for the relevant field

Operation in order to determine total field and silo-filling labor

hours. Implicit in this accounting procedure is that the field

Operation (e.g., picking-shelling) is the limiting activity during

the harvest process, and that all other laborers employed (e.g.,

silo-filling personnel) are paid for the same number of hours as

the field personnel.

Estimated labor required for silo unloading and feeding is

calculated as a function of materials fed on a dry weight basis.

Estimated time assumed for unloading and feeding high-moisture corn

is .324 hours/ton dry matter based on Norell (1979). This unloading-

feeding rate reflects the time required to unload the ensiled

material into a stationary mixer, and then to unload the mixer onto

a platform conveyor system.

Direct cropping costs. Direct cropping costs consist Of a
 

charge for fertilizer-seeds-chemicals, as well as charges incurred

whenever residual corn is custom-harvested (Section 5.6.1). Charges
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for fertilizer-seeds-chemicals are a user input, and should reflect

annual expenditures on a per hectare basis for fertility levels

consistent with simulated yield levels.

Two charges are incurred for residual corn harvested for cash

grain sales:

1. A user-inputted custom hire rate ($/ha) is charged for all

custom-harvested corn. The model assumes a 6-row (76 cm/row)

combine harvests at operating speeds and field efficiency

suggested by White (1978). Custom hire rate includes all

harvest costs, as well as a grain hauling charge.

2. A grain drydown charge is imposed on all corn custom-

harvested. The assumed moisture content of grain corn as

a function of planting date and harvest date is given in

Table 5.12. A user-inputted drydown charge ($/point/bushel

of moisture removed) reduces the moisture content of all

custom-harvested corn to 15.5%.

Fixed costs. Fixed costs in CRNMOD reflect an annual use charge
 

for durable assets employed in the production of corn. Corn-related

durable assets which are accounted for in CRNMOD include machinery

(planter and picker-sheller)l and the silo storage structures

(including unloaders) for high-moisture corn and corn silage.

Annualized costs of these investments are calculated using a capital

recovery factor based on user-inputted discount rate, asset life,

investment cost, and salvage value.

1All other farm machinery fixed costs are accounted for in

FORHRV. See Savoie (1982).
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5.12 Moisture Content of Corn Grain,

Planting Date by Harvest Date

 

 

September

1-15

September

16-30

October

1-15

October

16-31

November

1-15

November

16-30

 

April May May May June

21-30 1—10 11-20 21—31 1-15

.30 .32 --- _-_ __-

.28 .30 -—— ___ --_

.26 .26 .28 .30 .32

.24 .26 .27 .30 .31

.21 .23 .25 .28 .29

.20 .22 .23 .24 .27

 

Estimates reflect the proportion (decimal) Of total grain wet weight

consisting of water. Based on Black (1974).
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5.7 Linkage of the Corn and Alfalfa Algorithms
 

The discussion surrounding model development in Chapter 5 has

treated corn production as being largely independent from alfalfa

production. In spite of the fact that two very different approaches

have been utilized to model these crops, the corn and alfalfa software

algorithms are linked in a manner which characterizes the impact of

a multiple-cropping enterprise on the annual sequence of cropping

activities. Two algorithm linkages describe potential interaction

between alfalfa and corn activities in DAFOSYM:

l. The model assumes that alfalfa first—cut harvest cannot begin

until all intended area for corn has been planted (or until the end

of planting period 5 has been reached). Delayed corn plantings, due

either to bad weather or undersized planting equipment, reduces not

only corn yields, but affects the yield-quality of the alfalfa crop

to be harvested. Implicitly, the delayed alfalfa harvest will have

the effect of delaying subsequent alfalfa cuttings throughout the

cropping season.

2. The model assumes that corn silage harvest cannot begin

until the third cutting of alfalfa has been harvested. In mid-

Michigan, the recommended date for third cutting alfalfa is mid- to

late August. Although corn silage harvest cannot begin prior to

September 1 each year (beginning of harvest period 1), an extension

of the alfalfa harvest beyond this date will necessarily delay the

beginning of corn harvest. Implicitly, this delay in corn silage

harvest will delay the high-moisture corn harvest which immediately

follows.
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These modeled linkages not only permit DAFOSYM to mimic an

important aspect of real dairy forage systems, but permit assessment

of the dynamic impact Of field operation timeliness between crops.

 



CHAPTER VI

MODEL APPLICATION:

EVALUATING DAIRY FORAGE SYSTEM DESIGN

6.1 Introduction
 

The model research objective of DAFOSYM is to conduct experi-

ments which permit the evaluation of dairy forage system alternatives

(Section 3.2). The purpose of the present chapter is to demonstrate

the use of the model by presenting the results of six simulation

experiments which analyze alternative dairy forage system designs.

The key variable in the design of a hypothetical dairy forage

system is the forage ration fed to the lactating herd. Given the

wide range over which dairy cattle can substitute feeds, various

nutritionally-equivalent rations--each containing an alternative mix

of feedstuffs-—can be specified for the milking herd. Subsequently,

for any given herd size, milk production level and cropland base, an

alternative dairy forage system can be designed to provide the appro-

priate levels of each homegrown feedcrop consistent with that ration's

requirements. From the design perspective, three important variables

change with each alternative ration specified, and it is these three

variables which give rise to each alternative dairy forage system:

(1) the crop mix or relative area grown to each feedcrop; (2) the

storage system required to handle the differing combinations of

feedstuffs under each system; and (3) the machinery configuration

required to prOcess the alternative crop enterprise combinations in

each system. 141
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In the present study, the experiments use as their primary

control variable the ratio of corn silage:alfalfa1 contained in the

forage portion of the lactating herd feed ration. Six alternative

rations, ranging between 0% and 100% corn silage (in increments of

20%) are specified for the milking herd.2 For each alternative ration

specified, an alternative dairy forage system is subsequently designed

and simulated over a 26-year period. The objective in conducting

these experiments is to rank the performance of each alternative

system in terms of its risk-return tradeoffs using second degree

stochastic efficiency criteria. The ranking of the simulated system

alternatives under these criteria has implications for determining

which system design is the preferred choice of all managers/decision

makers who prefer more income to less, bUt who are risk averse as well.3

A total of six experiments (labeled A-F), each consisting of

between five and seven 26—year simulation runs using Michigan weather

and yield data, is reported in this chapter. The experiments include

analysis of the following systems:

A. Six alternative rations for a 120-cow herd (154.8 ha) fed

homegrown forages (corn silage, alfalfa) and high-moisture

corn (Systems Al-A6).

B. Six alternative rations for an 80-cow herd (104.7 ha) fed

homegrown forages and high—moisture corn (Systems B1-B6).

1Each alternative ration is identified by the dry matter fraction

of forage consisting of corn silage--the remainder of the forage being

alfalfa. Hence, a ration containing 40% corn silage, 60% alfalfa is

simply referred to as a 40% corn silage ration.

2Development of the six rations is described in Appendix G.

3See Appendix F.
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C. Five alternative rations for a 120-cow herd (101.7 ha) fed

homegrown forages and purchased corn grain (Systems C1-CS).

D. Five alternative rations for a 120-cow herd fed homegrown

forages and high-moisture corn; low corn prices (Systems

D1-D5).

E. Five alternative rations for a 120-cow herd fed homegrown

forages and high-moisture corn; high corn prices (Systems

E1-E5).

F. An 80% corn silage ration for a 120-cow herd fed homegrown

forages and high-moisture corn; seven alternative machinery

configurations (Systems F1—F7).

The series of experiments reported in this chapter demonstrates

the capability of DAFOSYM to evaluate the broad range of systems

called for in Section 2.6. The experimental emphasis of this chapter

on overall dairy forage system design and on corn—related control

variables complements the simulation results reported by Savoie

(1982) whose experiments emphasized alfalfa-only rations (i.e., 0%

corn silage) and alfalfa-related management strategies (e.g., maturity

at mowing, number of cuts, increased drying rate, etc.).1

6.2 Model Inputs for Simulation Runs
 

As explained in Section 3.3.1, the responsibility for the appro-

priate design layout for evaluating alternative systems rests with

1The author and Savoie (1982) use different feed disappearance

models to derive their respective results. Each feed disappearance

model was designed to facilitate analysis of the respective issues

addressed by each author. The dairy forage feed model used in all

experiments reported in the present chapter is described in Appendix

G.
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the researcher using the DAFOSYM model. User-controlled inputs to

the simulation model1 can be categorized under two headings: (a)

system design inputs reflecting the resource base of the farm to be

simulated; and (b) economic variables reflecting the market condi-

tions in which the system operates. Choice of the input variables

used in the six simulation experiments reported in this chapter is

described by addressing each input category in turn.

6.2.1 System Design Inputs
 

System alternatives are introduced to the model by changing the

levels of control variables which reflect the resource base of the

farm system to be simulated. These system design inputs2 describe

the feed storage system, the crop mix, and the machinery complement

of each hypothetical dairy forage system to be simulated.

Feed storage system. For all systems simulated it is assumed
 

that alfalfa, corn silage, and high-moisture corn are stored in up-

right concrete stave silos.3 Assumed storage requirements under six

alternative rations for the 120-cow and 80-cow systems analyzed are

presented in Table 6.1. All storage configurations were estimated

based on the annual feed requirements of Table G.3 augmented to

include capacity for feeding and storage losses (Table 5.2 and Savoie

(l982)--Sections 5.5 and 5.6). Once the annual feed storage require-

ments (tons/yr, DM) for each feedstuff were estimated, silo sizing

lUser-controlled inputs are described in detail in Appendix B.

2System design inputs are referred to as the vector X in Chapters

3 and 5.

3When haylage silos are filled, any remaining alfalfa is harvested

as small rectangular bales.



T
a
b
l
e

6
.
1

A
n
n
u
a
l

F
e
e
d

S
t
o
r
a
g
e

R
e
q
u
i
r
e
m
e
n
t
s

a
n
d

S
i
l
o
/
U
n
l
o
a
d
e
r

I
n
v
e
s
t
m
e
n
t

C
o
s
t
s

f
o
r

S
i
x

R
a
t
i
o
n
s
,

T
w
o

H
e
r
d

S
i
z
e
s
,

w
i
t
h

a
n
d

w
i
t
h
o
u
t

H
o
m
e
g
r
o
w
n

H
i
g
h
-
m
o
i
s
t
u
r
e

C
o
r
n

  

C
o
r
n

S
i
l
a
g
e

H
i
g
h
-
m
o
i
s
t
u
r
e

A
l
f
a
l
f
a

C
o
r
n

T
o
t
a
l

$
1

1
1

T
o
t
a
l

$

%
C
S

T
/
y
r

$
T
/
y
r

$
T
/
y
r

S
w
/

H
M
C

w
/
o

H
M
C

  
 

 
 

 
1
2
0
-
c
o
w

s
y
s
t
e
m
:

0

2
0

4
0

6
O

8
0

1
0
0

 

0

2
9
6

4
0
6

4
9
1
*

5
7
5
*

6
4
7
*

8
0
-
c
o
w
s
y
s
t
e
m
:

0

2
0

4
0

6
0

8
0

1
0
0

 

0

1
9
7

2
6
5

3
2
8

3
8
3

4
3
1

3
4
3
5
2

4
3
0
3
6

6
1
6
5
4

7
0
6
0
4

7
6
4
8
8

2
6
5
9
9

3
2
5
9
0

3
8
2
4
4

4
0
9
3
6

4
4
0
8
5

  

3
0
6

2
6
9

2
4
4

2
2
0

2
0
1

1
8
7

2
0
4
*

1
7
9
*

1
6
3
*

1
4
7
*

1
3
4
*

1
2
5
*

2
0
9
0
8

1
9
6
7
8

1
9
4
5
4

1
8
3
1
0

1
7
7
3
7

1
6
8
6
5

2
2
5
1
2

2
3
6
2
3

2
2
6
7
8

2
1
7
3
3

2
0
7
8
8

1
9
8
4
3

  

7
6
3
*

5
3
6
*

4
5
1

3
6
7

2
8
6

2
1
2

5
0
8
*

3
5
7

3
0
1

2
4
4

1
9
1

1
4
1

8
1
8
7
3

6
5
1
8
0

4
6
1
8
5

3
9
8
8
7

3
5
3
0
2

2
8
1
0
1

6
3
4
1
9

3
8
8
3
7

3
6
2
8
3

3
0
4
4
2

2
5
8
9
9

2
1
5
2
4

    

1
0
2
7
8
1

1
1
9
2
1
0

1
0
8
6
7
5

1
1
9
8
5
1

1
2
3
6
4
3

1
2
1
4
5
4

8
8
9
3
1

8
9
0
5
9

9
1
5
5
1

9
0
4
1
9

8
7
6
2
3

8
5
4
5
2

8
1
8
7
3

9
9
5
3
2

8
9
2
2
1

1
0
1
5
4
1

1
0
5
9
0
6

1
0
4
5
8
9

 

145

A
l
l

s
i
l
o
s

w
e
r
e

s
i
z
e
d

a
n
d

c
o
s
t
e
d

u
s
i
n
g

T
a
b
l
e
s

B
.
1
-
B
3
.

(
*
)

r
e
f
l
e
c
t
s

t
w
o

s
i
l
o
s

f
o
r

t
h
e

r
e
s
p
e
c
t
i
v
e

f
e
e
d
s
t
u
f
f
.

I
n
v
e
s
t
m
e
n
t

c
o
s
t
s

a
r
e

1
9
8
1

d
o
l
l
a
r
s
.

l
M
e
t
r
i
c

t
o
n
s
,

d
r
y

m
a
t
t
e
r
.

A
l
f
a
l
f
a

s
t
o
r
a
g
e

c
a
p
a
c
i
t
y

i
s

7
5
%

o
f

a
n
n
u
a
l

f
e
e
d

r
e
q
u
i
r
e
m
e
n
t
s
.



 

 

146

and number of silos was determined using the following guidelines:

1. Individual feedstuffs were stored in separate silos.

2. The smallest possible number of silos (each with the largest

possible diameter) was chosen for each feedstuff, providing

that the following sizing constraints were met:

—- silo height must include 10' space for settling and

unloader;

-- (height * .25) 5 diameter 5 (height * .40); and

-- minimum feedstuff removal must be 2 2 inches/day to

avoid excessive feed spoilage.

3. Multiple silos per feedstuff must be of identical size and

meet requirements in (2).

4. Haylage storage capacity was set at 75% of the annual haylage

feed usage requirement.

The above guidelines assure apprOpriate silo size and number

with respect to the annual quantity of each feed to be stored. The

fourth restriction reflects the fact that haylage requires less

annual storage space per ton because haylage silos get multiple use

throughout the extended three-month harvest season during which hay-

lage silos are being filled. In the present case, haylage silos

were assumed to be filled 1.33 times annually. All silo sizings and

investment costs were based on Appendix Tables B.1-B.3.

Crop mix. Because the DAFOSYM system performance measure accounts

for neither the value of cropland nor the cow-unit flows depleted in

production (see Section 3.4.6), each configuration of farm resources

simulated for a specific experiment was assumed to include: (a)
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an equal number of livestock units, and (b) an equivalent area of

land available for cropping. Given the relative yields of alfalfa,

corn silage, and high-moisture corn reported in Chapters 4 and 5,

rations containing 0% corn silage require the greatest total area of

cropland to feed a herd of a specified size. Hence, all systems

evaluated for any specific experiment were assumed to have available

a land base equivalent to that of a comparable 0% corn silage system

with any remaining "residual" crop area to be grown to corn for cash

grain sales.

Area of individual crops assumed for each the 120-cow and 80-cow

systems with homegrown high-moisture corn, and for the 120-cow system

without homegrown high-moisture corn, are presented in Tables 6.2 and

6.3. Respective standing yields of corn silage, high-moisture corn,

and alfalfa of 13.83, 5.97, and 11.40 tons/ha (dry matter) were used

in calculating crop area.1 These yields were the average yields of

the respective crops obtained on trial runs of the simulation model

over a 26-year period. The alfalfa yield of 11.40 tons/ha assumes

a 3-cut system with harvest beginning on May 24, July 5, and August

20 (using the calendar date criterion, see Section 4.6). under the

assumption that alfalfa remains in the rotation for four years, all

Vmodel runs harvest only 75% of the total alfalfa area on the third

cutting each year in order to accommodate an implicit summer seeding

(late July-early August) Of alfalfa, which, in effect reduces overall

alfalfa yield.

 

1Comparable English measurements are: 6.17 t/A, 112.6 bu/A, and

5.09 t/A, respectiveLy. Reference to tons/ha and tons/acre designates

metric and English units, respectively.
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Table 6.2 Feedcrop Enterprise Mix for a 120-cow Herd

Fed Alternative Rations, with and without

Homegrown High-moisture Corn (ha)

 

 

Crop Area (ha)

 

 
1

  
 

 

 

 

  

7. CS CS HMC A CG Total CS + A Corn

With Homegrown HMC:

0 0 53.12 101.7 0 154.8 101.7 53.1

20 22.8 46.7 71.5 13.8 154.8 94.3 83.3

40 31.3 42.4 60.1 21.0 154.8 91.4 94.7

60 37.8 38.2 48.9 29.8 154.8 86.8 105.9

80 44.3 35.0 38.1 37.4 154.8 82.4 116.7

100 .49.8 32.4 28.2 44.3 154.8 78.1 126.6

Without Homegrown HMC:

O 0 0 101.7 0 101.7 101.7 0

20 22.8 0 71.5 7.3 101.7 94.3 30.1

40 31.3 0 60.1 10.3 101.7 91.4 41.6

60 37.8 0 48.9 14.9 101.7 86.8 52.8

80 44.3 0 38.1 19.3 101.7 82.4 63.5   
 

lNotation used is: GS = corn silage; HMC = high-moisture corn;

A = alfalfa; CC = cash corn grain.

2Crop area is based on average standing yields of: GS = 13.83;

HMC = 5.97; A = 11.40, all in tons/hectare, dry matter.
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Table 6.3 FeedcrOp Enterprise Mix for an 80-cow

Herd Fed Six Rations, with Homegrown

High-moisture Corn (ha)

 
 

 

 

CrOp Area (ha) ::

ll

2 CS CSl HMC A CG " Total cs + A Corn

.‘I

0 0 35.4 69.3 0 " 104.7 69.3 35.4

20 15.2 31.5 48.6 9.4 :: 104.7 63.8 56.1

40 20.4 28.3 41.0 15.0 " 104.7 61.4 63.7

60 25.2 25.5 33.3 20.7 :: 104.7 58.6 71.4

80 29.5 23.3 26.0 25.9 " 104.7 55.5 78.7

100 33.2 21.6 19.2 30.6 :: 104.7 52.4 85.5

[I 
 

1Same notation as for Table 6.2.
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Machinery complement. Each of the systems analyzed was provided

a complete forage harvesting machinery complement as well as corn

planting and harvesting equipment. Individual machinery implements

and tractors for the 120-cow and 80-cow systems are presented in

Table 6.4. All tractors and forage equipment were selected from the

machinery data base defined in Savoie's FORHRV module (1982); corn

equipment is defined in Table B.4.

The primary difference between the machinery complements of

Table 6.4 is that the 80-cow system includes medium-sized forage

harvesting equipment (mower-conditioner, rake, chOpper, baler) as

opposed to the large capacity complement of the 120—cow system. All

forage harvest Operations include three wagons and assume that three

persons and three tractors (field, transport, unloading) are engaged

in parallel harvesting activities.

For any given herd size, as ration was varied from 0% to 100%

corn silage, all systems were assumed to have the identical machinery

complement, with the following exceptions:

1. A 6-row (4.5m) corn planter was used on the 0%, 20%, and

40% corn silage systems, whereas an 8-row (6.0m) planter was

assumed for the 60%, 80%, and 100% systems.

2. The 120—cow system with no homegrown high-moisture corn

(experiment C) assumes no picker-sheller, and only a 4-row

planter for all five forage systems.

3. Experiment F assumes a diverse range of planting and har-

vesting equipment for an 80% corn silage system.

1These are described in greater detail in Section 6.3.4.
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It should be noted that for any given experiment, total cropland

area remains constant as rations progress from 0% to 100% corn silage

(Tables 6.2, 6.3). Similarly, although there are large swings in the

areas given individually to corn silage and alfalfa as ration changes,
 

£2331 forage area (corn silage + alfalfa) changes little due to the

offsetting compensation of alfalfa's reduced area by the increased

area given to corn silage. Implicitly, since alfalfa and corn silage

employ the same harvest equipment (e.g., chopper, tractors, self-

unloading wagons, blower) the question of tradeoffs related to forage

harvest equipment is therefore less pronounced as rations are altered

for a given herd size--crop area configuration.1

6.2.2 Input Prices
 

All user-inputted prices in the demonstration runs reflect 1981

price levels. When 1981 prices were not directly available, inputted

prices were indexed to 1981 levels such that the appropriate relative

price relationships between inputs were maintained.

Assumed machinery investment costs of all tractors and implements

are provided in Table 6.4. Sources of investment costs of corn

planters and picker-shellers are described in Appendix Table B.4 of

the present study. Investment cost sources of all other machinery

items are defined in Savoie (Appendices A and B, 1982).

1For this reason, the simulation results reported in this study

emphasize the impact of timeliness of corn planting and harvesting on

system output. Simulation run results of alfalfa harvest capacity

with respect to alfalfa area are reported in Savoie (Section 9.2,

1982).
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Investment costs of silos (alfalfa, corn silage, high—moisture

corn) were estimated using Table B.3. Silos were assumed to be avail-

able in two-foot increments for both diameter and height. All

surplus alfalfa harvested as (rectangular) baled hay was charged a

marginal storage cost of $8/ton/yr.

Both medium and long-term interest rates for all model runs were

set at 6%. This value reflects a real opportunity cost on capital

invested in machinery and storage structures. 6% is an estimate of

the 1981 real interest rate derived by subtracting USDA's 1981 price

deflator (9%) from the average 1981 3-month Treasury bill rate (15%).

Although this value is an arbitrary estimate of the real interest

rate, it reflects an approximate 3% real growth required return, plus

an additional 3% time preference discount. Depreciable life (years)

of storage structures and machines was set at 25 and 7 years, respec-

tively; annualized fixed costs were based on 100% and 90% of the invest-

ment in storage structures and machines reflecting a 0% and 10% salvage

value for these durable assets, respectively.

Price of diesel and gasoline fuel was set at $.299 and $.350 per

liter, respectively (Michigan Agricultural Statistics, 1981). A dry-

down charge for all residual corn area harvested as corn grain was

$.03/point/bushel, based on Nott et al. (1981). All labor accumulated

in the model for field operations and feeding was paid $5.00/hour.

Cash costs (fertilizer, seed, chemicals) charged against all area

of crops grown were based on Nott et a1. (1981) and are presented in

Table B.5. Fertilizer application rates were adjusted to reflect

maintenance of nutrient removal from the soil at yield levels presen-

ted earlier in Chapters 4 and 5.
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All simulation runs were assessed custom charges for the

Optional corn tillage (PTILLC) and alfalfa establishment (PTILLA)

user-input variables. Values for PTILLC and PTILLA, as well as the

charge for custom combining of residual corn area, were based on

Schwab and Gruenewald (1978) and are presented in Table B.6. Non—

zero custom corn tillage and alfalfa establishment charges were

deemed to be important in the simulation runs because relative area

given to each crop changes as rations are altered from 0% to 100%

corn silage.

The assumed buy and sell prices for all feedcrops grown as well

as for purchased supplements (soybean meal, NPN) used in the simulation

runs are presented in Table B.7. Because no market price is readily

available for high—moisture corn and corn silage due to their bulk

and perishability after removal from storage, arbitrary prices were

set for these commodities. The buy price of high-moisture corn was

set equal to the buy price of dry corn grain in all model runs.1 By

contrast, the buy price of corn silage was estimated based on a

procedure described by Woody and Black (1978) which indexes corn

silage price to production costs and price of cash corn. Sell prices

for all bulky homegrown feedcrops were arbitrarily set at 80% of buy

prices. Because the price of forages often reflects geographically

local or "thin" markets, two of the experiments (D and E) analyze

system performance under low and high corn prices. This enables the

evaluation of model results under alternative relative prices of

feed commodities.

1
Prices were set equivalent on a dry-matter basis.
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6.3 Simulation Results
 

Each set of system alternatives outlined for experiments A-F

in Section 6.1 was simulated using the DAFOSYM model. Each of the

34 individual runs consisted of a 26-year simulation using inputted

values described in Section 6.2. Subsequently, for each experiment

a pairwise comparison was made between the individual cumulative

distributions of net feed costs (NFC) generated for each simulation.

The cumulative distributions were then ranked by second degree

stochastic dominance criteria using a software package developed by

King and Robison (1981). System rankings as well as highlight

summary output from the six experiments are presented below.

6.3.1 Alternative Rations for Two Herd Sizes, All Feedcrops Home-

grown

 

Rankings of six alternative systems designed to provide rations

containing 0-100% corn silage (20% increments) for a 120-cow and 80-

cow herd are presented in Table 6.5 (experiments A and B). For all

systems, high—moisture corn, corn silage and alfalfa are homegrown.

Experiments A and B are benchmark experiments in that they demonstrate

use of DAFOSYM to analyze the impact on system economic performance

of producing feed rations which reflect the entire spectrum of forage

substitutability for dairy cows.

Noteworthy of the Table 6.5 results is that systems low in corn

silage (e.g., 20% systems) are preferred both to systems containing

high levels of corn silage and to systems with no corn silage at all.

For both the 120-cow and 80-cow herds, risk (as measured by the

coefficient of variation and range of net feed costs in Table 6.5)

increases monotonically with the level of corn in the system. How-



Table 6.5 Ranking of Six Alternative Systems for

a 120-cow and 80-cow Herd Fed Homegrown

Forages and High-moisture Corn

 

 

 

Net Feed Costs (NFC), $

 

  
 

 

 

 

System: Sample 1 Upper Lower

Rank % Corn Silage Mean CV Bound Bound Range

120 Cows (154.8 ha):

1 A2-20% 92704 .049 102442 84469 17773

2 A3-40% 93256 .058 104539 82604 21935

A1-0% 93967 .048 103370 87888 15482

A4-60% 96045 .060 106066 84507 21559

4 A5-80% 98719 .065 110129 85573 24556

A6-100% 101206 .072 113708 87082 26626

80 Cows (104.7 ha):

1 BZ-20% 70168 .043 75048 63838 11210

2 B3-40% 71186 .046 76383 64133 12250

3 B4-60% 71999 .051 78316 63606 14710

4 B1-0% 72785 .040 79156 68997 10159

5 BS-80% 73211 .056 80582 64208 16374

6 B6-100% 74396 .064 82465 64614 17851  
 

All rankings are based on a 26-year simulation sample using second

degree stochastic dominance criteria.

1Coefficient of variation.
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ever, in spite of the fact that the preferred 20% systems result in

both the lowest mean and lowest upper bound values for net feed costs,

highest net returns in "best" years over the 26-year simulation (as

measured by the minimum lower bound on net feed costs) are attained

with the 40% corn silage system.

Table 6.6 shows in greater detail the composition of mean net

feed costs generated for each of the six 120-cow systems (Al-A6)

over the 26-year run. In assessing why system risk increases with

the prOportion of corn in the farm plan, it is important to note

both the relative weighting as well as the annual variability of each

of the 11 summary cost categories comprising net feed costs in Table

6.6.1 ‘Though comprising a large proportion of the row 12 net feed

costs for all six systems, rows 1, 2 and 7 (storage fixed costs;

machinery fixed costs; fertilizer, seed and chemical cash costs) do

not vary on an annual basis and hence do not contribute to system

risk. By contrast, the row 3-6 cost categories (fuel, repair—main-

tenance, labor) do vary year-tO-year as a function of crop area and

quantity of feeds produced on the farm, but each of these cost

categories embodies a relatively small share of annual net feed costs.

MOreover, a glance across any of the individual cost rows 1-7 shows

that these categories contribute little to differences in net feed

costs when comparing systems A1-A6. Hence, the conclusion must be

drawn that the remaining cost categories 8-11 are the major contri-

butors to differences in both mean level and variability of net feed

1DAFOSYM output includes sample mean, standard deviation, and

coefficient of variation for each cost category. See Appendix I.
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costs when comparing across alternative dairy forage system designs.

A close inspection of cost categories 8-11 across the six systems

reveals two trends in the simulated data:

1. As systems become more corn-oriented, each of these cost

categories comprises a relatively larger proportion of annual net feed

costs. Increases in mean values of rows 8, 9, and 11 (custom charges,

grain drying, cash corn sales) as systems progress from 0% to 100%

corn silage reflect greater residual cropping area grown for cash

corn sales in the high corn silage systems (see Section 6.2.1).1 By

contrast, the charges for feed purchases (row 10) increase across

systems A1-A6 primarily due to the large expenditures on purchased

protein supplements (soybean meal, NPN) required by the predominantly

corn silage systems.

2. As systems become more corn-oriented, the variance of cost

categories 8, 9, and 11 increases.2 The increased variability exhibited

across systems A1-A6 for cash corn sales, corn drying and custom

charges (rows 8, 9, 11) is due to two factors. First, yields of corn

silage and high-moisture corn are positively correlated in the model

(Section 5.5.3); second, the area (and quantity) of corn actually

harvested for cash grain sales is dependent on the yields of corn

silage and high—moisture corn (Section 5.6.1). Because the cropping

1Row 8 reflects custom charges for alfalfa establishment, corn

tillage, and harvest of residual corn for cash sales. Even if no

charges were incurred for harvest of cash corn, row 8 values would

nevertheless be less for predominantly alfalfa systems since estab-

lishment charges are incurred only once during the stand as Opposed

to corn tillage charges which are incurred annually for each corn

hectare grown..

2Estimated cost variance is not indicated in Table 6.6.
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area for cash corn sales is literally a residual area harvested only

after the corn silage and high-moisture corn storage structures are

filled, any variability in yields of the latter two feedcrops has

little or no effect on the annual quantity of corn silage and high-

moisture corn actually harvested. Instead, all corn yield variability

is projected onto the residual area to be harvested for cash sales.

For example, in low yield years, a greater number of hectares is

harvested as both corn silage and high-moisture corn before storage

structures are filled, leaving a small residual cropping area for

cash sales. Due to the positive correlation between corn silage and

high—moisture corn yields, the effect is magnified as relative area

of crops grown to corn increases. For systems high in corn silage,

the reduced cash sales of corn in low yield years do not offset the

relatively high "fixed" costs of purchased protein required in the

ration. As systems become higher in corn area, greater swings in

year-tO-year cash corn sales are observed, and when combined with

higher expenditures on protein purchases, result in greater varia-

bility of annual net feed costs.

This concept is more clearly demonstrated in Figure 6.1 which

shows sample cumulative distributions of net feed costs plotted for

the 0, 20, 40, and 80% corn silage systems for the 120-cow herd.1

The lower tail of the 40% system lies to the left of that of the 20%

system, whereas its upper tail lies to the right of the 20% system.

This implies that in worst (low yield) years, the 40% systems will

1The net feed cost axis is reversed in order to allow ease of

interpretation of CDF's consistent with discussions in the literature

and with the ordering rules provided in Appendix F.
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result in higher costs, but also that in best (high yield) years,

it will result in lower net feed costs than the preferred 20% system.

Although the 20% system is second degree stochastic dominant

over the 40% system, it is first degree dominant over the 80% corn

silage system. This implies that the 80% system is riskier than the

20% system and always results in higher net feed costs. Nevertheless,

although the 80% CDF always lies to the left of that of the 20%

system, the gap between the two narrows as cumulative probability

increases. This implies that in "worst" years (at the lower tail Of

each CDF), the high corn silage system is relatively worse off than

during "best" years when net feed costs incurred under the two systems

(80% and 20%) differs by a relatively small amount ($1100).

6.3.2 Alternative Forage Rations Using Purchased Corn Grain

Rankings of five alternative forage systems for a 120-cow farm

which purchases corn grain instead Of growing high-moisture corn are

presented in Table 6.7 (experiment C). Composition of the sample mean

net feed costs for the five systems is shown in Table 6.8. The basic

features distinguishing the design of the experiment C systems from

those of experiment A are: (a) total crop area and relative crop mix

is altered (Table 6.2); (b) investment in storage structures is reduced

(Table 6.1); and (c) investment and size of corn machinery is reduced.

As in experiment A, experiment C systems were constrained to contain

an equivalent total cropping area by providing each system a residual

crOpping area which is marketed as cash grain. However, the area of

corn grown relative to alfalfa in experiment C systems is diminished.

The most noteworthy differences between the purchased corn

systems (Cl-CS) and those described in experiment A are the following:
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Table 6.7 Ranking of Five Alternative Systems

for a lZO-cow Herd Fed Homegrown

Forages and Purchased Corn Grain (101.7 ha)

 
 

 

 

Net Feed Costs (NFC), S

System: Sample 1 Upper Lower

Rank % Corn Silage Mean CV Bound Bound Range

1 03-40% 110311 .023 115325 105435 9890

C2—20% 110314 .023 116521 106918 9603

2 C1-0% 111036 .038 121355 104633 16722

C4—60% 112531 .029 120106 106687 13419

C5-80% 114762 .031 121123 107244 13879  
 

All rankings are based on a 26-year simulation sample using second

degree stochastic dominance criteria.

1Coefficient of variation
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1. Only two rankings are distinguished by second degree

stochastic dominance criteria. This reflects the fact that from a

risk-returns perspective, systems C1-C5 are not as distinct from one

another as was the case with systems Al-A6. This reduced difference

between purchased corn systems results in an efficient set consisting

of both the 20% and 40% systems. Implicitly, the cumulative distri-

butions for all five purchased corn systems lie relatively close to

one another.

2. Absolute level of mean net feed costs for all five purchased

corn systems is approximately $16,800 higher than for the 120-cow

high-moisture corn systems. The tradeoff between the two sets of

systems is that with purchased corn, the same 120-cow herd is fed

with only 101.7 hectares of homegrown crops as compared with the

154.8 hectares required for the high-moisture corn systems. This

implies that on average, a system C farmer could afford to pay

annual rent Of up to $316/ha (at the assumed prices) for the additional

land required under the high-moisture corn systems analyzed above.

3. Variability of net feed costs is reduced from levels exhi—

bited in experiment A. With all corn grain purchased at a deter-

ministic (constant) price and with less crOpping area of corn relative

to alfalfa, all five systems experience reduced risk levels. Never-

theless, although experiment C systems exhibit increasing risk

relative to one another as corn silage is augmented from 20% to 80%,

the highest variability in net costs is incurred under the 0% corn

silage system. This all-alfalfa system (no corn silage, no high-

moisture corn) results in the lowest net feed costs in "best" years

when alfalfa yield is high because little protein is purchased and
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cash sales of surplus alfalfa help reduce the high expenditures

on purchased corn. However, in "worst" years of low alfalfa yields,

large expenditures on purchased alfalfa result in the highest net

feed costs across all systems. Unlike those systems containing at

least some corn silage, all-alfalfa systems offer no chance of having

a "bad alfalfa--good corn silage" year1 which would permit some of

the high expenditures on corn grain to be offset by cash corn sales.

In essence, the 0% corn silage system with no homegrown high-

moisture corn reflects a totally undiversified cropping system

which has less flexibility for adjustment in years of adverse weather.

6.3.3 Alternative Forage Rations with Corn Prices at Two Levels
 

The bulkiness and perishability of harvested forage crops and

high-moisture corn tends to result in feedcrOp cash prices which are

geographically localized, or at best, more difficult to assess than

for crops which have a well—defined cash market. Nevertheless, from

a modeling viewpoint, the choice of relative feedcrop prices is impor-

tant when comparing alternative forage systems, since the varying

levels of each crop purchased and sold will affect net feed costs

and rankings of the systems tested.

Two experiments (D and B) were conducted in order to test the

sensitivity of experiment A.model output to changes in the relative

price levels of alfalfa and corn. Rankings of five alternative

systems for a 120-cow herd fed homegrown forages and high-moisture

1Recall that alfalfa and corn yields are uncorrelated in the

DAFOSYM model. See Section 5.5.4.
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corn under low ($2.50/bu) and high ($3.50/bu) corn price levels

are presented in Table 6.9. Design of all systems in Table 6.9 is

identical to systems Al-AS with the exception that buy and sell prices

of corn silage and high—moisture corn are proportionately adjusted

relative to the altered cash corn price levels as described in Table

B.7.

Noteworthy comments concerning the results of Table 6.9 are the

following:

1. System rankings have shifted slightly from the experiment A

(120-cow, $3.00/bu corn) rankings presented earlier in Table 6.5. As

expected, lower relative corn prices ($2.50/bu) tend to disadvantage

high corn silage systems due to reduced revenues from cash corn sales

and, hence, systems lowest in corn silage are preferred. By contrast,

when corn prices are increased to $3.50/bu, the new rankings show that

preferred systems include more corn silage.1 Although it can be

hypothesized that even higher relative corn prices (e.g., $4.00/bu)

might at some point reverse the order of the rankings, it should be

recalled that all Of the 120-cow systems in experiments A, D, and E

sell cash corn whenever corn yields are high. Hence, changes in the

rankings might be less dramatic than expected with changing corn

prices.

2. An increase (decrease) in the price of corn relative to

alfalfa increases (decreases) the variability of net feed costs.

1Note that both upper and lower bound values are significantly

reduced for 80% systems when corn prices are increased from $2.50/bu

to $3.50/bu (Table 6.9). By contrast, the same variables are barely

affected for the 0% system over the same price range.
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Table 6.9 Ranking of Five Alternative Systems

for a 120-cow Herd with Corn Prices

at Two Levels (154.8 ha)

 

 

Net Feed Costs (NFC), $

 

  
 

 

  

 

System: Sample 2 Upper Lower

Rank % Corn Silage Mean CV Bound Bound Range

Corn = $2.50/bu1

1 D1-0% 94095 .043 103644 88365 15279

D2-20% 94460 .040 102807 88012 14795

2 D3-40% 95858 .046 105425 87246 18179

D4-60% 99745 .048 108111 90470 17641

4 D5-80% 103294 .050 112777 92651 20126

Corn = $3.50/bu1

1 E3-40% 90517 .071 103607 77716 25891

E2-20% 90856 .059 102058 80739 21319

2 E4-60% 92149 .075 103914 78228 25686

E1-0% 93823 .049 103081 87057 16024

3 E5-80% 93902 .083 107340 78120 29220  
 

All rankings are based on a 26-year simulation sample using second

degree stochastic dominance criteria.

1Prices of corn silage and high-moisture corn are adjusted

proportionately relative to cash corn as described in Appendix Table

B.7.

2Coefficient of variation.
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As corn prices increase (decrease), expenditures on feed purchases

and returns from cash corn sales (lines 10—11, Table 6.6) comprise

larger (smaller) proportions of annual net feed costs. Hence,

variability in these feed cost components is either magnified or

diminished as corn prices increase or decrease relative to the price

of alfalfa.

6.3.4 Alternative Machinery Configurations for an 80% Corn Silage

System

One of the potential impacts of choosing a machinery complement

of insufficient capacity is the cost associated with not planting

and harvesting crops in a timely fashion. Delayed field operations

generally result in reduced yields for corn (see Section 5.2) or

reduced quality for alfalfa (see Section 4.2.1).

Because greater initial investment outlays as well as higher

unit operating costs are associated with increased machinery capacity,

a final experiment (F) was conducted in order to demonstrate how

increased expenditures on machinery capacity influence the net feed

-costs of a 120-cow system which produces homegrown forages and high—

moisture corn. The system selected for analysis was the 80% corn

silage forage system of experiment A.

Seven individual simulations of this 120-cow (154.8 ha) 80%

corn silage system (A5) were run, each with an alternative corn

planting and/or corn harvesting machinery configuration. Results of

these simulations are provided in Tables 6.10 and 6.11. Systems

Fl-F7 reflect machinery capacity of approximately increasing magni-

tude. Each system is identified by a three-digit number representing

the size (in number of rows) of the corn planter, chopper, and picker-
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Table 6.10 Ranking of Seven Alternative Machinery

Configurations for a 120-cow Herd Fed

an 80% Corn Silage Ration (154.8 ha)

 

 

 

Net Feed Costs (NFC), $

System:

Machinery Sample 1 Upper Lower

Rank Capacity Mean CV Bound Bound Range

1 P6 (8—2-3)2 98719 .065 110129 85573 24556

2 F4 (6-2-3) 99216 .072 111871 85974 25897

3 F5 (8-2-2) 100064 .076 121562 86586 34976

F7 (8-3-3)3 101169 .064 112759 88176 24583

4 P2 (6-2-2) 100547 .082 122832 86730 36102

P3 (4—2-3) 102885 .073 114525 88574 25951

5 P1 (4.2.2) 104080 .081 125111 89189 35922   
All rankings are based on a 26-year simulation sample using second

degree stochastic dominance criteria.

1Coefficient of variation

2The three digits represent the size (number of rows) of the corn

planter, corn chopper, and picker sheller. Systems F1-F7 are labeled

in approximate increasing size of machinery capacity.

3The three-row chopper in system F7 has both a larger throughput

capacity and is powered by a 100 KW tractor as Opposed to the 80 KW

tractors which power the 2—row choppers. This larger capacity

chopper is also used to harvest alfalfa haylage.
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sheller.1 All remaining machines in the complement are identical

for all model runs, except for system F7 in which the 80 kw tractor

is exchanged for a 100 kw tractor to power the increased capacity

3-row chopper.

The rankings of Table 6.10 demonstrate that an increase in

planting capacity from 4 rows to 8 rows, and an increase in high-

moisture corn harvest capacity from 2 rows to 3 rows results in the

least cost system with minimal risk. This preferred system F62

outranks systems of smaller capacity (Fl-F5), as well as system F7,

whose increased overhead costs do not sufficiently compensate for

reduced timeliness costs, and whose increased capacity does not

sufficiently reduce system risk.

It is of interest to note that with the 4-row planting system

(F1), average completion date of corn planting was May 26, with

6 years out of 26 being finished after June 1. The latest completion

date for 4-row corn planting was June 15. Since harvest of first-cut

alfalfa was scheduled to begin May 24 each year, delayed corn

plantings caused delayed initiation of alfalfa first-cut harvest in

14 out of 26 years. Average first-cut starting date for alfalfa for

the 4-row planting systems was May 29. By increasing planting capa-

city to 6 rows, average completion date of planting was moved up to

May 16, and conflicts with alfalfa harvest initiation occurred in

1In practice, the number of rows on corn planting and harvesting

equipment is matched such that one is an integer multiple of the

other. For demonstration purposes, this assumption was violated in

these model runs.

2System F6 is identical to system A5 described earlier (Tables

6.5, 6.6). '



174

only 2 years out of 26.

None of the simulations in experiment F results in delayed

initiation of corn silage harvest. All systems consist of a rela-

tively small alfalfa cropping area with high alfalfa harvest capacity

permitting third-cut harvest completion before September 1. Never-

theless, Table 6.10 demonstrates that all two-row picker-sheller

systems (F1, F2, F5) result in upper bound net feed costs in excess

of all three-row picker-sheller systems. This is due to the fact

that high-moisture corn harvest is not completed in 1 year out of

26 for all two-row systems. Average completion date of corn harvest

for these systems is October 30, with 10 years out of 26 being completed

after November 1. By contrast, 3-row picker-shellers cause average

completion of corn harvest to be moved up to October 23.

Cumulative distributions from simulated systems F1, F2, F5, and

F6 are plotted in Figure 6.2. Several points are noteworthy.

1. The impact of not finishing corn harvest in one year out of

26 shows up as an elongated left tail for the two-row picker-sheller

systems (F1, F2, F5).

2. The sole difference between systems F1, F2, and F5 are a

4-row, 6-row, and 8-row planter, respectively. Although none of

these systems finishes corn harvest in the "worst" year, the cumulative

distributions for F2 and F5 lie to the right of that for F1. This

improved performance is due primarily to the earlier average planting

dates of these larger capacity systems, resulting hi increased yields

and reduced costs over a broad number of years.

3. Proceeding from left to right, the gap between all cumulative

distributions narrows. This reflects the fact that in "bad" years,
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small capacity systems are penalized more than systems with larger

capacity, but that in "good" years, differences between systems

are minimal.

6.4 Comment on Simulation Experiment Results
 

The purpose in conducting the dynamic simulation experiments

described in Section 6.3 was to provide the reader with insight as to

the types of analyses which can be undertaken using DAFOSYM. It was

demonstrated that the model can be used to compare risk—return trade-

offs for a broad array of problem categories. The model is suitable

for making a comprehensive comparison of alternative dairy forage

systems in which all input design variables (e.g., crop mix, herd

size, machinery configuration, feed storage) are altered. Likewise,

it can be used to isolate the effect of a change in a single variable

(prices, machine size) on system output.

While the discussion in this chapter emphasized various aspects

of corn production in the broader context of dairy forage system

design, Savoie (1982) demonstrates model applications oriented towards

alfalfa production in the context of management strategies (e.g.,

date of harvest, number of cuttings per season). MOreover, although

the abbreviated discussion in Section 6.3 has stressed simulation

results primarily in terms of economic variables (e.g., net feed

costs), the model generates output which permits analysis and inter-

pretation to be directed equally well towards resource use and

material flows.

The general thrust of the experiments comparing alternative

forage systems showed that rations high in alfalfa are preferred over
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high corn silage systems when viewed from the risk-returns perspec-

tive. In specific, experiments A-E demonstrated that 20% corn silage

systems either dominated all other systems (experiments A, B), or at

least were members of the efficient set for experiments in which no

single system design dominated all others (experiments C, D, E). Two

cautionary comments can be made with regard to these results.

Alfalfa quality. None of the simulation experiments reported
 

above incorporates the full potential of modeled relationships developed

in the ALFMOD and ALHARV modules. The present version of DAFOSYM

employs a temporary dairy forage feed utilization model whose primary

shortcoming is that it estimates annual feed disappearance based on

pre—formUIated balanced rations (see Appendix G). Because these

rations do not incorporate the ALFMOD-ALHARV simulated estimates of

alfalfa quality (protein, digestibility), the results reported in this

chapter primarily reflect risk-return tradeoffs resulting from crop

yield and yield variability, while ignoring the impact of alfalfa

quality and its variability on system output.

It should be noted, however, that in all simulation runs reported

in experiments A—F, alfalfa production and harvesting techniques were

held constant in order to minimize variation in simulated alfalfa

quality across systems. This has the effect of reducing bias in the

simulated output by generating results which control for alfalfa

quality across treatments. Whereas all simulated systems did not

result in identical estimates Of alfalfa quality over the 26-year

runs, the maximum difference between simulated sample means across

all systems was .7% and 1.2% for crude protein and digestibility,

respectively.
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Once alfalfa quality is incorporated into a future version of

the feed disappearance model, it is uncertain what the net effect

will be on the simulation results, primarily because all forage

systems tested in Section 6.3 incorporate alfalfa as part Of the farm

plan. One reasonable hypothesis, however, is that simulated net feed

costs of systems high in alfalfa will exhibit greater variability

due to this additional risk factor.

Commodity prices. The design of the alternative forage systems
 

in experiments A-E incorporated an increased area of residual cash

corn as rations progressed from 0% to 100% corn silage. Whereas the

residual cash corn area concept was necessitated by the experimental

design of the study, it should be recognized that as more corn is

grown for cash sales, market (price) risk becomes an increasingly

important factor which has impact on the system performance measure,

net feed costs. Indeed, even without cash corn sales, systems high

in corn silage exhibit a high degree of commodity market dependence

due to large quantities of purchased protein in the form of soybean

meal.

Whether the absence of stochastic commodity prices produces a

significant downward bias in simulated estimates of the variance of

high corn silage systems depends in part on the magnitude of corn

and soybean meal price variability, as well as on the degree of

correlation between corn price, soybean meal price, and corn yield.

Because commodity prices are deterministic in DAFOSYM, the impact of

market risk on dairy forage system design remains a topic beyond the

realm of investigation of the present version of the model.



 

 

 

CHAPTER VII

CONCLUSION

7.1 Summagy of Research Objective and Method
 

The present study stemmed from a need to provide investiga-

tors with a research tool capable of analyzing technical and

economic issues of dairy forage production in the context of the

whole farm. In reSponse to this need, a systems approach was taken

in developing DAFOSYM (DAiry FOrage SYstems Mbdel), a computerized

simulation model which can be used for analyzing alternative system

design, technology, or management at the farm—firm level. DeveIOp-

ment of DAFOSYM was undertaken as a joint venture between the author

and Savoie (1982). The present study described the author's contri-

bution to model design, development, testing, and implementation;

corresponding contributions of Savoie are described in the companion

dissertation (1982).

Three issues were cited as being important guidelines which

directed the design of the model developed for this study: (1) The

model is generic in that it enables a complete spectrum of forage

systems (ranging from all-alfalfa to all—corn silage) to be analyzed;

(2) the model accounts for dynamic system interactions (timeliness

of field operations, daily weather pattern dynamics) which affect

quantity/quality tradeoffs of feedcrops produced for the dairy herd;

and (3) the model provides a measure of both the level of profita-

bility and riskiness associated with any system.by generating a sample

179
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probability distribution of the system performance measure, net

feed costs.

As a dynamic state variable model, DAFOSYM simulates four on-

farm production activities which describe the interface of the crOp/

livestock subsystems of a commercial dairy farm: crop growth-yield,

crop planting-harvesting, feedcrop storage—handling, and feedcrop

disappearance. As a bio-engineering economic model, three categories

of variables are monitored throughout the simulation: material flows

of feedcrops produced, resource use associated with these flows, and

cost/returns associated with the depletion of resources. Whereas

production processes are simulated at a minimum time increment of

one day, the accounting period of the system performance measure is

one year. Hence, a multiple-year simulation results in a cumulative

distribution function of net feed costs incurred under each system

being analyzed. This model output is appropriate for use in experi-

ments whose goal it is to compare alternative system designs, manage-

ment strategies, or technology by ranking system alternatives for

their risk-return tradeoffs using stochastic efficiency criteria.

Given the nature of the model, it is anticipated that it will

serve as a catalyst for interdisciplinary research and communication.

To the various disciplines involved in dairy forage research, it

provides an efficient vehicle for evaluating the sensitivity of farm

system level economic output to subsystem level technical and economic

input parameters. It is also anticipated that the model presented

in this study and Savoie (1982) will serve as a basis for further

model refinements, alterations and improvements. To this end, model

development took a modular approach, and user-oriented documentation

was provided.
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7.2 A Review of Procedures Used in Model Development
 

The author's primary contributions to model development of

DAFOSYM consist of the design, implementation, and testing of the

model components described in this study. Implementation of model

software is described in Appendices A-E. Contributions to the design

and development of model content are summarized below.

1. A phenological alfalfa growth model was adapted for use in

the context of whole farm simulation. Adaptation included the recoding

of the model into FORTRAN, addition of a crop quality component, and

expansion of the model algorithm to enable multiple-day harvest

periods (with a corresponding crOp regrowth-reset mechanism) and

multipleeyear simulation capability. The model simulates growth and

yield of alfalfa plant components on a one-day time increment.

2. A series of alfalfa quality prediction equations was estima—

ted using least squares regression techniques. The equations predict

concentration of crude protein and digestibility (IVDMD) of plant

leaf and stem components as a function of herbage composition. Cumu-

lative heat units were rejected as an unsuitable index of plant matur-

ity, and hence, were deemed to be an inappropriate argument in quality

prediction equations.

3. A 26-year daily weather data file was developed for East

Lansing, Michigan. The data file is used to drive the alfalfa growth

model over multiple-year simulations.

4. The alfalfa growth model was statistically validated under

Michigan conditions. Validation procedures employed ordinary least

squares regression to compare the weekly time path of simulated yields

with Michigan data. In addition, standard t-tests compared end-of—year
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simulated yields with three alfalfa varieties grown in Michigan.

5. A phenological corn growth model was examined, tested, and

rejected for use as a tentative corn yield prediction component of

DAFOSYM.

6. A stochastic process model was identified as an apprOpriate

alternative for simulating the dynamics of corn production processes.

A multivariate stochastic process generator with beta distributed

marginals was adapted for use in the present study.

7. Stochastic corn production variables were identified (corn

yield, available days for planting and harvest). Marginal distribution

parameters of these variables were estimated, based on detrended

Michigan yield data, and on output generated by an independent avail-

able-days simulation model.

8. Correlation coefficients were estimated in order to assess

the level of serial and/or contemporaneous interdependence between

the stochastic corn production process variables. Additionally,

correlation coefficients between improved alfalfa varieties and corn

hybrids were estimated in order to ascertain the validity of using

both a phenological growth model and a stochastic process model as

components of a larger system simulation.

9. A planting-harvesting-storage/feeding algorithm for corn

silage, high—moisture corn, and cash corn grain was devised. Produc-

tion processes are simulated in 10-day (planting) and 15-day (harvest)

time increments; resource use, costs, and interdependencies with

alfalfa field Operations are accounted.

10. A temporary dairy forage feed disappearance model was

developed, based on pre-formulated rations generated with a linear
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programming algorithm. The feed disappearance component permitted

testing of the present first generation version of DAFOSYM.

7.3 Empirical Results
 

The present study makes a research contribution to the develop-

ment of an empirically sound simulation model which can be used as

a research tool in future investigations. Although the series of

simulation experiments in Chapter 6 were presented primarily to

demonstrate application of DAFOSYM in evaluating a broad spectrum of

alternatives, the results are noteworthy in themselves.

The simulation results of Chapter 6 showed that systems low in

corn silage (i.e., 20%) were preferred to high corn silage systems

when comparing expected values and variability of net feed costs.

By contrast, the budgeting analyses of corn silage vs. alfalfa systems

reviewed in Chapter 2 generally indicated that systems high in corn

silage (i.e., CS - 50%) resulted in the greatest average returns on

the highly productive soils.

Differences in results may be attributable to differences in

experimental design, research method, and assumed relative price and

yield relationships for the various studies. In addition, several of

the budgeting studies (Nott, 1973, 1974; Black et al., 1974; Knob-

lauch, 1979b; Parsch, 1980) assume a lower energy density for alfalfa

in comparison with values assumed in developing the feed disappearance
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model in the present study.1 Likewise, it should be noted that

differences between treatment (sample mean) net feed costs were

relatively small for some experiments reported in Chapter 6, and

that certain cautions were urged in the interpretation of the results

(Section 6.4). Nevertheless, a certain credence is given to the

DAFOSYM results by the various instances of large well-managed dairy

farms in the mid-Michigan area which are primarily low corn silage

systems. Additionally, some researchers have observed a return to

systems high in alfalfa primarily due to improved alfalfa harvest and

storage technology which not only facilitates mechanization and labor

reduction, but also reduces the risk of feeding low quality alfalfa.2

7.4 Recommendations for Future Research
 

Recommendations for continued research can be classified into

two categories: (1) those which recommend refinements or improve-

ments to existing model components; and (2) those which suggest

expansions or additions to model algorithms or model research Objec-

tives. Each category is discussed in turn.

1The budgeting studies reported in Chapter 2 assume feedcrop

nutrient density based largely on 1972 National Research Council (NRC)

estimates. By contrast, nutrient density of feedcrops for the present

study (Table G.l) is based largely on updated NRC estimates (NRC,

1978). The most notable difference in the two data sets is that NEL

for mid-bloom alfalfa has been augmented from 44 Mcal/lb. to 56 Mcal/

lb. in the more recent NRC version, whereas comparable values for corn

grain have decreased slightly. The implications are that the position

of alfalfa systems relative to systems high in corn silage has improved

since less purchased energy is required, hence reducing net feed costs.

2Dr. J.W. Thomas, Department of Animal Sciences, Michigan State

University, notes that this trend has been especially evident in the

past five years.
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7.4.1 Existing Model Component Refinements and Improvements

1. Feed disgppearance model. The dairy forage feed disappearance

model must be expanded to include ration balancing on an annual basis

as a function of simulated quantity and quality Of farmgrown feedcrops.

Ideally, the ration balancer would be driven by an Optimization algo-

rithm (e.g., simplex) and would accommodate both altered levels of

relative feedstuff disappearance, as well as altered levels of milk

production, in response to changes in the quantity/quality composi-

tion of feedcrOps produced. Refinements in this area reap the greatest

returns from future research because the alfalfa modules (ALFMOD,

ALHARV) already generate intermediate model output which would accom-

modate a more sOphisticated feed disappearance model. In essence,

this improvement represents "completion" of the first generation

version of DAFOSYM in that alfalfa's conversion into a marketable

product (milk) is treated at a uniform level of model sOphistication

throughout the farm production system (see Sections 1.4, 6.4, G.3).

2. Alfalfa qpality research. There has been a tendency in the
 

literature to report alfalfa quality experiments for first-cut growth

only. The small number of studies which have conducted research on

later summer cuttings (Section 4.2.1) show quality level and rate of

quality change to be significantly different from that of spring

growth. Future alfalfa test plot research should emphasize quality

estimates of summer cuttings as well as for spring growth. MOdels,

such as DAFOSYM, which trace crOp quality from field to cow require

empirical data for developing model relationships and for model

validation. Such research would also enable the estimation of crap

quality prediction equations using cumulative heat units as arguments
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(see Sections 4.5.1, 4.6).

3. Corn yield research. Although a large quantity of data is
 

available which shows the impact Of date of planting on corn grain

yields, the corresponding data for corn silage yields is relatively

sparse. Additionally, compared to the date of planting studies, there

is relatively less data demonstrating the impact of date Of harvest on

both silage and grain yields. FUture corn yield research must take

account of these added dimensions if dairy forage crop management

studies are to be served. Experimental design of corn yield research

should attempt to estimate a greater number of the "non-optimal"

elements of corn yield equation 5.5 (Sections 5.4.3, 5.5.1). This

additional data would not only provide a more sound empirical base

for the stochastic corn model, but would be useful as well for vali-

dation of improved phenological corn models as they are evolved. Such

research must also distinguish research results according to maturity

genotypes if the management prescriptions resulting from the research

are to be correspondingly explicit with regard to hybrids.

4. Labor accounting. Labor costs were accounted for by calcu-
 

lating labor requirements for individual subsystems on an hourly

basis. In reality, this procedure may not reflect the fact that on

large commercial dairy farms (whether family—Operated or not), a

fixed labor pool is Often available for performing the majority of

tasks throughout the year. Such a labor pool is paid a fixed return

and additional wages are paid primarily in peak season (for additional

help), if at all. Since labor is accounted for in small discrete

units, the present version of DAFOSYM accurately reflects differences

in labor resource use across simulated systems (treatments). However,
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labor accounting alterations would be necessary if model output were

to reflect the fixed nature of the farm-firm labor pool.

7.4.2 Additions to Model Cgmponents and Model Research Objectives

1. Stochastic_prices, market risk. By research design, the

realm of investigation of DAFOSYM emphasizes the impact of technology

and weather-related risk on system output. Questions related to the

impact of prices and markets are largely ignored in order to facilitate

analysis and interpretation of before-the-farm-gate production manage-

ment factors. From the viewpoint of both risk and returns, commodity

markets may have as much impact on dairy forage system outcome as any

of the factors accounted for in the present version of DAFOSYM. Inclu—

sion of a stochastic commodity price module which accounts for corn

and soybean meal price distributions and correlations could be

hypothesized to have differential impact on potential systems to be

tested (see Section 6.4). Although inclusion of such a model component

may have significant impact on simulation output, it should be

recognized that expansion of the model to include stochastic prices

represents a diversion from the present model research objective,

which is to compare system alternatives primarily from the viewpoint

of technology and production management.

2. Institutional impacts. The present version of DAFOSYM does
 

not address the impact of institutional factors such as taxes and

financing on dairy forage system alternatives. Hence, comparisons of

system design and management do not incorporate the effects of tax

benefits, cash flow, equity position, etc., on system output. Similar

to point (1) above, it is likely that these factors would have
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significant impact on simulation experiment results, but it must be

simultaneously recognized that the model research objective is altered

if such a model component is included.

3. Alfalfa-related production issues. In spite of the level
 

of modeling sophistication of the alfalfa modules (ALFMOD, ALHARV),

no account is taken Of the impact of overwintering or standlife on

alfalfa yields. Similarly, since crop nutrient uptake is only

accounted for and not simulated in the model, impact of alfalfa

nitrogen fixation on soil fertility and soil structure is ignored.

These factors become especially important whenever simulation experi-

ment treatments consist of varying the ration fed (and implicitly,

the crop mix) under the assumption that crops are rotated from year

to year.

4. Simulation of tillagg. Tillage is accounted for in the model
 

only insofar as a custom charge is assessed for tillage Operations

Of area grown to either corn or alfalfa. This assures an absence

of bias in cost—accounting alternative systems consisting of different

mixes of area grown to each crop. Thus, a potential shortcoming of

1Attempts to evaluate the impact of alfalfa—corn rotations on

simulation output can be undertaken in the present version of DAFOSYM

by adjusting input values for corn yield parameters (Appendix C) and

cropping cash expenses (reflecting increased nitrogen credit; Table

B.5). Adjustments to these inputs should incorporate a weighting

which reflects the fraction of total corn area affected by the rota-

tion sequence. However, caution is advised when making adjustments

to corn yield inputs since yield parameters other than expected value

(i.e., variance, upper bound, lower bound) may be affected when

crops are rotated. Additionally, consideration should be given to

(a) whether input parameters for available corn work-day distributions

require a corresponding adjustment due to altered soil structure, and

(b) whether the assumption of zero covariance can be maintained

(Section 5.5.4) between alfalfa and corn yields whenever crops are

rotated.
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the model is the implicit assumption that tillage operations

do not conflict with the timeliness of planting either the alfalfa

or corn crops. Expansion of the model to accommodate these issues

necessitates both a tillage simulation algorithm, and an available-

days tillage criterion in both the fall and spring periods for corn,

and in the spring and summer periods for alfalfa.

5. Fourth-cut alfalfa. The question of whether it is economical-
 

ly feasible to take a fourth cut of alfalfa (mid-October) depends on

whether the marginal benefits derived from the harvest outweigh the

marginal costs of taking the harvest. In a corn-alfalfa system, part

of the costs incurred with fourth—cut alfalfa are timeliness costs

arising from conflicts causing delayed corn silage and/or high-

moisture corn harvest. The present version of DAFOSYM does not permit

evaluation of management policies related to this issue. Inclusion

of this topic requires expansion of the model to include feedback

controls reflecting management choices which weigh on a daily basis

the tradeoffs incurred from alternative harvesting sequences of the

crops/involved.

6. Corn quality. Corn quality is assumed constant in the
 

present version of DAFOSYM. Although the literature shows post-dent

stage corn quality to be much less variable than alfalfa over the

harvesting period, future expanded corn modules (e.g., phenological

growth models) may find it worthwhile to simulate corn quality changes

(especially digestibility of silage), grain moisture content, and

grain development, in order to enable analyses which entail a more

detailed level of crop management factors.
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Model building is a dynamic process wherein subsequent

iterations consist of incorporating model improvements and refine-

ments which evolve from continuing research. Given the research

Objective, 3 model might never be finished, but instead may require

continuous development in order to serve changing needs and reflect

the discoveries of on-going research.
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APPENDIX A

DAFOSYM SOFTWARE OVERVIEW

A.1 Permanent File Storage and Execution Procedure
 

DAFOSYM is a FORTRAN V computer simulation program compatible

with the CDC Cyber 750 hardware system. Figure A.1 contains a

listing of the control statements required for batch execution

of the program.1 Execution of DAFOSYM requires a total Of 10

permanent files to be attached. Five files contain FORTRAN coding;

the remaining five contain input data required by the model. Each

is discussed in turn.

FORTRAN codingpfiles. FORTRAN coding for each of the five
 

software modules described in Section 3.7 is stored in both binary

and editor (EW) form on individual disc files. Execution requires

that each of the five binary coded FORTRAN files be attached to

local files bearing the module names used throughout this study, as

in lines 110-150 (Figure A.1). Binary and editor files corresponding

to the local file modules are:

 

MOdule Binary Editor (EW)

FORHRV FORHRVBIN FORHRVEW

ALHARV ALHARVBIN2 ALHARVEW

ALFMOD ALFMODBIN ALFMODEW

CRNMOD CRNMODBIN CRNMODEW

BIGMOD BIGMODBINCOW BIGMODBINLP

lControl statements assume that the user ID has been authorized

the use of the initialization procedure, WOLBBINIT, designed by Paul

Wolberg, Department of AgriCultural Economics, Michigan State University.
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10=*JOBCARD*,RGI,JC2000,L100,CMZOOOOO,INIT.

12=*DISPOSE,**,A.

20=ATT,DATA1,MACHINPUTLP.

30=ATT,DATA2,MGTALFINPUTLP.

40=ATT,DATA3,ALFCRNINPUTLP.

50=EDITOR,E=DATA1.

60=ED|TOR,E=DATA2.

70=EDITOR,E=DATA3.

80=ATT,WEATHR,ELANSWTHR5378.

90=ATT,BMATRX,BMATRIXLP.

100=RETURN,DATA1.DATA2.DATA3.

110=ATT,FORHRV,FORHRVBINLP.

120=ATT,ALHARV.ALHARVBINZLP.

130=ATT,ALFMOD.ALFMODBIN.

140=ATT,CRNMOD.CRNMODBIN.

150=ATT,B|GMOD.B|GMODB|NCOW.

160=LOAD.FORHRV.

170=LOAD.ALHARV.

180=LOA0.ALFMOD.

190=LOAD,CRNHOD.

200=LOAD,B|GMOD.

220=EXECUTE.

230=EXIT,C,S.

240=REWIND,ZZZZZHP.

245=COPYCF.ZZZZZMP.0UTPUT.

250=*EOS

260=SAVE.MACH.NS.

2708*EOS

280=SAVE.HGTALF.NS.

2908*EOS

300=SAVE,ALFCRN,NS.

BIO-*EOS

Figure A.1 Cyber 750 Control Statements

for Batch Execution of DAFOSYM
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Modules FORHRV and ALHARV were programmed by P. Savoie and are

described in the companion dissertation (Savoie, 1982). Software

description in this Appendix will be limited to the remaining three

modules, which were programmed by the author.

Input data files. Two categories of input data are required to
 

run the simulation model: (1) user—controlled data, and (2) non-user-

controlled data. These two categories of data roughly correspond to

the conceptual matrices X and 2 described in Chapters 3 and 5.

User-controlled data describes the specific farm resource base

and management plan of the farm system being analyzed in the simulation.

This data is stored on three editor files which are attached to local

files, as in lines 20-40 in Figure A.1. Each of these editor data

files is read by a separate read subroutine located in the individual

FORTRAN modules. Hence, each user-controlled data file contains a

specific category of input variables. Editor data files, their

corresponding read subroutines, and the module location of the read

subroutines are:

 

Data file Read subroutines MOdule

MACHINPUTLP (MACH)1 READ FORHRV

MGTALFINPUTLP (MGTALF) MGTINF ALHARV

ALFCRNINPUTLP (ALFCRN) ALFIN ALFMOD

ALFCRNINPUTLP (ALFCRN) CRNIN CRNMOD

ALFCRNINPUTLP (ALFCRN) COWMOD BIGMOD

Information required for the first two user input files is described

in Savoie (1982). User information for ALFCRNINPUTLP is described in

lPermanent data file names are followed in ( ) by local file

names which define input/output unit numbers in the FORTRAN coding.
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Appendix B of the present study.

Non-user-controlled input data consists of the daily historical

weather data required for the alfalfa growth model, and the matrix of

stochastic variates generated by the BTAGEN process generator (see

Sections 5.4-5.5). These two sets of input data represent the system-

exogenous input vector (2) to the model. Data files, their corres—

ponding read subroutines and module locations are:

 

Data file Read subroutines Module

ELANSWTHR5378 BIGMOD (main) BIGMOD

BMATRIXLP CORN CRNMOD

It should be noted that it is these two data files which restrict

the validity of DAFOSYM output to the mid-Michigan area. The weather

data in ELANSWTHR5378 was collected at the East Lansing, Michigan,

weather station. Development Of ELANSWTHR5378 is described in

Appendix D.

The BMATRIXLP data file consists Of a (26 * 17) matrix generated

using the BTAGEN stochastic process generator. Each row contains

one year's data consisting of 17 randomly generated stochastic

variates (available work days, corn yields). BTAGEN is itself a

FORTRAN V computer program which is described in Parsch (1981), and

in Appendix C. For the present study simulating East Lansing, Michigan

conditions, the author ran BTAGEN, using as inputs the beta distri—

bution parameters described in Section 5.5. Outputs from this run

were written onto a disc file which comprises BMATRIXLP. Subsequent

runs of BTAGEN could be undertaken to generate a new time series of

exogenous corn-inputs, implying that the BMATRIXLP variates are only
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theoretically "non-user-controlled".

Execution. Due to the 26-year "size" of the two non-user-con-

trolled data files, model execution is limited to a 26-year daily

simulation. A 26-year annual growing season simulation requires

approximately 172K of computer memory and 40-50 seconds CP execution

time.

A.2 Software Hierarchy and Description
 

FORHRV, ALHARV, ALFMOD, and CRNMOD contain the core FORTRAN

coding of the DAFOSYM model (see Section 3.7). These four basic

modules are controlled by a fifth module BIGMOD, which contains the

simulation time loops, and which controls the calling sequence to

each of the individual modules and subprograms. ALFMOD, CRNMOD, and

BIGMOD consist of 17, 12, and 5 subprograms, respectively. Editor

files of these three modules contain approximately 1150, 1000, and 550

coding statements, respectively, 30% of which are comments.

Neither a complete user guide to program software, nor a detailed

description of the simulation algorithm is intended here. Rather,

what follows is a brief glossary of each of the author's subprograms

contained in modules ALFMOD, CRNMOD and BIGMOD. The hierarchy of the

calling sequence between these subprograms is contained in Figure A.2.

This glossary and hierarchy figure, together with comments in the

software, should prove useful for readers with FORTRAN knowledge who

intend to study algorithms in greater detail. For the reader who is

primarily interested in model execution from a user's viewpoint,

Appendix B describes input requirements. It should also be noted that

model runs result in clearly formatted hard copy output (see Appendix I)-
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BIGMOD

3 FORHRV* .._-3 MACHINPUTLP

33 MGTINF* -———+ MGTALFINPUTLP

3 ALFIN ———3 ALFCRNINPUTLP

3 CRNIN —3———> CORN ———+ BMATRIXLP

3 '—————+ ALFCRNINPUTLP

, e ELANSWTHR5378

3 YRINIT*

3 CRNPLT ———+ CRNENG

2)

3 ALMAIN ——-+ ALINIT

3 ALWTHR

a, a, ~————+ ASOIL -—-——+ ALEVAP

P: ,8; j .———> ALGROW ——+ ALFLFA

SE 25 ' ——-> ALYLD
LL] 0

f; ,__, ALRSET 3 ALHARV*

3 ALPOUT ————> SSTAT -—+ ALWTHR

-—+ ASOIL

-———+ ALGROW

3 ALFOUT ———3 SSTAT

1 3 CRNHRV ———+ CRNENG ————3 ALHARV"

3 WRITAL* '—+ VCOST ———> ANPV

3 CRNOUT ———3 SSTAT .——3 IROW .———> IROW

3 REPORT ———3 ALFOUT ———+ SSTAT

‘L—-—> WRITAL*

L—> CRNOUT ——-> SSTAT

,___, COWMOD

+ .__, SSTAT

»—-——3 CATJOB

end ~——-3 RORDER 
*See Savoie (1982).

,Figure A.2 Software Hierarchy Calling Sequence, DAFOSYM
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*See Savoie (1982).

 

BIGMOD

—3 FORHRV* ——-—+ MACHINPUTLP

33—MGTINF* —————+ MGTALFINPUTLP

3 ALFIN ———————+-ALFCRNINPUTLP

3 CRNIN ——T————+ CORN BMATRIXLP

33 _————+ ALFCRNINPUTLP

,, 3 ELANSWTHR5378

33:YRINIT*

33 CRNPLT -—————+ CRNENG

‘P

3—ALMAIN ALINIT

ALWTHR

a. n. ASOIL —-——-——+-ALEVAP

§ § , ALGROW -————-+ ALFLFA

33 : ALYLD

$3 t: ALRSET a ALHARV*

1 3 ALPOUT —————-+ SSTAT ‘———»-ALWTHR

~——-9’ASOIL

1——+ ALGROW

3 ALPOUT ————> SSTAT

¢ 4 CRNHRV ——v———+-CRNENG -—— ALHARV*

—3 WRITAL* v———+-VCOST -—w————e-ANPV

3 CRNOUT -———-+-SSTAT -———a~IROW J-————-)-IROW

3—REPORT ALFOUT -—-———+-SSTAT

WRITAL*

CRNOUT -——--+-SSTAT

COWMOD

T SSTAT

CATJOB

end RORDER

,Figure A.2 Software Hierarchy Calling Sequence, DAFOSYM
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Supprogram glossary--ALFMOD.
 

ALF2LP: main calling program for alfalfa-related routines

whenever the alfalfa growth model is run independently of

DAFOSYM. (See Appendix E.) When run as part Of DAFOSYM,

the subprogram is inactive, and is replaced by BIGMOD.

ALFIN: reads all user-inputted alfalfa control variables from

permanent file ALFCRNINPUTLP. (Further described in

Appendix B.)

ALMAIN: secondary executive calling program which controls

sequences of calls to the core phenological crop growth

subroutines.

ALINIT: initializes alfalfa state variables at beginning of

each simulation year.

ALWTHR: calculates daily weather-related variables, e.g.,

cumulative growing degree days, day length, etc.

ASOIL: calculates soil moisture stress, available water in the

soil profile, solar radiation.

ALEVAP: calculates evapotranspiration based on a model by

Ritchie (1972).

ALGROW: contains basic rate and state equations for the five

basic components of alfalfa plant yield. (See Section 4.3.1.)

ALYLD: converts output of ALGROW to either metric or English

units; contains equations for estimating alfalfa quality.

(See Section 4.5.)

ALRSET: contains calendar date criterion for initiation of

alfalfa harvest; calls module ALHARV whenever time to harvest

is appropriate; stores temporary state variables during
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harvest; and resets the alfalfa regrowth mechanism at a

date halfway between the beginning and end of the harvest.

ALFLFA: block data subprogram containing plant growth-related

physiological and environmental variables.

ALTEST: a test subroutine which replaces ALHARV whenever the

crop growth model is run independently of DAFOSYM. When-

ever DAFOSYM is run, ALTEST is inactivated. (Described

further in Appendix E.)

SKIP: a search routine which finds the appropriate record on

ELANSWTHR5378 weather data file; permits simulation to begin

at points other than the first year of the data file.

SSTAT: calculates mean, standard deviation, coefficient of

variation, and skewness coefficient of a sample distribution.

ALFOUT: stores master output matrix YALF (yield, quality, cutting-

by-cutting, year-to-year); prints out either daily or end-

of-simulation output for all ALFMOD generated variables.

BCTEMP: a print control mechanism.

TABLI: a table-look up interpolating function (Manetsch and

Park, 1977).

Subprogram,glossary--CRNMOD.
 

CRNPRG: main calling program for the corn-related routines

whenever the stochastic corn model is run independently of

DAFOSYM. (See Appendix E.) When run as part of DAFOSYM,

this subprogram is inactive and is replaced by BIGMOD.

CRNIN: reads all user-inputted corn control variables from

permanent file ALFCRNINPUTLP. (Further described in

Appendix B.)
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CORN: reads in the matrix of stochastic variates generated by

the BTAGEN process generator and written onto disc file

BMATRIXLP; initializes corn state variables.

CRNPLT: called at beginning of each harvest year, this routine

determines the area of corn planted in each of five planting

periods; determines julian date when planting is finished.

CRNHRV: determines the area and quantity of corn silage and

high-moisture shelled corn harvested in each of six harvest

periods for corn planted in each of five planting periods.

(See Section 5.6.1.) Determines when storage silos are

filled; determines area and quantity of corn harvested for

cash sales if storage structures are filled; calculates

required drydown of cash corn; determines last julian date

of harvest.

CRNENG: determines corn planting rate, harvest rate for corn

silage, high-moisture corn, and cash corn; calculates corn

machine hours, fuel use, and labor use for corn field

operations and silo filling; determines labor requirements

for feeding corn. (See Section 5.6.2.)

VCOST: calculates costs related to corn production. (See

Section 5.6.2.) Costs accounted for include: variable

planting and harvest costs of machines; labor costs; charges

for fertilizer-seed-chemicals, cash corn drydown, and

custom harvesting. Fixed costs accounted for include

annualized charges Of corn silo storage structures, planter,

and picker-sheller.
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CRNOUT: outputs simulation results at end of each year or at

end of simulation run.

SSTAT: sample statistics calculations. (Same as for ALFMOD.)

ANPV: calculates an annualized user cost for durable assets

using a capital recovery factor formula.

MISC: block data storage for all corn variables and other

miscellaneous variables used throughout DAFOSYM.

IROW: searches machinery code array (MCODE) in FORHRV data bank

to find appropriate machinery coefficients.

Subprogram glossary—-BIGMOD.
 

BIGMOD: main executive calling program for the DAFOSYM model;

opens all local files for reading in data and writing

output; contains simulation time loop for years and days;

reads in daily weather historical data from ELANSWTHR5378;

controls sequence of calls to all subprograms.

COWMOD: a simplified (temporary) dairy-feed disappearance

accounting model; places a value on forages produced by

calculating on-farm feed utilization, purchased supplements,

and sales of surplus homegrown crops; reads in buy/sell

prices for feeds, herd size and ration specification from

ALFCRNINPUTLP. Inputs read are discussed in Appendix B.

COWMOD is based on a linear programming ration balancer.

Model is further described in Appendix G.

REPORT: organizes DAFOSYM output into summary end-of-simulation

resource use and cost matrices; writes out all summary

matrices onto hard copy.
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CATJOB: writes out selected summary arrays generated in REPORT

onto permanent disc storage. Newly-created permanent

file name contains computer run sequence number for iden-

fication purposes.

RORDER: organizes simulation output arrays (e.g., system

performance measure, NFC) into a sample cumulative distri—

bution by ranking observations from lowest to highest value.



APPENDIX B

GUIDE TO USER-CONTROLLED INPUT DATA FILE

Three of the five data files required for execution of DAFOSYM

contain user-controlled inputs which describe characteristics of

the farm resource base and provide simulation control parameters

(see Appendix A.1). Inputs to modules FORHRV and ALHRV are read from

two permanent user data files MACHINPUTLP and MGTALFINPUTLP which

are described in detail in Savoie (1982). Inputs to ALFMOD, CRNMOD

and the feed disappearance subroutine in BIGMOD (see Appendix G)

are all read sequentially from a single permanent data file ALFCRN-

INPUTLP. The individual calling subroutines which read data from

ALFCRNINPUTLP are ALFIN (ALFalfa INput), CRNIN (CORN INput), and

COWMOD (COW MODel). Software of each of these subroutines contains

a comment statement section which defines the user input data required

for that subroutine. Likewise, each of these read subroutines writes

out the user-inputted data in titled format. The following sections

provide supplemental information to the three read subroutines. The

discussion assumes a working knowledge of FORTRAN.

B.1 ALFMOD Inputs: Subroutine ALFIN
 

The software listing of the commented read section of subroutine

ALFIN is provided in Figure B.1. Input formats for all integer and

real variables are (12110) and (12F10.0), respectively. Supplemental

explanation to user variables which are read in follows.
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c fittttttvitt‘lttttttttttittttttfitittittttttttttiio0

SUBROUTINE ALFIN(IFEED.ICDF)

c tttfittttitttttttfitt.it.OtitttttOttttttttittttttttt

C

C THIS SUBROUTINE READS IN ALL CONTROL VARIABLES FOP TEST RUNS

C OF THE ALFALFA SIMULATION MODEL. ~

g (L. PAPSCH. DEPT OF AG ECON. MSU. 11/81)

C EXPLANATION OF INPUT VARIABLES.

C TODAYF.ODAYLSFIRST AND LAST JULIAN DAY OF EACH YEAR SIMULATED.

c -dYEARF.dYEARL=FIRST AND LAST CALENDAR YEARS To BE SIMULAT

C (RANGE IS 1953-1978 INCLUSIVE FOR FLANSVTH

C -IPPT1=OUTPUT PRINT INTERVAL (DAYS). DVFPPIDE=999.

c -METRIC=SUMMARY OUTPUT UNITS: O=ENGLISH 1=METR1C.

C ~1FEED.ICDF=SVITCHES FOR DIRECT-DISC CATALOGING OF THE AFEFD AND

c TCOST MATRICES AS SEPARATE PERMANENT FILES FOR USE I

C FURTHER ANALYSES (o=ND.1=vEs).

8 -AVFC=6yS%hAsha)VATFP AT FIELD CAPACITY/RELEVANT SOIL PROFILE

C -AWIN1T=AVAILABLE WATER/PROFILE AT BEGINNING OF SIMULATION YEAR.

6 ~AVFS=AVAILABLE WATER FRACTION AT ONSET OF PLANT STRESS.

C -NCUTS=NUMBER OF CUTTINGS/YEAP. MAXIMUM=4.

C -BGNCUT=OULIAN DATE FOR INITIATION OF CUTTINGs 1-4. OVFPPIDE-ass.

c -NOAYSC.NOAYSH=NUMBER 0F DAYS OVER wHICH CUTTING. HARVESTING

C AKES PLACE. SET BOTH-1 FOR TESTING AGAINST

C MPIRICAL PLOT DATA.

g -DUMMY1=DUMMY VARIABLE USED ONLY As COLUMN INDICATOR IN INPUT FILE

C0MMDN/ALF123/SLA.DTL.SDCLAI.XLDLAI.CSF.DTS.XMLDSC.PCTNC.RGR.

3 XMLBUD.XMLTNC,XFROST.ALCROP,ALSOIL U.ALPHA.XL PTF KENT.

+ XIRRIG,AWFC.AWFS AVINIT.VTHP(365.5).DAY1(39).DEC(39 .

+ DAY2(14).SRAD(14;

COMMON/CTRL24/BGNCUT(5 .NTHYP.NTHCUT.NDAYSC.NDAYSH YLD 4).

+ OUAL(3.4).GDDCUM.METRIC.UYFAPF.UYEAPL.1PPT1.iPPT .

+ dOAYF.dDAYL qPPT.NYRS.IPRT4.NCUTS.UYEAP.ULALHP.CPLANT

DIMENSION DUMMY1(6

G DATA NDAYSC/O/.CPLANT/O /

DD 5 1-1 5

g BGNCUT(I)-365.

READ 5.200 (DUMMY1(I).I-1 64

READ 5.100 dOAYF.dDAYL.deA F.0VEARL

READ 6.100 IPRT1.METRIC.IFEED.ICDF

READ 5.200 AWFC.AWINIT.AWFS

READ 5.100 NCUTS

READ 5.200 (BGNCUT(NTHCUT).NTHCUT-1.NCUTS)

8 BIG READ 5.100 NOAYSC.NDAYSH

NYRS=OYEAPL-UYEAPF+1

c IF(UYEAPF.GT.1963)CALL SKIP(UYEAPF)

WRITE 6.300

wPITE 6.302 UYEAPF.UYEARL

WRITE 6.304 dOAYF.dDAYL

WRITE 6.306 IPRT1.METRIC

WRITE 6.340 IFEEO.ICOF

WRITE 6.308 AVFC.AV1NIT.AVFS

WRITE 6.310 NCUTS.(BGNCUT(NTHCUT).NTHCUT-1.NCUTS)

3 BIG VPITE 6.312 NDAYSC.NOAYSH

100 FORMAT 12110)

200 FORMAT 12F1o.0)

300 FORMAT '1' 1 INPUT VALUES FOR ALFALFA SIMULATION RUN’.

+ READ INTO SUBROUTINE ALFIN'./.33("’}g

302 FORMAT /' FIRST AND LAST SIMULATION YEARS=’ 16)

304 FORMAT ' FIRST AND LAST SIMULATION DAY (dULIANg8'.16.16)

306 FOPMAT . IPPT1 (PRINT CONTROL) AND OUTPUT UNIT 1.

+' (O=ENGLISH 1=METRIC)=' 16.16)

308 FORMAT(' SOIL MOISTURE PARAMETERS: AWFC.AWINIT.AWFSI',

+2(1X,F5.0&.1X.F4.3)

310 FORMAT ' UTTING DATES (JULIAN) FOR’.I2.' CUTS/Yns'.4(1x.F5.0))

312 FORMAT ' CUTTING AND HARVEST PERIOD DAYS='.14, 4

340 +FORMAT £89PTION TO DIRECT-CATALOG APEED AND TCOST MATRICEs-'.

RETURN

END

Figure B.1 Software Listing, Subroutine ALFIN
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DUMMYI: serves as a column indicator for CRT users; has no

impact on simulation; e.g., 123456789.123...etc.

JDAYF, JDAYL, JYEARF, JYEARL: main control for the day and

year simulation loops. Days are julian (1-365); years are

calendar (1953-1978), corresponding to the weather data file,

ELANSWTHR5378.

IPRTl, METRIC, IFEED, ICDF: control parameters. IPRTl is a

print interval output switch (days) for detailed weather,

soil, and plant component variables generated in the

phenological alfalfa model. For large runs, it is recom-

mended to suppress this option with the 999 override.

METRIC should always be set to l for (metric) consistency

with other modules of DAFOSYM. IFEED is a switch which

directly catalogs the TCOST and AFEED matrices of subroutine

REPORT onto permanent file. The catalogued file is auto-

matically assigned a name containing the computer sequence

run number. ICDF is an inactive variable.

AWFC, AWINIT, AWFS: soil moisture variables defined in ALSIM

(Fick, 1981). The variables are: available water at field

capacity (mm/profile); available water in the profile on

JDAYF (mm/profile); and available water fraction at the

onset of plant stress (decimal). For Brookston-Conover

type soils, the author recommends values of 200., 200.,

and .40, respectively (see Section 4.4.1).

NCUTS: number of alfalfa harvests/harvest season. Although the

maximum is 4, care must be taken by the user to avoid

simultaneous corn harvests with fourth cut alfalfa harvest.
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Although permitted by the model, implications for machinery

use may be erroneous whenever corn and alfalfa are harvested

simultaneously. Hence, 3 cuts maximum for corn/alfalfa

systems are recommended, such that alfalfa harvest is

completed by early September.

BGNCUT: julian date at which each individual cutting is to begin.

This beginning cut date criterion is the earliest possible

date at which harvest will begin. Actual date of cutting

and/or harvest initiation may be delayed due to adverse

weather conditions. The supplementary algorithm which

initiates cutting as a function of crude protein (Savoie,

1982) operates within the bounds imposed by BGNCUT.

B.2 CRNMOD Inputs: Subroutine CRNIN
 

The software listing of the commented read section of subroutine

CRNIN is provided in Figure B.2. Input formats for all integer and

real variables read in are (12110) and (12F10.0), respectively, with

the exception of the three machinery input lines which are (3F10.0,

3110). Supplemental explanation to corn-related user variables which

are read in follows.

DUMMYZ: used as a column indicator for CRT users; has no impact

on simulation. Separates CRNIN data from ALFIN data in

ALFCRNINPUTLP data file.

IPRT4, NOPNCS: control parameter switches. IPRT4 = 1 prints

out within-year corn simulation results (approximately three

pages/simulation year) plus end of simulation results.

Override is 0, whereby only end of simulation corn results

are printed. NOPNCS is the corn silage Operation number
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...‘OOODOOOOOOOit...0.....OO0.0000000QOOOD0......0‘000

SUBROUTINE CRNIN(NYRS.IPRT4)

...IO0.00CU...O.....OOOUOOOI...C...“l..‘.....‘t‘...O.

THIS SUBROUTINE READS ALL INPUT DATA REQUIRED FOR TEST RUNS

OF THE STOCHASTIC PROCESS CORN MODEL. EXPLANATION OF INPUT

VARIABLES READ IN FOLLOWS:

-1PRT4-PRINT OPTION. o-END OF SIMULATION RUN RESULTS ONLY:

VITHIN YEAR RESULTS + END OF SIMULATION RUN RE ULTS.

~NDPNCS=CS OPERATION NUMBER VHEN USED w/SAVOIE1S FORHRV 140-149).

-HAOSRD(3)= AREA TO BE PLANTED TO cs HMC. CG HECTARES.

-STGCS. STGHMC= STORAGE CAPACITY OF CS HMC. ONS DM

-PSTGCs. PSTGHM=INVESTMENT IN STORAGE STRUCTURES (SIL

LOADERS) FOR CORN SILAGE AND HIGH MOISTURESCDRN. g?)

-HPDPLT. HPDHRV=CLOCK HRS/DAY AVAILABLE FOR PLANTING AND HARVE

-WIDTH I)'OPERATING WIDTH OF I- TH FIELD IMPLEMENT. METERS.

-PPM(I =PURCHASE PRICE OF I- TH FIELD IMPLEMENT.

-XMEN( )INUMBER OF PERSONNEL REQUIRED FOR I- TH ACTIVITY. MANHRS/HR:

NCLUOES FIELD WORK, TRANSPORTING. UNLOADI NG.

-NTRAC(I;= POWER SOURCE FOR FIELD IMPLEMENT OF WIDTH(I) MCODE.

TNTBLOW( )5POWER SOURCE FOR BLOWER UNLOADING ACTIVITY I OUTPUT.

-NBLOVR(I)=MCOOE FOR BLOwER UNLOADING PRODUCT I.

-(I) I NDEx FOR ABOVE CORN ACTIVIT I S:

1=CORN PLANTING 2- CS HARVESTING 3-HMC HARVESTING

-RATEIS.- .-L=DISCOUNT RATE: SHORT. MEDIUM. AND LONG TERM (DEC).

-PLABOR=LABOR CHARGE. R.

-PFUELD.- G= PRICE OF DIESEL GASOLINE FUEL. S/L.

-PFSCA1.-A2=CHARGEDFOR FERT/SEED/CHEMS FOR ALFALFA SEEDING YR. EST-

ABLISH S/HA

-PFSCCS.-HM=CHARGE0FOR FERT/SEEDéCHEMS FOR CS. HMC/CG. S/HA.

-PDRYCG=DRYING CHARGE FOR CG /PT/BU

-PHRVCG=CUSTOM HARVEST CHARGE FOR CG SOLDé/?¢m

-XLIFE(1;.COEFSV 1g=STDRAGE STRUCTURE LI RS)

-xLIFE 2 .COEFSV 2

-DUMMY2.-3=DUMMY VARIABLES USED AS COLUMN INDICATORS IN INPUT FILE.

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
O
O
O
O
O
O
O
O
O
O
O
O
O
O
O
O
O

o
n

  

E.G.:1234567BB.123456789.123. . .ETc. )

(L. PARSCH. DEPT. OF AG. ECON. MSU. 2/82)

COMMON/PRICE/PLABOR. PFUELD. PFUELG RATEIM PDRYCG PHRVCG.C mygg).

+ PFSCA2 PFSCCS. PFSCHM ALFYRS RATEIS. RATEIL.

COMMON/TILL/PTILLC. PTILLA

COMMON/CRNDT1/BTAGEN(26 17).RTPLT HAPLTD(26 6). CDSTCG 26 2).

+ dFNHRv 26) UDPLT(6) UDHRV(7).UFNPLT(26). DMC W)

+ CRNYLD 26.3).COEFCS(6.5).COEFCG(6.6 UBGHRV(26 vag.

+ CLDSSH 3) HADSRD(4é.STGCS.STGHMC.HPDHRV.HHPOPLT HACORN2 4).

+ UFNAL3 262.COEFMC{ 5).BASEMC OMFEED§26 3) CRNFSCC(26).

+ TwATER 26 .CLOSSF 3).RTFEED(4).CLOSS (3)

CDMMDN‘CRNDT3/VIDTH(3).PPM(3) NTRAC(3) XMEN(3).NTBLLow(3)..RMBLOV.

+ BLowR33;.CLAB1 VCM(4.A),FCPICK.FCPLT.RMM(3).

+ HRSPLT A .HRSCSIdg.HRSHMC(4),FUEL(4).FUELRT.CLAA32

+ NOPNCS.FECG.FECS. EPLT FEHMC.SPDCG.SPDCS.SPDHMC.SPDPLT.

+ RTBLO wCOMB PSTGCS PSTGHM

c DIMENSION DUMMY2(6).DUMMY3(6)

READ 5.100)(DUMMY2(1) I-1.6)

READ 5.110 IPRT4.NOPNCS

READ 5.100 (HADSRD(I).I-1 3)

READ 5.100 STGCS PSTGCS.STGHMC. PSTGHM

READ 5.100 HPDPLT.HPDHRV

READ 5.120 VIDTH 1 .PPM 1 .xMEN NTRAC

READ 5.120 WIDTH 2 .PPM 2 .XMEN .NTRAC %.NTBLOW{2;.N8LOWR{2;

READ 5.120 wIDTH 3 .PPM 3 xMEN .NTRAC .NTBLOV 3 .NBLOVR 3

READ 5.100 (OUMMY3(I) 1-1 6)

READ 5.100 RATEIS.RATEIM RA EIL

READ 5.100 PLABOR.PFUELD.PFUEL6

READ 5.100 PFSCA1,PFSCA2.PFSCCS.PFSCHM

READ 5.100 PDRYCG.PHRVCG PTILLC PTILLA -

c READ(S.1OO XLIFE(1),XLIFE(2).COEFSV(1).COEFSV(2)

CALL CORN(NYRs) ‘

Figure B.2 Software Listing, Subroutine CRNIN
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defined in the FORHRV (ICODE) machinery data file (see

Savoie, FORHRV User's Guide, 1982).

HADSRD: the area intended to be planted each simulation year to

corn silage, high-moisture corn, and cash corn grain

(hectares). Any non-negative real value for each crop

may be entered.

STGCS, PSTGCS, STGHMC, PSTGHM: total capacity and investment

cost of storage structures for corn silage (STGCS, PSTGCS);

total capacity and investment cost of storage structures

for high-moisture corn (STGHMC, PSTGHM). Capacity is entered

in tons (metric, dry matter). Investment cost includes both

the silo and unloader. Suggested capacities for various

size upright stave silos for corn silage are found in Table

B.1; capacities of upright silos for high—moisture corn

are found in Table B.2. Suggested 1981 investment rates/

vertical foot of stave silos are shown in Table B.3. It

is the responsibility of the user to size silos consistent

with minimum daily feed removal rates to avoid feed spoilage.

If either high-moisture corn or corn silage is not grown,

storage inputs should be entered as zero.

HPDPLT, HPDHRV: number of hours per day during which corn planting

and harvesting, respectively, can take place.

WIDTH(1), PPM(1), XMEN(1), NTRAC(l): machinery input data for

corn planting activities. WIDTH is the Operating width

(meters) of the planter; PPM is the planter investment cost;

XMEN is the number of laborers occupied in parallel activities
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Estimated Capacity of Upright Silos for High-

 

 

 

 

Table B.2

moisture Shelled Corn, Metric Tons, Dry Matter

Diameter (feet)

Settled

Height (ft)

10 12 14 16 18 20 22

20 16 24 32 42 55 67 81

24 22 30 42 55 69 87 105

28 26 38 53 71 89 107 130

32 32 46 65 83 106 132 158

36 38 S7 75 97 126 154 187

40 45 65 89 116 146 180 217

44 75 101 132 166 207 250

48 85 114 150 189 233 284

52 130 168 213 262 318

56 189 189 237 292 353

60 207 262 323 389  
Ca culations assume 30% moisture content high—moisture corn @ 1.41

ft /bu.

1

Adapted from Dum et al., 1971.

Add 10' to include space for settling and unloader.
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Table B.3 Estimated Investment Cost Rates,

Concrete Stave (Upright) Silos, 1981

 

 

 

Diameter (ft.) ft3/vertical ft. $/ft3 $/vertical ft.

10 78.5 2.19 172.29

12 113.1 1.86 210.89

14 153.9 1.53 236.17

16 201.1 1.27 255.57

18 254.5 1.12 286.13

20 314.2 .98 307.52

22 380.1 .92 349.97

24 452.4 .86 390.. 30

26 530.9 .83 440.11

28 615.8 .80 490.35

30 706.8 .74 524.80

 

All estimates include the price of a top unloader. Estimates based

on surveys by Nott (1980) and Benson (1979) indexed to reflect 1981

prices using USDA farm building index (1981/1980 = 1.05; 1981/1979 =

1.14).
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for planting operations; NTRAC is the machinery code number

(MCODE, see Savoie, 1982) of the power source for the planter.

For consistency with yield data, 76 cm. corn rows should be

assumed. The power source for the planter should be one

of the tractors already declared in the operations matrix

ICODE of FORHRV. Suggested investment costs for corn

planters and pickers are given in Table B.4.

WIDTH(2), PPM(2), XMEN(Z), NTRAC(Z), NTBLOW(2), NBLOWR(2):

machinery input data for corn silage operations. WIDTH(2)

and PPM(Z) are the Operating width (meters) and investment

cost of the forage harvester, respectively. XMEN(Z) is the

number of laborers occupied in all corn silage parallel

harvest operations, i.e., field, hauling, and silo filling.

The remaining three variables are the machinery codes

(MCODE, see FORHRV User's Guide, Savoie, 1982) for the

forage harvester power source, the blower power source, and

the blower. When used with Savoie's FORHRV (DAFOSYM), all

variables in this input read line are inactivated except for

WIDTH(2), and, hence, should be set to zero. WIDTH(2)

should nevertheless be set to its appropriate value (meters)

unless no corn silage is to be harvested.

WIDTH(3), PPM(3), XMEN(3), NTRAC(3), NTBLOW(3), NBLOWR(3):

machinery input data for high-moisture corn operation.

WIDTH(3) and PPM(3) are the operating width (meters) and

investment cost of the picker-sheller, respectively. XMEN(B)

is the number of laborers occupied in all high-moisture corn

parallel harvest operations, i.e., field, hauling and silo



213

Table B.4 Estimated Investment Costs, Corn

Planters and Picker-shellers, 1981

 

 

 

Planter1 Investment, $

2-row, std., pull 1780

4-row, air, mtd. 7040

4-row, plateless 7430

6-row, std., pull 6780

6—row, air, pull 9180

8-row, air, pull 11550

8-row, flexible bar 14200

12-row, flexible bar 20960

Average, $/row 1520

Picker-sheller2
 

1-row, pull with mtd. sheller 8370

2-row, pull, picker-sheller 10010

3-row, pull, picker-sheller 11080

 

1Source: Midwest Farm Planning Manual, Iowa State University

Press, Ames, Iowa, 1979. Based on 1978 prices multiplied by USDA

index of prices paid for machinery (1981/1978 = 1.35).

2Source: Official Guide: Tractors and Farm Equipment, National

Farm and Power Equipment Dealers Association, Lansing, Michigan,

Fall, 1981.
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filling. The remaining three variables (NTRAC, NTBLOW, and

NBLOWR) are the machinery codes (MCODE, FORHRV User's

Guide, Savoie, 1982) for the picker-sheller power source,

the blower power source, and the blower. These latter three

inputs should already have been declared in the FORHRV

data base operations matrix (ICODE).

DUMMY3: same as DUMMYl, DUMMYZ, above.

RATEIS, RATEIM, RATEIL: short, medium, and long-term discount

rates, respectively, used in calculating capital recovery

factors for durable assets. Medium and long-term discount

rates are charged against machinery and storage structures,

respectively. (Short-term discount rate is inactive.)

PLABOR, PFUELD, PFUELG: The hourly labor wage rate (PLABOR) is

charged for all crop-related labor hours. PFUELD and PFUELG

are the price of diesel and gasoline fuel, $/1iter.

PFSCAl, PFSCAZ, PFSCCS, PFSCHM: annual cash costs of fertilizer,

seed, and chemicals for establishment—year alfalfa (summer,

clear-seeded), established alfalfa, corn silage, and high-

moisture corn, respectively, all'in $/ha. An additional

charge is imposed on harvested alfalfa area to account for

establishment costs of alfalfa. The model assumes alfalfa

is summer-seeded and remains in the rotation for four years.

Hence, each hectare of established alfalfa is charged

PFSCAZ + (25% * PFSCAl) in order to account for establishment

cash costs. Fertilizer-seed-chemical costs for corn silage

and high-moisture corn should reflect fertilizer require-

ments to support nutrients removed. Suggested estimates for
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these four input variables are summarized in Table B.5.

PDRYCG, PHRVCG, PTILLC, PTILLA: Custom charges. PDRYCG is the

charge for cash-corn drydown ($/point of moisture removed/

bu); PHRVCG is the custom charge for combining all residual

corn harvested for cash sales ($/ha). PHRVCG should reflect

all custom charges (field machinery, operator, hauling) for

a six-row grain combine. PTILLC and PTILLA are optional

rates ($/ha) for custom tillage of corn and alfalfa area,

respectively. PTILLC should reflect all pre-planting land

preparation costs as well as a charge for cultivation and

NH3 application. PTILLA should reflect a charge for seed-bed

preparation and drilling. Additionally, PTILLA may include

the cost of fertilizer top-spreading over the assumed 4-year

stand life. PTILLC is charged against each hectare of corn;

by contrast, PTILLA is charged against 25% of the area in

alfalfa since these costs are incurred only once during the

stand life. Non-zero values for PTILLC and PTILLA should be

entered whenever comparing systems with varying areas planted

to each crop. Suggested values for PHRVCG, PTILLC, and PTILLA

are provided in Table 8.6.

XLIFE(1), XLIFE(2), COEFSV(1), COEFSV(2): XLIFE(1) and (2) are

the expected life (years) of storage structures and machinery,

respectively; COEFSV(1) and (2) are the salvage values as

a percentage (decimal) of investment cost of storage struc-

tures and machinery, respectively. These values are used

in calculating capital recovery factors for the respective

durable assets.
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Table 8.6 Estimated Charges for Custom

Field Operations, Michigan, 1981

 

 

 

 

 

 

 

 

 

1. Corn Tillage, Fertilizer Application: $Iha

Plow, 6-bottom 30.69

Discing 14.85

Harrow, 16 ft. 11.97

Cultivate, 6-row 10.35

NH3 application 12.25

Total (PTILLC)l $80.11

2. Corn Grain CUstom Combining and Hauling: $Iha

Combining, 6-row 50.42

Hauling ($.058/bu/20 mi) 16.80

“ Total (PHRVCG)1 $67.22

3. Alfalfa Establishment, Fertilizer

Application: $Iha

Plow, 6-bottom 30.69

Discing 14.85

Harrow, 16 ft. (2X) 23.94

Drill with starter fertilizer 22.26

Top-spread (4-yr. stand life) 26.94

Total (PTILLA)1 $118.67

 

All charges based on Schwab and Gruenwald (1978), indexed to 1981

levels.

1PTILLC and PTILLA are Optional user input values. PHRVCG is

charged on all residual corn area harvested for cash sales.
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B.3 BIGMOD Inputs: Subroutine COWMOD

The software listing Of the commented read section of subroutine

COWMOD is shown in Figure B.3. Input format for read lines 1, 3, and

4 is (7F10.0); for line 2 it is (3F10.0,110). Supplemental explanation

to variables which are read in follows.

DUMMY4: serves as a column indicator for CRT users; has no impact

on simulation. Separates COWMOD data from CRNIN data in

ALFCRNINPUTLP data file.

COWS, AVGMLK, PMILK, NDIET: COWS is the number Of mature cow

units in the herd, equal to the number Of lactating and dry

cows. AVGMLK is annual average milk production per cow for

the herd (cwt/cow/yr), and PMILK is the raw milk price

($/cwt) at the farm gate. NDIET is the ration tO be fed to

the lactating cows, defined by the composition Of the

forage. NDIET takes an integer value between 1 and 6:

1 = 0% corn silage; 2 = 20% corn silage...6 = 100% corn

silage. The remainder Of the forage consists Of alfalfa

(see Appendix G).

PFEEDS, PFEEDB: sell price and buy price, respectively ($/ton,

metric, dry matter) of all feedstuffs available for the herd.

Feedstuffs are: l - corn silage; 2 = high-moisture corn;

3 alfalfa (1); 4 = alfalfa (2), inactive; 5 = soybean meal;

6 non-protein nitrogen (urea); 7 = cash corn grain (dry).

Because neither soybean meal nor NPN is produced on the farm,

sell prices for these commodities are inactive, and may be

entered as zero. Also, because the cow model does not

distinguish a nutrient density or intake difference between
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high-moisture corn and dry corn grain, it is recommended

that the buy price for high-moisture corn be set equivalent

to the buy price of corn grain.1 By contrast, the buy price

for corn silage may be indexed to both corn silage production

costs and corn cash grain price as suggested by Woody and

Black (1978). Sell prices for homegrown feedcrops (corn

silage, high-moisture corn, alfalfa) and cash corn should

show a price differential reflecting a discount from prices

paid when these commodities are purchased. Suggested 1981

values for PFEEDS and PFEEDB are provided in Table B.7.

B.4 Structure of ALFCRNINPUTLP Data File
 

The three sets of user-controlled input data are stored in

ALFCRNINPUTLP in the order presented above, i.e., data read from ALFIN

is followed by data read from subroutines CRNIN and COWMOD. Figure

B.4 is a sample ALFCRNINPUTLP data file, showing the proper formatting

with all three sets of data.

1Dry matter basis.
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Table B.7 Suggested Feedstuff Commodity

Prices, Michigan, 1981

 

 

 

 

  

Purchase (PFEEDB) Sell (PFEEDS)

. 1 I l r

Metric I English Metric 1 English

I l

2 I 3 n

1. Corn silage $76.34 I$22.15/ton $61.07 I$l7.72/ton

I l

2. High-moisture corn 139.804 I 3.00/bu 111.843 1 2.40/bu

I l

3. Alfalfa (1) 75.00 1 60/ton 60.003 . 48/ton

n l

4. Alfalfa (2) 05 l 05 05 l 05

' 6 5 ' 5
5. Soybean meal (44%) 335.65 I 274/ton 0 I O

a l

6. Urea (NPN) 308.70 I .14/1b6 05 I 05

~ I I

7. Cash corn (15.5% MC) 139.80 I 3.00/bu 132.80 1 2.85/bu

l l

 

lMetric values are required as model inputs (S/ton, DM). English

units are reported on an as-is basis for comparison purposes.

2

Corn silage prices are based on a procedure suggested by Woody

and Black (1978). Calculations assumed a cash corn price of $3.00/bu

@ 116.6 bu/acre.

3Sell prices of bulky feedcrops are arbitrarily set at 80% of

buy price.

4

Same as for cash corn. See explanation in texts for PFEEDB.

5

Inactive variables.

6Based on Nott et a1. (1981).
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TOO-123656789.123h56789.123956789.123h56789.123656789.123156789.

110' 91 285 I953 I978

120' 999 1 1 O

130- 200. 200. .100

160‘ 3

150- 161. 186. 232. 365.

l60=123956789.123h56789.123656789.123156789.123h56789.123656789.

l70= 0 163

180- 37.85 38.26 29.83

190- 691. 38 61656. 220.26 18310.

200= 6. 6.

210- u. 5 9120. 2. 13

220- l. 5 13000. 2. 10 13 261

230- I. 5 10000. 2. 1h 13 261

260-123656789.123156789.123656789.123656789.123656789.123u56789.

250- .06 .06 .006

260- ,_ 5. 00 .299 .350

270- 261.69 130.12 253.91 182.60

280- .03 67. 22 80.11 118. 67

290- 25. 7. .00 .10

300=123h56789.123156789.123h56789.123h56789.123156789.123656789.123156789.

3108 120. 180. 13. 00 h

320' 76.31 139.80 75.00 671.50 335.65 308.70 139.80

330' 61.07 111.86 60.00 671.50 335.65 308.70 132.80

Figure B. 4 Sample Listing, ALFCRNINPUTLP

User Input Data File



APPENDIX C

BTAGEN: SOFTWARE DESCRIPTION, INPUTS, OUTPUTS

BTAGEN is a FORTRAN V coded software package which generates

pseudorandom sample observations from a multivariate beta probability

distribution. The package employs numerical simulation techniques

(Manetsch and Park, 1977; Naylor et al., 1966) to generate sample

observations based on user—supplied estimates of parameters of the

marginal distributions and correlation matrix. The package was

initially developed by King (1979) and was subsequently generalized

by Hoskin (1981). The present version of BTAGEN is a reworking and

integration of the King and Hoskin software algorithms. It can be

used either as an independent package, or can be made a subcomponent

of a larger simulation model. A description of the algorithm,

theoretical underpinnings, and numerical techniques employed by the

model are described in King (1979). A more detailed description of

model implementation, including a listing of the complete FORTRAN

statement and sample input and output, is found in Parsch (1981).

Software. BTAGEN consists of a main executive calling program

(BTAGEN), seven subroutines (MVBETA, COEF, NORVEC, COREL, SSTAT,

MDNRIS, MDBETI) and two subprogram functions (TABLI, TABLIE). Two

of the subprograms, MDNRIS (inverse standard normal probability distri-

bution function) and MDBETI (inverse beta probability distribution

function) are subroutines from the International Mathematical and

Statistical Libraries (IMSL), Inc. (1980). These ISML routines need
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to be available on the hardware system and attached for execution.

The executive calling program (PROGRAM BTAGEN) contains all input and

output control statements, and is shown in Figure C.1. The entire

FORTRAN package (excluding the two IMSL subroutines) contains

approximately 325 statements, including comments which describe the

algorithms. BTAGEN is stored on magnetic tape at MSU as BTAGENLP.

CP compilation time on the CDC Cyber 750 is approximately 1.015

seconds; CP execution time of the (26 * 17) sample generated matrix

for the present study (see Chapter 5) was 2.235 seconds.

User inputs. Input data requirements to execute the model are
 

three:

MN, ND: the number of marginal distributions to be specified,

and the desired sample size (observations) of each marginal

to be generated, respectively.

AMEAN, VAR, BL, BU: mean, variance, lower and upper bound,

respectively, of each marginal distribution.

COR: off diagonal, non-zero elements of the lower triangular

correlation matrix of the distributions involved.

Model outputs. Output generated by BTAGEN includes seven
 

categories of information:

1. the values for the mean, variance, upper and lower bounds

of each marginal inputted by the user;

2. the inputted values for the lower triangular correlation

matrix;

3. the cumulative distribution of each marginal at probability

increments of 1/n, where n = number of sample observations

generated;
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PROGRAM BTAGEN

MAIN CALLING PROGR

RIBUTIONS. CONTAI

STATEMENTS HAVE BE

50 DRAWS PER DISTR

MICHIGAN STATE UNI

REAL K1. K2

COMMON/BLOCK1

RILY LIMITED TO 20 DISTRIBUTIONS.

. ECON.

AM

NS

EN A

IBU . SL. PARSCH. DEPT OF AGRIC

VER . 1)

/K1(2O).K2(2O .8L12 ).pBU 201AMEAN(20)M.VAR(2O)

COMMON/BLOCK2/C 20.20;.COR 20.20 0.20

COMMON/BLOCK3/Y 20.60 .RHO 20. 20 .CUM 20.1101.N

DIMENSION YSTAT 3.20)

OPEN 2.FILE-'TAPE2'

OPEN 5.FILE=’INPUT'

OPEN 6.F1LE-'0UTPUT )

MN NUMBER OF VARIABLES wHOSE DISTRIBUTIONS ARE TO BE GENERATE

NO=NUMBER OF SAMPLE OBSERVATIONS PER DISTRIBUTION TO BE GENER

FOR EACH SEPARATE VARIABLE. READ IN ITS SAMPLE MEAN. VARIANCE

LowER AND UPPER BOUND.

READ§5.100MN .ND

READ 5.110 (AMEAN(I). VAR(I). BL(I). BU(I). 1-1. MN)

wRITE 6.68 MN NO

VRITE 6.70

wRITE 6.72 (AMEAN(I).VAR(I).BL(I).BU(I).I-1.MN)

DD 10 I-1.MN

DO 10 0-1 MN

COR§I d)-?..0

IF( .60 a COR(I.u)-1.0

O CONTINUE

READ IN CORRELATION MATRIx FOR NON ZERO OFF-DIAGONAL VALUES

ONLY. SET IND-999 wMEN LAST VALUE 15 READ IN.

5 READ(S 120)I d. ch(I..0). IND

COR(J.I)=COR(§'J

IF(IND.NE 999 60 TO 15

MRITE(6.73)

DO 51 I-1.MN

wRITE(6.2os)(COR(I.d).d-1.I)

CALL MVBETA

OUTPUT CONTROL SECTION.

wRITE(6. 65)D

DO 25 u-

25 wRITE 6. 205)(CUM(I. a). I-1 .MN)

RITE 6.8W

32116 3228511KH1 1.I-1.MN

(
A
)

WRITE(6.207g

0060 0-1,

WRITE‘2.2Og; {Y {a“1I-1.MN

60 wRITE 6.201-1.MN

WRITE(6.75)

DO 55 I-1.MN

DO 62 0-1 MN

1F(d.GE.I1 60 1° 54

CALL COREL(I.J

s2 CONTINUE

IF(d.EO. I)RHO(Id

55 VRITE16.2OS)(RHOIgMgoM-1. I)

CALL SSTAT MN.Y.N TAT

MRITE 6.91

00 63 I-1

wRITE16.205)(v5TAT(I.u) 0-1 MN)

FORMAT:1H1."DISTRIBUTIONS=' 14 - DRAws-'.

FORMAT 6/6'. INPUT DATA COLS: 1-MEAN ZIVAR) 3-BL 4-Bu'.

+-. EAC 0w REPRESENTS ONE DISTRIBUTION.)

Figure C.1 Software Listing, Main

Calling Program, BTAGEN

ENERATE SAMPLE MULTIVARIATE BETA DIST-

%SPUT AND OUTPUT CONTROL. COMMON BLOCK
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4. the estimated shape parameters (0,8) for each marginal

distribution;

5. the sample generated multivariate beta distribution;

6. the lower triangular correlation matrix of the sample

generated distribution; and

7. the sample mean, variance, and skewness coefficients for

each of the generated marginal distributions.

Outputs (6) and (7) are provided primarily as diagnostic aids

in determining whether sample statistics and correlation coefficients

converge to their "population" values given in (l) and (2). Number

(4) is provided to help visualize the approximate shape of each of

the marginal beta distributions being modeled.

Linkage of BTAGEN to DAFOSYM: BMATRX. Although the process
 

generator BTAGEN could be added as a software subcomponent to a

larger simulation model, an alternative approach was taken in the

present study. BTAGEN was run independently and the generated output

matrix was written onto permanent file BMATRIXLP. Subsequent runs of

DAFOSYM then read this generated matrix into subroutine CORN for

further processing of the simulated time series in CRNMOD. This

(26 * 17) randomly generated matrix, BMATRX, contains one row for

each year, and one column for each of the corn-related stochastic

variables modeled (see Chapter 5). The sample generated BMATRX is

presented in Figure C.2. Columns are: 1-5, available days in each

planting period; 6-11, available days in each harvest period; 12-16,

corn grain yields planted in each planting period (tons/ha, DM);

17, corn silage yield (tons/ha, DM).
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APPENDIX D

WEATHER DATA FILE ELANSWTHR5378

Climatological input data requirements for the two phenological

crop growth models described in this study (ALFMOD, CORNF) consist

of: maximum daily temperature, minimum daily temperature, daily

precipitation, and solar radiation (langleys/day). A data file,

ELANSWTHR5378, containing 26 years (1953-1978) of daily observations

of these variables for the East Lansing, Michigan weather station,

was developed for use with the simulation models.

Solar radiation data. Solar radiation data has been collected
 

on a daily basis for a limited number of years at only two locations

(East Lansing, Sault Ste. Marie) in Michigan. Solar radiation data

for the East Lansing site was obtained from two sources: one file

containing daily solar radiation for the years 1953-71 was obtained

from Dr. D.G. Baker, Department of Atmospheric and Oceanic Sciences,

University of Michigan; and a second file containing hourly solar

radiation for 1966-1978 was obtained from Dr. F. Nurnberger, National

Oceanic and Atmospheric Administration, East Lansing, Michigan. The

hourly values of the latter file were converted to daily values, and

the two sets of solar radiation data were merged into a 1953-1978

data file. The merged data file was then checked for missing or

incorrect values (caused by malfunction of solar radiation-sensing

equipment at the collection point) which were found to total 7%

(680 observatiOns) of the data file. The missing or incorrect values
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were flagged and subsequently replaced with estimated values

linearly interpolated between average daily solar radiation calculated

for each of the twelve months over the 26-year period. The midpoint

julian day of each month was assigned this average monthly value.

The average monthly means (langleys/day) for the 26 years and the

respective julian date used in the interpolation procedure (including

endpoint corrections) are presented in Table D.l.

 

Maximum and minimum temperature, precipitation. A data file

containing East Lansing, Michigan daily maximum and minimum temperature

and daily precipitation for the years 1953-1978 inclusive was obtained

from Dr. F. Nurnberger, National Oceanic and Atmospheric Administration,

East Lansing, Michigan. Missing values for each of these variables

were replaced with estimated values based on a geographical inter-

polation calculated by weather service personnel.

ELANSWTHR5378 file description. The data files described above
 

were merged into a single file ELANSWTHR5378. The completed data file

contains one record per day for the period 1953-1978, inclusive.

All February 29 observations have been deleted. Each record contains

five values: (1) a six-digit reference for calendar year, month,

and day (e.g., June 12, 1968 = 680612); (2) maximum temperature (OF.);

(3) minimum temperature (OF.); (4) precipitation (1/100 inches, e.g.,

8 inch = 50); and (5) solar radiation (langleys/day). Estimated

values for temperature and precipitation are followed by "E";

estimated values for solar radiation are followed by "*". The

FORTRAN read format for the file is (F7.0,1X,F4.0,1X,F4.0,1X,F5.0,1X,

F4.0,1X).
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Table D.1 Average Daily Solar Radiation (Langleys),‘

East Lansing, Michigan, 1953-1978

 

 

 

MOnth Langleys/Day Julian1

December 106.9 -15

January 140.5 15

February 221.9 45

March 295.8 75

April 377.6 106

May 479.5 136

June 524.9 167

July 513.0 197

August 448.1 228

September 344.9 259

October 237.1 289

November 130.1 320

December 106.9 350

January 140.5 381

 

1Julian date used for linear interpolation procedure to replace

missing and incorrect values in data file ELANSWTHR5378.



APPENDIX E

INDEPENDENT EXECUTION 0F ALFMOD AND CRNMOD

The modules ALFMOD and CRNMOD were designed to be executed both

as independent simulation programs, and as subcomponents of the larger

farming systems model, DAFOSYM. When operated independently, ALFMOD

and CRNMOD are referred to as ALFZLP and CRNPRG, respectively. Only

slight changes in coding, inputs, and subprograms distinguish the

latter independently-run models from the modules ALFMOD and CRNMOD.

ALF2LP: Independent execution of ALFMOD. Execution of ALFZLP
 

consists of simulating the growth of the alfalfa crop as a function

of historical weather data contained in ELANSWTHR5378. Modules FORHRV,

ALHARV, CRNMOD, and BIGMOD are not executed. Execution of ALFZLP

permits testing of the performance of the phenological growth model

against actual plot data.

Basic physiological relationships in ALFZLP are identical to

those in ALFMOD. That which distinguishes ALFZLP from ALFMOD is the

following:

1. Program ALFZLP is activated and becomes the main calling

program for the independent simulation.

2. The call statement to module ALHARV in subroutine ALRSET is

replaced by a call statement to ALTEST. ALTEST is a test

subroutine, activated for use with ALF2LP, which maintains

count of the number of days since cutting and harvest began

for each cutting. User-specified inputs control length of
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the cutting and harvest period. Once these limits have

been reached, ALTEST sends back a signal to ALRSET to reset

the regrowth mechanism for the subsequent cutting.

3. Three additional input values are read into ALFIN. These

include:

NDAYSC, NDAYSH: the number of days over which cutting and

harvest are to take place each cutting. These variables

can be ranged between 1 and 39 days. A value of 1 is

recommended for comparing simulation output with test

plot data. A one-day cutting and harvest period causes

regrowth to be reset on the same day that the cutting

is initiated.

IQUAL: a switch for selecting an alternative set of alfalfa

quality prediction equations. For a value of l, the

set of equations described in Section 4.5.2 based on

data from MOwat (1966) is used to predict quality.

For a value of 2, an alternative set of equations,

estimated by the author using growing degree days as

arguments, predicts alfalfa quality. This alternative

set of equations is based on Michigan data collected by

Ruppell (Ruppell et al., 1982).

4. Simulation results for each day of harvest, as well as data

averaged over the duration of each cutting, is included in

the program output. A function BCTEMP is activated as a

counting mechanism for output control.

Coding alterations required by the above changes have been

incorporated into a permanent editor file ALSIMZLPEWCOM. Execution of
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this independent software program requires the weather data file

ELANSWTHR5378 as the only input file other than a file containing the

user-controlled inputs.

CRNPRG: Independent execution of CRNMOD. Execution of CRNPRG
 

consists of simulating the corn planting, harvesting and storage

processes described in equations 5.9-5.12 (Section 5.6.1). As in

DAFOSYM, the BMATRIXLP permanent file, containing the matrix of

stochastic variates generated in BTAGEN, is attached and provides

CRNPRG with values for corn yield and available field working days.

However, modules FORHRV, ALHARV, ALFMOD, and BIGMOD are neither

attached nor executed.

All algorithms describing the production processes of planting,

harvest, and storage are identical to those in CRNMOD. That which

distinguishes CRNPRG from CRNMOD is the following:

1. Program CRNPRG is activated and becomes the main calling

program for the independent simulation.

2. Harvesting rates for corn silage are calculated using

equation 5.13. Since FORHRV is not attached, the forage

harvester (chopper) for corn silage must be declared along

with the planter and picker-sheller. The chopper is

identified in CRNIN in input read line "WIDTH(2)...".

3. Neither fuel consumption, nor repair and maintenance costs

for corn-related operations is calculated. Because tractors

and blowers are not identified as inputs in CRNIN, output

will show these costs as 0. However, all corn labor require-

ments and costs are calculated based on machine harvest

rates. Annual fixed costs will reflect costs of the planter,
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chopper, picker-sheller, and storage structures.

4. Two additional inputs are required in CRNIN. These are:

NYRS: the number of years to be simulated (1-26); JFNAL:

a hypothetical last date of third-cut alfalfa harvest

(julian). For julian dates later than September 1 (244),

initiation of corn silage harvest is delayed.

FORTRAN coding alterations required by the above changes have

been incorporated into a permanent editor file CRNPRGLP. Execution

of this independent software program requires the stochastic variate

matrix data file BMATRIXLP as the only input file other than a file

containing the user-controlled inputs.



APPENDIX F

RANKING SYSTEM ALTERNATIVES:

STOCHASTIC EFFICIENCY CRITERIA

As described in Section 3.5.2, DAFOSYM output consists of a

sample cumulative distribution function (CDF) of the system perfor-

mance measure, net feed costs (NFC). An experiment whose goal is to

evaluate m (i = 1,2,...m) dairy forage system alternatives (see

Section 3.2.2) will consist of utilizing DAFOSYM to simulate m

treatments, each resulting in CDFi (i = 1,2,...m). Each CDF

a

1,

generated over an n-year simulation, is a descriptive measure of

how system alternative 1 will perform over n states of nature; it

portrays a risky prospect in that the decision by a farm—firm manager

to implement alternative i represents a choice or action that has a

probability distribution of outcomes.

If DAFOSYM model output were to be used in the management support

research role of ranking the m simulated system alternatives, or of

identifying which i—th system is the "preferred" one, the question

can be posed, "What is the appropriate criterion to use in ordering

risky prospect i?" Stated differently, the question asks how m

individual probability distributions of system outcome are to be

evaluated or compared.
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Under the assumption that decision makers are maximizers of

expected utilityl, a convenient answer to this question presents

itself in the use of stochastic efficiency criteria. In order to

rank risky prospects using the expected utility hypothesis, both the

probability distribution of the prospect and the decision maker's

preferences for it must be known. In view of the fact that researchers

generally have little or no knowledge of a decision maker's under—

lying utility function, stochastic efficiency criteria are convenient

in that they proceed by making reasonable assumptions about the shape

of the utility function, and hence eliminate the need to specify and

estimate it.

Stochastic dominance occurs whenever the expected utility of one

risky prospect exceeds the expected utility of another prOSpect.

The stochastic dominance approach consists of attempting to find the

efficient set of action choices--i.e., those decisions or alternatives

which are undominated--for all decision makers whose utility functions

possess similar behavioral characteristics. Identification of

the efficient set involves pairwise comparison of CDF's associated

with each of the risky outcomes. The procedure which is employed in

making this comparison consists of applying sets of selection rules

1The expected utility hypothesis (EUH), formalized by von Neumann

and Morgenstern (1944), provides the means for defining an ordinal

utility scale which can be used for ranking risky prospects. The sig-

nificance of the EUH is that it differentiates the two important compo-

nents of risky decision-making: preference and probability. Based on

a person's acceptance of three axioms (ordering/transitivity, conti-

nuity, independence), the EUH implies the existence of: (1) a utility

function that reflects his preference, and (2) a probability distri-

bution that reflects his judgment about the chances he faces with

respect to a decision's outcome. Rational individuals who accept the

axioms will maximize expected utility when faced with decisions invol-

ving risk.
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which are increasingly restrictive in that they assume more about the

shape of the utility function. As increasingly restrictive rules are

applied, the goal is to reduce the size of the admissible, efficient

set. Decision makers whose preferences are consistent with the defined

class of utility functions will find the "preferred" or "best" alter-

native in the stochastic efficient set. Two sets of selection rules

are discussed below; these result in first and second degree stochas-

tic efficiency.

First degree stochastic dominance. Selection rules for first
 

degree stochastic dominance (FSD) are based on the weakest but most

general assumption about decision makers' preferences. Under FSD

(Quirk and Saposnik, 1962) the rational assumption which is applied

is that more of the utility argument is preferred to less.1 Let U(x)

designate the utility function for x. The FSD restriction is that

the first derivative of utility is strictly positive, i.e., U1(x) > O.

This implies a monotonically increasing utility function reflecting

positive marginal utility for x.

The procedure for determining FSD between risky prospects F and

G is to compare the respective CDF's F and G defined over the range

1 1’

[a,b]. In the continuous case,2 F1 is related to its probability

1In order to maintain consistency with the literature, the discus-

sion assumes that the performance variable is a measure of (monetary)

returns. Because the performance measure of DAFOSYM (NFC) is a measure

of costs, the converse is true, i.e., less NFC is preferred to more.

2Both FSD and SSD (second degree stochastic dominance) are also

applicable in the discrete case. The analogous criteria for discrete

stochastic dominance ordering is given in Anderson et al., 1977.
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density function f(x) by equation F.1:

R

(F.1) FICR) = f f(x)dx

a

F dominates G by FSD if F1(R) s GI(R) for all R over which the

functions are defined, provided that the inequality holds for at least

one value of R. Graphically, this efficiency criterion merely states

that the CDF of the dominant action choice must lie nowhere to the

left of the dominated distribution. If F is not dominated, it is

stochastically efficient in the first degree (FSE), and would be

preferred by all expected utility maximizers having positive marginal

utility for x.

Second degree stochastic dominance. Selection rules for second
 

degree stochastic dominance (SSD) are more restrictive than for FSD.

Under SSD (Hanoch and Levy, 1969; Radar and Russell, 1969) it is

assumed that decision makers not only have positive marginal utility

for x, but also that they are risk averse. This implies that U(x) is

monotonically increasing (U1(x) > 0) and that it is concave (02(x) < 0)

to the origin.

Similar to FSD, ordering rules for SSD make pairwise comparisons

of CDF's F1 and GI. F1 dominates G1 in the sense of SSD if it lies

more to the right in terms of differences in area between the CDF

curves cumulated from lower values (left to right). Mathematically,

the rule is given by defining a cumulative distribution that measures

the area under each CDF, i.e.,

R

(F.2) F2(R) -- : F1(x)dx

Then, F dominates G in the sense of SSD if F2(R) S G2(R) for all R
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with at least one strong inequality. Pairwise comparison of all CDF's

results in second degree stochastic efficiency (SSE), i.e., the set of

risky prospects which are not dominated. Expected utility maximizers

--those who prefer more to less and who are risk averse as well--would

prefer this SSE set of action choices.

Properties of stochastic dominance ordering. Three noteworthy

properties can be summarized for risky prospects F, G, and H ordered

using stochastic efficiency criteria:

(1) Transitivity: If F dominates G by FSD and SSD, and G

dominates H by FSD and SSD, then F dominates H by FSD and

SSD as well.

(2) Partial ordering: If F dominates G by FSD, then P dominates

G by SSD as well. However, if F dominates G by SSD, it does

not hold that F dominates G by FSD.

(3) Necessary conditions: A necessary but not sufficient condi-

tion for F's dominance over G is that the lowest value in

the range over which CDF F is defined be not less than for
l

and that the mean of F be not lessthe lowest value of Cl, 1

than the mean of G1.

Comments. With respect to analysis of DAFOSYM outcomes, the

convenience of utilizing stochastic efficiency criteria is that they

permit evaluation of risk—return tradeoffs of alternative dairy

forage systems without necessitating that utility functions either

be specified or estimated. Likewise, restrictions (e.g., symmetry)

need not be placed on the distributions of the system outcome variable.

Rather, the sample cumulative distributions generated for each i-th

system alternative (CDFi) are directly compared using the ordering
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criteria described above.

The shortcoming of the method is that it may not necessarily

reduce the size of the efficient set to a "manageable" number of

alternatives. Even with SSD, selection rules may not be sufficiently

1.1 Nevertheless, as Hanoch

and Levy (1969) suggest, the approach is logical in that decision-

restrictive, given the shapes of each CDF

making under risk becomes a two-stage process. First, an efficient

set is chosen from all possible choices; second, an alternative is

selected from the efficient set based solely on individual preferences.

1More restrictive selection rules than those described here have

been formalized. These include third degree stochastic dominance

(Whitmore, 1970), and stochastic dominance with respect to a function

(Meyer, 1977). MOreover, techniques have been developed for implemen-

ting Meyer's criterion using the interval approach (King, 1981).



APPENDIX C

DAIRY FORAGE FEED DISAPPEARANCE MODEL

In DAFOSYM, dairy feed disappearance is modeled in subroutine

COWMOD. The purpose of this component is to account for the disposal

of feedcrops and their utilization by the dairy herd in order to enable

calculation of the DAFOSYM system performance measure, net feed costs

(NFC). As noted in Section 1.4, this feedcrop utilization model is

a temporary component of DAFOSYM in that it employs a simplified

algorithm of feed disappearance which permits testing and execution

of the four core modules while a permanent dairy forage feed utilization

module is being develOped.1

6.1 The Linkage between COWMOD and the System Performance Measure

Section 3.4.3 describes the four modeled system activities of

DAFOSYM as crOp growth/yield, crop planting/harvesting, crop storage/

feeding, and feedcrOp utilization (disappearance). The core modules

of DAFOSYM (FORHRV, ALHARV, ALFMOD, CRNMOD) consist of algorithms

which simulate the first three of these activities. Recalling the

system performance measure net feed costs (NFC) of equation 3.4

3.4 NFC = TCPC + NCPF

1The feed utilization component which will replace COWMOD is

being developed by the Dairy Protein MOdeling Group, consisting of

members of the Departments of Animal Sciences and Agricultural

Economics, Michigan State University, under the direction of J. Roy

Black.
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(Section 3.4.6), these three simulated activities culminate in two

important intermediate model output variables: (1) total annual on-farm

crop production costs (TCPC), defined in equation 3.5 as being the sum

of the fixed cost (FC) and variable cost vectors (VC); and, (2) the

vector of feedcrops produced (DMk) and available for consumption by

the livestock enterprise for a one-year production period (equation 3.1).

Whereas TCPC figures directly into equation 3.4, the impact of

vector DM on NFC can be evaluated only after the fourth modeled system

activity, feedcrOp utilization, has been accounted for in DAFOSYM.

This is the task of COWMOD. The vector of feedcrOps produced (DM)

affects the system performance measure net feed costs (NFC) insofar

as it influences the net cost of purchased feeds (NCPF) for the dairy

herd. This relationship is summarized in equation 3.6 (Section 3.4.6)

which defines NCPF as the sum of expenditures on deficit feedcrOps

(EDF) and feedcrOp supplements (EPFS), minus cash sales of surplus

feeds (SSF) grown on the farm. Equations 3.7 - 3.9 (Section 3.4.6)

identify these three arguments of NCPF as being directly related to

the vector DM, as well as to the milk production level Mo, and

purchased feed prices (PFEED).

G.2 The Optimization Approach to Feed Utilization
 

Equations 3.7 - 3.9 can be described as a constrained optimization

resource allocation problem. Assuming that the dairy herd is to be

fed a nutritionally balanced ration consistent with a milk production

output level at the herd's genetic potential, the vector of feedcrops

produced annually on the farm must be allocated in a manner which

minimizes the net cost of purchased feeds (NCPF).
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The solution to this problem is grounded in (a) the ability of

lactating animals to substitute feeds while maintaining production at

a specified level, and (b) the relative price relationships between

purchased feeds, feed supplements, and cash feeds sold. Theoretically,

the solution to this problem is represented by the point of tangency

between a milk production isoquant and the feedcrop isocost curves.

Operationally, this problem is solved with the use of a least cost

dairy ration balancer, which employs basic linear programming techniques

or an alternative version of the simplex algorithm2 in order to deter-

mine the minimum feed cost/cow/day.

The basic ration formulation model can be described as a series

of equations:

(C.1) minimize: z = Z c,x_ (J = 1,2,...1)

- J J

J

(G.2) subject to: Z a..X. S, =, 2 b. (1 = 1,2,. m)

. 13 J 1

J

(G.3) for Xj 3 0.

Equation 6.1 gives the feed cost/cow/day (2) as the quantity (xj)

of the j—th (j = 1,2,...1) feedstuff fed times its respective cost

(Cj). Typically, the i-th (i = 1,2,...m) constraint (bi) to the model

reflects daily feed requirements of nutrient 1, whereas aij is the

quantity of nutrient i in feedstuff j.

1 o o o

Isoquant and isocost curves are described in Henderson and Quandt,

Chapter 3 (1971).

2The simplex algorithm is described in most operations research

texts, e.g., Wagner (1975). Alternative formulations of ration balancers

are discussed in Black and Hlubik (1980).

3Notation for equations C.1 - G.3 is independent of notation used

in the remainder of this study.
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When viewed in the whole farm context from the short-run perspec-

tive of one feeding period (one year), the least cost ration balancer

approach to feedcrop allocation represents suboptimization. Once the

supply of homegrown feedcrops has been placed into on-farm storage,

the question of farm system design (crop mix, machinery complement,

storage structures, etc.) is no longer relevant. Rather, the question

is how to dispose of the fixed supply of homegrown feedcrops in the

most efficient manner from both the standpoint of animal nutrition

and feed price relationships.

Implications for modeling. Over an n-year (t = 1,2,...n) simu-
 

lation, the disposal of k (k = 1,2,3) homegrown feedcrops--the

quantity and nutrient density of which are given in the vector DMkt

(k = 1,2,3; t = 1,2,...n)--is ideally solved for using a least cost

ration balancer. A least cost ration is balanced each simulation

year t, and incorporates the vector DMkt into the simplex solution

matrix to reflect:

1. the quantity of feed k to use in the optimal least cost

ration where the k feeds produced are a subset of the j

(j = 1,2,...1) feeds which can enter the solution;

2. the total quantity of each of k feeds produced on the farm

in year t as a subset of the i (i = 1,2,...m) constraints

to the model; and

3. the quantity of nutrient 1 contained in the k-th feed

produced (aij) on the farm.

Additional activities and constraints would permit sales or

purchases of feedcrOps to reflect feed disappearance in high and low
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years, respectively.

G.3 COWMOD: An Accounting Version of the Optimization Approach
 

The temporary feed disappearance model in DAFOSYM represents a

simplified version of the optimization approach outlined in Section

G.2. COWMOD is an accounting version of the optimization approach in

that it calculates annual net cost of purchased feeds (NCPF, equation

3.6) based on six alternate feed budgets which were generated using

a linear programming least cost ration balancer.

The COWMOD algorithm. Let Rij define annual feed requirements
 

per livestock unit (milking herd and replacements) for each of j

(j = 1,2,...5) feedstuffs comprising the i-th (i = 1,2,...6) alter-

native ration. FUrthermore, let the i rations be nutritionally balanced

at milk production level MO, and constrained to contain i alternative

fractions of total forage dry weight consisting of corn silage and

alfalfa. Assuming that the five feeds allocated are corn silage,

high-moisture corn, alfalfa, soybean meal, and NPN (urea), and

assuming that the six rations contain 0, 20, 40, 60, 80, and 100%

corn silage forage, the COWMOD algorithm can be described using

equations 6.4 - 6.7.

Given the user—inputted choice of ration NDIET (l 5 NDIET 5 6,

see Appendix B), the annual quantity of the j—th feed required by the

herd (FDMDj) is given in equation G.4 as

(6.4) FDMDj = Rij * COWS (j = 1,2,...5; i = NDIET)

where COWS is the number of mature (lactating and dry) animals in the

herd. The annual quantity of feed j available to the herd (FSUPJ)

from on-farm sources is given in equation 6.5 as the vector of home-
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grown feedcrops.

(6.5) FSUPj = DMk (j = 1,2,...5)

(k = 1,2,3)

(for all j = k)

For feedcrops not produced on the farm, as well as for supplements

(soybean meal, NPN), FSUPj is zero. Simple accounting in equations

6.6 and G{7 provides estimates of either a positive or negative balance

(FBALj) of each feed, and the net expenditure required over all j

feeds (FNET):

(6.6) FBALJ, = FSUPj - FDMDJ (j = 1,2,...5)

(G.7) FNET = z (FBALj * PFEEDSj) for FBALj > 0

j

A OX (FBAL. * PFEEDB,) for FBAL.

j J J J

In equation 6.7, whenever there is a surplus of feed j (FBALj > 0),

the excess crop is sold at the user-inputted sell price of the commodi-

ty (PFEEDSj). By contrast, a shortage of crOp j (FBAL 5 0) requires

1

that the deficit feed be purchased in at the user-inputted buy price

(PFEEDBj). Once FNET has been calculated, the total revenues from

cash corn sales (sold at the user-inputted price in vector PFEEDS)

are added to FNET, resulting in the net cost of purchased feeds (NCPF),

which is the final component of the equation 3.4 system performance

measure to be calculated.

 

Generatingpthe feed budgets (Rij)° Six least cost dairy rations

were balanced using a linear programming model described by Hlubik

(1979). The model is an expanded version of equations C.1 - G.3 in

that additional row constraints force the solution to contain a speci-

fied ratio of corn silage and alfalfa in the ration. The six balanced
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rations were constrained to contain corn silage levels of 0, 20, 40,

60, 80, and 100% of forage dry matter, with the remainder being

alfalfa. . .

Rations were balanced for each of three separate lactating

groups at milk production levels of 45, 60, and 75 pounds/day. The

dry matter intake limit for the three groups was 38.3, 42.9, and 47.6

lbs/day, respectively; minimum energy requirements were 24.3, 28.9,

and 33.6 Mcal/day; crude protein requirements were set at 4.9, 6.1,

and 7.4 lbs/day. A 305-day lactation and 3.5% fat-corrected milk

was assumed. Calving interval was set at 12 months and average body

weight per milker was 1350 lbs. Feeds assumed available to the milking

herd, together with their respective nutrient densities, are shown

in Table C.1. Nutrient densities are based on NRC (1978) recommen-

dations with certain adjustments for alfalfa quality for use in this

study.

The assumed age distribution of animals in the dairy herd is

based on a study by Nott et al. (1977) and is presented in Table G.2.

Dry cow rations are based on Hillman (1977) and consist of either

alfalfa and corn silage, or alfalfa only when no corn silage is fed

to lactating cows. Replacement rations are based on Thomas and

Hlubik (1979) and provide 12% crude protein for heifers. Similar to

dry cows, replacements are assumed to be fed forages containing both

alfalfa and corn silage, except when no corn silage is fed to the

lactating herd.

The balanced feed budget matrix R, which appears in equation 6.4

above, is shown in Table G.3. For each of the six rations, elements

of the matrix (Rij) represent the annual quantity of each feedstuff
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Table G.2 Age Distribution of Animals in a Michigan

Dairy Herd, Steady State Equilibrium

Animal Category

Average Number of Head in Each

Age Category/Lactating Cow

 

Calves (0-6 weeks)

Calves (6 weeks-6 months)

Open heifers (6-15 months)

Bred heifers (15-24 months)

Lactating cows

Dry cows

Total/lactating cow

.09

.17

.47

.39

1.00

.15

2.27

 

Source: Nott et al., 1977.



252

Table G.3 Annual Feed Requirements per Dairy Live-

stock Unit for Six Alternative Rations

 

 

 

 

Ration Feedstuff

CS:A cs1 HMC A SBM NPN

0:100 0 ' 2.35 7.01 .097 0

20:80 2.11 2.07 4.93 .149 .023

40:60 2.83 1.88 4.15 .262 .032

60:40 3.50 1.69 3.37 .423 .038

80:20 4.09 1.55 2.63 .581 .045

100:0 4.61 1.43 1.94 .729 .050 
 

Each element (metric tons, dry matter basis) reflects annual feed

requirements for mature cows (lactating and dry) and all replacements.

Rations for lactating cows were averaged over milk production levels

of 45, 60, and 75 lbs/day; rations were balanced using a least cost

formulation (Hlubik, 1979).

1CS = corn silage; HMC = high-moisture corn (shelled); A =

alfalfa; SBM = soybean meal; NPN = non-protein nitrogen (urea).
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required per mature cow unit/year (metric tons, dry matter). Each

matrix element is a summation of (a) the annual balanced ration require—

ment averaged over the three milk production levels, and (b) the

annual dry cow and replacement requirement weighted to reflect the

herd age distribution composition in Table G.2.

Comments. The primary advantage of the simplified accounting

algorithm which describes COWMOD is that it permits simulation and

evaluation of a broad spectrum of dairy farm systems based on rations

whose forage compositions range from 0 to 100% corn silage. There

are two disadvantages to the COWMOD approach, however.

1. Each of the six rations comprising matrix R reflects.a static

estimate of feedcrop utilization within a dypamic system model.

Although each alternative ration is nutritionally balanced to provide

a specified level of milk output, COWMOD does not provide a flexible

dairy herd management response which would be characterized by altering

ration formulation on an annual basis. It is likely that as simulated

yields result in annually differing mixes of feedcrOps available for

the herd, rational management would not constrain rations to provide

a fixed ratio of corn silage:alfalfa each year. Instead, ration

formulation would be influenced by homegrown feedcrop availability.

Incorporation of this management response into the algorithm requires

that the linear program itself become a model subcomponent of an

expanded COWMOD in order to permit rations to be formulated each

simulation year.‘

2. Because the six rations of matrix R are "pre-balanced", they

reflect allocation of feedstuffs based on a fixed estimate of feedcrop

nutrient density. A featured aspect of DAFOSYM is the simulation of
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alfalfa quality as a function of the interaction of management and

crOp maturity dynamics. Implicitly, the present version of COWMOD

does not fully incorporate intermediate model output reflecting

simulated alfalfa quality. This shortcoming would also be alleviated

by incorporating a linear programming algorithm into COWMOD which

permits the a 's of the simplex matrix to reflect changing crop

13

quality on an annual basis.

Although the present version of COWMOD satisfactorily permits

evaluation of system risk due to across-year crop yield variability,

it is designated as a temporary component of DAFOSYM primarily due to

these two shortcomings. An anticipated feature of the permanent feed

utilization component will be the alleviation of these deficiencies.



APPENDIX H

TESTING AND EVALUATION OF CORNF

CORNF is a dynamic phenological computer simulation model of

corn growth developed by Stapper and Arkin (1980). Source coding

for the model was obtained from the authors and a modified FORTRAN V

version of CORNF, called CORNLP, was developed. Modifications in

CORNLP consisted of recoding the main executive calling program of

CORNF in order to facilitate multiple-year simulation,1 and to

permit greater flexibility over input and output parameters. Also,

an additional subroutine was added to CORNLP which permits calcula-

tion of sample statistics of output distributions generated over

the multiple-year simulations.

Model testing. The purpose of obtaining and testing CORNF was
 

to determine whether the phenological corn growth model would serve

as a suitable counterpart to ALFMOD in DAFOSYM. The goal of the

testing was to resolve: (a) the appropriate genotype input parameters

in CORNF (MCLASS) for the Michigan climate, and (b) whether model

output for delayed corn plantings under alternative genotypes corres-

ponded to empirical findings (see Sections 5.2.1, 5.5.1). Each is

discussed in turn.

1CORNLP is compatible with the 26-year weather data file

ELANSWTHR5378 discussed in Appendix D.

255
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Genotype input parameters. Genotype input parameters (MCLASS)
 

can take integer values between 1 and 9 inclusive in CORNF. Just as

a late maturing hybrid in a cooler climate may be an early maturing

hybrid in a warmer climate, these inputted values reflect the sensi-

tivity of the plant to cumulative heat units throughout the growing

season. The CORNF authors report that an MCLASS of 4 was selected for

comparisons of simulation output with test plots of Pioneer 3780 grown

at University Park, Pennsylvania. Central Pennsylvania and lower

Michigan both average 2600-2800 cumulative degree days (base 50°F.)

for the May 10 - October 10 growing period. Since Pioneer 3780 is

considered to be a middle season hybrid in lower Michigan, the range

3 s MCLASS s 5 was selected for simulation testing under Michigan

conditions, with the larger values representing later maturing hybrids.

End of year data for both grain and silage yields of Pioneer

3780 grown 1972-1978 at East Lansing, Michigan on Conover clay loam

soil (Rossman, various dates) was collected. Average test plot

planting date was May 1; average silage and grain harvest dates were

September 4 and October 4, respectively, over the seven-year sample.

CORNLP was set up to conform to these planting-harvesting dates

using the East Lansing weather data file for years 1972-1978. Model

input parameters were set to reflect extractable soil moisture in a

5-foot soil profile based on Vitosh and Fisher (1981).

Summary statistics for the simulation output and the historical

data presented in Table H.1 imply that the maturity class 4 model

parameter underestimates both grain and silage yields for Pioneer

3780. However, when the simulation period was increased to 26 years

(1953-1978 weather data), the mean yield values for maturity classes
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Table H.1 Corn Grain and Silage Yields, Pioneer 3780

Versus Simulated Output (CORNF), 1972-1978

 

 

  

Pioneer 3780 MCLASS (CORNF)

5m .3. 3 _5_

'il 130.9 91.6 117.8 145.6

s 19.6 10.4 8.6 9.0

cv 149 113 07 06

________________ P _ _ _ _ _ _ - _ - _ - _ _ - _ - - _

flags

'21 6.78 4.82 5.89 6.83

s .885 .435 .237 .228

. cv .130 .09 .040 .03  
 

Pioneer 3780 yields are taken from Rossman's (various dates) test

plot trials at East Lansing, Michigan, Conover clay loam. MCLASS

values reflect short, medium, and long-season corn hybrids (Stapper

and Arkin, 1980). Empirical and simulated corn was planted May 1;

corn silage and grain harvest dates were September 4 and October 4,

respectively.

1Cpain measurements are in bu/acre; silage in tons dry matter/

acre. X = sample mean, 8 = standard deviation, CV = coefficient of

variation.
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3, 4, and 5 were 103.5, 130.5, and 152.2 bu/acre, respectively, for

grain, and 5.26, 6.36, and 7.37 tons/acre (DM), respectively, for

corn silage.

Although the 26—year maturity class 4 average yields of 130.5

bu/acre and 6.63 tons/acre correspond closely to the Pioneer 3780

yields of 130.9 bu/acre and 6.78 tons/acre averaged over seven years,

these results demonstrate two problems which arise concerning the

apprOpriateness of testing when validating complex models such as

CORNF. First, although CORNF does not perform well against Pioneer

3780 when the restricted time series (1972-1978) is simulated, it is

likely that there are other middle season hybrids whose mean yields

over that same period would correspond closely with the simulated

output. Or, if no individual corresponding hybrid time series

could be found, it is not inconceivable that a composite time series

(consisting of a "basket" of middle season hybrids) could not be

develOped which would show empirical yields corresponding closely

with CORNF output. Use of a composite "basket" of hybrids would not

necessarily be an inappropriate empirical time series against which

to test the model since CORNF is not intended to be hybrid-specific.

Hence, the question can be raised, "Which is the appropriate hybrid

(or basket of hybrids) against which model output is to be tested?"

Second, although CORNF performs well against Pioneer 3780 when

the expanded time series (1953-1978) is simulated, is the model

nevertheless to be considered suitable even though performance over

the restricted time series was unacceptable? This question is

difficult to answer if the objective in using the model is not to

simulate the years 1972-1978, but rather to simulate sample yields
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whose underlying parent populations are not significantly different

than samples taken from test plots.

It is the author's conclusion that the CORNF MCLASS range 3-5

generates output which approximates mean corn yields at East Lansing,

Michigan on Conover clay loam soils. However, in view of the discussion

above, this conclusion may be somewhat inconclusive because it would

appear that the process of model validation--which influences whether

model output is accepted or rejected--is itself largely affected by

the research objective and intended use of the model.

Date of planting. In order to test whether simulation model
 

output would reflect decreased corn grain yields with delayed plantings,

a series of 26-year runs for maturity classes 3, 4, and 5 for planting

dates May 1 and May 20 were simulated using CORNF. Mean corn grain

yields from these simulations are presented in Table H.2. Table H.2

demonstrates that CORNF does not accurately reflect the research

findings reported in Section 5.2.1 and 5.5.1 of this study. For both

maturity classes 3 and 4, average simulated yields increased when

planting was delayed by three weeks. By contrast, the Rossman—Cook

data (1966) showed yield decreases of 10-20% for a comparable delay

in planting in mid-Michigan. Although model output for maturity class

5 showed a slight decrease (6%) in yield with delayed plantings in

these simulation runs, it is nevertheless questionable that the 26-year

average yield (152.2 bu/acre) for maturity class 5 is representative

of any long season genotypes in Michigan.

On a subsequent set of runs, date of simulated plantings was

delayed until June 1. Under these test conditions, maturity class 4

simulated yields decreased to 92% of May 1 yields. Although the
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Table H.2 Simulated Corn Grain Yields for TWo Dates

of Planting, Three Genotypes (CORNF)

 

 

MCLASS (CORNF)

 

 

Planting Date 3 4 5

May 1 103.5 130.5 152.2

May 20 104.4 139.0 142.7  
Results are mean yields (bu/acre) over a 26-year simulation for East

Lansing, Michigan, Conover clay loam, with harvest occurring on

October 4 each year.



261

direction of the yield change is consistent with empirical findings,

this simulated yield decrease underestimates the average 28% yield

drop observed by Rossman and Cook for early June plantings.

In order to test whether calibration of CORNF moisture stress

parameters might generate greater yield reductions for delayed

plantings, a third series of 26-year simulation runs was made. In

these runs, the author alternately adjusted (1) user input variables

representing extractable moisture in the soil profile, and (2) endo-

genous phenological model variables representing the threshold at

which moisture stress begins to affect the growth rate of the grain

and whole plant dry matter components. Under these subsequent runs,

simulated reduction of available water and increased plant stress

reduced mean yield levels across all maturity classes, but the impact

of planting delays on the direction and magnitude of yield changes

remained unaltered from the earlier runs reported in Table H.2.

Evaluation. One of the primary advantages of using a complex
 

phenological crOp growth model as a subcomponent of a larger farming

system simulation model is that it permits study of alternative

management strategies whose outcomes are closely linked to subtle

technical issues of cropping systems. Models such as CORNF which

address these technical issues are worthy of the increased input

data requirements and simulation costs, provided that model output

conforms reasonably well with empirical findings. In the present

study, the author rejected using CORNF as a subcomponent of DAFOSYM

primarily because of its inability to predict reduced yields with
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delayed corn plantings.1 Other doubts about the model can be

expressed with regard to: (1) how well any three adjacent MCLASS

values reflect relative yields of short, medium, and long season

hybrids for a specified region; (2) whether the model underestimates

variance of yields (see Table B.1); and (3) whether the model's

prediction of grain moisture content is reliable.

The developers of CORNF have not claimed that the present model

is more than a first version. At present, research by the model

developers is being undertaken to improve understanding of model

relationships, and to expand existing algorithms. It is the author's

conclusion that, given the flexible structure and design of CORNF,

future improved versions will serve as useful research tools for

farm system modelers.

1Tulu (1973) rejected use of an earlier (but unrelated) version

of a phenological corn growth model for the same reason.
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DAFOSYM: SAMPLE OUTPUT LISTING
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J.1 Software Listing. BIGMOD

PROGRAM 8 I GMOD1

2 c

3 c BIGMOD Is THE MAIN CALLING PROGRAM FOR THE DAIRY FORAGE SYSTEMS

g 8 MODEL DEVELOPED BY: -

6 c LUCAS PARSCH. DEPT OF AG ECON. Msu.

; g PHILIPPE SAVDIE. DEPT OF AG ENGR. M50.

9 C EXECUTION OF THE MODEL REOURIES ATTACHING-

1D . C -3 USER INPUT FILES (MACH,MGTALE,ALECRN)

11 C -2 DATA FILES (BMATRx.wEATHR)

12 C -S BINARY SOURCE CODE (FTNS) FILES-

13 c FORHRV-MACHINERY USE/FLOWS (SAVOIE)

14 c ALHARV-ALFALFA HARVEST/STORAGE éSAVOIE)

15 C ALFMOD-ALFALFA GRowTH MODEL (PA SCH)

16 C CRNMOD-CORN GROWTH. HARVEST/STORAGE PARSCH

1; 8 BIGMOD-MAIN CALLING. OUTPUT CONTROL PARSCH

19 c THE PRESENT VERSION OF BIGMOD REOUIRES THREE SUBPROGRAMS:

20 c REPORT.COVMOD,CATUDB. AND RORDER.

g; g (L. PARSCH. DEPT OF AG ECON. MSU. 4/82)

23 COMMON/ALF123/SLA.DTL.SDCLAI.XLDLAI.CSF.DTS XMLOSC.RCTNC.RGR,

24 + XMLBUD.XMLT C.xEROST.ALCROP.ALSOIL U.ALPHA,xL.PTE.XLAT.

25 + XIRRIG.AWFC.AWFS AwINIT.wTHR(365.s).DAY1(39).DEC(39).

26 + DAY2(14).SRAD(14{

27 COMMON/CTRL24/BGNCUT(S .NTHYR.NTHCUT,NDAYSC.NDAYSH YLD(4).

28 + OUAL(3.4).GOOCUM,METRIC.UYEARE.UYEARL.IPRT1.IPRT2.

29 + UDAYE.UDAYL.UPRT.NYRS.IPRT4,NCUTS.UYEAR.ULALHR.CPLANT

g? c COMMON/Ya/NMDATA. OPER,IN.I

32 c

33 OPEN 1.FILEs'MACH'

34 OPEN 2.FILE='MGTAL '

35 OPEN 3.EILE-'BMATRx'

36 OPEN 4.FILE='WEATHR'

37 OPEN 5.FILE=’ALFCRN’

33 c OPEN 6.EILE-'OUTPUT'

g? . g READ IN ALL USER'INPUTTED DATA FROM FILES.

42 IN-1

43 CALL FORHRV

44 INI2

45 CALL MGTINF

46 CALL ALFINEIFEED ICDF;

3; C CALL CRNIN NYRS.IPRT4

£3 8 BEGIN SIMULATION CYCLE. LOOP 1O=YEARS. LOOP 2O=DAYS.

51 DO 10 UYEARsUYEARE.UYEARL

3% c NTHYR=UYEAR-UYEARE+1

54 c READ IN CLIMATOLOGICAL DATA FOR UYEAR. INITIALIZE

33 g RELEVANT VARIABLES. PLANT CORN CROP FOR UYEAR.

57 READ(4 200)((MTHR(UDAY.ITYPE).ITYPE-1.5).UDAY-1.365)

58 CALL YR NI

:3 0 CALL CRNPLT(NTHYR.CPLANT)

61 C OUTPUT CONTROL OPTION (DAILY) FOR PHENOLDGICAL ALFALFA

2% g CROP GRDwTH MODEL.

2; c IF(IPRT1.NE.999)CALL ALFOUT(1)

39 c DD 20 UDAY-UDAYE.UDAYL

68 c GRDN ALFALFA CROP FOR UDAY. DETERMINE YIELD. DUALITY

g9 C ON DAILY BASIS. IF APPROPRIATE. HARVEST AND STORE

70 c ALFALFA CROP. SAVE FIRST-DAY STANDING YIELD. DUALITY

7; g VALUES (ALPOUT).

33 CALL ALMAINéUDAY;

75 c IF(dDAY.EQ. GNCU (NTHCUT))CALL ALFOUT(2)

76
77 go CONTINUE
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SUMMARIZE AND STORE END-DF-YEAR STANDING ALFALFA YIELD

AND QUALITY MEASURED'ON FIRST DAY OF EACH CUTTING.

HARVEST CORN CROP FOR UYEAR ONCE 3RD CUT ALFALFA HARVEST

HAS FINISHED. VRITE OUT END-OF-YEAR CORN RESULTS IF

APPROPRIATE.

CALL ALFOUT

CALL CRNHRV N HYR. ULALHR)

CALL URITAL 2

IF(IPRT4. ED. 1 CALL CRNOUT(NTHYR. NYRS. 1)

CONTINUE

SUMMARIZE AND PRINT STANDING YIELD/QUALITY ESTIMATES

OF ALFALFA AT END OF SIMULATION. SUMMARIZE AND PRINT

OUT RESULTS OF CORN SIMULATION. _

CALL REPORT(NTHYR.NYRS.IFEED.ICDF)

FORMAT(F7.O.1x.F4.O.1x.F4.O.1x.F5.O.1x.F4.O.1x)

STOP

END

tttttttttttnttttttttttltittttttnttttttOttttitttttttit.

SUBROUTINE RORDER(SMPL,NDIST.NDBS)

6.6.4.titttttttttttttttt‘tttttttttiitfittttttttttttttt.

RORDER ORDERS A SAMPLE GENERATED DISTRIBUTION INTO AN EMPIRICAL

CUMULATIVE DISTRIBUTION. ORDERING 15 FROM LDwEST VALUE TO HIGHEST

VALUE FOR A MA RIx (SMPL) CONTAINING NDIST DISTRIBUTIONS EACH.

CONTAINING NOBS OBSERVATIONS.

(L. PARSCH. DEPT OF AG ECON. MSU. 4/82)

DIMENSION SMPL(26.20)

DD 10 UCOL21.NDIST

DD 20 IRON=1.NOBS-1

SMALL-SMPL(IROV.UCOL)

NsIROV

DO 30 1R0w1-1R0w+185

§F§SMALL. LE. SMPL(IROV1. dCOL))GO TO 30

SMALL-SMPL(IRDV1. UCOL)

CONTINUE

SMPL N.UCDL)

SMPL IRDW.JCOL

CONTINUE

CONTINUE

RETURN

END

-SMPL(I ROW.JCOL)
)- SMALL
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SUBROUTINE CATJOB1NYRS.COWS.IFEED.ICOF)
......Otttfltttttitttttttfi...Ottfiittitfitfittifitifitfiififi

CATJOB CATALOGS SELECTED SUMMARY OUTPUTMVARIABLES DNTD DISC

US TER ANALYSIS (E. G. FEED ATRIX IS PASSED TD

BLACKS’ SI SEPARABLE PROGRAM FOR EVALUATING FEED DISAPPEARANCE:

CUMULATIVE DISTRIBUTION FUNCTIONS OF TOTAL COS S R NET

RETURNS ARE SAVED FOR STOCHASTIC DOMINANCE ANA

FOR PLOTTING. INFORMATION IS CATALDGED AS PER

gflgggsNgME CONTAINS THE SEQUENCE RUN NUMBER FD

1L. PARSCH. DEPT OF AG ECON. MSU. 4/82)

CDMMDN/SUggY2/TRESP126 20). TCOSTP126.&20&’TCDST126..20).

T20) TRES .20). SREm5

COMMON/CUMOTA/CUMPR8127 ROER£26. 0)

5). AFEED (2 23)COMMON/Z7/ALHRF0126.1

DIMENSION CPBLK1163 E

CHARACTER CATCMD-B SE

DATA CATCMD/ CATALOé. FEEDS.7OAFosmcowxxxxxxx. IDsPARSCH. RP=999. '/

GET OOO STATUS VARIABLES FROM CYBER SYSTEM.

CALL CPSTAT1CPBLK)

wRITE(SEONO.'(A7)')CPBLK(2)

IF1IFEEO.E0.1 THEN

OPE 7 I’FEEDS’ )

wRI 100)SEON0 cOws. NYRS

.NYR

10)1AFEE01N. a). u-1. 23)

0
0
0
0
0
0
0
0
0
0
0
0

0
0

0
0

0
0
0

0

0
8
0

0
2
3
0

0
2
H

n
z
m
v
m
u
n
m

4
4
4
4

4
4
m

4
4
M

4
4
M

4
2

CDST1N.I).I-1.10)

2
A

I
-
v
-
M
2
A

 

;
-
'
0
‘
-
'
W

4
"
.

1
0

m 0 Z O

. HEN

. PF ERROR CODE FDR AFEED MATRIX‘ ’.ERR

1
1
3
0

1
0
1
3
1
1
3
"
!
m
m
m
m

H
m
o

"
m
u
n
H
m
o

"
1
.
4

10 FORMAT 1F7.2))

2o FORMAT

2s FORMAT

so FORMAT LLY CATALOGUED ON DISC As '.

svmcow'.A7)

30

35

)
0
:

1
1
1
1

0
C

FORMAT

FORMAT

RETURN

END

00 FORMAT;

1

0
1
0
1
.
.
)

1
.
0
9
1
0
0
0
0
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.
.
.
-
.
a
-
A
a
-
A
.
.
.
-

”
d
o
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o
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o
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g titttttt.fit.......ttttttttttfifiitttttfitittfitttfifiittt'

SUBROUTINE CATUOB(NYRS.CONS.IFEED.ICDF)
c ‘.ti‘OOIOO‘OOOOOttttttt“00“...ittttttt.tittifiittfifi

C

C CATUOB CATALOGS SELECTED SUMMARY OUTPUT VARIABLESpONTO DISC

C FOR USE ER ANALYSIS (E EEO MA IS SSEO TO

C BLACKS S SERARABLE PROGRAM FOR EVALUATINGFEED DISAFREARANCE;

C CUMULATIVE DISTRIBUTION FUNCTIONS OF TOTAL COSTS OR NET

c RETURNS ARE SAVED FOR STOCHASTIC DOMINANCE ANALYSIS OR

C FOR PLOTTING. INFORMATION 15 CATALOGED AS PERMANENT FILE

8 gsggssggME CONTAINS THE SEQUENCE RUN NUMBER FOR IDENTIFICATION

g (L. PARSCH. DEPT OF AG ECON. MSU. 4/32)

COMMON/SUMRY2/TRESP(26. 20). TCOSTP(26.g20$ TCDST(26. 20).

STCOST(4 .2 L TRES 66 I
COMMON/CUMOTA/CUMRRB(27 ERZZS

c COMMON/Z7/ALHRFD(26.15).AFE$ (2 2:0

DIMENSION CPBLK(16)

CHARACTER CATCMD-BO.SEONO7

C DATA CATCMD/ CATALOG.FEEDS. DAFOSYMcowxxxxxxx. ID=PARSCH. RR=999. /

8 GET UOB STATUS VARIABLES FROM CYBER SYSTEM.

C CALL CPSTAT(CPBLK)

C wRITE(SEoNO. ’(A7)')CPBLK(2)

IF(IFEED.EO.1)THEN

N(7.FiLE-'FEEDS )

C wRITE(7.300)SEOND. CDVS. NYRS

DO 20 N-1. YR

wRITE(7 310)(AFEED(N.J).d-1.23)

2o CONTINUE

DO 25 N-1.NYRS

wRITE(7 320)(TCOST(N.I).I-1.10)

25 CONTINUE

DO 30 N-1 NYRs

wRITE(7 325)TCOST(N 13).CUMRRB(N)

go CONTINUE

WRITEE7.330 CUMPRB(N) N=1.NYRS$

wRITE 7.335 TCOST N.16 .N=1.NY s

wRITEt7.335 TCOST N.13 .N=1.NYRS

c wRITE 7.335 TCOST N.15 .N-1.NYRS

CLOSE §7gz

CATCMO 2 31é-HSEONO

ERRsRF CATCM

IF(ERR. NE. D HEN

ELSERINTfi.’ PF ERROR CODE FOR AFEED MATRIx- '.ERR

wRITE(6.350)SEDNO

ENDIF

c ENDIF .

300 FORMAT 1x.A7 1X.F1?.1.1X 132

310 FORMAT 1x.4(F7.2.4 F5 3)}.3 F7 2))

320 FORMAT 1x.10(1X.F8.0);

325 FORMAT 1x.FB.O.1x.F5. )

350 FORMAT /é///" RUN SUCCESFULLY CATALOGUED ON DISC AS '.

+ ' ERMANENT FILE-DAFOSYMCOV'.A7)

330 FORMATESEQEF8.3;/;./;

335 FORMAT a 9 FB.O / ./

RETURN

END
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J.2 Software Listing, ALFMOD

3 c PROGRAM ALF2LP

3 C MAIN CALLING PROGRAM FOR ALFALFA SIMULATION MODEL. ALF2LP Is A

g 8 MODIFIED FORTRAN VVERSION OF:

6 C tttttttttttttlititttttttttiittittitttttttttitttttittttttttitt

7 C ALSIM1- LEVEL 2. ALFALFA SIMULATIONMMODEL

8 CARY w. FICK . DEPARTMENT OF AGRO

9 C CORNELL UNIVERSITY (1975,1981)

10 C titttttttttttttttttttnttttttttttttttttttiitttitttttttfittttttt

11 C

12 C THE FICK MODEL WAS CONVERTED FROM THE CSMP (CONTINUOS SYSTEM

13 g MODELING PROGRAM IBM) SIMULATION LANGUAGE INTO FORTRAN BY:

15 c LUCAS D. PARSCH

16 C DEPARTMENT OF AGRICULTURAL ECONOMICS

1; g MICHIGAN STATE UNIVERSITY (10/81)

19 C CORE ALGORITHMS FROM THE ORIGINAL FICK VERSION OF THE MODEL

20 C ARE CONTAINED IN SUBPROGRAMS ALINIT ALwTHR. ASOIL. ALGRDw

21 C ALEVAP. BLOCK DATA ALFLFA. AND TABLI. ALL OTHER SUBPROGRAMS

22 C HAVE BEEN ADDED IN ORDER TO ACCOMODAE:

23 c 1 INCREASED EXECUTIVE PROGRAM CONTROL.

24 C 2 MULTIPLE-YEAR SIMULATIONS:

25 c 3 PREDICTION OF CROP QUALITY:

26 c 4 SIMULATION OF MULTIPLE-DAY HARVEST PERIODS WITH

27 C APPROPRIATE REGROWTH- RESET MECHAN M;

28 C (5) CALCULATION OF SAMPLE STATISTICS FDR MULTI-

29 C YEAR RUNS.‘

30 c THESE MODIFICATIONS ARE CONTAINED IN PROGRAM ALF2LP AND IN

31 c SUBPROGRAMS ALFIN. ALMAIN. ALYLD ALRSET. ALTEST. SKIP ALFOUT.

3% g BCTEMP AND SSTAT. (L.PARSCH. DEPT OF AG ECON. MSU. 11/81)

34 COMMON/ALLF123/SLA.DTL.SOCLAI.XLDLAI.CSF.DTS. XMLOSC. RCTNC. RGR.

35 + MLBUO.XMLTNC.XFROST,ALCROP ALSOIL U. ALP XL.PTF, XLAT.

36 + XIRRIG.AwFC.A'Fs AVINIT.wTHR(365.5).DAY1(39). DEC(39 ).

37 + DAY2(14),SRAD(14;

38 COMMON/CTRL24/BGNCUT(5 .NTHYR.NTHCUT. NDAYSC.NDAYSH YLD 4).

39 + 0UAL$3.4).GDDCUM.METRIC.UYEARF..UYEARL IPRT1.iPRT .

2? c + UDAY .UDAYL.UPRT.NYRS.IPRT4 NCUTS. UYEAR. ULALHR.CPLANT

42 OPEN 4.FILE='wEATHR')

43 OPEN 5.FILE=’INPUT')

2; c OPEN 6.FILE='OUTPUT')

46 C READ NON-CLIMATOLOGICAL INPUT DATA. FIND APPROPRIATE RECORD

2; 8 ON WEATHER DATA FILE ELANSWTHR5378.

as c cALL ALFIN(IFEED. ICDF)

51 C BEGIN SIMULATION CYCLE. LOOP 10=YEAR CYCLE: LOOP 20=DAY CYCLE.

52 C CALLS TD ALFOUT AND BCTEMP ARE FOR OUTPUT CONTROL PURPOSES

g: g ONLY. SEE SUBPROGRAM CODING FOR EXPLANATION.

g: C DD 10 UYEAR-UYEARF.UYEARL

57 NTHYR=UYEAR- UYEARF+1

58 READ(4 2OO)((WTHR(UOAY.I PE) ITYPE-1.5).UDAYs1.365)

23 c IF(IPRT1. NE. 999)CALL AL UT11)

g; 0 DO 20 UDAY=UDAYF UDAYL

63 CALL ALMAIN(UDAY3

g; 8 BIG IF(UDAY. ED. BCTEM (NDAYSC))CALL ALFOUT(2)

66 20 CONTINUE

67 CALL ALFOUT(s)

68 1o CONTINUE

69 C

;D 0 CALL ALFOUT(4)

72 290 FORMAT F7.o.1x.F4.o.1x.F4.D.1x.F5.D.1x.F4.0.1x)

73 CLOSE

74 CLOSE 5

75 CLOSE 6

'76 C

77 END
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t.“...tt..‘.OCOOOUOODO...‘O"tl...fi‘tt...0.....0.c

SUBROUTINE ALF1N(IFEED.ICDF)
C I...tOtttttfifit.tfifititttttt0.1.0....tfitfiittfitttttti

c

C THIS SUBROUTINE READS IN ALL CONTROL VARIABLES FOR TEST RUNS

C OF THE ALFALFA SIMULATION MODEL.

5 (L. PARSCH. DEPT OF AG ECON. MSU. 11/81)

C EXPLANATION OF INPUT VARIABLES. .

c -UDAYF.UOAYL-FIRST AND LAST UULIAN DAY OF EACH YEAR SIMULATED.

c ~UYEARF,UYEARL=FIRST AND LAST CALENDAR YEARS TO BE SIMULATED.

c RANGE IS 1953-1978 INCLUSIVE FOR ELANSWTHR5378).

C -IPRT1=OUTPUT PRINT INTERVAL (DAYS). OVERRIDEsSSS.

C *METRICFSUMMARY OUTPUT UNITS: O=ENGLISH 1=METRIC.

C ~1FEED.ICDF=SVITCHES FOR DIRECT-DISC CATALOGING OF THE AFEED AND

C TCOST MATRICES AS SEPARATE PERMANENT FILES FOR USE IN

C FURTHER ANALYSES (D=NO.1=YES).

g ~AWFC=8¥S¥§A?§5)WATER AT FIELD CAPACITY/RELEVANT SOIL PROFILE

C -Aw1NIT=AVAILABLE VATER/PRDFILE AT BEGINNING OF SIMULATION YEAR.

C -AwFS=AVAILABLE VATER FRACTION AT ONSET OF PLANT STRESS.

C -NCUTS=NUMBER OF CUTTINGS/YEAR. MAXIMUM=4.

C ~BGNCUT=UULIAN DATE FOR INITIATION OF CUTTINGS 1-4. OVERRIDE-365.

C —NOAYSC.NDAYSH=NUMBER OF DAYS OVER wHICH CUTTING. HARVESTING

C TAKES PLACE. SET BOTH-1 FOR TESTING AGAINST

C EMPIRICAL PLOT DATA.

3 -DUMMY1=OUMMY VARIABLE USED ONLY AS COLUMN INDICATOR IN INPUT FILE.

COMMON/ALF123/SLA.DTL.SDCLAI.XLDLAI.CSF.DTS.XMLOSC.RCTNC.RGR.

+ XMLBUD.XMLTNC.XFROST.ALCROP.ALSOIL U.ALPHA.XL.PTF stT.

+ XIRRIG.AwFC.AwFS AwINIT,wTHR(365.5 .DAY1(39).DEC(38 .

+ DAY2(14).SRAD(14;

COMMON/CTRL24/BGNCUT(5 .NTHYR,NTHCUT.NDAYSC.NDAYSH YLD 4).

+ OUAL(3.4).GDDCUM.METRIC.UYEARF.UYEARL.1PRT1.IPRT .

+ UDAYF.UDAYL.UPRT.NYRS.IPRT4.NCUTS.UYEAR.ULALHR.CPLANT

DIMENSION DUMMY1(61

C DATA NDAYSC/0/.CPL NT/0./

DO 5 1-1 5

E BGNCUT(I)-365.

READ 5.200 (DUMMY1(I).1-1 63

RcAD 5.100 UDAYF.UDAYL.UYEA F.UYEARL

READ 5.100 IPRT1,METRIC IFEED.ICDF

READ}5.2OO Ach.AwINIT.AwFS

READ 5.100 NCUTS

READ§5.200 (BGNCUT(NTHCUT).NTHCUT-1.NCUTS)

g BIG READ 5.100 NDAYSC.NDAYSH

NYRS=UYEARL~UYEARF+1

c IF(UYEARF.GT.1953)CALL SKIP(UYEARF)

WRITE 6.300

wRITE 6.302 UYEARF.UYEARL

wRITE 6.304 UDAYF.UDAYL

wRITE 6.306 IPRT1.METRIC

wRITE 6.340 IFEED.ICDF

wRITE 6.308 AwFC.AwIN1T.AwFS

wRITE 6.310 NCUTS.(BGNCUTINTHCUT).NTHCUT=1.NCUTS)

8 BIG wRITE 6.312 NDAYSC.NDAYSH

100 FORMAT 12110)

200 FORMAT 12F10.0)

300 FORMAT '1' . INPUT VALUES FOR ALFALFA SIMULATION RUN'.

+ 1 READ INTO SUBROUTINE ALFIN’,/.33(’-'}é

302 FORMAT /' FIRST AND LAST SIMULATION YEARS=’ 16)

304 FORMAT 1 FIRST AND LAST SIMULATION DAY (UULIAN -'.16.16)

306 FORMAT 1 IPRT1 (PRINT CONTROL) AND OUTPUT UNIT 1.

+' (O=ENGLISH 1=METRIC)=‘ 16.16)

308 FORMAT(' SOIL MOISTURE PARAMETERs: AwFC.AwINIT.AwFs-'.

+2(1X.F5.0).1X.F4.3)

310 FORMAT ' CUTTING DATES (JULIAN) FOR'.I2.' CUTS/YRa'.4(1x.F5.O))

312 FORMAT ' CUTTING AND HARVEST PERIOD. DAYS=’.I4.14

340 +F0RMA12i89PTION T0 DIRECT-CATALOG AFEED AND TCOST MATRICEs-'.

RETURN

END
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SUBROUT I NE ALMAIN(1JDAY )

..‘00tttfitiflitfifitti'.tt.Dtitfittiiitfiffitt...‘.‘ti.........‘0.

ALMAIN Is A SECONDARYEXECUTIVE CALLING PROGRAM wHICH CALLS

THE CORE CROP GRowTH OUALITY SUBROUTINES. (L. PARSCH.

DEPT OF AG ECON. MSU.10/81)

COMMON/ALF123/SLA.DTL DCLA1.XLDLA1.CSF.DTS.XMLOSC. RCTNC. RGR.

+ LBUD XMLT XFROOST.ALCROP.ALSOIL U.ALPHA XL PTF XLAT.

I XIRSIG.AVEEEEVF§ AVINIT.VTHR(365.5).DAY1(3é) .DEC (39).

COMMON/CTRL244/éGNCUT(S NTHYR.NTHCUT.NOAYSC.NOAYSH YLD§4).

+ UAL(3.4).GDDCUM METRIC.UYEARF.UYEARL.1PRT1.iPRT .

+ AYF.UOAYL.UPRT.NYRs.IPRTA,NCUTS.UYEAR.ULALHR CPLANT

COMMON/ALFARG/GDDBS. AVTA.DAYL1N.DAYLEN.YDAYL.DECR.XLA . .

+ M51 SUM52.T. wSF sRAOF.DwS.PPT ESO.ESR.XLEAF. .

+ STEM.TOPs.TNC. XMATS. TNCS.TMAXC.TMINC

IF(UOAY.EO.UDAYF)CALL ALINIT

+(UDAYF.GDDBS.DwS.Aw.XLEAF. STEM TOPS. TNC. BUDS. XMATS. XLAI. DO.

+ DOF.YOAYL.SUMS1.SUM52.T.TNCS)

CALL ALwTHR(UOAY)

CALL ASOIL(UDA

CALL ALGRDw

CALL ALYLD

PRINT CONTROL SECTION FOR PHYSIOLOGICAL GRORTH SECTION.

IF((UDAY. NE. UPRT). DR. 1PRT2.E0. 0) GO TO 120

wRITE(6.110)UDAY wTHR UDA1).WTH (dDAY 4 .wTHR1UDAYY.5).AVTA.XLAI.

%Dws wSF. GDDBS. XMATS. TNc.BUDS. STEM XLEA. DPS. (0UAL(3.K).K=2.4)

AT; 1x 13. 1x. F7. 0. 17(1x. F6 2))

C dPRT-d RT+iPRT1

é20 CALL ALRSET(JDAY)

RETURN

END
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c ...0000‘00......ittttitttttttfi............OQOOOOOOOtfitttfilO.

SUBROUTINE ALMAIN(UOAY)
c .O‘......‘t‘tittttiti...tttfitfititfifii...0.0.00.0..00......OO'

c

C ALMAIN Is A SECONDARY EXECUTIVE CALLING PROGRAM wHICH CALLS

C THE CORE CROP GROWTH AND QUALITY SUBROUTINES. (L. PARSCH.

g DEPT OF AG ECON.MSU.1o/81)

COMMON/ALF123/SLA DTL SOCLAI.XLDLAI.CSF.DTS XMLOSC. RCTNC. RGR.

+ LBUD. XMLTNC. XFROST.ALCROP.ALSOIL U.ALPHA XL PTF XLAT.

: £5311'1wggA3113x AwINIT.wTHR(365.s).DAY1(3§). OEC(§9

COMMON/CTRL244/éGNCUT(5 .NTHYR.NTHCUT.NDAYSC.NDAYSH YLD 4).

+ oUAL(3.4).GDDCUM METRIC.UYEARF.UYEARL.IPRT1.iPRT

+ DAYF JDAYL dPRT NYRS.IPRT4.NCUTS.UYEAR.ULALHR CPLANT

COMMON/ALFARG/GDDéS AVTA. DAYLIN.DAYLEN.YDAYL. DECR WLK .

+ UMs1 SUMsz. .WSF sRADF.OwS.PPT ESO.ESRR.XLEAF.8 .

C + STEM.TOPS TNC.XMATs. TNCS.TMAXC.1MINC

IF(UDAY. Eo. UDAYF)CALL ALINIT

+(UDAYF.GDDRS. Dws. Aw. XLEAF. STEM TOPS TNC 8UDS.XMATS XLAI DD

c + DDF.YDAYL.SUMS1. SUMS2.T.'TNCS)

CALL ALwTHR(UDAY)

CALL ASOIL(UDAY

CALL ALGROM

c CALL ALYLD

8 PRINT CONTROL SECTION FOR PHYSIOLOGICAL GROWTH SECTION.

IF((UDAY. NE. UPRT). OR. IPRT2. E0. 0) GO TO 12

wRITE(G 11O)UDAY. wTHR UDAY.1).wTH (UDAY 4).owTHRwDAY. 5 AgTA..XLAI.

+AwRDws wSF. GDDBS. XMAT .TNC BUDS STEM XLEAF' TOPS. (OUAL( .K K-z.

FO T; .1X. F7. H11(1X6.2))

C UPRTxU RT+iPRT13

$20 CALL ALRSET(UDAY)

RETURN

END
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SUBROUTINE ALINIT

+(JDAYF.GDDBSI ow51.wa XLEAFI.STEMI.TOPSI TNCI.BUDI.XMATSI.

+XLAII.DDI.DDFi.YDAYLI.SUMSII.SUMS2I.TI.TNCSI)
....ttfittt..ttttttittiOttitttfifiitttitit$t......‘O‘....‘l.‘

SUBROUTINE ALINIT INITIALIZES VALUES OF VARIABLES

USED IN THE ALFALFA GROWTH SIMULATOR. IT IS CALLED ON FIRST

SIMULATION DAY OF EACH RUN EAR. (L. PARSCH VERSION OF FICK.

DEPT OF AG ECON. MSU. ‘0/81

COMMON/ALF123/SLA.DTL SDCLAI.XLDLAI.CSF.DTS XMLOSC.RCTNC.RGR.

XMLBUD.XMLTNC.XFROST.ALCROP.ALSOIL U.ALPHA.XL PTF ngT.

XIRRIG.AWFC awrs AwINIT.wTHR(365.5).oAv1(39).6EC(§9 .

H LOVING VARIABLES MUST BE INITIALIZED FOR EACH

+

+

+ DAv2(14).SRAo(14)

T E

SPE C RUN.

L

I

AFI'0.0

MI'0.0

SI=XLEAFI + STEM!

TNCI-75.0

BUDI'10.

XMATSI'0.0

GDDBSI'O.

DWSI'0.0

AWI'AHINIT

DDI'O.

DDFI-O.

XIRRIG'O.

TNCSI'O.

“
O
m
n
a
‘
w
o

COMPUTE DAYLENGTH OF DAY BEFORE dDAYF

SLAtXLEAFI)

c-Aw .

AWFC-AU -U )

ttz.

‘
\
X
2
h
b

m
u
n
m
u
w
r
~
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SUBROUTINE ALWTHR(JDAY)

......Ol0.........OO......OOOOO......OOOIICOOOO0.0.0......C...

GET AVERAGE TEMPERATURE OF AIR. CUMULATIVE HEAT UNITS.

SOLAR RADIATIDN. DAYLENGTH. AND DETERMINE IF DAYLENGTH Is

INCREASING DR DECREASING.

WEATHER DATA Is YR/MO/DY MAXF.MINF PRECéINCHESoIOO).SOLRAD(Lv/ov).

(L. PARSCH VERSION OF EIéK. DEPT OF AG CON. MSU. 10 81)

COMMON/ALF123/SLA.DT .SDCLAI.XLDLAI.CSF.DTS XMLOSC.RCTNC.RGR.

+ XMLBUD.XMLTNC.XFROST.ALCROP,ALSOIL U.ALPHA.XL PTF ngT.

: X15§IGaAW§SA3Yfi§5AWINIT,WTHR(365.5}.DAY1(39).DEC(§9 .

COMMON/ALFARG/GDDBS.AVTA.DAYLIN.DAYLEN.YDAYL.DECR XLAI AM.

+ S1.SUMS2.T.WSF,SRADF Dws PPT ESD.ESR.XLEAF.BU65.

+ STEM.Tops.TNc.XMATs.TNcS.TMAxc.TMINc

TMAxc=$wTHR dDAY.2;-32.;*{5./9.;

TMINc= wTHR UDAv 3 -32. - s./9.

AVTA=(TMAXC+TMINC%/§.

DD=AMAX1(O..AVTA- .

IFEEXFROST-AVTA .LT. 0.}DDF'O.

IF XFROST-AVTA .GE. 0. DDF860085

GDDBS'GDDBS+DD-DDF

COMPUTE HOURS OF DAYLIGHT FOR TODAY

onv-UDAV

XLATR82.‘3.1416*XLAT/360.

DECF=TAB I(DEc DAY1 XDAY 39)

DECR=2.' 3.1416 - DEcr/aéo.

CDSUNR- -SIN(XLATR tSIN(DECR)/éCOS(XLATR) . CDS(DECR))

SUNRIZeACDS(C0$UNR . 12./3.14T

DETERMINE IF DAYLENGTH IS INCREASING OR DECREASING

IF(DAYLIN-YDAYL)10.20.2O

YDAYLEDAYLIN

DAYLEN-8-1.)‘DAYLIN

GO To 3

DAYLEN=DAYLIN

YDAYL=DAYLEN

CONTINUE

RETURN

END
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SUBROUTINE ASOIL(JDAY)

...ttttittifitttttittfitttttfiififififittfiififitttfitfitiifit.‘......

CALCULATE EVAPOTRANSPIRATION. HATER STRESS FACTOR AND DAYS OF

MSUER1g/BEIS. (L. PARSCH VERSION OF FICK. DEPT OF AG ECON.

COMMON/ALF123/SLA.DTL. SDCLAI.XLDLAI.CSF.DTS. XMLosc. RCTNC. RGR.

+ XMLBUD.xMLTNc. XFROST.ALCROP.ALSOIL U.ALRH XL. PTF XLAT.

+ XIRRIG.AWFC,AWFS AMINIT.wTHR(365.5).DAY1(3§). DEC(59

+ DAY2(14).SRAD(14)

COMMON/ALFARG/GDDBS.AVTA DAYLIN.DAYLEN,YDAYL. DECR XLAI AM.

+ SUM51.SUMSZ.T.WSF gRADE.Dws PPT ESD ESRM.XLEAF BUDS.

+ STEM.TDPS.TNc.XMATs.TNcs.TMAxc.TMINé

XLATR82'3. 1416 . XLAT 36 .

HA-ACOS(-TAN(DECR} . AN XLATRI)

SUN=(1440./3.1416 *(1.95*(HA‘S N XLATR)~SIN(DECR)+

+ c05(XLATR)-cos(DECR)-SIN HA)

EMIS=1. - 261 — EXP(-7 77E- - VTAtt2.)

SRADMB. 75*SUN

CALCULATE TODAY'S SOLAR RADIATION

SRADE-WTHR(UDAV )

FPS=AMIN1(SRADE/5RADM I

+TRAD= EMgg- .gg)*gé16..E--é -((273. +AVTA)‘*4. )-

ALBEDo-ALSDIL+. 25* ALCRDR- ALSDIL)- AMIN1(XLAI. 4. )

XNRAD:((1. -ALBEDo) . SRADF + TR 0)

EVAPOTRANSPIRATION AND SOIL MOISTURE STRESS

XNRA05-XNRAD . EXP(- .tx A1 a

PTFS=. 92 + (4. . (XNRADS XN AD)I

06:.3é9 + (. 0167*AVTA) .0001 41- AVTAtt2. )

ESO=PTFS . Dc - XNRADS/XL

EDPTF *DG - XNRAD/xL

EP=AMIN1(ED. (-. 21+. 7AMAx1(. 3

+ (EDD/AwFS)E9 AMAx1(o. .AW/AWFC ))

CONVERT DAILY RAINFALL INTO METRIC

PPT-WTHR(JDAY. 4) t .254

CALL ALEVAP(SUMS1. SUMS2. PPT. T. ESO. ESR. AH)

ES=AMI§§(EO- EP. ESR)

ET=E

DRAIN=AMAX1(O. aw+PPT+XIRRIG- ET-AUFC)

AW=AAw+(RRT+x1RRI T2

wsrsAMIN1(1. . (Aw/(AchtAw S)))

MSSAW/AWFC AWFS .LE. 0. Dw5-Dws+1.
Aw/Awrc- AwEs .GT. 0.. Dws-Dws

RETURN

END

SORT(XLAI))).
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CSTEMsTOP .CSP

c SRs-AMAx1 O..(STEM-CSTEMI/DTSI

IFS XFROST-AVTAéflLT. O. ERs-O.

IF XFROST- AVTA GE. 0. FRS'STEM

XLOSSS'AMAXHSR RS)

GRSB=GRLB

STEMsSTEM+CRS+CRsa-xLOSSS

c TOPs-xLEAP+STEM

8 BUDS SECTION

EugC511ABLI(BUDC..TNC1. TNC. 5)

+ AMIN1((BUDCF-8UOS)/(1. -RCTNC). TNC/XMLTNC.

+ R*(TOPS+BUOSII‘EETGF

c BUDS=BUDS+GRBGGRLB-GRSB

g TNc SECTION

IF OAvLIN-11..5)..GT. O. TNcs-TNC

IF DAYLIN-11. 5 LE. 0. TNCS=TNCS

IF GRM.LE.O.;XML6558TNCS*XMLOSC

IF GRM.GT O. xMLoss-O

c TRESP=XMLOSS+GRB-RCTNC/(1. -RCTNC)

ETNCSP—TABLI(ETNCS. TNC2 TNC 7)

EDSF=TABLI(EDS.DAYLEN4 OAYLEN. 4)

PSTOR=EDSP-ETNCSP+CR3+ ESP

STOR=AMIN1(XMATS GRL-GRS. PSTOR)

C TNC=TNC+STOR-GRBTRESP

g CROP DEATH SECTION

TNCD-TNC- S.

CCONDD-1

éEA$TNCD. LE. 0. ). OR. (GRM. LE. 0. ))CCOND-o.

DB IF(CCOND .Eo. DEATH)wRITE(6 m)

00 FORMAT(’ Low TNC OR ZERO CRow H RATE ')

0
0
-
A
0

RETURN

END
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SUBROUTINE ALYLD

.....fi‘tOOttt.Otiltfittttfiitifittttttttitfifittittttttit

ALYLD CDNVERTS DRY MATTER ACCUMULATION TO METRIC YIELD

AND CALCULATES DUALITv CHARACTERISTICS OF THE CROP.

OUALITv EQUATIONS ESTIMATED av PARSCH. (L. PARSCH.

DEPT CF AC ECON.MSU.1O/81)

COMMON/CTRL24/BGNCUT(5). NTHYR NTHCUT. NDAYSC.NDAYSH YLDS‘).

+ UAL(3.4) .METRIC. dYEARF dYEARL IPRT1.i RT .

+ AYF.dDAYLDBPRT NYRS IPRT4. NCUTS. avYEAR.ULALHR CPLANT

COMMON/ALEARC CDDéS. AVTA. DAYLIN DAYLEN. YDA YL. DECR XLAI .

+ MS1 S M52 .wSE SRADF Dws PPT ESD ESRR.XLEAE.BUD .

+ STEM.TOPS. TNC.'XMATS. TNCS. TMAxc. TMINC

DO 5 -1.4

YLD U =0. 0

PCL=XLEAF TOPS

IFEPCL .L . .290 PCL-.290

IF PCL .GT .500 PCL-.500

PCS=1.-PCL

CPL=.0652+. 4672*PCL

CPS=1.0140- 2. 8069*PCS+2. 1283* PCS‘t2.)

DICL=. 6031+. é2SOéPCL-. 5279-(P L‘t2. )

DICSs1. 0596-. S

PCCFAs. 1576+. 00029.6O035

ODDCUM=ODO35

FILL ABOVE VALUES INTO DUALITv MATRIx (3.4).

ROWS= LEAF. STEM TOTAL LANT

COLUMNS:PLANT COMPOSITION. CP. DIG. CF.

M
U
Q
Q
N
N
M
M
-
s
-
o
-

“
Q
M
-
fi
b
w
n
-
h
b
u
n

'
7
"
-

’

UPCL

=CPL

IG

=PCC

PCS

CPS

DIG

PCC

PCL

{P

p

CC 1
1
0
0

‘
I
'
W
I

D
t
'
l
"
1
*
)

R
R

0
0
‘

H
1
3
0

0
P
M

YLD(1 l'TOPS‘". O1

IF(ME R C. E O)YLD(1 'YLD(1)*.446356

YLD 2 =OUAL 3.2 *YLD 1

YLD 3 =QUAL 3.3 'YLD 1

YLD 4 IIQUAL 3.4 IIYLD 1

CONTINUE

RETURN .

END
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SUBROUTINE ALRSET(JDAY)
..‘OOCQOOOV.OOOOOO......O...‘....IOODOO0.00COOGOOOOO

ALRSET CONTROLS REGRowTH STARTING DATE OF THE ALFALFA CROP AND

DETERMINES wHEN THE HARVESTING SUBROUTINES ARE CALLEO.

(L. PARSCH. DEPT OF AG ECON.MSU.10/81)

CDMMON/ALF123/SLA. DTL. SDCLAI. XLDLAI. CSF. DTS. XMLDSC. RCTNC. RGR.

+ LBUD. XMLTNC. XFROST ALCRDP ALSOIL U. ALPHA xL PTF “LT .

: XEREIGaAMESASYES AWINIT wTHR1365. 5). DAV113é). DEC(§9

COMMON/CTRL24/EGNCUT15 .NTHYR NTHCUT. NDAVSC. NDAVSH YLD 4).

+ 0UAL(3. 4). GDDCUM METRIC. dYEARF. UVEARL. IP PRT

+ UDAVE.UDAVL. UPRT NVRS. IPRTA NCUTS. UVEAR ULALHR CPLANT

COMMON/ALFARG/GDDSS AVTA. DAVLIN. DAVLEN. VDAVL. DECR XLAI

+ SUMS1.SUMS2.L SRADF. Dws PPT ESO. ESR. XLEAF. BUDS.

+ STEM TOPS TNC.xMATS.TNCS. TMAxc NC

DIMENSION AwTMPLAO).DMSTMP(40).OUDTMP(40L TNCTMP(40)

IF(UDAY.EO.JOAYF)GO TD 5

GO TO 8

ON FIRST SIMULATION DAY OF EACH RUN YEAR. INITIALIZE.

NTHCUT-1

UHARV'O

IRESET-O

NDYHRV'O

6;1.o.40

DNSTMP .

:UOTMPglI;:O

TNCTMP

IF((UDAY.LT.BGNCUT(NTHCUT)).AND.(dHARV.E0.0))GO TD 10

THE 8 LOOP IS ACTIVE ONLY WHENEVER NO HARVESTING Is

BEING DONE. THE HARVEST SUBROUTINES ARE BYPASSED.

CALL ALHARV(REMCUT. REMHRV. ICUTON6do“;

IF((ICUTON .Eo. OL AND. (dHARV .EO ) GO TO 10

ICUTON=O IMPLIES CUTTING HASN T BEGUN =1 IMPLIES

CUTTING HAS BEGUN. RESET MECHANISM COUNTERS ACTIV-

ATED ONLY wHEN CUTTING HAS BEGUN.

NDVHRv-NOVHRV

IF(NOYHRV. GT 40)wRITE(6. 110)

ANTMP(NDVHRV=

-DwSTMP NDYHRV -Dws

BUDTMP NDYHRV -8UDs

TNCTMP NDYHRV -TNC

IF CUTTING ALONE. CUTTING AND HARVESTING OR HARVEST-

ING ALONE. OR IF SIMPLY CUTTING TIME Is APPROPRIATE.

UHARV>0 AND HARVESTING SUBROUTINES MUST BE CALLED.

IF REMCUT.LE.O. GO TO 9

IF REMCUT.GT.O. UHARVI1

GO TD 10

      

9 LOOP MEANS CUTTING HAS BEEN COMPLETED AND REGRDWTH

MUST E RESET. 10- LOOP RETURNS CONTROL TO CONTINUE

ANOTHER DAY'S GROWTH.

IF REMHRV. GT. 0. .AND. IRESET E0. 0 JHARV'Z

IF REMHRV. GT. 0. .AND. IRESET EO.1 dHARV'S

IF REMHRV. LE. 0. .AND. IRESET E0. 0 JHARV'4

IF REMHRV. LE. 0. AND. IRESET EO.1 UHARV'S

IRESET=O MEANS REGROHTH HAS NOT BEEN SET: '1 MEANS IT

HAS BEEN RESET.

JHARV=2.3 MEANS HARVESTING CDNTINUES.BUT CUTTING IS
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DDNE. UHARV=4.5 MEANS 80TH ARE FINISHED.

Go To (10.20.10.20.50).JHARV

dHARV=2.4 REOUIRE RESETTING OF REGROHTH.

RESET REGROWTH HALF-WAY BETWEEN FIRST AND LAST

CUTTING DAY.

NHALFSNDYHRV 2

UDRSET-JDAY- HALF

BIG ygé;g(?.100)NDYHRV.UDRSET.HTHR(JDRSET.1)

dPRT=dDAY+IPRT1

XLEAF80.

STEM=O.

TOPS=XLEAF+STEM

G 03530O .

IF(NHALF .LT. 12NHALF=1

DWS=DHSTMP(NHA )

Aw=AWTMP(NHALF

BUDS=8UDTMP(NH LF)

TNC=TNCTMP NHALF

XLAI=AMAX1 0. SL -xLEAE

EIUDRSET.GT.LUDAV-1))G To 26

ESINEEAT UDRSET+1. INITIALIZE RELEVANT

E AY’S DAVLENGTH(UDAVRESET)P
D
Z

O
X
U
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SUMS1?AMIN1 AwEC-Aw.U)

SUM52=AMAx1 o. Ach-Aw-U)

T=<SUM52/ALPHA)tt2.

RECALCULATE STATE VARIABLES FROM UDRSET+1 TO TODAY.

dSTARTsUDRSET+1

DO 25 UU=USTART.JDAY

A THR(J¥)

A IL(JJ

A Row

IN
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H V .LE. 0.) GO TO 50
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HCUT=NTHCUT+1

ARV'O

MAT ’ HARVEST PD. CAL. DAYS".14.’ GROUT

T ' LIMIT ON HARVEST DAYS IN SUB ALRSE #
1
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DONE. dHARV=4.5 MEANS BOTH ARE FINISHED.

GO TO (10.20.10.20.50).JHARV

dHARV=2.4 REOUIRE RESETTING OF REGROHTH.

RESET REGROWTH HALF-WAY BETWEEN FIRST AND LAST

CUTTING DAY.

NHALFsNDYHRV‘2

OORSET=OOAV- HALF

BIG ygéTg(§.100)NOYHRV.ODRSET.NTHR(OORSET.1)

OPRT=OOAV+IPRT1

XLEAE-O.

STEMso.

TORSsXLEAE+STEN

GODBS=O.

IF(NHALF .LT. TzNHALFsi

DWS=DHSTMP(NHA )

Aw=AwTMP(NHALF

BUDS=BUDTMP(NH LF)

TNC=TNCTMP NHALF

XLAI=AMAX1 0. SL *XLEAF

F(OORSET.OT.(OOAv-1))c TO 26

SIN RESET BEGINS AT dDRSET+1. INITIALIZE RELEVANT

VAR ES FOR dDRSET.

OAL E VEST AY'S OAVLENGTH(OOAVRESET)

L

A

T
F

Y

T

U

R

<
U
H
1
X
C
N
3
<

(
5
H
6
)

H

O
C
O
r
m
m
m

C
>
m

B

L

S

C

C

A

S

N

A

SUMST?AMIN1 NFC-Aw.U)

SUMS2=AMAX1 O. Ach-Aw-U)

T=(SUM52/ALPHA)tt2.

RECALCULATE STATE VARIABLES FROM JDRSET+1 TO TODAY.

OSTARTsuORSET+T

R(

V .LE. 0.) GO TO 50

NTHCUT'NTHCUT+1

UHARV'O

IRESET'O

NDYHRV'O

OO FORMAT ’ HARVEST PD. CAL. DAYS".14.’ GROWTH R

FORMAT ' LIMIT 0N HARVEST DAYS IN SUB ALRSET E

CONTINUE

RETURN

END
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0.0.50ttittfit....0........‘OO0.00.000.00.00QOQ.COCOOCOOOODOO

BLOCK DATA ALFLFA

‘.‘i......‘OOOOOOOQOIODOCOOO...fltttttfittitfiittflOfitifi....‘OOO

ALFLFA CONTAINS STORED DATA FOR TABLE LOOK-UP FUNCTIONS

CONTAINED IN THE PHENOLDGICAL CROP GROWTH MODEL. ALSIM.

(L. PARSCH. DEPT OF AG ECON. MSU. 10/81)

COMMON/ALF123/SLA. OTL. SOCLAI. XLDLA I.CSF.DTS. XMLOSC. ROTNc.R6R.

+ MLBUD XMLTNC XFROST ALCRDP.ALSOIL U.ALPHA xL PTF x5 T

+ xIRRIc. Ach, AWFS AVINIT. wTHR(365.5$.OAv1(39). OEC129 .

+ DAY2(14). SRAO(14$

COMMON/PLANTé

+xLAI1(7) SOA (72 XLAI2(9) XLDAB 9 . DAYLEN2 6) BEFD(6)

+SRADA1(9;GFASR 5). GDDBSTE8;.ESPM 8 . OAYLEN3 13) E0 6315).
+AVTA1(11 ETG(112, XLEAF1 9 ELLG 9 OAVLEN4 4).EO 4 .

+OA1L EN1(10).EOL6 10). XLEAF2S4) FTOL14). TNc1(5 BUOC ;.

+$RADN1(8).ESRBG(8). STEM1(8 . 555618). TNc217).ETNcS 7 .

+AVTA2(4).TEF(4)

OATA XLAI1/O.. .5. .75. 1.. 1.5. 2.. 15./

OATA SDAB/ 0.. 55. .70. .8. .9. .95. 999/

OATA XLAI2/O.. .5. .75. 1.. 1 5. 2.. 3.15./

OATA xLOA8/0.. .3. .42. .5. 65. .75. .9. .95I .999/

OATA SRAOA1/O..100..200..300..400..500. .600. 700. .800. /

OATA GFASR/ 0.. 5.8.10.4.14.2.16.9.19. 0I 21. 1.'23. 1.'25. 0/

DATA 600851/0..125..700..750..875..1000..2000. .4000./

OATA ESPM/ .95. 1.. 1...950. .70. .60. .35. .25/

OATA AVT71l-30..2.. 5..10..12..15. :21. .27. .32. A0. .50. /

OATA ETG 0 .0.. .2..95. 1.. 1. .92I .66I .36I .05I OI/

OATA XLEAF1/0.. 100..11O .120..145. .155. .165. .200. .350. /

OATA ELLG/ 1.. 1.. .95. .80. .40. .20I .10I .05 0. /

OATA OAYLEN1/-16..-14 .-13 5,-10. 5.- 10. 4. 4. 5. 8. 5.9..16. /

OATA EDLG/ 1.. 1 . . .15. .. .. . . .. 1. /

OATA XLEAF2/ 0.. 190.. 250 . 350./

OATA FTGL/ .9. .42. . .40/

OATA SRAON1/ 0.. 30.. 40.. 50.. 80.. 90.. 100.. 800./

OATA ESRBG/ 0.. 0.. .05. .15. .85. .95. 1.. 1./

OATA STEM1/0.. 155. .175. .205. .240 .265 .285. .500 /

OATA ESSG/ 1.. 1. .95I .80I .30I 10I .05I 0. /

OATA DAYLEN3/-16..-14.. -13. 5. -12.55. 12 .-11.5.-10.5.

+ 9.. 9.5. 1O.512.13.1 .

OATA EDSG/ 1.. 1. .9.;5.15. .1. .05.

+ 05. 1. . . . 9. 1.. 1./

OATA TNc2/ 0.. 80.. 90.. 100..110..140..150./

OATA ETNcs/11.. .9. .5. .1. .05. 0./

DATA TNc1/O . 50.. 100.. 125.. 150./

OATA auoc/s 8.. 12.. 15.. 20./

OATA AVT72/~30.. 4.. 6.. 50./

OATA TEF 0.. 0.. 1. 1./

DATA DAYL N2/ ~16: -11.5. -11.0. 11.0. 11 5. 16.0/

OATA BEFD ‘1.0. .0. .0. 1.0. 1.0/

OATA AVLEN4/ -16.. -5.. 5.. 16./

DATA EOS 3.5.3.5. 1 . 1./

OATA DAY1/O. 10. .20. .30. .40. .50. 60. 7O..80..90. 100. 110. 120.

1 130..140..150. .160. .17 ..180. .190. I200..210..220..230..240..250.

2 260. 270. 280. 290. I300I .310. .320..330. 340..350..360..370..380.7

OATA OEc/-23. .-22.. .-18..-15..-11 -2. 3. 0 .4..

+ 8.I 14 .. 18.. 20.. 22. I23. I24. I23. .22..
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DATA DAY2/

DATA SRAD/

.6.00093..75 .14. .5.

14./

ROP.ALSOI3.U.ALPHA.XL

XMLTNC

1.5

RGR.XMLBUD.

.02. 7

5 . 2

DATA SLA.DTL.SDCLAI XLDLAI.CSE.DTS.XMLOSC.RCTNC.

/

+

4.

+

42.7. 0./.32.1

PTF.XLAT XIRRIG

.55..4.5.2
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....0............OOO‘OtOOOOOOOO‘Otitfifitfifittittt0.00.0.0

SUBROUTINE ALTEST(REMCUT,REMHRV.ICUTON.dDAY)

.0.....‘0...tttttitltttttOOtCO......‘l‘ltfitttttttt.0..

ALTEST IS A TEST SUBROUTINE OF HARVEST wHICH RERMITS THE

CUTTING ANO HARVEST PERIOD LENGTH To VARv. ANO SE TS( THE SIGNAL

THAT CUTTING HAS BEGUN. FOR -DAY HARVEST RERIOO (To CHECK

ALSIM1-LEVEL 2 VALUES) SET NOAvsc-NOAVSH-I. (L. RARRSCH.

DEPT OF AG ECON.MSU.10/81)

COMMON/AthZ3/SLA DTL SDCLAI.XLDLAI.CSF.DTS XMLOSC. RCTNC. RGR.

+ 0.x TNC.xEROS ALCRDP.ALSOIL U ALPHA.XxL PTF “LL

I XI$§T?IT"EEASY§§ AwSINIT.WTHR(365.5). 0Av1(39). OEC(39

COMMON/ccTRL24/9GNCUT15 .NTHYR.NTHCUT.NDAYSC.NDAYSH YLD 4).

+ OUAL(3.4).GOOCUM.METRIC.UYEARF.UVEARL IPRT1.IPRT

+ DAYF UOAVL.URRT,NVRS.IRRT4.NCUTS.UVEARR.ULALHR CRLANT

COMMON/ALFARG/GDDBS.AVTA.DAYLIN.DAYLEN YDAYL. OECR xLA , .

+ SUMS1.SUM52.T.WSF SRAOF.OVS PPT ESO ESRR.XLEAF.BUD .

+ STEM.TORS.TNC.XMATS TNCS.TMAxC.TMINC

COMMON/TEST/YTST 26.20).STST}4.20)

DATA YTST/52010. .STST/BO‘O.

ICUTON=NTHCUT

IF §UOATmi.Eo. BGNCUT(NTHCUT)) THEN

1.311212.
IF((NTHCUT. E0 .1). ANO.(IPRT1.E0 999))wRITE(6.250)NTHVR.UvEAR

WRITE26z100NMHCUT.WTHR(JDAY.13

LsyRITE 6 105

IDAYS=IDAYS+1

ENOIF

REMCUTuNOAvsc - IOAYS

REMHRV=NDAYSH - OAvs

IF((REMCUT. LE. 0. .AND. (NDAYSC. GT. 1))ICUTON-0

gcgg- ((NTHCUT-1)*4)

DO 10 181 4

IF(I. E0. THEN

vTST N HYR. UCOL+ I)=YTST(NTHYR COL+ I+YLD(I)

ELSETST NTHYR‘K+I)= YTST(NTHYR. K+I +YLD

YTST NTHYR. UCOL+.11:YTST(NTHYR COL+IZ+OUAL(3..1)

ENND¥IST NTHHYR va)-v ST(NTHYR K+I +QUAL 3 I)

CONTINUE

AVERAGE VALUES OF YTST OVER THE NUMBER OF DAYS/CUTTING.

IF((NTHCUT. E0. NCUTS).ANO.(REMCUT.LE. 0. ))THEN

OO 0 U-

IF(d. LE. 1TT

ETST(NTHYRE.U)-VTST(NTHVR. U)/NOAvsc

YTST(NTHYR.d)-YTST(NTHYR.0)/(NCUTS‘NDAYSC)

0
0

ENDIF

CONTINUE

ENDIF ~

WRITE 6.110)UOAY WTHRngAY.15m.AVTA.HTHR(JDAY 4). OAYLIN.

+(YLD( ).Ia1.4). (OUALI K) K-

00 FORMAT 1 1 /.1 HARVEST PD .14. 1 BEGINS ON 1 .F9. 0)

05 FORMAT 1 HARVEST OUTPUT COLsI

+1 1=UOAv 2=COATE 3=AVTA 4aRREC' =OAVLIN 6-OMVLO 7-CROM 8-OIGOM1.

+1 9=CFOM 10=CR 11=OIG 12-C

FORMAT 1 1.1x.13 1x.F7 .0.17i1x

FORMAT ////.1 BECIN SI MULA ON' YEAR'.)13. 1 (1.14.1)1./)

EggURN
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SUBROUTINE ALFOUT(ILINE)
0‘O...it"OOOOOOOODOQOtfitttfitfitttttfiifififiifi

THIS SUBROUTINE STORES AND WRITES OUT YIELD AND QUALITY

VALUES OF THE ALFALFA CROP GENERATED ON THE FIRST DAY OF

THE ALFALFA CUTTING HENCE VALUES REPRESENT THE RE

HARVEST STATUS OF THE STANDING CROP GENERATED BY THE ALSIM

MODEL. L PARSCH. DEPT OF AG ECON. MSU. 3/B2 )

COMMON/ALFARG/GDDBS. AVTA. DAYLIN. OAYLEN. YDAYL. DECR XLAI AM.

+ MS .SUMS2. .NSF. SRADF. Dws. PPT ESO. ESR. XLEAF. BUDS.

+ TEM. TOPS. NC. XMATS. TNCS. TMAxC. NC

COMMON/CTRL24/BGNCUT15L NTHYR. NTHCUT. NDAYsc. NDAYSH YLD 4L

+ ML( .4). GDDCUM NETRIC.UYEARF. UYEARL IPRT1. IPRT

+ AYF.UDAYL. UPRT NYRS.IPRT 4 NCUTS. UYEAR. ULALHR. CPLANT

COMMON/TEST/YTST(26. 20L STST(A.2Oo)

DIMENSION YALF (26. 25) SALF(4.

DATA YALF/650*O ./.SALE/1wmto. 3%MCOL/O/

GO TO (10. 20. 30. 40)ILINE

PRINT CONTROL MECHANISM FOR OUTPUTTING VALUES ON DAILY BASIS
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FROM PHENOLDGICAL CROP GROVTH MODEL. ALSIM

WRITE36.”.250 NTHYR. UYEAR

wRITE

UPRT=UOAYF+ PRT1

IPRT2=1

RETURN

ON FIRST DAY OF ANTICIPATED HARVEST STORE VA UES

REFLECTING STANDING ALFALFA CROP QUANTITY/DUAL ITY ON A

CUTTING BY CUTTING BASIS.

YALF NTHYR.MCOL+1 -YLD(1&

YALF NTHYR.MCOL+2 =0UAL .2

YALF NTHYR.MCOL+3 =0UAL 3.3

YALF NTHYR.MCOL+4 =0UAL 3.4

YALF NTHYR.MCOL+5 =GDDCUM

YALF NTHYR.21 =YALF(NTHYR.21 +YLD 1

YALF NTHYR.22 =YALF NTHYR.22 +YLD 2

YALF NTHYR.23 =YALF NTHYR.23 +YLD 3

YALF NTHYR.24 =YALF NTHYR.24 +YLD 4

YALF NTHYR 25 =YALF NTHYR.25 +GDD UM

MCOL=MCOL+S

RETUR

AT END OF EACH SIMULATION YEAR. SUMMARIZE STANDING OUANTITY/

QUALITY OVER ALL CUTTINGS THIS YEAR.

YALF NTHYR.22 =YALF(NTHYR.22 /YALF NTHYR.21

YALF NTHYR.23 =YALFENTHYR.23 /YALF NTHYR.21

YALF NTHYR.2A sYALF NTHYR.24 /YALF NTHYR.21

MCOL=O

RETURN

AT END OF SIMULATION RUN PRINT OUT SUMMARY MATRIx. CALCULATE

AND PRINT OUT SAMPLE STATISTICS.

wRITE 6.1000 NYRS. UYEARF. UYEARL

wRITE 6.1100

wRITE 6.1199 ((UCOL).UCOL-1.25)

DO 60 N=1 NY 5

WRITEE6.1éOO N.(YALF(N.UCOL).UCOL-1.25)

wRITE 6 1125

CALL SSTAT(2 YALF.NTHYR.SALF)

wRITE $6 1150)

DO 60 STAT=1 2

VRITE 6.1200 iSTTATwziALF h0COL) UCOL-1.25g

wRITE 6.1201 IST SAL TUCOL). UCOL-1.2 ).ISTAT-3.3)

wRITE 6.1125

IF(NDAYSC.GT.1)THEN

wRITE(6.1290)NDAYSC

Do 70 N-1.NYRS
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SUBROUTINE SSTAT(NVAR.SMPL.NOBS.XMOMNT)

It........itfifittttififiittfitfifit0......550......‘OO‘OOICOO.

SSTAT CALCULATES MEAN. STANDARDMDEVIATION COEFFICIENT OF

VARIATION AND SKENNE 55 OF A SA PLE DISTRIM ON.

(L. PARSCH DEPT OF AG ECON.MSU.12/81

DIMENSION SMPL(26.2SISXMOMNT(4 f5;

DIMENSION SUM(26).SX 2s .SV(25) s (25)

DO 10 1-1 NVAR

SUM(I)=0.0

DO 20 d=1.N s

SUM(I)=SUM(I)+SMPL(J.I)

sx(1)=SUM(I)/NOB

DO 30 11:1 NVAR

SUM(II)-o.

DO 40 uu=1.~oe§(

SUM(II)=SUM(II (SMPLS d. II)- sx(II))..2.

SVEII)=SUM(II)/N

IF NOBS.LE 1)sv II)§O.

DO so IgI-1 NVAR

SUM(III =o.6

DO 60 uuus1 N085

1E(SV(III).E0.O.O)GO T

SUM(III)=SUM(II§)+((S L ddd III) SX(III))**3 /(SV(III)u 5))

SS(III)=SUM(III /NOBS

DO 70 1:1 NVAR

XMOMNT 1.! -SX(II

XMOMNT 2.x 'SORT sv(Iz

XMOMNT 3.1 =XMOMNT(2 /XM?MNT61..I)

IF(SX(I).E0.0.?}XMOMNNT

XMOMNT(4.I)-SS )

RETURN

END
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SUBROUTINE SKIP(dYEARF)

.‘OOOOOO00.40tifitfifitilt..QOOOCi...‘ti'.t..'tt.t.iflt

THIS SUBROUTINE SEARCHES CLIMATOLOGICAL DATA FILE (ELANSWTHR5378)
TO FIND APPROPRIATE BEGINNING RECORD FOR IM A

(L. PARSCH. AG ECON MSU.11/81) S UL TION

NYRS=JVEARF-1953

NSKIpanRSrass

BEADOQ. éO16~E§DP900)I

goo CONTINU

GO TO 999

900 CONTINUE

200 FORMAT

”
N
d
-
s
d
d
-
s
-
s

a
O
m
m
u
m
m
h
u
M
¢
o
o
m
q
m
m
b
u
u
4

M
U
N
M
M
M

“
0
1
0
1
5
0
)
”

h
u
n
4
0
m
m
q
m
m
a
w
n
:

0
0

‘
d
“
‘

O
o
m
q
m
m
b
w
n
-

0
0
0
0
0

0

”
u
n
n
d
d
d
‘
d
d
d
é
d
d

U
N
-
fi
o
m
m
‘
l
G
’
N
fi
b
C
-
I
M
.
‘

I

WRITE(?.2OO)1R

' ERROR

EAR

NG Y DETECTED BY SUBROUTINE SKIP. EOF ENCOUNTERED
+BEGINN

STOP

999 CONTINUE

RETURN

9010 FDRMAT(1X)

END

withititttfi‘fittlitl‘fiitt
titilttttttlttt‘tlttlt‘t

fiitt.fifiitfit

FUNCTION TABLI(VAL. ARO. DUMMv. K)

....itttilttitttiittlfitt
titttfififififiitfififififittfiitit

tlfiIfifitflti.

DIMENSION VAL(1

DUM=AMAx1(AM1N1IDuMMvARG(K)). ARG(1))

IF(DUM GTKARG(I )GO TO 1

TABLI= DUM--ARG(I-1))RSVAL(I AL‘; 1))/

+ ARG I)-ARG(I-1 ) + v

RETURN

CONTINUE

RETURN

END

titttttttttttttttttttttttutttttttttttttttttttt

FUNCTION BCTEMP(NOAYS)

fittntttttttuttt‘ttlttttttttttttttttfiitttttttt'

THIS FUNCTION IS FOR PRINT CONTROL PURPOSES ONLY:

(L. PARSCH. DEPT OF AG ECON.MSU,11/81)

+COMMON/CTRL24/BGNCUT15). NTHYR. NTHCUT. NDAYSC. NDAYSHiYL034)

.4). GDDCUM. METRIC. UYEARF. UYEARL. IPRT1L(3
+ SDAYF. UDAYL. JPRT. NYRS. IPRT4 NCUTS. UYEAR. dLALHR. CPLANT

IF(NDAYS. LE. 1.)THEN

(NHHCUT. LE. 1)THEN

8CTEMP=BGNCUT(1)

SE

BCTEMP=BGNCUT(NTHCUT’1)

ENDIF

E

BCTEMP=BGNCUT(NTHCUT)

ENDIF

RETURN

END



. 308

J.3 Software Listing, CRNMOD

5 c PROGRAM CRNPRG

3 C CRNPRG IS A FORTRAN V STOCHASTIC PROCESS MODEL wHICH SIMULATES

4 C THE PLANTING OF THE COR CROP AND IT 5 HARVEST AS CORN SILACE.

s C HIGH MOISTURE CORN AND CORN GRAIN. MODEL OUTPUT REFLECTS How

6 C FINAL HARVESTED PRODUCTION Is AFFECTED BY TIMELINESS OF FIELD

7 C OPERATIONS OVER A MULTIPLE-YEAR SIMULATION. SUBPROGRAMS REQUIRED

a C ARE CRNIN. CORN CRNPLT. CRNHRV. CRNOUT SSTAT CRNENC. OST.

9 C ANPV. IRow AND MISC. iNPUT DATA 15 READ INTO CRNIN. OUTPUT FROM

0 C BTAGEN A SEPARATE STOCHASTIC PROCESS MODEL. 15 ATTACHED AND READ

1 c INTO SUBROUTINE CORN.

g g (LUCAS PARSCH. DEPT OF AG ECON. MICH STATE UNIV. 2/82)

4 OPEN 3.FILE-'8MATRx )

5 OPEN 5.FILE='INPUT

9 6 OPEN 6.FILE-’OUTPUT )

g g READ IN REQUIRED DATA FOR SIMULATION.

O C CALL CRNIN(NYRS.IPRT4)

g g SIMULATE FDR NYRS. PRINT DETAILED WITHIN-YEAR DATA IF REQUIRED.

4 DO 10 NTHYR=1.NYRS

5 CALL CRNPLT NTHYR. CPLANT

6 CALL CRNHRV NTHYR. ULALHR

a $0 IF(IPRTA.EQ.1)CALL CRNDU (NTHYR.NYRS.1)

9 C AT END OF SIMULATION CYCLE CALCULATE AND PRINT OUT SAMPLE AND

Q g SAMPLE STATISTICS.

g c CALL CRNOUT(NTHYR.NYRS.2)

4 ENDU
U
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SUBROUTINE CRNIN(NYRS.IPRT4)

......OOOOOOOOO...Ct...0.0.0C...“C‘....‘OO.......0...

THIS SUBROUTINE READS ALL INPUT DATA REQUIRED FOR TEST RUNS

OF THE STDCHASTIC PROCESS CORN MODEL. EXPLANATION OF INPUT

VARIABLES READ IN FOLLOWS:

-IPRT4=PRINT OPTION: O=END OF SIMULATION RUN RESULTS ONLY:

1=wITHIN YEAR RESULTS + END OF SIMULATION RUN RESULTS.

-NOPNCS=CS OPERATION NUMBER wHEN USED W/SAVOIE’S FORHRV 140-149).

-HADSRD(3)=AREA TO BE PLANTEO TO CS. HMC. CG HECTARES.

-STGCS.STGHMC=STORAGE CAPACITY OF cs. HM TONS OM.

-PSTGCS. PSTGHM: INVESTMENT IN STORAGE STRUCTURES (SIL

UNLOADERS) FOR CORN SILAGE AND HIGH MOISTURESCORN. §¥).

-HPOPLT. HPDHRV=CLOCK HRS/DAY AVAILABLE FOR PLANTING AND HARVE

-WIDTHSI)=0PERATING MIDTH OF I-TH FIELD IMPLEMENT. METERS.

-PPM(I =PURCHASE PRICE OF I~TH FIELD IMPLEMENT.

-XMEN(I)=NUMBER OF PERSONNEL REOUIRED FOR I- TH ACTIVITY. MANHRS/HR:

INCLUDES FIELD WORK TRANSPORTING UNLOADI NG.

-NTRAC(I)= POWER SOURCE FOR FIELD IMPLEMENT OF MIDTH(i) MCODE.

-NTBLOW(&éSSEWER SOURCE FOR BLOWER UNLOADING ACTIVITY 1 OUTPUT.

—NBLowR(I)=MCODE FOR BLOVER UNLOADING PRODUCT I.

-(I) INDEx FOR ABOVE CORN ACTIVITIES:

1= CORN PLANTING 2: Cs HARVESTING 3-HMC HARVESTING

-RATEIS.-M. -L= DISCOUNT RATE. SHORT. MEDIUM AND LONG TERM (DEc).

-PLABDR= LABOR CHARGE. / R.

-PFUELD. -G= PRICE OF DIESEL GASO INE FUEL. S/L.

-PFSCA1.—A2;§HA§SEDFO§/:ERT/SEED CHEMS FOR ALFALFA SEEDING YR. EST-

-PFSCCS.HM=CHARGE FOR FERT/SEED CHEMS FOR CS. HMC/CG. S/HA.

-PDRYCG=DRYING CHARGE FOR CG SOL. S/PT/BU

-PHRVCG= CUSTOM HARVEST CHARGE FOR CG SOLO. /HA

-xLIFE 1;.COEFSV y;STORAGE STRUCTURE LIFE YRS) SV/INVEST (DEC).

-xLIFE 2 .CDEFSV =MACHINE LIFE YRS). SV/ NVEST DEC).

-DUMMv2.- 3=DUMMY VARIABLES USED A OLUMN INDICATORS IN INPUT FILE.

(E. G. :123456789. 123456739. 123. . .ETc.)

(L. PARSCH. DEPT. OF AG. ECON. MSU. 2/82)

COMMON/PRICE/PLABOR PFUELD. PFUELG. RATEIM PDRYCG..PHRVCG.COEFSV§3).

PF IL XLIFE(SC W.PFSCA2PFSCCS. PFSCHM. ALFYRS. RATEIS. RATE

COMMON/TILL/PTILLC.PTILLA

COMMON/CRNDT1/BTAGEN(26.17). RTPLT HAPLTD(26.6).COSTCG(26 ).

+ OFNHRV 26).dDPLT(6) ODHRV(7}.JFNPLTS26).DMCDRNSZG é .

+ CRNYLD 26.3).COEFCSI6.5).COEFCG(6.5 .UBGHRV(25 .RTH V53 .

+ CLOSSH 3) HADSRO(4).STGCS.STGHMC.HPDHRV.HPDPLT.HACORN 2 .4).

+ UFNAL3 26;.COEFMC26 5).BASEMC DMFEED(26 3).CRNFSC(26).

+ TwATER 26 .CLOSSF 3).RTFEED(4).CLOSSS(3)

COMMON CRNOT3/MIDTH(3).PPM(3) NTRAC(3).XMEN(3). NTBLow 3). RMBLOM.

+ DwR 3;.CLA81 VCM(4,A).FCPICK.FCPLT.RMM(3) .

+ HRsPLT 4 .HRSCSIA).HRSHMC(4).FUEL14).FUELRT.CLA:8

+ NOPNCS.FECG.FECS.FEPLT FEHMC.SPOCG.SPOCS.SPDHMMC.SPDPLT.

+ RTBLOV. wCOMB PSTGCS PSTGHM

DIMENSION DUMMY2(6).OUMMYS(6)

READ 5.100 (DUMMY2(I) I-1.6)

READ 5.110 IPRT4.NOPNCS

READ 5.100 (HADSRD(1).I-1 3)

READ 5.1OO STGCS.PSTGCS.STGHMC. PSTGHM

READ 5.1OO HPDPLT.HPDHRV

READ 5,120 wIOTH 1 .PPM 1 .XMEN2 NTRAC -

READ 5.120 wIDTH 2 .PPM 2 .XMEN .NTRAC §.NTBLOME2;.NBLOMR52)

READ 5.120 wIDTH 3 PPM 3 .xMEN NTRAC .NTBLOV 3 .NBLOMR 3

READ 5.1OO (DUMMY3 i) 1:1.6)

READ 5.1OO RATEIS.RATEIM.RA EIL

READ 5.1OO PLABOR.PFUELO.PFUELG

READ 5.1OO PFSCA1.PFSCA2.PFSCCS.PFSCHM

READ 5.100 PDRYCG.PHRVCG.PTILLC PTILLA -

READ 5.100 XLIFE(1).XLIFE(2).COEFSV(1).COEFSV(2)

CALL CORN(NYRS)
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SUBROUTINE CORN(NYRS)
.fiOOOOOQOOO...0“.it.tOOOOOOOOOOOOCCIOOOt.‘CDC.....Q.

SUBROUTINE CORN CONTAINS DATA WHICH SPECIFIES: (A CORN SILAGE AND

GRAIN YIELDS FUNCTION OF PLANTING AND HARVES ING DATES (8)

AVAILABLE FIELD WORKING DAYS FOR THE PLANTING AND HARVEST PER ODS.

THIS DATA IS INITIALLY GENERATED IN BTAGEN. A MULTIVARIATE BETA

STOCHASTIC PROCESS GENERATOR. THE GENERATED SAMPLE OBSERVATION

MATRIx--BASED ON EMPIRICAL ESTI MATES OF PARAMETERS OF EACH MARGINAL

DISTRIBUTION--IS THEN STORED ON FILE AND READ INTO SUBROUTINE CORN.

THIS MATRIx HAS DIMENSIONS (YEARS. DISTRIBUTIONS) THE DISTRIBUTIONS

(COLUMNS) ARE DEFINED AS FOLLOWS:

(1) COLS 1-5: AVAILABLE FIELD WORK DAYS (PLANTING) PER PERIOD

APRIL 2O-UUNE 15. PERIODS=420-430. 501--51o.511-520.

521-531.601-615.

(2) COLS 6-11: AVAILABLE FIELD WORK DAYS (HARVEST) PER PERIOD

SEPT 1-NOV 30. PERIODS= 901- 915.916--930.1OO1-1615.

1016-1031.11o1-1115.1116-1130.

(3) COLS 12-16 CORN GRAIN YIELDS PLANTED IN EACH PLANTING8PER DD

ABOVE WITH AVERAGE HARVEST DATE . OCT U/A

(A) COL 17: CORN SILAGE YIELD AVERAGE PLANTING AND HARVES

DATES MAY 1. SEPT 4 (DM TONS/ACRE)

(L. PARSCH. DEPT OF AGRIC. ECON.. MICHIGAN STATE UNIv.. 12/81)

CDMMON/CRNDT1/BTAGEN(26 17).RTPLT HAPLTD(26.6).COSTCG§26 2).

+ UFNHRV 26).UDPLT(6) UDHRV(7) dFNPLT(26).DMCORNs 6 3).

+ CRNYLD 25.3).COEFCS(6.5).COEFCG(6.5).UBGHRV(26 .RTHRV‘O .

+ CLOSSH 3) HADSRD(4).STGCS,STGHMC.HPDHRV.HPOPLT.HACORN 2 .4).

+ UFNAL3 26;.COEFMC‘6 5).BASEMC DMFEED§26 3).CRNFSC(26).

+ TWATER 26 .CLOSSF 3).RTFEED(4).CLDSS (3)

DO NTHYR=1.NYRS

READ(3. 100)(BTAGEN(NTHYR. dDIST).dDIST-1. 17)

CONVERT CORN YIELDS FROM ENGLISH UNITS TO METRIC UNITS (TONS/HA)

DD 10 NTHYR-I NYRs

DD 20 UDIST=116

BTAGEN NTHYR. UDIST)=B AG

BTAGEN NTHYR.17)=BTA$N(

DO 30 NTHYR'1.NYRS

TWATER NTHYR .

HACORN‘JNTHYR. 4 '0. 0

DD =1. 3

HACORN(NTHYR' UCDL so. 0

DMCORN NTHYR. UCDL so. 0

iNTHYR.dCOL -D.o

CRNYLD NTHYR.UCDL -O.o

FORMAT(17(1x.F7.2))

RETURN

END

(EN NT .052934624

NTHYR. ) 434
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SUBROUTINE CORN(NYRS)

...COOODOOO0‘...t-...t.OOOOOOOOIOOOOCI.....Citfififit‘00

SUBROUTINE CORN CONTAINS DATA WHICH SPECIFIES: (A) CORN SILAGE AND

GRAIN IELDS As A FUNCTION OF PLANTING AND HARVESTING DATES (8)

AVAILABLE FIELD WORKING DAYS FOR THE PLANTING AND HARVEST PERIODS.

THIS DATA Is INITIALLY GENERATED IN BTAGEN. A MULTIVARIATE BETA

STOCHASTIC PROCESS GENERATOR THE GENERATED SAMPLE OBSERVATION

MATRIx-—BASED ON EMPIRICAL ESTIMATES OF PARAMETERS OF EACH MARGINAL

DISTRIBUTION--IS THEN STORED ON FILE AND READ INTO SUBROUTINE CORN.

THIS MATRIx HAS DIMENSIONS (YEARS. DISTRIBUTIONS). THE DISTRIBUTIONS

(COLUMNS) ARE DEFINED AS FOLL

(1) COLS 1- 5: AVAILABLE FIELD WORK DAYS (PLANTING) PER PERIOD

APRIL 2O-UUNE15. PERIODS=42O 430. 501--51D.511-520.

521-531.601-615.

(2) COLS 6-11: AVAILABLE FIELD WORK DAYS (HARVEST) PER PERIOD

SEPT 1-NOV 30. PERIODS= 901- 915. 916930.1001-1615.

1016-1031.1 O1-1115 1116~1130

(3) COLS 12-16:CORN GRAIN YIELDS PL ANTED IN EACH PLANTING PER OD

ABOVE WITH AVERAGE HARVEST DATE = OCT (BU/A

(4) COL 17: CORNS SILAGE YIELD. AVERAGE PLANTING AND HARVES

DATE MAY 1. SEPT 4 (DM TONS/ACRE)

(L. PARSCH. DEPT OF AGRIC. ECON.. MICHIGAN STATE UNIv.. 12/81)

COMMON CRNDT1 6 AGEN(26.17).RTPLT HAPLTD(26.6).CDSTCG(26 2).

+ / HRv £6).JDPLT(6) JDHRV(7).UFNPLT(26),DMCORNS26 3).

+ CRNYLD 26.3). COEFCS(6.5).COEFCG(6.5) dBGHRV(26 .RTHsza .

+ CLOSSH 3) HADSRD(4).STGCS,STGHMC.HPOHRV.HPOPLT.HACORN 2 .4).

+ UFNAL3 26;.COEFMCé6 5) BASEMC DMFEED(26 3).CRNFSC(26).

+ TWATER 26 .CLOSSF 3).RTFEED(4).CLOSSS(3)

DO NTHYR: 1. Rs

READ(3.1oo)( AGEN(NTHYR dDIST).dDIST-1. 17)

CONVERT CORN YIELDS FROM ENGLISH UNITS TO METRIC UNITS (TONS/HA)

88 38 38888'TINY85
BTAGENzNTHYR..UDIST)=8TGEN(NTHYR dDIST)'.052984624

BTAGEN NTHYR 17)=8TAGE(NTHYR. 17):2.2401434

OO 30 NTHYR’1,NYRS

TWATER;NTHYR)*.

HACORN

DO 30 JCOL=

HACORN(NTHYR.JCOL '0. O

OMCORN NTHYR. UCOL '0. O

DMFEED NTHYR,dCOL '0. O

CRNYLD NTHYR.UCOL '0. O

FORMAT(17(1x.F7.2))

RETURN

END
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c Otttttttittttfittttfittit.DitttfifitfiittfittttttQttt

SUBROUTINE CRNPLT(NTHYR.CPLANT)
C fittdtttttfittfltfifiOtttttttltt0.0!..00000000‘0000‘

C

C THIS SUBROUTINE OETERMINES THE AREA OF CORN PLANTED IN EACH OF

C FIVE PLANTING PERIOD APRIL 20- ODNE

E (L. PARSCH. DEPT OF AC ECON. MICH STATE UNIV. 12/61)

COMMON/CRNDT1/BTAGEN(26 17).RTPLT HAPLTD(26.6).CDSTCG(26.32).

+ dFNHRV 26).gDPLT(6) ODHRV(71.UFNPLT(26).DMCORN

+ CRNYLD 26.3 .COEFCS16 5) COEFCG(6.5).UBGHRV(26 3g.

+ CLOSSH 3) HADSRO(4).STGCS.STGHMC.HPOHRV.HPDPLT HACORN 2 A).

+ UFNAL3 26§.COEFMC(6 5) BASEMC DMFEED(26 3).CRNFSC((26).

C + TWATER 26 .CLOSSF 3).RTFEED(4).CLDSSS(3)

c INITIA LIZE CORN AREA. ESTABLISH PLANTING RATE AND HARVEST RATES

g FOR CDORN THIS YEAR

c CALL CRNENG(NTHYR.1)

REMPLTcHADSRD(4)

DO 5 I-1 6

g HAPLTD(NTHYR. I)-D.o

DO 10 I-

PLTCPY=BTAGEN(NTHYR.IIPHPDPLT‘RTPLT

HAPLTD NTHYR I MIN1 PLTCPY REMPLT)

HAPLTD NTHYR. 6 APLTD(NTHYR 6)+HAPLTD(NTHYR. I)

C REMPLT-REMPLT-HAPLTD(NTHYR. I)

8 DETERMINE LAST JULIAN DATE OF PLANTING BY INTERPDLATION.

IF((REMPLT. LE. 0). AND. (PLTCPY. GT 6))THEN

dFNPLT NTH1R2= (HAPLTD(NTHYR. I /P

+ Go 028LOAT dDPLT(I+1)- dOPLT I)))+(dDPLT(I)+1)

ELSEIF((REMPLT. LE. 0). AND. PLTCPY. ED ))THN

UFNTBT(NTHYR)= (36PLT(I+ )-JDPLT I))+UDPLT(I)+1

ENDIF

60 CONTINUE

8 SPECIFY JULIAN DATE IF PLANTING WAS NOT FINISHED.

c UFNPLT(NTHYR)-UDPLT(6)+1

go CONTINUE

c CPLANT-FLOAT(OFNPLT(NTHYR))

RETURN

END
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itit.....0......0tfittttttfifiitt0......03.‘.....Oifit....

SUBROUTINE CRNHRV(NTHYR.JLALHR)

O.itti10‘“.it.ititittttfittitttttfitifititttitfitifiifi.tfifit

THIS SUBROUTINE DETERMINES THE AREA (HA) AND QUANTITY (OM OF CORN

SILAGE. HIGH MOISTURE CORN. AND CORN GRAIN HARVESTEO IN E CH OF

SIX HARVEST PERIODS FOR ACREAGE PLANTED IN EACH OF FIVE PLANTING

PERIODS. (L. PARSCH. AG ECON.MSU.12/81

COMMON/CRNDT1/BTAGEN(26. i7). RTPLT HAPLTD(26 )CCOSTCG 26é ).6 .

+ HRV(26). UOPLT(6) UOHRRv(7). UFNPLTS26).DMC N36

+ CRNYLD 26. 3). COEFCSI6. 5). COEFCG(6 s dBGHRV(26 RTHRV 3g.

+ CLOSSH 3) HADSR (4).STGCS. STGHMC. HPDHRv.HPOPLT. HACORN 2 4).

+ dFNALB 26 .COE C26 5&.BASEMC DMFEED 26 3). CRNFSC(25).

+ TwATER 26 .CLO F 3). TFEED(4). CLoss 3)

 

RVCPY(6).DMHRV(3.6.5).HAHRV(4.6.5).

D

M

s

) H

D(6.5)

F

S

COMMON/CRNOT2/HAREM(5

CSYLD(6 6). CGYL

DATA zERO /1.0E-6/

BEGIN INITIALIZATION FOR THIS YEARS VALUES.

DO 10 -I.6

HRVCPY I)=o. 0

DO 10

 

HAREM U)=HAPLTD(NTHYR. d)

CSYLD . =BTAGEN NTHYR.17)-COEFCS(I d)

CGYLD 1.0 =BTAGEN NTHYR.'d+11)*COEFCGII.d)

HAHRV 4.1.d)-o

DO 10 K-1.3

HAHRV K.I.d;-o o

DMHRV K.1.d .0 o

CSREO=STGCS

HMCREo-STGH

UFNAL3 NTHYRi: ULALHR

UBGHRV NTHYR 3244

DO 20 I'1.6

BEGIN CORN HARVEST LOOPS FOR NTHYR. LOOP IaHARVEST PERIoo- LOOP

U=PLANTING DATE ACR EAGE LIMITATION. FIRST. DETERMINE wHETHER 3RD

CUT ALFALFA HARVEST HAS FINISHED SO CORN HARVEST CAN BEGIN.

IF(UFNAL3(NTHYR). LT. UDHRV(I))THEN

RATIO1=0.0

ELSEIF((UFNAL3(NTHYR).GE. dDHRV§(I);A

+ dFNAL3(NTHYR) LT. JOHRV ))THEN

dBGHRV(NTHYR?=UFNALBLNTHYR +1

RAT101=FLOAT UBGHRV(NTHYR)RUDHRV(I))/

+ FLOATEUDHRVSI+1)-d );

ELSE IF(UFNALB NTHYR GE JDHRV(I +1 )THEN

IF(I.EO. 6)JBGHRV(NTHYR)-335

GO TO 20

ENDIF

KTYPE OEFINES THE HARVESTING SYSTEM: 1=CS 2-HMC 3-cG

RTYPE-a

IF CSREo.GT. O. )KTYPE-

IF (CSREo.LE. o. ). AND. (HMCREO. GT.M)) M?

HRVCPY(I)=BTAGEN(NTHYR.I+5)aHPDHRVaRTHRV KTYPE) (1.-RATIO1)

CPCTY=HRVCPY(I)

DO 40 U=1.s

IF(HAREM(U).LE 0 )GO TO 40

NESTED IF-THEN BLOCK OEFINES FOUR GENERAL CONDITIONS:

1 BOTH CS AND HMC ARE IN FARM PLAN STRG UNITS ARE UNFILLED.

2 cs ONLY IS IN FARM PLAN. STRG UNITS IS UNFILLED.

3 HMC Is IN FARM PLAN. STRG UNIT IS UNFILLED. CS 15 IN FARM

PLAN AND STRG Is FILLED/OR CS 15 NOT IN FARM PLAN.

(4) EITHER CS AND HMC ARE NOT IN FARM PLAN. OR ALL STRG IS FILLED.

HARVEST SEQUENCE ALwAYs ASSUMED IS cs--HMC- CG (DRY SHELL .

THE'OUANTITY OF CORN HARVESTEO AS EITHER OF THESE K (K- .3) ENT-
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GO to so

HAREM(J)=HAREM(U)-HAHRV(2.I a}

HRVCPY(I)-(HRVCPY(I)-HAHRV(§ d))*(RTHRV(3)/RTHRV(2))

cpcrv=cpcrv-gRTHRV(3)/RtHRV(i)I

PRINTt.’-38-

NDIF

ENDIF

XLIMHA-AMAX1SO..AMIN1(HAREM d).HRVCPY(I)))

IF(CGYLD(I.¥ .Eo.o.)XLIMHA- .

HAHRV 3.1.0 BXLIMHA

DMHRV 3.1.U =HAHRV(3.I.d)*CGYLD(I.d)t(i.-CLOSSH(3))

HAREM(J}-HAREM(J -XLIMHA

HRVCPY( I=ancpv 1 -XLIMHA

HAHRV(4. .d)=HAHRV 1 I d)+HAHRV(2.I.dI+HAHRV(3.I.d)

HACORN(NTHYR.4)=HACORN(NTHYR.4)+HAHRV . .d)

IF(HAREM(U).GT.O.)GO T0 19

CONTINUE

IF(HACORN(NTHYR.4).GE.(HAPLTD(NTHYR.6)‘(1.-ZERO)))THEN

104=(CPCTY-HRVCPYSI))/CPCTY

IF(CPCTY.LE.O.)RATIO =0.o

dFNHRV NTHYR)=RATIDA¢(UDHRV(I+1)-dDHRV(I))+JDHRV(I)+$

GO TO

ENDIF

CONTINUE

REA

CULAT;

ER

CONTINUE

DO 60 K-1.3

DO 70 1-1.6

DO 70 -1.5

DMCORN NTHYR K)=DMCORN£NTHYR K)+DMHRV(K.I.J)

IF((K.EO.3).AND.(DMHRV K.I UI.GT.?))THEN

waTER=((1.£31.-C0£FMC(t.U;))- 1.‘(1.-8ASEMC)))*DMHRV(K.I.J)

END}:ATER(NTHY sTwATER(NTHvR +waTE

HACORN NTHYR.K =HACORN NTHYR.K +HAHRV(K.I.J&

CRNYLD NTHYR.K =DMCDRN NTHYR.K lHACDRN(NTHY .K;

DMFEED NTHYR.K IDMCDRN NTHYR.K t((1.-CLOSSS(K) ‘(1.-CLOSSF(K)))

IF(HACORN(NTHYR.K).LE.O.)CRNYLD(NTHYR.K)'O.

LCULATE MACHINE HOURS. LABOR HOURS. AND FUEL USE FOR

RN CROP THIS YEAR.

CALL CRNENG(NTHYR.2)

RETURN
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......‘000000000000‘000............I‘OICOCCOOOOOOCOOC

SUBROUTINE CRNOUT(NTHYR. NYRS. ILINE)
...O00......‘OOO......‘OIOOOOC‘OOO..‘l...’.‘.....‘...

THIS SUBROUTINE wRITES OUT: (1) wITHIN-VEAR SIMULATION R

(2) END OF SIMULATIDN- RUN RESULTS; AND. (3) SAMPLE STATI

CALCULATED OVER THE cORN SIMULATION UN

(L. PARSCH. DEPT OF AG ECON. MSU. 2/82)

ESULTS:

STICS

COMMON/CRNDT1/BTAGEN(26.17).RTPLT HAPLTD(26. 6). COSTCG 26

+ UFNHRV 26).dDPLT(6) UOHRv175. UENRLT326). DMCDRNS 6 3.

+ CRNYLD 26.3).COEFCS(6.5).COEECG(6 5 dBGHRV(26 RTHvvag.

+ CLOSSH 3) HADSRD(4).STGCS. STGHMC HPDHRV HPDPLT. HACORN2 4).

+ dFNALS 26 .COEFMC‘G 5).8ASEMC DMFEED(26 3). CRNFSC(26).

+ TwATER 26 CLOSSF 3).RTEEEO(4). CLOSSS(35

COMMON/CRNBI2/HAREM(S)(gRggPY(6).OMHRV(3.6.5).HAHRV(4.6.5).

COMMON/SUMRY1/YCORN(26.19 ).SCORN(4.19).CCOST(26.16).SCOST(4.16)

GO TO (5.100).ILINE

OUTPUT WITHIN-YEAR SIMULATION RUN RESULTS.

 

wRITE 6. 210 NTHYR

wRITE 6. 220 (HAPLTD NTHYR. I .I- 1..6:

wRITE 6. 230 (HACORN NTHYR K

wRITE 6. 240 dFNPLT(NTHYR).'UBOHthN HYR). JFNHRV(NTHYR)

wRITE16.2so)

OO 10 IHRv-

wRITE(6.200)((HAHRV(K. IHRv. URLTL JPLT81. 5) K-1. 3)

wRITE16.260)

DO 20 IHRv-1

wRITE(6.200)((OMHRv(K. IHRv dPLT). URLT-1. 5). K-1. 3)

wRITE(6.270)

00 30 IHRv=1 6

wRITE 6.310 {ch051HRv.URLT .dPLT-1.5

wRITE 6.310 CG O IHRv.uRLT .UPLT-1.5

wRITE 6.202

RETURN

OUTPUT END OF SIMULATION RUN RESULTS AND SAMPLE STATISTICS.

DO 40 N=1 NYRS

YCORN N.1 =FLOAT UFNPLT N

YCORN N.2 =FLOAT UFNAL3 N

YCORN N.3 =FLDAT UBGHRv N

YCORN N.4 =FLOAT dFNHRV N

YCORN N.s =HARLTOéN.§)

YCURN N.16)=TwATE (N

00 45 0:1 4

YCDRN(N.J+'5)=HACORN(N. a)

00 60 0:1.3

vc0RN N.d+9)=DMCORN(N.d)

YCDRN N.d+12;=CRNYLD N.d

YCDRN N d+16 sOMEEEO N.d

CONTINUE

WRITE$6.280;NYRS

wRITE 6.301 (édCOL).dCOL-1.16)

DO 60 N=1.NvR

wRITE(6.300)N.(YCORN(N.d).d-1.16)

wRITE(6 202) -

CALL SSTAT119.YCORN.NVRS.SCORN)

WRITE 6.290)

00 70 1-1 3

WRITE(6.3DO)I.(SCORN(I.U).d-1.16)

VRITE{6.284;

wRITE 6.321 (édCOL).JCOL-17.19)

OO 72 N81.NYR
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72 WRITEzG.320;N.(VCORN(N.U).U-17.19)

c VRITE 6.202

ES‘IS‘I'IE’S’I

Z4 wRITE(6.320)I.(SCORN(I.U).U-17.19)

WRITE$6.330;NYRS

33135 3;?1gvé(dCOL).JCOL-1.14)

go wRITE(6.319)N.(CCOST(N.u).u-1.14)

CALL STAT§14.CCOST.NYRS.SCOST)

WRITE 6.20 )

33155 1192
90 wRITE56.319;I.(SCOST(I a) u-1 14)

c VRITE 6.320 I. SCOST(i.u).u-I.14).I-3.3)

300 FORMAT 13.4 1X.F6.2g 6(1x F8.2).3 2x.Fs.2).1x.F6.2)

301 FORMAT 1x.4 1x.16) t1x.Ié).3(2x. 5).1x.I6./)

200 FORMAT azss 12 2)/})

310 FORMAT 5 F 2 2)

319 FORMAT 13.14 1x.F8 O)

318 FORMAT 1x.14 1x.Ia) /

320 FORMAT 13.14 1x F§.$)

3%; E8333; }§.3(1x.Ia .

210 FORMAT ///.' CORN SIMULATION RESULTS FOR SIMULATION YEAR-' 14 4;

220 FORMAT 1 AREA PLANTEO IN FIVE PLANT PERIOOS. TOTAL=1 6(2x,F6.2

230 FORMAT31 AREA HARVESTEO As cs HMC CG TOTAL=1 4(2x FO.2I)

240 +FORMATX1IOATES. ENO PLANTING. BEGIN ANO END HARVEST.UUL AN-1.

250 FORMATg’ AREA HARVESTEO: SIx HARVEST POS (Rows 1'.

+ FIVE PLANT POS (COLS): THREE ELEMENTS OS.HMC,C6)'./)

260 FORMAT(1 OM (TONS) HARVESTEO: SIx HARVEST POS Rows -

+ 1 FIVE PLANT POS (COLS)- THREE ELEMENTS CS HMC 6)1./)

270 FORMAT(1 STANDING OM YLD (T/HA): SIx HARVEST POS (ROMS :1.

c + 1 FIVE PLANT POS (COLS): TwO ELEMENTS (CS.HMC-CG ./)

280 FORMAT(111 1CORN SIMULATION OUTPUT: SECTION 1).1./.

I 1 aUMMAgvvggEEUT’FOR1.13.1 SIMULATION YEA 5.1.

+ 1 EACH Row REPRESENTS ONE SIMULATION YEAR.’

+ 1 COLUMNS REPRESENT:’.¢.’ 1=dFNPLT 2=JFNALF 3=UBCHRV 4=JFNHRV'.

+ 1 s=HAPLTO 6=HACS 7=HA Mc 8=HACG 9=HACORN 10=OMCS 11=OMHMC1.

+ 1 12=0MCC 13=CSYLD 14=HMCYLD 15=CGYLD 16=wTR1 /£

284 FORMAT(///,1 MATRIx YCORN (CONTINUED): './.' 17-OS EEO '.

+ 1 18=HMCFEED 19=CGSELL ' )

290 FORMAT(’ SAMPLE STATISTICS FOR SIMULATION RUN 1

C + wS 1=MEAN 2-STANOARO DEVIATION 3-COEF OF VARIATION1./)

330 FDRMAT(’1’.’CDRN SIMULATION OUTPUT: SECTION $2).1./.

I ; EITRIIYCEOSTUI FOR1.13.1 SIMULATION YEA 5.1.

+ 1 EACH Row REPRESENTS ONE SIMULATION YEAR.’

+ 1 COLUMNS REPRESENT 1./ 1 1=RM$ 2=FUELS 3=LA6R1S 4-LABR2$ 1.

+ 1 5=FUEL(L) 6=LA6R1 7=LA6R2 8=CUSTOM$ 9=CGDRY$ 1

+ 1 10=CRNFSC$ 11=MCHINV$ 12=STGINVS 13=FCMS 14-FCSTGS'./)

RETURN

ENO
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.....tltfifit....‘OOOOO..0000000000000.....‘ICCOQOOCOOOOQO

SUBROUTINE SSTAT(NVAR.SMPL.NOBS.XMOMNT)

......0......O.......l...‘......Otfifiififittfifittfiititfitfifitt

SSTAT CALCULATES MEAN. STANDARD DEVIATION COEFFICIENT OF

VARIATION AND SKEVNESS OF A SAMPLE DISTRIBUTION.

(L. PARSCH. DEPT OF ECON. MSU.12/8AG

26.251..XMOMNT(4 25

). SX

DIMENSION SMPL g

25). SV(25). s (25)

(
DIMENSION SUM(26

DO 10 1:16NVAR

SUM(I)0

DO 20

SUM(I)=SUM§I)+SMPL(U..I)

Sx(l)' SUM( /NOB

DD 30 II. 1 NVAR

SUM(II .

DO 40 dd 08?

SUM(II)= SUMN II +(SMPLSUJ..II)-SX(II))‘12.

SV II)=SUM( )/ N065-

IF NDBS. VII)-o.

DO 50 III-1 NVAR

SUM(III =0 O

99(33(III3‘ENOBSO)GO TO 0

SUM(II§)=SUM?III)+((SMPL?ddd.III)-SX(III))*'3./(SV(III)‘*.5))

SS(III -SUM(I I)/NOBS

DO 70 I-1 NVAR

XMOMNT 1.i -sx(II

XMOMNT 2.1 =SORT sv(I)

XMOMNT 3.1 =XMOMNT(2. /XMOMNT 1.1)

IF(SX( ).Eo O.?£XMDMNT 3.I)-0.

XMOMNT(4.I)-ss )
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C ...-......‘ttfitttt00.000.00.00000000t.‘....Otttttti

SUBROUTINE CRNENG(NTHYR.1LINE)
c ..Ittitthttttt...tttotti‘...Otttttiiitttifiiflfitfiififii

C

C THIS SUBROUTINE IS CALLED TWICE EACH YEAR. PRIOR TO PLANTING

c §ILINE=1) AND AT THE END OF CORN HARVEST ILINE=2L PRIOR TO PLANT-

C NG . BOTH PLANTING AND HARVEST RATES (HA HR) ARE DETERMINED.

C AT THE END OF HARVEST ANNUAL MACHINE AND LABOR HOURS. As WE LL As

O FUEL USE ARE CALCULATED (LIT ERS) FOR THE CORN CROP. WHEN THIS SUB-

C ROUTINE IS USED WITH SAVDIE1S MODEL FORHRV. THE APPROPRIATE CORN

C SILAGE SECTIONS FDR HARVEST RATE. HOURS. AND FUEL ARE COMMENTED

8 OUT. (L. PARSCH. DEPT OF AG ECON. MSU. 3/822)

COMMON/CRNDT1/BTAGEN(26.17).RTPLT HAPLTD(26 .6) COSTCG(26é ).

+ NHRV 26). dDPLT(6) ODHRv17g.UFNPLT$26).OMCDRN326

+ CRNYLD 26. 3). COEFCSI6.5).CO FCG(6.6 .JBGHRV(26 RTHRV 3g.

+ CLOSSH 3) HADSRD(4).STGCS.STGHMC. HPDHRV.HPDPLT HACORN 4)

+ dFNAL3 26 .COEFMC‘G 5).BASEMC DMFEED(26 3). CRNESC(26).

c + TWATER 26 .CLOSSF 3).RTFEED(4). CLOSSS( 3)

COMMON/CRNDTa/WIDTH(3).PPM(3) NTRAC(3). XMEN(3).NTBLOW 3). RMBLOW.

+ N8LDWRE3;.CLAB1 VCM14.A).FCPICK.FC RMM(3)

+ HRSPLT 4 .HRSCSIA).HRSHMC(4).FUUEL(4)).PUELRT CLAB2

+ NOPNCS.FECG.FECS.FEPLT FEHMC.SPDCG. SPDCS.SPOHMC.BSPDPLT.

+ RTBLOW.WCOMB PSTGCS.PSTGHM

COMMON/CsSARG/CSVALI26.32

c COMMON/Y1/XINFO(7).MCOD (100) XMDATA(1OO 13)

c GO TO (10.100)ILINE

c THIS SECTION CALCULATES PLANTING AND HARVESTING RATES OF CORN.

c IT IS ALLED AT THE BEGINNING OF EACH HARVEST SEASON

8 ESTABLISH CORN PLANTING RATE. HA/HR

10 IF((HADSRD(4) GT. ). AND (WIDTH 1). GT. 0. ))THEN

LSR =(SPDPLT-WIDTH(1)-FEPLT /10

RTPLT-0.

c ENDIF

C ESTABLISH CORN SILAGE HARVEST RATE. USE CSRATE FUNCTION ONLY WITH

3 SAVDIE FORHARV MODEL.

IF((STGCS. GT. 0.) AND.(WIDTH(2g..GT. 00 ))THEN

C BIG -(SPDCStWI DTH(2)*F cs);10

SETHRV(1 =CSRATE(BTAGEN(NTHYR . ). NOPNcs)

RTHRV(1)-0.

C ENDIF

8 ESTABLISH HIGH MOISTURE CORN HARVESTING RATE.

IF((STGHMC. GT. ). AND. (WIDTH(3£.GT &)THEN

ELSETHRV12)- (SPDHMC*WIDTH(3)PF HMC)/1

RTHRv(2)-0.

c NDIF

C RESIDUAL CORN IS CUSTOM HARVESTEO AS A CASH CROP WITH A SIx ROW.

8 COMBINE (76 CM/ROW).

C RTHRV(3)-(SPDCGPVCOMB‘FECG)/10.

c RETURN

C THIS SECTION IS CALLED EVERY YEAR AT END OF CORN HARVEST TO

C DETERMINE MACHINE HOURS. LABOR HOURS. AND FUEL USE ASSOCIATED

C WITH PLANTING CORN. HARVESTING cs ANO MC HE HRs-— ARRAYS ARE:

C 1=IMPLEMENT TRACTOR HRS 2-LABOR HRS (FIELD. STRG) 3=BLOWER HRS

g 4-LABOR HOU s. FEEDING. -

100 D0 110 u-1 4

HRSPLT(y)-O.

HRSCSé -O.

HRSHM ug-

é10 FUEL(d - .
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CALCUALTE CORN PLANTING HOURS. FUEL USE (LITERS).

IF(RTPLT.GT.D.)THEN

HRSPLT 1;=HAPLTD NTHYR 6)*Si./RTPLT)

HRSPLT 2 =HRSPLT 1)‘XMEN

NoggEL(1 =HRSPLT(1 vXMDATA IROW(NTRAC(1)).11)~FUELRT

‘

CALCUALTE CS HOURS. FUEL. COMMENT OUT APPROPRIATE LINES FOR USE

WITH SAVDIE'S FORHRV MODEL.

IF(RTHRV 1 .GT.0.)THEN

IG HRSCS 1 =HACDRNSNTHYR.1)w(1./RTHRV(1))

IG HRscs 2 =HRSCS( )*XMEN(2)

IG HRSCS 3 =DMCORN NTHYR.1 /RTBLOW

IG HRSCS 4 =DMCORN NTHYR.1;*(1.-CLOSSS(1 )*RTFEED(1;

IG FUEL(2)=HRSCS(1 *XMDATA IROW(NTRAC(2) .11)*F ELR

16+ +HRSCS(3)*XMDATA(IROW(NTBLOW 2)).11 .FUELRT

COMMENT OUT PREVIOUS FIVE LINES WITH SAVDIE'S MODEL.

CSVAL NTHYR.2 =HACORN NTHYR.1

CSVAL NTHYR.3 =DMCORN NTHYR 1

CALL ENDCS(HACORN(NTHYR.1).(DMCORN(NTHYR.1)‘(1.-CLOSSS(1))))

ELSEIFSRTHRvs1g.LE.O.)THEN

DO 2 I=

CSVAL?NTHYR.I)'O.

ENDIF

CSVALgNTHYR.1$=RTHRv(1)

CALCULATE HOURS. FUEL FOR HMC.

IF(RTHRV(2).GT.O.)THEN

HRSHMC 1 =HACORN NTHYR.2 F$1./RTHRV(2))

HRSHMC 2 =HRSHMC 1)*XMEN 3

HRSHMC 3 =DMCORN NTHYR.2 /RTBLOW

HRSHMC 4 =DMCORN NTHYR.2 *(1.-CLOSSS(2 )*RTFEED(2%

FUEL(3 =HRSHMC(1 -XMDATA IROW(NTRAC(3; .11g-FUELR

+ +HRSHMC(3)*XMDATA(IROW(NTBLOW 3 .11 —FUELRT

ENDIF

CLAB1=HRSPLT(2)+HRSCS 2;+HRSHMC(2)

CLAB2=HRSCS(4)+HRSHMC 4

FUEL(4)=FUEL(1)+FUEL(2)+FUEL(3)

CALCULATE SELECTED VARIABLE COSTS ASSOCIATED WITH CORN PLANTING.

CS AND HMC HARVESTING.

CALL VCOST(NTHYR)

RETURN

END
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It..Otttfiflttttfl0.0t.......IOCOIOODOOIGC‘Ott.‘......O...‘

SUBROUTINE VCOST(NTHYR)

......ttttttttiitOfltti.COOCCOOOOOOQ‘OOOOOOO...‘OOOOOCOO

THIS SUBROUTINE IS CALLED EVERY YEAR AT END OF CORN HARVEST.

VARIABLE COSTS ASSOCIATED WITH PLANTING AND HARVESTING OF CS.

HMC. AND CG ARE CALCUALTED FOR THE YEAR AND STORED IN CCOST.

ANNUALIZED FIXED COSTS OF THE PICKER AND PLANTER ARE ALSO DET‘

ERMINED HERE. WHEN THIS SUBROUTINE IS ms WITH SAVOIE’ S

FORHRV MODEL. APPROPRIATE COST SECTION FOR CS ARE COMMENTED OUT.

(L. PARSCH. DEPT OF AG ECON. MSU. 3/ 2

COMMON/CRNDT1/BTAGEN(26 17L RTP T HA

FNHRV 26). UDPLT(é) UDHRV
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0
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COMMON/cs
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CALCULATE FE?

R

LG .RATEIM. PDRYCG. PHRVCG.C mgg).

HM. ALFYRS. RATEIS. RATEIL.

C
.

E

S

L
C
A

9).SCORN(4.19).CCOST(26.16).SCOST(4.16)

(100). XMDATA1100. 13)

AND CHEMICAL COSTS OF THE CORN CROP.

A FUNCTION OF PLANTING INTENTION (HADSRD)

EACH YEAR (HAPLTD).

E. HADSRD(4 )THEN

Cs-HADSRD 1 +PFSCHMF(HADSRO(2)+HADSRD(3))

).LT.HADSRD 4 )TEN

APLTD(NTHYR.6
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.6)

6 )THE

I FSCCS‘HADSRD 1)+P

H 05 0(1)

s FSCCS*HAPLTTD NTHY

ENDIF

THE VARIABLE MACHINE COST MATRIX FOR PLANTING15

G CS AND HMC. ROWS: =PLA TIN 2:cs 3:=HMc

3T0 MAINT S 2-FUEL s 3-LABOR (FIELD. STORAGE). s

0
0
0
0
0
0

0

0 O n Z I P U

DO

VCM(I.d

CORN PLANTING COSTS (MACHINERY. LABOR).

VCM 1.1 =HRSPLT 1);(RMM(1)tPPM(1)+(RMT*XMDATA(IROW(NTRAC(1)). 2)))

VCM 1.2=FUEL(1ELD

2)*PLABORVCM 1. 3 =HRS L

(MegEINERY' LABOR). COMMENT OUT WHEN USED

0
0
0
d *
0

S HARVESTING

TH SAVOIE’ S

C S

F

HVCM(21);HRS

CS(

E
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(
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V

(RMM(2)

MT'XMDA;

PM )+(RMT*XMDATASIROW(NTRAC(2))..2)))

RMBLOth

PF ELO
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A(IROW£NTBLOU 3)( 3;

DATA(I OW(NBLOWR 3 2)))
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VCM OHRS
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VCM(3..1)=HRSHMCS1I (RMM(3I'PPM(3)+ RMT'XMDATA( IR«(NTRAC(3II 2III

SHMC13 * (RMT‘XMDATA(IROW NTBLOW‘SII’ 2)

+ MBLOWXMDATA(IRON(NBLOWR(3I .2 II

VCM 3.2 ”FUEL(3 *PFUELD

VCM 3.3 =HRSHMC 2;*PLABOR

VCM 3.4 =HRSHMC 4 tPLABOR

DO 20 d'1.4

DO 30 I' 1.3

VCM(4 d)=VCM(4.d +VCM(§.Jd)

CCOSTlNTHvR.O)=v M14.d

NTHYR.5 IFUELS4I

NTHYR.6

NTHYR.? =CLAB2

NTHYR.8 =HACORN NTHYR 3 -PHRVCG+HADSRO(4);PTILLC

NTHYR.9 =TwATER NTHYR) . PDRYCGl. O1)*32.8

NTHYR.10;=CRNFSC(NTHYR;

CCOST

CCOST

CCOST

CCOST

CCOST

CCOST

  

CCOST NTHYR.11 IPPM(1)+PPM 3

CCOST NTHYR.12 8PSTGCS+PST HM

CALCULATE FIXED MACHINE COSTS OF CORN PLANTER. CORN PICKER-SHELLER.

FCPLT-ANPV(PPM(1) COEFsv(2) xLIFE(2) RATEIM)+. OO25¢PPM(1;

FCPICK=ANPv( PPM(3I.C FSV(2 .XLIFE(2). RATEIM)+ oozscPPM )

CCOST NTHYR.13;=FCPICK+ .L

COST NTHYR.14 =ANPv1(PSTGCS+PSTGHM).COEFSV(1).xLIFE(1).RATEIL)C

R

E
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BLOCK OATA MISC
......ti.t...‘tt.Ottttit‘.i‘tfitttitlfitttitttlti...

DATA STORAGE FOR MISCELLANEOUS VARIABLES USED IN THE MODEL.

(L. PARSCH. DEPT OF AG ECON. MSU. 3/82)

COMMON/PRICE/PLABBOR. PFUELD PFUELG. RATEIM. PDRYCG.PHRVCG CDEFSVéGI

FSCA1.PFSCA2. PFSCCS, PFSCHM ALFYRS.RATEIS.RATEIL.XLI E 5)

COMMON/CRNDOT1/BTAGEN(26 17).RTPLT HAPLTD(26 6).COSTCG(26 2).

+ RV 26).UOPLT(6) UDHRV(7}.UFNPLT$2é).DMCORNSZG 3;.

+ CRNYLD 26.3). COEFCS(6.5).COEFCG(6.5 .UBGHRV(26 .RTH v23 .

+ CLOSSH 3) HADSRO(4).STGCS.STGHMC.HPDHRV.HPDPLT HACORN 2 .4).

+ UFNAL3 26;.COEFMC26 5) BASEMC DMFEED(26 3).CRNFSC(26).

+ TwArER 26 .CLOSSF 3$.RTFEED(4).CLOSSS(3)

COMMON/CRNDT3/WIDTH(3).PPM(3) NTRAC(3).XMEN(3).NT8Law‘s)..RMBLDV.

+ R53;.CLAB1 VCM(4.4),FCPICK.FCPLT.RMM(3)).RM

+ HRSPLT A .HRSCS(4).HRSHMC14).FUEL(4).FUELRT.CLA82.

+ NOPNCS. FECG.FECS.FEPLT FEHMC.SPDCG.SPDCS.SPDOHMC .SPDPLT.

+ RTBLOW.VCOMB.PSTGCS.PSTGHM

STORAGE SECTION FOR PRICES OF VARIABLE INPUTS. ALL PRICES ARE

IN METRIC UNITS EXCEPT FOR CORN GRAIN DRYING CHARGE RATE VHICH

IS IN S/PT/BU. ALFYRS=NO. OF YRS ALFALFA Is IN ROTATION.

OATA ALFYRS/4./’

G DATA PLABOR. PFUELD. PFUELG/5 .00. .309. .317/

G DATA RATEIS. RATE IM. RATEIL/. 17. .15. .13/

G DATA PDRYCG. PHRVCG/. 03.59.77/

G DATA PFSCA1. PFSCA2. PFSCCS.PFSCHM/301.09. 118.58. 227.73. 207.11/

BOUNDARY UULIAN DATES DEFINING PLANTING AND HARVEST PERIODS FOR CORN.

DATA UOPLT/11O.121.131.141.152.166/

dDHRV/244. 259. 274. 289.305. 320. 334/

DATA UFNHRV/2633355/

HARVEST STORAGE. AND FEEDING LOSSES OF cs. HMC. AND CG (DRY) ON A

DM BASIS.

OATA CLOSSHI. 06..035..075/.BASEMcl.155/

DATA CLOSSS/ 100..050 .000/

DATA CLOSSF/ 05. 03..00

COEFFICIENTS OF YIELD(cs AND HMC/CG) AND MOISTURE CONTENT (CG)

AS FUNCTION OF CORN P1-ANTING AND HARVESTING DATE

COLS=PLANT DATES FOR EACH HARvEST PERIOD ROWS=HARVEST PERIODS FOR

EACH PLANT DATE.

DATA COEFCS/1.000.1.000. .980. .940. .880. .806.

+ .980.1.000. .980. .940. .880. .817.

+ .000. .980. .960. .940. .900. .855.

+ .000. .960. .940. .900. .870. .817.

+ .000. .000. .900. .870. .817. .780/

DATA COEFCG/ .000.1.021.1.0 . .979. .927. .865.

+ .000. .0 .1 00 . .980. .900. .900.

+ 00 . .000.1 000. .978. .934. .901.

+ .000. .000.1 . .976. .952. .916

+ .000. .000.1.000. .986. .973. .9197

DATA COEFMC/ .300. .280. .260. .240. .210. .200.

+ .320. .300. 260. .260. .230. .220.

+ 000. .000. 280. .270. .250. .230.

+ 000. .000. 300. .300. .280. .240

+ 0. . . 320. .310. .290. .2707

CORN MACHINERY ENGINEERING COEFFICIENTS.

DATA SPDPLT. FEPLT. SPDCS. FECS/4.8 .55 4. .55/

DATA SPDHMC FEHMC. SPDCG. FECG. wCOMB/A. 0. .60.44.0. 65. 4.58/

DATA XLIFE(3)/7. /. COEFsv(3)/ 206

OATA RMT.RMB .00012.. 00025 MM/. 0007. 00029. .00032/

DATA FUELRT.R:B2OV/.22265.35./

DATA RTFEED/.8 ..324..674.1.13/

DATA NTBLOV(1).NBLDVR(1)/0.0/

END
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I.........OOOOOOOOOQOOO‘.ltttfifittfi‘tltififittifi

FUNCTION IROW(IVAL)

.‘Otttt.it........I.‘0‘.i...‘..t.i..fit‘.....‘

FOR A GIVEN MACHINE INDEX NUMBER THIS FUNCTION FINDS THE

APPROPRIATE MACHINE DATA Row IN THExMDATA RIx

(L. PARSCH. DEPT OF AG ECON. MSU. 3/82)

COMMON/Y1/xINFD(7).MCODE(100).XMDATA(100.13)

100

.0. MCODE(I))THEN

.EO.1OOI.AND.(IVAL.NE.MCODE(I)2&THEN

,1 MACH NE DATA Row NOT FOUND R MCODE- '.IVAL

tlfitfittlttiitfitt....ittitfittititifitfi‘.....tli

FUNCTION ANPV(PP.COEFSV.XLIFE.RATEI)

...t‘fii'Ottttttttttfiitittitfit’ttittttifiififitfii

CAPITAL INVESTMENTI (STOCK) INTO AN

FLE 6 BERRECI ON AND INTEER§ST.

A TAL RECOVERY FACTOR (CRF

INT T ON SALVAGE VALUE.

N. . 3/82)

IF((PP.LE.0.).DR.(XLIFE.LE.0.))THEN

ANPVsO.

RETURN

SE

CRF-(RAT I-

ANPv=((P I'(

ENDIF

RETURN

END

‘
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((1;%RATEI;ttXLIFEI)/(((1.0+RATEI£ttXLIFE)-1.0)

1. COEFSV) *CRF)+( PPcCOEFSV)-RAT I)
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