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ABSTRACT

EVALUATION OF EFFICIENT MARKET TESTS BASED ON

DAILY STOCK RETURNS

By

Michael D. Atchison

Estimates of ccmnon stock betas (systematic risk) traditionally

have been calculated using ordinary least squares (01.3) and monthly

stock returns. With the availability of daily returns, betas carputed

using OLS and daily stock returns have recently appeared in the

literature. However, Scholes and Williams [1977] have established

that these betas are biased and inconsistent. The purpose of this

paper is to investigate the effect of this bias and inconsistency

on predicting security returns and the testing of the efficient

market hypothesis.

Analytical, very large sample, results were derived establishing

the effects of the inconsistency on the prediction of security returns.

The effect of the inconsistency on the prediction error was very small.

The increase of the mean squared prediction error was less than 0. 10%.

A computer simulation based on Merton' 3 continuous time model was

utilized to generate daily stock returns which allowed for the veri-

fication of the analytical result and the testing of small samples.

The same tests conducted using simulated data were performed using

daily stock returns from 283 firms listed on the New York Stock Exchange.

Each test was performed using OLS and Scholes and Williams

estimated betas. Mean squared prediction errors were calculated.

The summary statistics of the prediction errors were approximately



the same regardless of which estimator was used. A t-test and emula—

tions average residuals test was performed on several samples to

establish whether or not an investigator would be able to find abnormal

performance using the Scholes and Williams estimator more often than

using the OLS estimator. Abnormal performance was found equally well

employing either estimator. The implication of this study is that

OLS estimators can be utilized in future research; furthermore,

conclusions of past research, based on OLS estimators , are valid.
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I. INTRODUCTION AND OVERVIEW

Estimates of common stock betas (systematic risk) have

traditionally been calculated using ordinary least squares

(OLS) and monthly returns. These in turn have been used in

testing the efficient market hypothesis. With the recent

availability of daily returns through CRSP, several studies

have employed betas computed using OLS and daily returns

(Jaggi [1978] and Brown [1978]). However, Scholes and

Williams [1977] and Dimson [1979] have shown that daily

betas derived using OLS are both biased and inconsistent.

An estimator is unbiased if its expected value is equal to

its true value. An estimator is consistent if the esti-

mator can be made to lie arbitrarily close to the true

value with a probability arbitrarily close to one. In

other words, as the sample size gets larger, the estimator

approaches the true value (Maddala [1977, Chapter 4]). The

purpose of this paper is to investigate the effect of this

bias and inconsistency on predicting security returns and

the testing of the efficient market hypothesis. The effect

will be determined by comparing predictions and test results

computed using OLS estimators, to those computed using

consistent estimators derived by Scholes and Williams (S&W).

Scholes and Williams have established that OLS betas

are biased and inconsistent. The effects of the bias and

inconsistency on efficient market studies need to be



determined. Efficient market studies usually divide a

sample of stock market returns into two periods, one period

is prior to an "event", and is used to estimate parameters

(the alpha and beta for a firm). The second period is used

to compute residuals or forecast errors. The errors are

the difference between forecasts made using the parameters

of the first period and the observations of the second

period. The forecasts will be affected by beta and

therefore, the effects of biased and inconsistent betas on

prediction is the focus of this study.

Nonsynchronous Time Periods
 

The OLS bias is a result of nonsynchronous time periods

occurring in daily returns. Nonsynchronous time periods

arise from individual firm daily returns being computed

from the last security transaction of the previous day to

the last transaction of the present day. Consequently, the

intervals over which daily returns are calculated are not of

equal length. This causes serial correlation in daily

return data which has been noted in several other research

papers, Fisher [1966], Fama [1965], and Schwartz and

Whitcomb [1977]. Serial correlation in daily return data

is an indication of the common econometric problem of

errors in variables, which produces biased and inconsistent

OLS estimates of beta and alpha.1

 

1The errors in variable problem is discussed in

Johnston [1972], Chapter 9 and Maddala [1977], Chapter 13.



Betas are usually computed using the market model as

follows:

Rnt = o‘nt + BntRMt + éntr (1'1)

where Rnt = return on security n

ant = intercept for security n

Bnt = slope coefficient for security n

RMt = market portfolio return

ént = error term for that security n.

The error, e is assumed normal with mean zero and

nt'

variance 02(én ). Merton [1973] has shown that equation

t

(1.1) is consistent with continuous return theory. The

main assumption is that all risky securities have prices

distributed as infinitely divisible lognormal random

variables. As a result of this assumption, continuously

compounded returns Rn on risky securities n = 1, 2, 3...N
t

as calculated over any time period are joint normally

distributed with constant mean un, constant variance 0:,

and constant covariance.2 Daily returns are those returns

calculated over a time period of one day.

However, the data observed, returns calculated from

prices quoted in the market (i.e. organized exchanges), are

returns calculated from the last transaction of the

 

2See Scholes and Williams [1977, p. 310) for further

discussion of this assumption. See Merton [1973] for other

assumptions than the main one listed here.



previous day to the last transaction of the present day.

The returns on the CRSP daily tapes are calculated in this

manner. The observed return period may span more than a

day or less than a day. In other words, observed daily

returns are measured over nonsynchronous time periods.

Since daily returns described by equation (1.1) cannot be

observed, there are measurement errors in the data used.

Two daily returns have now been established, the daily

return in equation (1.1) (the actual return), and the daily

return that is observed (the observed return). The actual

return is the continuously compounded return that is accumu-

lated over a one day holding period. This return cannot be

observed. The observed return is the return that is

measured from last transaction to last transaction. Figure

1 shows the relationship between these two returns.

Snt represents the period during the day t where no

transaction takes p1ace3. The observed return period is

over the period (t-l—S t—Sn ), and the return is
nt-l' t

designated R: Equation (1.1) calculated on the observedt.

series becomes:

Rnt = OLnt + Bnt RMt + wnt (1'2)

 

3For consistency, the notation used in this paper is

the same as that used by Scholes and Williams [1977].



As will be shown in chapter II, returns R: and Rit exhibit
. . t

serial correlation.

 
 

 

   

.snl an sn3 observed

:;_’____I:___\,___fi___?_‘,____Jr

s s

Rhl ha Rh3

actual

Rhl RhZ Rn3

t.= 1 l:= 2 t-= 3

Fig. 1.1 The relationship between the actual and observed

returns

Scholes and Williams [1977] and Dimson [1979] have

shown that the problem described above will affect the

estimation of beta. The fact that this problem exists is

supported by Schwartz and Whitcomb [1977]. Therefore, the

effects of nonsynchronous time periods on estimation have

been established in the literature.

However, the effects of nonsynchronous time periods on

the prediction of security returns have not been esta-

blished. Prediction is important because prediction is an



integral part of many efficient market studies. The market

model (equation 1.2) is typically used to forecast or

predict an expected return, and the residual, the difference

between the expected return and actual return observed, is

used as the basis of isolating abnormal performance.

Overview

The contribution of this study is to establish the

effects of nonsynchronous time periods on prediction of

security returns and, in turn, efficient market tests. The

theoretical results are derived in chapter III. The market

model is a model with stochastic regressors and therefore

the results in chapter III are for infinitely large samples.

Smaller samples may or may not result in similar conclu-

sions. In order to establish the small sample results a

computer simulation must be performed.

A computer simulation is used to obtain a large enough

sample to get results congruous with the theoretical large

sample results. Once the large sample size is established,

smaller samples can be used to see how conclusions change

as the sample size is reduced. The use of simulation

requires a model, and once the model is obtained, parameter

estimates are necessary.

The model used is based on the continuous time model

put forth by Merton [1971]. This is the model assumed by

S&W [1977]. The only difference is that the simulation

model adds nonsynchronous time periods. Actual returns



(those without errors) as well as observed returns can be

simulated. The actual returns are used to determine the

sample size at which the consistent beta estimators

converge on the true beta. The derivation of the model is

described further in chapter IV as well as the method of

obtaining parameter estimates.

The effects of nonsynchronous time periods on

efficient market tests will be investigated using a

procedure similar to that used by Brown and Warner [1980].

An efficient market test using both the inconsistent OLS

estimates and the consistent S&W estimates will be conducted

using the simulated returns without abnormal performance and

with abnormal performance added. The desire is to see if

one estimator outperforms the other. Performance is

measured by the ability to isolate abnormal performance.

The results of this test are discussed in chapter V.

Results and conclusions based on simulation must be

supported by real data results. This is necessary since

simulation is based on a model that may or may not describe

actual data. Therefore, the same tests performed using the

simulated data were performed using the returns from 283

New York Stock Exchange firms. This was done to see if the

simulation results were consistent with the results

obtained using real firms. The results of these tests are

discussed in chapter VI.

As mentioned earlier, Scholes and Williams and others

have established that the use of daily returns in the



market model results in biased and inconsistent estimates of

alpha and beta. The basic uses of these estimates are:

l) the evaluation of risk,

2) prediction, and

3) the testing of the efficient market

hypothesis.

This study addresses the last two uses. Does the fact that

the estimates are biased and inconsistent affect predic-

tion, and does the fact that the estimates are biased and

inconsistent affect the conclusions of efficient market

tests? The answers to these questions affect both the

interpretation of past research and the design of future

research. The conclusions of past research may be invalid.

Efficient market tests conducted in the future may or may

not have to be adjusted for the bias. This study will

attempt to answer the above questions.



II. LITERATURE REVIEW

Scholes and Williams' [1977] (hereafter, S&W) analysis

of beta leads directly to the subsequent analysis of this

paper. Therefore, the major portion of the literature

review chapter is devoted to the S&W analysis. The other

articles included are either in support of S&W or an aid to

further analysis.

Scholes and Williams
 

Scholes and Williams [1977] assume that at least one

trade takes place each day and the periods of non—trading

are independent and identically distributed across time.4

These assumptions lead to relationships 2.1, 2.2, and 2.3:5

s 2 2
—OVar (R t) + 2 Var (S ) U , (2.1)

 

where Rit = observed return for firm n at time t

0: = variance of the actual daily return =

Var (Rnt),

Sn = period of non—trading for security n,

un = the average return for security n, and

Var (Sn) = the variance of the period of non—trading.

4
This assumption appears reasonable since Hawawini

[1980] shows the most siggificant cross correlation of

returns occur at lags of -1 day.

5Derivation of these properties are shown in Scholes

and Williams [1977, p. 325].

9
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Equation (2.1) shows that the variance of the observed

return series is greater than that of the actual return

series. Consider that the time periods for which these

returns are calculated are always changing. One return

could be calculated for slightly more than one day (Ril)

while the next day's return may be of time period slightly

8

n1 could be greater in magnitudeless than one day (R32)' R

than the corresponding actual return (Rnl) because R21 has

a longer holding period. Riz could be smaller in magnitude

than the corresponding actual return (an) because R22 has

a shorter holding period. The returns R31 and Riz would

be more variable than Rn1 and an but have the same mean.

The covariance between the observed return of two

securities is as follows:

5 s _ _ _ -
Cov (R R ) —o E[max(Sn,Sm) mln (Sn’sm)] o +

nt’ mt nm nm

where onm = the covariance between the actual returns of

security n and security m,

E[max(Sn,Sm) - min (Sn,Sm)] = the overlap in

no-trade periods for which only one security

was traded, and

llmdln = the average return for securities m

and n.

Two situations must be considered in discussing equation
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(2.2). The first situation is when Cov (Sn,Sm) is positive

(see Fig. 2.1), and the second situation is when Cov

(Sn'sm) is negative (see Fig. 2.2). Positive covariance

indicates that when an increase in Sn occurs, an increase

in Sm will more than likely occur. The corresponding

period over which the returns are calculated for both

securities will decrease and as a result, both returns will

decrease. A decrease in Sn and Sm will cause an increase

in the observed returns for securities n and m. The

observed returns will exhibit a positive covariance due to

the fluctuation of Sn and 8m since Cov (Sn'sm) ”hum is

positive. Negative covariance implies a decrease in SD

which will probably be accompanied by an increase in Sm’

The length of the time periods will vary in opposite

directions and cause the observed returns to do likewise.

Negative covariance (2 Cov (Sn’sm) unum negative) will

reduce the observed covariance.

 

    
 

nl n2 n3

Rs

n

1 Sal SmZ sm3

{ it Rs

0 l 2 3 m

Fig. 2.1 Positive Covariance of Non-Trade Periods
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Snl Snz . sn3
. R3

:1

sml 81:12 81113

RS

0 1 2 3 m

Fig. 2.2 Negative Covariance of Non-Trade Periods

 

    
 

sn1 an Sn3

c-‘t-n r—JS—q Rs

:1

Sml sz Sm3

o 1 2 3 m

Fig. 2.3 Equal Non-Trade Periods

The other component of equation (2.2), E[max(Sn,Sm) -

min (Sn,Sm)]onm, is the expected length of time for which

the time periods of R: and R: are not concurrent. During
t t

this period of time the two returns would not covary and

the actual covariance is reduced. If E[max(Sn,Sm) - min

_ = . s s

(Sn,Sm)] — 0, then Sn SIn (see Fig. 2.3), but Cov (Rnt'Rmt)

# Onm because the covariance term 2 Cov (Sn'sm) still has

the same properties discussed in the previous paragraph.



13

8 RS ) = O is when Sn = S andThe occurrence of Cov (R ,
nt mt nm

S = S for all t.

n nt

The covariance between the observed return of security

n and the prior day's observed return of security m is as

follows:

COV (RS Rs ) = (E[max(S - S 0)]0 —
nt' mt-l n m' nm

COV (Sn,Sm) Unum (203)

This equation is similar to equation (2.2) except

E[max(Sn - Sm,0)] is the expected overlap of the time

. s 5

periods for Rnt and Rmt-l'

than zero then the two returns have a portion that is con—

If E[max(Sn - Sm,0)] is greater

current and as a result covary. The other component of the

equation Cov (Sn’sm) unum results from the covariance of the

length of time for returns R: and RS If Cov (Sn, S )
t mt—l' m

is positive and if the length of time for Rit increases

then Rit-l decreases. Therefore, the sign of the term Cov

(Sn' Sm)unum must be negative.

The Scholes and Williams relationship is derived from

equation (2.1), (2.2), and (2.3) using:

E[max(Sn- Sm) - min (Sn,Sm)] = E[max(Sn-Sm,0)] +

E[max(Sm_Sn, 0)] (2.4)

Substituting (2.4) into (2.2) leads to:
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s = _ _ _ . .
Cov(RS Rmt) o (E[max(Sn Sm,0)]onm Cov(bn,bm)unmm)

nt' nm

-(E[max(Sm-Sn,0)lonm-Cov(Sn,Sm)unum) (2.5)

Substituting (2.3) into (2.5) results in:

s s _ _ s s _ s s
Cov(Rnt,Rmt) — Ohm Cov(Rnt,Rmt_l) Cov(Rnt_l,Rmt) (2.6)

Let XnM represent the weight of security n in the market

index M. Multiplying both sides of equation (2.6) by ng

and summing over n - 1, ..., N results in:

C0V(Rnt,RMt) — Cov(Rnt,RMt) C°V(Rnt'RMt-l)

- Cov(R:t_1,RSt )

(2.7a)

where the market return is designated by M.

Multiplying both sides of equation (2.7a) by X and summing
nM

over n = 1, ..., N results in:

s s s

Var(RMt) = Var(RMt) - 2 Cov(RMt,RMt_l) (2.7)

Dividing (2.7a) by (2.7) leads to:

s s s
Cov(Rnt,RMt) Cov(Rnt,RMt) Cov(Rnt'RMt- l)

  

s s
Var(RMt) Var(RMt) Var(RMt)

Rs
Cov(RSnt_1. RMt) (2.8)

Var(R;t)
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Substituting the following into (2.8):

Cov(RS , S )

B = nt RMt ,the observed beta (2.9)

n Var(RS )

Mt

 

Cov(RS ,RS )

 

 

 

33+ = “ts Mt'l , one day lead observed beta (2.10)

n
Var(RMt)

s s
_ Cov(R ,R )

BS = nt Mt+1 , one day lag observed beta (2.11)

n Var(RS )
Mt

Cov(R , )

8n = nt RMt , the actual beta (2.12)

Var(RMt)

results in the Scholes and Williams relationship:

85 = 8 (1 + 203) — 85+ - as“ (2.13)
n n n n

s .

where 0 equals the autocorrelation of the observed market.

Equation 2.13 is estimated using the estimator

_ “ “5+ “5-

sw ‘ B0L5 + 8M + 8N

l + 283

A
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where BSW = the S&W estimator, and

A As+ AS- .

BOLS' BM , 8N are OLS estimators.

The magnitude of Scholes & Williams relationship

(equation 2.13) depends on the size of OS I Bfi+ and 82-.

The market return is an average of individual security

returns. An actively traded security would appear to lead

the market because it is traded more often than the market

average and, therefore, would appear to react to an event

prior to a market reaction for the same event. As a result,

in equation (2.16) B:+ would dominate. An inactive stock

would appear to react more slowly than the market to an

event, because it is traded less often than the market

average and 8:- would dominate. A security which is traded

approximately the same as the market should react to an

event at approximately the same time as the market and 82+

s- 3+ 3 s

and 8n should be small. If 8n . 8n and D are

insignificant the adjustment would also be insignificant.

08

has been computed on a daily basis by both Scholes and

Williams [1976, p. 34] and Schwartz and Whitcomb [1977, p.

299]. Both Scholes and Williams, and Schwartz and Whitcomb

found the autocorrelation of the value weighted market index

1971-1975 to be .291 while Scholes & Williams found the

autocorrelation of the equally weighted market to be .458

(see table 2.1). The significance of Bg+and Bg'depends on

the significance of the lead and lag covariances of the

security with the market or, alternatively, the lead and lag
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cross correlations. The denominators of equations 2.9,

2.10, and 2.11 are all equal, therefore, differences can be

attributed solely to differences in the numerators. The

numerators are comprised of the concurrent, lead, and lag

covariances respectively. Hawawini [1980] computed the lead

and lag cross correlations for 50 firms with the S&P 500

index for 1 to 20 day leads and lags and found 72% of the 1

day lead cross correlations and 100% of the 1 day lag cross

correlations to be statistically significant. As a result

of these studies, it appears that these adjustments will

make a difference.

Scholes and Williams empirically tested their

relationship by applying the estimator to five portfolios

formed from all stocks listed on the New York Stock Exchange

and American Stock Exchange between January 1963 and December

1975. The portfolios were formed based on volume traded.

Volume traded was used as a surrogate for the average number

of transactions. S&W grouped, for example, the low volume

securities together hoping to get mostly less actively traded

securities. The results of their test are shown in tables

2.2, 2.3, and 2.4. As can be seen in the tables, the results

agree with the theory. In table 2.2, all of the S&W betas

are greater than the OLS betas, and in table 2.4, where the

more actively traded securities are examined, the reverse is

true. If equation 2.13 is rearranged, the difference between

the OLS beta and the S&W beta can be computed as follows:
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B - 8n = Bno:- B:+- B: (2.14)

Substituting the averages from tables 2.2, 2.3, and 2.4,

the average differences between the OLS estimator of beta

and the S&W estimator of beta are —.157, -.111, and .063

respectively.

Dimson [1979] relaxed the assumption that the security

must be traded once in every period, and defined the market

differently from S&W. Scholes and Williams' market is

composed of securities traded every day while Dimson's

market is the Market Portfolio, or in other words, a

portfolio of all risky securities. As a result of this

change, Dimson suggests the following beta adjustment

(aggregated coefficients method):

8— 2 83k!

k=-i n

where i = the number of lags and leads.

Dimson states that for shares which trade in almost every

period, the Scholes and Williams approach has results

similar to the aggregated coefficients method.

Dimson states that for shares which trade in almost every

period, the Scholes and Williams approach has results

similar to the aggregated coefficients method.

The critical assumption between the two methods would

appear to be the assumption of the security trading every

day. Looking at Hawawini's study, the significance of the
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TABLE 2.1

FIRST-ORDER AUTOCORRELATION COEFFICIENTS

FOR THE MARKET: 1971-1975.

 

 

 

Interval Value-Weighted Equally Weighted

Index

1 day .291 .458

2 days .121 .335

1 week .039 .283

2 weeks .109 .289

1 month .083 .134

 

SOURCE: Scholes and Williams [1976] p. 34.
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TABLE 2.2

ON VALUE-WEIGHTED MARKET RETURNS

DAILY RETURNS ON LOW-VOLUME PORTFOLIOS REGRESSED

 

 

 

 

Year A:= gOLS gsw 88+: 83:5 §S_= ngs AS

1963 0.303 0.544 0.049 0.130 -0.058

1964 0.391 0.561 0.090 0.216 0.122

1965 0.524 0.647 0.045 0.352 0.212

1966 0.426 0.581 0.102 0.391 0.291

1967 0.556 0.651 —0.015 0.267 0.120

1968 0.600 0.775 0.125 0.462 0.266

1969 0.749 0.872 0.183 0.620 0.390

1970 0.679 0.809 0.185 0.565 0.383

1971 0,848 0.993 0.232 0.526 0.308

1972 0.596 0.661 0.121 0.364 0.317

1973 0.499 0.657 0.071 0.435 0.265

1974 0.346 0.431 0.024 0.307 0.284

1975 0.415 0.577 0.057 0.402 0.258

Average 0.674 0.098 0.387 0.243

SOURCE: Scholes and Williams [1977] p. 321.
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TABLE 2.3

DAILY RETURNS ON INTERMEDIATE-VOLUME PORTFOLIOS

REGRESSED ON VALUE-WEIGHTED MARKET RETURNS

 

 

 

 

Year éOLS E3sw 88:5 §8£S 83

1963 0.785 0.905 -0.039 0.005 -0.058

1964 0.754 0.851 0.071 0.233 0.122

1965 1.119 1.202 0.174 0.418 0.212

1966 1.005 1.149 0.248 0.565 0.291

1967 1.123 1.112 0.045 0.212 0.120

1968 1.187 1.274 0.264 0.501 0.266

1969 1.257 1.330 0.421 0.690 0.390

1970 1.248 1.305 0.418 0.638 0.383

1971 1.296 1.386 0.428 0.516 0.308

1972 0.989 1.021 0.299 0.381 0.317

1973 0.983 1.142 0.199 0.564 0.265

1974 0.724 0.830 0.116 0.462 0.284

1975 0.857 0.996 0.171 0.481 0.258

Average 1.115 0.217 0.436 0.243

SOURCE: Scholes and Williams [1977] p. 322.
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TABLE 2.4

DAILY RETURNS ON HIGH-VOLUME PORTFOLIOS

REGRESSED ON VALUE-WEIGHTED MARKET RETURNS

 

 

 

 

Year §0Ls gsw 86:3 égfs AS

1963 1.495 1.336 —0.097 —0.217 —0.058

1964 1.355 1.290 0.199 0.049 0.122

1965 1.597 1.501 0.337 0.204 0.212

1966 1.725 1.564 0.452 0.297 0.291

1967 1.602 1.369 0.219 —0.122 0.120

1968 1.520 1.468 0.449 0.281 0.266

1969 1.531 1.501 0.682 0.458 0.390

1970 1.473 1.437 0.647 0.418 0.383

1971 1.445 1.441 0.535 0.349 0.308

1972 1.314 1.267 0.516 0.240 0.317

1973 1.318 1.314 0.375 0.316 0.265

1974 1.134 1.120 0.303 0.320 0.284

1975 1.174 1.172 0.312 0.290 0.258

Average 1.368 0.380 0.222 0.243

SOURCE: Scholes and Williams [1977] p. 323.
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lead and lag cross correlations with the market index falls

off dramatically after one day. Of the fifty securities

tested, only 8% and 22% of the cross correlations were

statistically significant for the two-day lead and lag

respectively, compared to 72% and 100% for the one day lead

and lag (see table 2.5). Therefore, it would appear that

Scholes and Williams assumption is reasonable, and the

Scholes and Williams adjustment will be used throughout the

remainder of this study.

Scholes and Williams assume that the major cause of

serial correlation is nonsynchronous time periods. Schwartz

and Whitcomb [1977] investigate not only the serial correla-

tion but also the causes of serial correlation. Schwartz

and Whitcomb hypothesize that serial correlation is caused

by the following possible reasons:

1) Measurement error

2) The 1/8 effect

3) Impact of Market Makers

4) The Fisher effect.

Measurement errors are defined as things such as recording

and keypunch errors. The 1/8 effect refers to the rounding

error resulting from reporting prices in 1/8 increments.

This rounding transforms a smooth price series into a lumpy

series, and is analogous to measurement error. Market

Makers refer to NYSE specialists. The Fisher effect is

attributed to the fact that infrequently traded securities

have their last recorded price before the end of the day



24

TABLE 2.5

PERCENT OF 50 FIRMS IN WHICH

CROSS-CORRELATIONS ARE STATISTICALLY SIGNIFICANT

 

 

 

LAG IN DAYS 0 +1 -1 +2 -2 +3 -3 +4

% of

Significant 100 72 100 8 22 8 16 14

Correlation

 

Source: Hawawini [1980]
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(nonsynchronous time periods). Schwartz and Whitcomb

conclude that there is little evidence in support of meas-

urement errors, the 1/8 effect, and the impact of market

makers, but that there is considerable evidence supporting

the Fisher effect and that observed positive index autocor-

relation could result from the Fisher effect impacting on

thin issues. This conclusion supports S&W's assumption of

nonsynchronous time periods.

Efficient Market Tests Using Daily Return Data
 

Betas have been shown to be biased, as documented

earlier, when estimated using the market model and daily

stock returns. However, many studies have used betas

estimated with the market model and daily stock returns

despite the bias. The incentive of conducting the current

study is to investigate the potential impact of using a

biased and inconsistent beta on such studies.

Brown [1978] tested for the abnormal performance using

the market model to obtain expected returns. Daily returns

were used in the estimation of beta and alpha. The purpose

of his study was to see how fast the market reacted to

reports of unusual earnings, and therefore, the cumulative

average residuals were inspected. Based on the upward

trend of the cumulative average residuals, Brown concluded

market inefficiencies exist. However, Brown did not adjust

for the bias in alpha and beta, and, as pointed out by

Johnston [1972, Chapter 8], biased estimates may cause
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autocorrelation in the residuals of an OLS regression.

The autocorrelation, and in turn, the bias, may account for

the upward trend.

Jaggi [1978] conducted a study designed to test for

market reaction to management forecasts. The expected

returns were calculated using the market model, and the

parameter estimates were computed using daily returns.

Jaggi tested the residuals for significance and assumed a

symmetric stable distribution. The symmetric stable

distribution was used because residuals resulting from

daily returns do not appear normal due to non-normal.

kurtosis [Fama and Roll, 1968, 1971]. This may also be

due to the bias in the estimates, and Jaggi did not adjust

for the bias.

Gheyara and Boatsman [1980] tested the market reaction

to replacement cost disclosures. This study also used the

market model to compute the expected returns, and daily

returns were used to estimate beta and alpha. Gheyara and

Boatsman computed both OLS estimates and S&W estimates,

and found their results to be insensitive to which

parameter estimation procedure was selected. They con-

cluded the sample firms were drawn from the complete

spectrum of trading intensity and the biases were diversi-

fied away. However, no tests were conducted to confirm

this conclusion. It may also be that the bias does not

affect prediction regardless of the spectrum of trading

intensity.
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Beaver, Christie and Griffin [1980] conducted a test

similar to Gheyara and Boatsman. Beaver et. al. also

recognized the bias problem and used monthly returns to

estimate the market model parameters. Beaver states,

"Monthly returns, rather than daily data, were used to

assess beta because of the nonsynchronous nature of daily

data and the attendant problems of beta estimation intro-

duced." However, it is not certain that the bias affects

prediction and daily returns could have been used.

The above four studies point out the need for infor-

mation on the bias in OLS estimates and the effect of the

bias and inconsistency on the prediction of returns. The

intent of the current study is to provide this

information.

Efficient Market Test Procedures
 

A method for evaluating different efficient market

test procedures has been provided by Brown and Warner

[1980]. Their desire was to see if one test procedure

found abnormal performance better than another. In order

to do this, a known abnormal performance was added to every

firm's returns in the sample and different procedures were

performed to see if the abnormal performance was found.

The same test was performed on many samples to see if one

procedure isolated abnormal returns more often than another.

The current study investigates whether OLS estimators out-

perform S&W estimators in the same efficient market test.
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Therefore, the only difference between the current study

and Brown and Warner is that the same procedures with

different estimators are being considered rather than

different procedures.

Two of the tests Brown and Warner [1980] used will be

used in this paper: a t-test and a cumulative average

residual test (CAR). These two procedures are commonly

used and were used in the four papers discussed in the

previous section. The procedure is to divide a sample of

firms' returns into 3 time periods (see figure 2.4). The

first period (days —200 through -90) is used to estimate

the parameters of the market model (equation 1.2) using

OLS. These parameters are then used in the market model

to forecast returns which correspond to the observed

returns in periods 2 and 3. Residuals, the difference

between forecast and observed returns, are calculated for

each day of periods 2 and 3. The residuals from each day

are averaged over all the firms in the sample so that there

exists an average residual for every day. The average

residuals in the second period are used to compute a

standard deviation. The standard deviation is divided into

the average residual on the event day (day 0) in the

third period, which results in a t-statistic as follows

(Brown and Warner [1980], equation A.11):



29

 

N

1/N E Aio

i—l

N -11 -ll 1 2

l/N( 2 [1/77 E (A_ -( X A,/79))2]) /

i=1 t=-89 1t t=-89 1

where N = the number of firms in the sample, and

Ait Rit O‘i BiRMt ' and

3i, Bi = either the OLS estimates or the S&W

estimates of a and B.

If the t-statistic is significant, then the conclusion is

that abnormal performance exists. The entire set of third

period average residuals is used in the CAR test as

follows (Brown and Warner [1980], equation 1):

A

1

CARt = CARt_1 + 1/N

I
I
M
Z

. it
i

where CARt = the cumulative average residual at time t.

These procedures are explained further when they are used.



Period 1

used to compute

parameter estimates
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Period 2

used to compute

average residual

Period 3

used for

CAR and

t—statistics

 

-200 -90

days  
-1l

 
-1o 0 10

I

Event Day

Fig. 2.4 Division of a Sample Used in a Brown and Warner

Test



III. BETA BIAS AND MARKET MODEL PREDICTIONS

Scholes and Williams have established that OLS betas

are biased and inconsistent. The effects of the bias and

inconsistency on efficient market studies need to be

determined. Efficient market studies usually divide a

sample of stock market returns into two periods, one period

is prior to an "event", and is used to estimate parameters

(the alpha and beta for a firm). The second period is used

to compute residuals or forecast errors. The errors are

the difference between forecasts estimated using the

parameters of the first period and the observations of the

second period. The forecasts will be affected by beta and

therefore, the effects of biased and inconsistent betas on

prediction is the focus of this study.

Malinvaud [1970] provides a framework for studying the

effects of inconsistency on the mean square prediction

error. If the following model exists:

5
= + .

Rmt Rmt umt (3 1)

= +
°

Rnt BRmt ent (3 2)

where B = a parameter to be estimated,

_ s
umt - the measurement error of Rmt' and

ent the error term for security n

31
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then the OLS estimate of beta is inconsistent (see also

Maddala [1977, Chapter 13]). Prediction is defined as

choosing a value RE

minimize E(R:

for R

n

)2.

and the general aim is to
t t'

t - Rnt

The prediction of R given R5 is:
nt mt

(3.3)

where B = the estimator of B.

The resulting error is the following:

P _ s ”_ - _

(R - R ) — R (B B) + (bumt e
nt nt mt )° (3'4)nt

. . . . s .
The mean square prediction error conditional on Rmt is:

P 2 s _ s 2 ~ 2 2

E[(Rnt Rnt) /Rmt]‘(Rmt’ E[<e-e) ]+E[(Bumt-ent) 1. (3.5)

If B is a consistent estimator then as the sample size gets

larger (8 - B) approaches zero. If B is inconsistent

(B - B) does not approach zero as the sample size gets

larger, but approaches a value different from zero. As a

result, the mean square prediction error for a large sample

must be greater when an inconsistent estimator is used.
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Market Model Predictions
 

The previous discussion assumed that the security

return was observed without error and that the intercept

term equaled zero. However, the security return is observed

with error as follows:

8 —

where v = the measurement error of RS .

nt nt

The underlying generating process (equation 3.2) with an

intercept term added becomes:

R = a + R + e (3.7)

nt 8 Mt nt

where a= the intercept parameter to be estimated.

Equation 3.7 is equivalent to the market model equation 1.1.

Substituting equations 3.1 and 3.6 into equation 3.7 the

process for generating observed returns becomes:

S S

R = + — (3.8

nt a BRMt Bth+ ent+ Vnt )

. . s . s .
The prediction of Rnt given Rmt is.

R = a + [an (3.9)
nt Mt
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where REE: the predicted observed return and

a = the estimator of a.

The resulting prediction error is:

sp 5 ~ ” s s

R - R = (a-a)+(BR -BR + Bu -e -V .

nt nt Mt Mt) ( Mt nt nt)

. . . s .
The mean square prediction error given RMt is:

sp_ 3 2 s _ s 2 ”_ 2 _ _ 2

E[(Rnt Rnt) /RMt]—(RMt) E[(B B) ]+E[(Bth ent vnt) I

+E[(&-a)2]. (3.10)

If the OLS estimate of beta (gOLS) is substituted into

equation 3.10, the mean square prediction error becomes:

=(RS )2E[(§ —B)2]+E[(Bu l-e -v )2]
OLS Mt OLS Mt nt nt

+E[(&-G)2]- ‘ - (3.11)

MSPE

If the S&W estimate of beta (85W) is substituted into

equation 3.10 the mean square prediction error becomes:

5 2 A 2
M P = - - -S ESW (RMt) E[(BSW B) ]+E[(Bth ent Vnt) 1

+E[(&-a)2]. (3.12)
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The S&W estimate of beta is consistent, and as the sample

size gets large (SSW- 8)2 goes to zero and equation 3.12

becomes:

_ _ _ 2 ~_ 2
MSPESW—EHBuMt ent Vnt) ]+E[(a a) ]. (3.13)

Scholes and Williams [1977] found that the value for

alpha, estimated using their relationship, was not

statistically different from the OLS estimate of alpha.

Therefore, the difference between equations 3.11 and 3.13

as the sample size gets large is:

2 A 2
MSPE -MSPE = R8 - 3 . 1 4OLS SW (Mt) [BOLS B] , ( )

or the difference is equal to the observed market return

squared multiplied by the inconsistency squared.

An estimate of equation 3.14 was computed by selecting

a sample of 100 observed market returns from the CRSP value

weighted index. Each return was squared and multiplied by

the differences between the OLS beta and the S&W beta

squared. These differences were calculated using equation

2.14 and reported in chapter II. The results of this esti-

mation are reported in table 3.1. The effect of these

differences on total error depends on the size of the total

error. Allen and Hagerman [1980] conducted a study

investigating factors (indexes and return time periods)
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affecting forecast accuracy. The mean square prediction

error was computed using the market model and monthly,

weekly, and daily return data at various estimation periods.

The firms used were those firms listed on the CRSP daily

tapes for the period July 1, 1962 to December 31, 1976.

The MSPE employing daily returns was approximately .0009

(Allen and Hagerman [1980], table IV). Assuming the worst

case in table 3.1 (.00000081) the MSPE would be
OLS

.00090081. Compared to an MSPE W of .0009, the ratio of
S

MSPE to MSPE would be 1.0009. The effect is very
OLS SW

small.

A simulation will test the results of equations 3.11

and 3.13. Scholes and Williams [1976] tested their rela—

tionships 2.1, 2.2, and 2.3 using a simulation of only two

firms, however, in order to test the above results a market

must also be simulated. To simulate a market more than two

firms are needed.
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TABLE 3.1

ESTIMATES OF MSPEOLS - MSPESW

A
S

S 2 A

BOLS - 38W average Rmt average(Rmt) [BOLS - B)

-.157 .000366 .00000081

-.111 .000366 .000000405

.065 .000366 .00000013

 



IV. SIMULATION MODEL STRUCTURE

The model used to generate stock market returns is the

capital asset pricing model in continuous time. This is

the model developed by Merton [1971] and assumed by Scholes

and Williams [1976]. The major assumptions of the model

are: all risky securities have prices distributed as

infinitely divisible lognormal random variables, and the

investment opportunity set is constant [Merton 1973].

Given these assumptions the model of returns (Cox and

Miller [1966], chapter 5, and Merton [1971] equation 5) is:

where A

CC'

dz(t)

A dt + C dz(t) (4.1)

is a vector of instantaneous expected

returns for risky securities measured per

unit of time and,

is a nonsingular N X N matrix of constants

such that,

= X = (Ohm) the variance - covariance matrix

for the instantanious returns on risky

securities, and

is the increment of an N vector standardized

Wiener process.

38
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Equation (4.1) is a Wiener process. A Wiener process is a

random process which has a normal distribution with an

expected value of zero and a variance of t. The process is

stochastic and not differentiable. In order to find a

solution, Ito's lemma must be used. Ito's lemma is as

follows (Haley and Schall [1979], chapter 10):

8F 8F sz ~

dF=1——-dy +-—— dt + 1/2 -—-2-(dy)2

8y 8t dy

The solution vector P(t) to equation (4.1) (Arnold [1974],

chapter 8) is:

[(A-l/22X')t + czn]

P(t) = P0 e (4.2)

where X' is the vector of market weights and,

Zn is a vector of independent standard normal

variates.

The partial derivates of 4.2 given P = F(t,z) are:

3F

——-= P Cdz

32 O

32F 2
..._._. = I u = I
322 P0 (CC x )dz P0 (2X )dt
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-—-= PO (A - 1/2 ZX')dt

Substituting the partial derivates into Ito's lemma:

dP = PO A dt + PO C dz,

which is equavalent to equation (4.1).

The simulator generates prices in accordance with

equation (4.2). The market is the sum of the prices

multiplied by their market weights or:

[(AX'- 1/2 XZX')t + XCZn]

= P e (4.3)

Pmarket 0

Equation (4.3) is the matrix form of Merton's model for a

portfolio (see Merton [1971] page 386, equation 35). Given

the price vector, the return for firm n at time t will be:

Prior to the price vector generation, however, estimates of

A and 2 must be obtained, and t and Zn must be generated.

Parameter estimates of the instantaneous variance of

firms returns have been calculated in the pricing of

options. The capital assets pricing model in continuous

0

time was used by Black and Scholes [1972] to develop an
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options-pricing model. This model can be used to estimate

a value for the instantaneous variance. The options-

pricing model is:

-rfT

C = SN(d1) - e XN(d2)

ln (S/X) + r T

 

d1 = f + 1/2 o/T

o/T

d = d - o/T

2 l

where C = the call price

S = the current stock price

X = the exercise price

r = the risk free rate

0 = the instantaneous variance and,

T = the remaining time of the option.

The only parameter needed is the instantaneous variance

(02) (See Copeland & Weston [1980]). Studies in the

options literature have shown that the implied standard

deviation (ISD) is an adequate estimate of 0 (see Latane

and Rendleman [1976], Schmalensee and Trippi [1978], and

Chiras and Manaster [1978]). For present purposes, eleven

firms were chosen and their ISD's calculated to obtain an

estimate of the market instantaneous variance, see table

4.1. The time at which the ISD's were calculated was

October 4, 1977.
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The same eleven firms were used to estimate the

market average return. The expected return from 4.3 is:

(AX' - 1/2 X2X')t or

‘R = at - 1/2 ozt

n n

where a the instantaneous expected return of the

market.

The monthly average for each of the eleven firms was calcu-

lated for the four years ended December 31, 1977. The data

were obtained from the CRSP monthly tapes. The instantane-

ous average was calculated for each firm and the average of

the eleven firms was used for the market average. The

resulting estimates for the market instantaneous average and

variance are a = .0003021 and o2 = .0001631, see table

4.1.

The instantaneous variance — covariance matrix X is

obtained by multiplying a symmetric positive definite matrix

by a scalar such that

N N

1/N2 z z o,,= 02

i=1 j=l 13 M (4.4)

Any matrix can be used as long as it is N X N, symmetric and

positive definite. For example,

"1 1/2 1/3

D = 1/2 2 0

1/3 0 3

- —J
  



(
L
‘
-

U
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TABLE 4.1

THE INSTANTANEOUS EXPECTED MARKET RETURN

AND MARKET VARIANCE ESTIMATION

 

 

 

 

Monthly Monthly Monthly

Firm ISD/year Variance Average Return Instantaneous Return

Avon Products Inc. .10 .0008333 .005758 .0061745

Burroughs Corp. .21 .0036750 -.003270 -.0014325

Digital Equip. Corp. .28 .0065333 .011939 .0152057

Eastman Kodak Co. .22 .0040333 -.011733 -.0097164

Homestake Mtg. Co. .25 .0052083 .010315 .0129192

IBM . .10 .0008333 .006825 .0072417

Northwest Airls. Inc. .28 .0065333 .011097 .0143637

Pennzoil Co. .24 .0048000 .011993 .0143930

Tandy Corp. .46 .0176333 .043400 .0522167

Upjohn Co. .15 .0018750 -.006114 —.0023640

Xerox Corp. .15 .0018750 -.013062 —.0093120

Total .0538331 .0996896

Average .0048939 .0090627

Daily Average* .0001631 .0003021

 

* The daily average was computed assuming 30 days per
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is a symmetric positive definite matrix. If matrix D is

multiplied by .001914, the result is

  

170001914 .0000957 .00006381

.0000957 .0003829 0 = z

£0000638 o .ooos74iJ

l N N

and-—— z z o.. = .0001631 which is the instantaneous market

N2i=lj=l 13

variance from table 4.1.

Matrix C is obtained from matrix I using the square

root method (see Naylor [1966]). The square root method is

a set of recursive formulas for the computation of the

elements of C as follows:

c. = i1 1< '<11 01/2 _ 1_ N

11

i-l

Cii = (O X C2 )1/2 1< i: N
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j-l

(0..- Z c. C.)

c.. = 13 k=l 1k 3k l<j<i<N

1] c.. -

33

c = 0 j> i.

For example, the C matrix for the 2 given in the previous

paragraph is

 

1013847 0 o 7

c = .0069174 .0183044 0

t0046116 ' -.0017428 .0234sg 

and C C' = Z .

Each firm has two time periods each day; the time until

the last transaction and the time at the end of the day when

no trade takes place. S&W used a poisson distribution for

the number.of transactions per day, and, as such, the time

between transactions followed an exponential distribution.

Oldfield and Rogalski [1980] indicate that time between

transactions follow a gamma distribution. An exponential

distribution is a special case of a gamma and appears to be

adequate for the purpose of this paper. The use of the

exponential distribution provided data consistent with the

problem described by S&W, therefore, this distribution was

considered adequate. Using a poisson generating function
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both the number of transactions and time between them can

be generated. Once the times have been generated the

observed returns and actual returns can be computed.

The vector Zn' in equation (4.2), is a vector of

independent standard normal variates and is generated

using the method presented in Naylor [1966, pg. 97]. When

the matrix C is multiplied by Zn' a vector of multivariate

normal variates is obtained. As a result, the returns are

multivariate normal and the returns of all firms must be

generated at the same time. Each observed return, however,

has a different time period. This problem is handled by

generating prices for all firms at each firm's ending

transaction time. For example, if there are three firms in

the market, each firm will have four prices generated for

each day corresponding to the last transaction time of each

firm and the end of the day (3 + 1). In figure 4.1, the

last transaction times for firms 1, 2, and 3 are .65, .85,

and .95 respectively. Therefore, prices must be generated

for each firm at time .65 of the day as well as at .85 and

.95 (see figure 4.2). A price must also be generated at

the end of the day. The prices generated at the four time

periods are based on the multivariate distribution CZn’

From the prices in figure 4.2, the observed return for firm

1 in day 2 would be:

S

R1
= - + - P

2 (1n Pll-.95 1“ Pl.65) (1n P1.9o-.7o 1“ 11-.95)



Fig. 4.2 Price Generation
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The actual return would be (See figure 4.3):
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As a result, the actual returns are always generated over a

time period of l and the observed returns over changing time

periods. The observed time period in this case was

1.25.

The observed time periods depend on the average

transactions chosen for each firm. The average number of

transactions, a parameter for the poisson generator, affects

the covariance between firms which in turn affects the

variance and autocorrelation of the market. The time

between transactions follows an exponential distribution and

therefore the expected time between the last transaction and

the end of the day is:

E(Sn) = 1/1

n

where An = the average number of transactions for firm

n.

If firm n has a.ln = 2 and firm m has a A = 100, from

m

equation (2.2) the observed covariance would be approxi—

mately 49% less than the actual covariance. Since the

market variance is equal to the weighted sum of all the

elements of the variance—covariance matrix (see equation

4.4), the observed market variance will be less than the

actual market variance. S&W [1977] show that the first

order autocorrelation will be:

Var(RM)

0 =l/2(M -1).

Var(R§)
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The greater the differences in the average number of trans-

actions, the smaller the observed variance will be, and the

smaller the observed variance, the greater the autocorrela—

tion of the observed market will be. The average number of

transactions will be based on a sample of 283 firms chosen

from the New York Stock Exchange.7 The number of trans-

actions per day for the first three months of 1980 has been

obtained (Woodruff [1981]) for each firm. A summary of the

average transactions for those firms is listed in table 4.2.

The average number of transactions A is used in a

poisson generating function presented in Naylor [1966] as

follows:

x x+1

Z t.< A < Z t.

i=0 1 i=0 1

where x = the Poisson variate

A = the average number of transactions

ti = —log ri, and ri = a random variate with a

uniform distribution

The time at which a transaction takes place in a day is the

sum of the time between all previous transactions in the

day.

 

7The 283 firms were chosen randomly by Woodruff [1981],

but also conformed to the following two criteria:

1) Listed on the New York Stock Exchange

2) Listed in Value Line
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TABLE 4.2

AVERAGE NUMBER OF TRANSACTIONS FOR 283 FIRMS

 

 

 

 

Class Cumulative

Midpoint Percentage Percentage

2.5 4.3 4.3

7.5 12.6 16.9

12.5 12.6 29.6

17.5 11.0 40.5

'22.5 7.6 48.2

27.5 6.0 54.2

32.5 6.0 60.1

37.5 5.0 65.1

42.5 4.7 69.8

47.5 3.3 73.1

52.5 2.3 75.4

57.5 3.0 78.4

62.5 3.3 81.7

67.5 2.3 84.1

72.5 2.0 86.0

77.5 1.7 87.7

82.5 0.3 88.0

87.5 1.3 89.4

92.5 0.7 90.0

97.5 1.0 91.0

102.5 0.7 91.7

107.5 1.0 92.7

112.5 0.3 93.0

117.5 0.7 93.7

122.5 0.3 94.0

127.5 0.7 94.7

132.5 0.0 94.7

137.5 1.3 96.0

142.5 1.0 97.0

147.5 0.3 97.3

152.5 0.0 97.3

157.5 0.0 97.3

162.5 0.0 97.3

167.5 0.0 97.3

172.5 2.7 100.0

minimum average transaction = 2.52/day

maximum average transaction = 286.08/day

mean = 41.4108

standard deviation = 44.0956
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The goal in choosing the number of firms is to use the

fewest that will adequately represent the market. The

fewest number is desired because:

1) The larger the number of securities the more difficult

it becomes to estimate a variance-covariance matrix.

For example, with 20 firms there are 400 covariances and

with 40 firms, 1600.

2) As the number of firms increases, the cost of the

simulation increases dramatically. The cost corresponds

to the number of calls to the random number generator.

The number of calls equals the number of firms squared

times the number of days to be simulated.

Most of the diversification effect is realized in portfolios

of only twelve firms (Francis and Archer [1979], Tinic and

West [1979]). The variance of portfolios of twenty or more

is attributed mainly to the pairwise covariances (Fama

[1976]). Therefore, the selected number of firms in this

study is twenty since the pairwise covariances contribute

more than the variances of the individual firms to the

variance of the portfolio, and a portfolio of twenty will

show substantial diversification. The number of firms may

also affect the autocorrelation of the simulated market.

The autocorrelation of the observed market is affected

by two factors, the average transaction time of the firms and

their pairwise covariances. If a firm is added that has a
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small average number of transactions and its pairwise covari-

ances with other firms in the portfolio are large,

the autocorrelation of the portfolio will be increased.

Figures 4.4 and 4.5 show the affects of adding more firms

on the correlation of the portfolio. Figure 4.4 shows the

results of adding approximately the same percentage of

average transactions and approximately the same size

covariances. After adding the first 5 or 6 firms, the

changes in autocorrelation by adding more firms is slight.

Figure 4.5 shows the results of adding firms that have a

higher percentage of less than the average number of trans-

actions than the firms in figure 4.4. Again, the largest

increases to the autocorrelation occur with the first few

firms and subsequent changes are smaller. Figure 4.5 does

have a higher increase in autocorrelation than does figure

4.4, however, it is apparent that it would take a very large

number of firms to approach the autocorrelation of the

portfolio made up of the NYSE (the market), and also that

the greatest change occurs with a relatively small number of

firms. Therefore, adding more than twenty firms would not

enhance the study unless a substantial number were added.

The two figures (4.4 and 4.5) appear to have a tiered effect

because the transaction times were always added in the same

order. The first twenty were added from lowest number of

transactions to highest, and the second twenty went from

lowest to highest. If the order had been mixed up a more
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random appearance would have occurred, and a relationship

such as the solid line in figures 4.4 and 4.5 would be

observed. One note of interest is that S&W found that the

equally weighted market had a larger autocorrelation than

the value weighted market. This is due to the fact that

the equally weighted market has a higher proportion of firms

with less than the average number of transactions. Figures

4.4 and 4.5 have the same relationship.

All that remains to be estimated in order for the

simulation to be run is a twenty by twenty symmetric

positive definite matrix. The matrix to be used is the

matrix used by Jobson and Korkie [1980]. Jobson and Korkie

used a twenty by twenty variance-covariance matrix in their

study which they calculated from twenty firms randomly

chosen. This matrix was used to eliminate the appearance of

being able to manipulate the results by the matrix chosen.

The matrix used was chosen independently from

this study.

Verification of the Simulation
 

The above matrix was used with transaction times

assigned to each firm and the simulation was run to see if

the results would conform to what Scholes and Williams

theorize (see table 4.3). Scholes and Williams indicate

that the autocovariance of the firms should approximate

zero. The average autocovariance of the twenty firms was

.0047403. Measured variances for daily returns on large
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portfolios should typically understate the true variances.

The variance of the observed portfolio was .0001376 and the

true variance was .0001631. The theoretical value for the

autocorrelation of the market (the portfolio of the twenty

firms) is .102 the result of the simulation was .116. The

theoretical variance is .0001361, the result was .0001376.

The OLS beta of firms traded less than the market average

will theoretically be understated. The average number of

trades was 39. Ten firms had trades less than 39, and nine

of the ten had understated betas. Ten of the ten firms with

transaction times greater than 39 overstated beta. The

results of this test indicate that the simulator gives

results consistent with the theory.



CONFORMANCE OF SIMULATED RESULTS TO

SCHOLES AND WILLIAMS'

58

TABLE 4.3

THEORY

 

 

Criteria Theoretical Results Simulated Results

 

autocovariance of the firm

variance of the

autocorrelation

# of firms that

Beta

# of firms that

Beta

market

of the market

understate

overstate

 

approximately 0

.0001361

.102

10 out of 20

10 out of 20

 

.0047403

.0001376

.116

9 out of 20

11 out of 20

 



V. SIMULATION RESULTS

The simulation described in chapter IV was run to

establish the affects of nonsynchronous time periods on

the bias in beta, the prediction ability of the market

model using OLS and S&W estimates, and the results of

efficient market tests. Different samples were obtained,

using the same parameter estimates for the simulation,

simply by changing the seed to the random number generator.

The bias was examined using 10 different samples. Twelve

samples were used to test the prediction ability of the

market model, and forty-eight different samples were used

for the efficient market tests.

Beta Bias
 

Scholes and Williams [1977] state that the beta

estimated using OLS will be underestimated for firms with

less than the average number of transactions, and over-

estimated for firms with the average number of transactions.

For firms with more transactions than the average, they were

not certain if the beta would be over or underestimated.

The simulator was run to see if these bias estimates could

be substantiated. 1600 days were used to estimate the betas

in eight of the samples. The average number of transactions

for the twenty firms was held constant, and the random

number seed was changed in the first five samples. A

different set of random numbers was generated every time a

59
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different seed was used. The last three samples all had the

same random number seed and the average number of trans-

actions for each firm was changed.

The bias was calculated by subtracting the OLS

estimate on the actual returns (returns without error) from

the OLS estimate on the observed returns. A "bias" was

calculated in the same manner using the S&W estimate.

The results of these 8 samples showed that the bias

conformed to the S&W results no matter what set of

transaction times was chosen. Therefore the remaining two

samples used only one group of transaction times. These

transaction times were chosen in proportions equivalent to

table 4.2 in an attempt to represent the market. These

times will be used in the remainder of this study.

Betas were computed for the above two samples at sample

sizes starting at 100 days and ending with 5200 days. 5200

days corresponds roughly to 20.6 years. The betas and their

corresponding biases are listed for one of the samples in

table 5.1 for 100, 400, 1000, and 5200 days. The bias was

calculated by subtracting the estimated beta from the true

beta. The biases in table 5.1 are comparable to those

reported by Scholes and Williams (tables 2.1, 2.2, and 2.3).

In both cases, the less active securities have larger biases

than the active securities. The magnitudes of the biases

are also approximately the same. Figures 5.1 through 5.8

are plots of the biases in table 5.1. The average squared

bias for the S&W betas is less than the average squared bias
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for the OLS betas in all cases except at 100 days. There-

fore, the S&W beta bias should appear closer to zero, and

in fact they do. A definite pattern can be discerned in

the plots of the OLS bias whereas a pattern can not be

found in the S&W bias. Therefore, the bias has been

eliminated using the S&W procedure.

Portfolios were made by grouping firms together by

transaction times. Three portfolios were made. The first

portfolio contained those firms with less than the average

number of transactions. The second portfolio contained

firms with close to the average number of transactions and

the last portfolio contained firms with more than the

average number of transactions. Betas and the respective

biases were computed for these portfolios and the results

are reported in Table 5.2. The results are consistent

with the S&W conclusions and are similar to the

individual results.

Prediction Results
 

The prediction test is designed to substantiate the

results in Chapter III. In Chapter III it was shown that

for infinitely large samples, the mean squared prediction

error using the OLS estimate of beta will be larger than

the mean squared prediction error (MSPE) using the S&W

estimate of beta. Allen and Hagerman [1980] and Dutta

[1975] use mean squared prediction errors as an indication

of predictability, which is the method used in the
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subsequent test.

OLS estimates and S&W estimates were computed for

alpha and beta starting at sample sizes of 100 and ending

at sample sizes of 5200 days. A sample size of 5200 days

corresponds roughly to 20.6 years. These estimates were

then used to predict the next 100 days, using the market

model (equation (1.2)), for each of the twenty firms. One

hundred days were used for the prediction period because in

subsequent tests a 100 day period is used. The subsequent

tests are the efficient market tests fashioned after the

Brown and Warner [1980] paper. A 100 day period is neces-

sary to allow for enough observations to compute a variance

for the residuals. Therefore, to be consistent, a 100 day

period was used. The MSPE was then computed over the 100

day prediction period using the two estimates. The MSPE
OLS

was compared to the MSPE and the smaller MSPE was
SW

considered the better predictor. Twelve samples of twenty

firms each were run by changing either the random generator

seed for the estimation period or the prediction period.

The results of these runs are shown in figures 5.9 and 5.10.

The same runs were done forming portfolios out of the

twenty firms. The portfolios were based on average trans-

action times. Each run consisted of three portfolios

corresponding to less than average, average, and greater

than average firms. The results of these runs are shown

in figure 5.11.
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The vertical lines above the zero horizontal line, in

figures 5.9, 5.10, and 5.11, represent the number of times

out of 12 that the MSPESW was less than the MSPEOLS for

each of the twenty firms or three portfolios. The

vertical lines below the horizontal represent the number of

OLS was less than the MSPESW. As

was shown earlier, the difference between these two

times out of 12, the MSPE

measures is quite small and in some cases the two were

virtually the same. Therefore, in some instances, the

vertical line is shorter. For example figure 5.10, 5200

days, firm 16, the MSPE's for firm 16 were the same for 6

samples out of the 12 samples. The firms are listed from the

lowest number of transactions to the highest, and the

transaction times correspond to those in table 5.1.

It is not apparent from figures 5.9, 5.10, and 5.11

that either the S&W estimators or the OLS estimators result,

on average, in better predictions of returns. However,

there does appear to be a trend. The S&W estimators appear

to result in better predictions for firms with a low number

of transactions and possibly for those with a higher number

of transactions. This is far more visible in figure 5.11

which shows the portfolio results. The portfolio results

are better because at the individual firm level the major

portion of the MSPE is due to the error term

(see equation 3.11 and 3.12). As portfolios are

formed this error term is reduced. Therefore, based on

the simulation, when firms are grouped together such that
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the majority have a low number or high number of trans-

actions, compared to the market average, then the S&W

estimator should be used.

Efficient Market Test Results
 

The test of efficient market studies is similar to

the technique used by Brown and Warner [1980]. The

difference between this study and the Brown and Warner

study is that Brown and Warner tested different procedures

to see if abnormal performance was found using one

procedure more often than another, where as this study

uses the same procedure with different estimators. The

desire is to find out if abnormal performances can be

found more often using one method of estimation than

another (OLS versus S&W). The market model will be used

to predict expected returns. The expected returns will

then be subtracted from the observed return to obtain a

residual. The residuals are tested for abnormal

performance.

The S&W beta and alpha and the OLS beta and alpha

will be estimated over periods of 100 days to 5200 days.

Abnormal performance will be tested over a 100 day period.

A 100 day period was used, because 100 days allows for

enough days, as will be seen later, to compute a variance

for the residuals. Brown and Warner also utilized a 100

month period, therefore, the procedure employed can be the

same as the Brown and Warner procedure. Ten firms from the
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twenty will be used in the abnormal performance test, and a

total of 48 different samples will be selected. Only ten

firms were used because if all twenty firms were used, the

result would be to predict the market with the market,

therefore less than twenty firms were desired and 10 were

chosen. The abnormal performance will be tested using two

different tests, the t-test and a cumulative average

residual (CAR) test.

The t-test, as derived by Brown and Warner, tests for

abnormal performance on an event day (t = O). The 100 day

test period is divided into the time prior to the event

(t = —89 through t = -l) and 10 days after the event (t = 1

through t = 10) (see figure 2.4). An average market model

residual is calculated on the event day (t = 0) as follows

(Brown and Warner [1980], page 253, equation A.9):

110

where N the number of firms in the sample

3 A A s

A, = R, - a - R and

1t it i 61 Mt '

8i, 8i = either the OLS estimates or the S&W

estimates of a and B.
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The standard deviation of the average market model residual

is estimated on the basis of the standard deviation of the

residual of each sample security over the period t = -89 to

t = —11. At t = O the test statistic (Brown and Warner

[1980], page 253, equation A.11) is:

 

N

l/N z A.

i=1 10

(5.1)

N -11 -11

l/N( 2 [1/77 E (A, —( Z A./79))2])1/2

i=1 t=—89 1t t=_89 1

The above statistic is distributed Student - t with 78

degrees of freedom. Equation (5.1) is calculated for each

of the 48 samples with abnormal performances added at t = 0

of .00, .01, .011, .013, .016, and .02. In other words, if

an abnormal performance of .01 is to be added, .01 is added

to each firm's return on the event day t = 0. These levels

of abnormal performance were chosen in an attempt to obtain

t-statistics that were close to the rejection boundary at

the three test levels (.05, .025, and .01). For example,

at the .025 test level, the boundary for rejection of the

null hypothesis is a t-statistic of 2.00. The desire was

to pick levels of abnormal performance such that many of

the t-statistics were close to 2.00.

Tables 5.3 through 5.12 summarize the results of this

test. The 48 replications of this test can be divided

into 4 sets of 12. The first set of 12 replications was

drawn using firms 1 through 10 or those firms with low to
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average number of transactions. The prediction results

(figures 5.9 and 5.10) would indicate that for these 10

firms, on average, the S&W estimators would result in

better predictions. Therefore, the expected result of the

t-test would be that the S&W estimators would isolate

abnormal performance sooner than the OLS estimators.

Table 5.3 shows the percentage of replications where

abnormal performance was found at each level of abnormal

performance and at each test level. The percentage of

abnormal performance found is greater for the S&W

estimators in some instances but for the majority of the

cases the percentages are the same. The average t-

statistics, for the first set of twelve replications, are

listed in table 5.8 and on average the S&W estimators

result in a slightly higher t-statistic.

The second set of 12 replications was drawn using

firms 11 through 20 or those firms with average to high

number of transactions. The prediction results (figures

5.9 and 5.10) would indicate that for these 10 firms, on

average, the OLS estimators would result in better

predictions. The expected result of the t-test is that

the OLS estimators will isolate abnormal performance more

often than the S&W estimators. Table 5.4 shows the

percentage of replications where abnormal performance was

found, and in most cases the percentages are the same.

Table 5.9 shows the average t—statistics and on average

the OLS estimators result in a slightly higher t-statistic.
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The third set of replications was drawn using firms 1

through 5, and 16 through 20, or those firms with a low or

high number of transactions. The prediction results

(figures 5.9 and 5.10) for these 10 firms indicate, on

average, better predictions are obtained using the S&W

estimators. The expected result of the t-test is that the

S&W estimators will isolate abnormal performance more often

than the OLS estimator. Table 5.5 shows the percentage of

replications where abnormal performance was found. For

the most part, the percentages are the same, but there are

some instances where the S&W percentage is consistently

higher. Table 5.10 shows the average t-statistics and on

average the S&W estimators result in greater t-statistics.

The last set of replications was drawn using firms 6

through 15 or an average number of transactions. The

prediction results (figures 5.9 and 5.10) for these 10

firms indicate, on average, that the OLS estimators result

in better predictions. The expected result of the t—test

is that the use of the OLS estimators will result in

isolating abnormal performance more often than the S&W

estimators. Table 5.6 shows some of the OLS percentages

are greater than the S&W percentages, but most are equal.

Table 5.11, however, shows that the average OLS t—statistic

is slightly greater.

Tables 5.7 and 5.12 show the aggregated result of all

48 replications. As in the other tables, the percentages of



T
A
B
L
E

5
.
3

A
C
O
M
P
A
R
I
S
O
N

O
F

A
L
T
E
R
N
A
T
I
V
E

P
A
R
A
M
E
T
E
R

E
S
T
I
M
A
T
E
S

S
A
M
P
L
E
:

F
I
R
M
S

1
~

1
0

P
E
R
C
E
N
T
A
G
E

O
F

1
2

R
E
P
L
I
C
A
T
I
O
N
S
W
H
E
R
E

T
H
E

N
U
L
L

H
Y
P
O
T
H
E
S
I
S

I
S

R
E
J
E
C
T
E
D

 
-

_
.
9
.
.

_
_
.
_
.
_
.
.
.
~
_

-
_
.

_
.
_

 
 

 

N
u
m
b
e
r

o
f

d
a
y
s

i
n

e
s
t
i
m
a
t
i
o
n

p
e
r
i
o
d

 

L
e
v
e
l

o
f

T
e
s
t

1
0
0

4
0
0

1
0
0
0

5
2

A
b
n
o
r
m
a
l

L
e
v
e
l

P
e
r
f
o
r
m
a
n
c
e

O
L
S

S
8

W
O
L
S

 

.
0
0
0

.
0
1
0

.
0
1
1

.
0
1
3

.
0
5
0

.
0
2
5

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

5
8
.
3
3
%

2
5
.
0
0
%

1
6
.
6
7
%

7
5
.
0
0
%

4
1
.
6
7
%

1
6
.
6
7
%

1
0
0
.
0
0
%

7
5
.
0
0
%

4
1
.
6
7
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

6
6
.
6
7
%
.

3
3
.
3
3
:

1
6
.
6
7
%

8
3
.
3
3
%

4
1
.
6
7
%

1
6
.
6
7
%

1
0
0
.
0
0
%

7
5
.
0
0
%

4
1
.
6
7
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

5
8
.
3
3
%

3
3
.
3
3
%

1
6
.
6
7
%

8
3
.
3
3
%

4
1
.
6
7
%

1
6
.
6
7
%

1
0
0
.
0
0
%

8
3
.
3
3
%

3
3
.
3
3
%

1
0
0
.
0
0
%

8
3
.
3
3
%

3
3
.
3
3
%

O
L
S

S
E
W

O
L
S

0
0

S
6
W

 

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

6
6
.
6
7
%

3
3
.
3
3
%

1
6
.
6
7
%

8
3
.
3
3
%

5
0
.
0
0
%

1
6
.
6
7
%

1
0
0
.
0
0
%

0
3
.
3
3
%

3
3
.
3
3
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

6
6
.
6
7
%

3
3
.
3
3
%

1
6
.
6
7
%

8
3
.
3
3
%

4
1
.
6
7
%

1
6
.
6
7
%

1
0
0
.
0
0
%

8
3
.
3
3
%

3
3
.
3
3
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

6
6
.
6
7
%

3
3
.
3
3
%

1
6
.
6
7
%

8
3
.
3
3
%

4
1
.
6
7
%

1
6
.
6
7
%

1
0
0
.
0
0
%

8
3
.
3
3
%

3
3
.
3
3
%

.
0
1
6

.
0
5
0

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

.
0
2
5

1
0
0
.
0
0
%

1
0
0
.
0
0
?

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

.
0
1
0

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

.
0
2
0

.
0
5
0

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

.
0
2
5

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

.
0
1
0

1
0
0
.
0
0
%

1
0
0
.
0
0
9

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%
J

1
0
0
.
0
0
%

  
 

 
 

 
4
H
-
—
—
—
-

.
_
-
.
.

1 l 1 1 1 l

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

6
6
.
6
7
%

3
3
.
3
3
%

1
6
.
6
7
%

8
3
.
3
3
%

4
1
.
6
7
%

1
6
.
6
7
%

0
0
.
0
0
%

8
3
.
3
3
%

3
3
.
3
3
%

0
0
.
0
0
%

0
0
.
0
0
%

8
3
.
3
3
%

0
0
.
0
0
%

0
0
.
0
0
%

0
0
.
0
0
%

_
.
.
.
_
—
—
_
—

£32



T
A
B
L
E

5
.
4

A
C
O
M
P
A
R
I
S
O
N

O
F

A
L
T
E
R
N
A
T
I
V
E

P
A
R
A
M
E
T
E
R

E
S
T
I
M
A
T
E
S

S
A
M
P
L
E
:

F
I
R
M
S

l
l

-
2
0

P
E
R
C
E
N
T
A
G
E

O
F

1
2

R
E
I
‘
L
I
C
A
T
I
O
N
S
“
H
E
R
E

T
H
E

N
U
L
L

H
Y
P
O
'
I
‘
I
I
E
S
I
S

I
S

R
E
J
E
C
T
F
D

m
.
a
.
e

.
.
-
l
.

-
-
_
_
.
.

i 
 

~
.
_
-

_
.
.
_
_
_
_
—
_
—
—
-
_
_
i
_
_
.

N
u
m
b
e
r

o
f

d
a
y
s

i
n

e
s
t
i
m
a
t
i
o
n

p
e
r
i
o
d

.
.
.
.
_
_
_
_
.
-
.
.
.
.

.
-
—
.
.

T
e
s
t

1
0
0

 

 
.

-
.
«
a
‘
.
.
.
v

.
_

~
_
_
.
.
_
.
—
—
.
—

1
0
0
0

5
5
6
0
‘

L
e
v
e
l

o
f

4
0
0

1

A
b
n
o
r
m
a
l

L
e
v
e
l

P
e
r
f
o
r
m
a
n
c
e

O
L
S

 

.
0
0
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
1
1

.
0
5
0

.
0
2
5

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
1
3

.
0
1
6

.
0
5
0

0
2

:
0
1
0

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

4
1
.
6
7
%

8
.
3
3
%

0
.
0
0
%

5
8
.
3
3
%

4
1
.
6
7
%

0
.
0
0
%

8
3
.
3
3
%

5
8
.
3
3
%

4
1
.
6
7
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

S
8

W

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

3
3
.
3
3
%

8
.
3
3
%

0
.
0
0
%

5
8
.
3
3
%

3
3
.
3
3
%

0
.
0
0
%

8
3
.
3
3
%

5
8
.
3
3
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

O
L
S

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

4
1
.
6
7
%

1
6
.
6
7
%

0
.
0
0
%

6
6
.
6
7
%

3
3
.
3
3
%

0
.
0
0
%

8
3
.
3
3
%

6
6
.
6
7
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

S
6
W

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

3
3
.
3
3
%

8
.
3
3
%

0
.
0
0
%

6
6
.
6
7
%

3
3
.
3
3
%

0
.
0
0
%

8
3
.
3
3
%

.
6
6
.
6
7
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

O
L
S

S
8

W
O
L
S

 

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

4
1
.
6
7
%

1
6
.
6
7
%

0
.
0
0
%

6
6
.
6
7
%

3
3
.
3
3
%

0
.
0
0
%

8
3
.
3
3
%

6
6
.
6
7
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

3
3
.
3
3
%

8
.
3
3
%

0
.
0
0
%

6
6
.
6
7
%

3
3
.
3
3
%

0
.
0
0
%

8
3
.
3
3
%

6
6
.
6
7
%

3
3
.
3
3
:

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

0
.
0
0
%

0
.
0
0
?

0
.
0
0
%

4
1
.
6
7
%

1
6
.
6
7
%

0
.
0
0
%

6
6
.
6
7
%

3
3
.
3
3
%

0
.
0
0
%

8
3
.
3
3
%

6
6
.
6
7
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

S
8
H

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

3
3
.
’
3
%

1
6
.
6
7
%

0
.
0
0
%

6
6
.
6
7
%

3
3
.
3
3
%

0
.
0
0
%

8
3
.
3
3
%

6
6
.
6
7
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

83

1
0
0
.
0
0
%

1
0
0
.
0
0
%

8
3
.
3
3
%
“

.
0
5
0

.
0
2
5

m
u

1
0
0
.
0
0
%

9
1
.
6
7
%

8
3
.
3
3
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

8
3
.
3
3
%

1
0
0
.
0
0
%

9
1
.
6
7
%

8
3
'
3
§
%
.

1
0
0
.
0
0
%

1
0
0
.
0
0
:

8
3
.
3
3
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

L
8
3
.
3
3
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

8
3
.
3
3
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

8
3
.
3
3
%

 
 

 
 

 

 



T
A
B
L
E

5
.
5

A
C
O
M
P
A
R
I
S
O
N

O
F

A
L
T
E
R
N
A
T
I
V
E

P
A
R
A
M
E
T
E
R

E
S
T
I
M
A
T
E
S

S
A
M
P
L
E
:

F
I
R
M
S

1
-

5
&

1
6

-
2
0

P
E
R
C
E
N
T
A
G
E

O
F

1
2

R
E
P
L
I
C
A
T
I
O
N
S

W
H
E
R
E

T
H
E

N
U
L
L

H
Y
P
O
T
H
E
S
I
S

I
S

R
E
J
E
F
T
E
P

 
_
\
~
‘
_

-
-
—
.
—

.
.

.
~
_
.
_
—
—
.
.
.
-
—
_
_
.
—
<
—
—
.
—
.
-
_
_

_
.
.
-

-
_
_
_
-

F
_

.
-
—
-
—

 
 

—
_
—
.
_
_
_
_
_
_
.

.
_
.
.
-

_
,
_

 

N
u
m
b
e
r

o
f

d
a
y
s

i
n

e
s
t
i
m
a
t
i
o
n

p
e
r
i
o
d

4
0
0

1
0
0
0

{
"
_
M
H

3
5
0
6
"
.

I
“

L
e
v
e
l

o
f

T
e
s
t

1
0
0

A
b
n
o
r
m
a
l

L
e
v
e
l

P
e
r
f
o
r
m
a
n
c
e

O
L
S

S
8

W
O
L
S

S
8
U

O
L
S

S
&
W

O
L
S

s
a
w

  
_
.

.
.

y
.
.
-
.
.
.
-
-
_
 

.
0
0
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
1
1

.
0
5
0

.
0
2
5

.
0
1
0

.
0
1
3

.
0
5
0

.
0
2
5

.
0
1
0

.
0
1
6

.
0
5
0

.
0
2
5

.
0
1
0

0
.
0
0
%

0
.
0
0
%

8
3
.
3
3
%

5
0
.
0
0
%

1
6
.
6
7
%

8
3
.
3
3
%

7
5
.
0
0
%

2
5
.
0
0
%

8
3
.
3
3
%

8
3
.
3
3
%

5
8
.
3
3
%

1
0
0
.
0
0
%

8
3
.
3
3
%

8
3
.
3
3
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

8
3
.
3
3
%

5
0
.
(
)
O
%

8
.
3
3
%

0
3
.
3
3
%

7
5
.
0
0
%

2
5
.
0
0
%

8
3
.
3
3
%

8
3
.
3
3
%

5
8
.
3
3
%

1
0
0
.
0
0
%

8
3
.
3
3
%

8
3
.
3
3
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

8
3
.
3
3
%

6
6
.
6
7
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

1
0
0
.
0
0
%

8
3
.
3
3
%

8
3
.
3
3
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

8
3
.
3
3
%

7
5
.
0
0
%

2
5
.
0
0
%

8
3
.
3
3
%

8
3
.
3
3
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

1
0
0
.
0
0
%

8
3
.
3
3
%

8
3
.
3
3
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

8
3
.
3
3
%

6
6
.
6
7
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

1
0
0
.
0
0
%

8
3
.
3
3
%

8
3
.
3
3
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

8
3
.
3
3
%

6
6
.
6
7
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

1
0
0
.
0
0
%

8
3
.
3
3
%

8
3
.
3
3
%

0
.
(
3
0
?
.

0
.
0
0
%

0
.
0
0
%

8
3
.
3
3
7

6
6
.
6
7
1

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
?

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
?

8
3
.
3
3
%

1
0
0
.
0
0
%

8
3
.
3
3
%

8
3
.
3
3
?

0
.
0
0
%

0
.
0
0
%

8
3
.
3
3
%

6
6
.
6
7
%

3
3
.
3
3
%

8
3
.
3
3
%

8
3
.
3
3
%

3
3
.
3
3
%

8
3
.
3
3
%

0
3
.
3
3
%

8
3
.
3
3
%

1
0
0
.
0
0
%

8
3
.
3
3
%

8
3
.
3
3
%

0
.
0
0
%

84

.
0
2
0

.
0
5
0

1
0
0
.
0
0
:

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
:

1
0
0
.
0
0
%

1
0
0
.
0
0
:

1
0
0
.
0
0
:

1
0
0
.
0
0
%

.
0
2
5

1
0
0
.
0
0
:

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
:

1
0
0
.
0
0
%

1
0
0
.
0
0
:

1
0
0
.
0
0
:

.
0
1
0

8
3
.
3
3
%

9
1
.
6
7
%

1
8
3
.
3
3
%

9
1
.
6
7
%

8
3
.
3
3
%

9
1
.
6
7
%

8
3
.
3
3
%

8
3
.
3
3
%

  
 

 
 

 
w
-

_
.

-
_
_
.
_

_
.
.
“

_
—
_
.
-
.
_
.
.
.
_
.
.

-
.
-
_

-
_
—
_
—

.
-

.
.
_
_
.
-

.
_
.
_
-

-



T
A
B
L
E

5
.
6

A
C
O
M
P
A
R
I
S
O
N

O
E

A
L
T
E
R
N
A
T
I
V
E

P
A
R
A
M
E
T
E
R

E
S
T
I
M
A
T
E
S

S
A
M
P
L
E
:

F
I
R
M
S

6
-

1
5

P
E
R
C
E
N
T
A
G
E

O
F

1
2

R
E
P
L
I
C
A
T
I
O
N
S

W
H
E
R
E

T
H
E

N
U
L
L

H
Y
P
O
T
H
E
S
I
S

I
S

R
E
J
E
C
T
E
D

_
.
_
.
—
.

-
.
.
,
.
.
-
.
-
-
n
.
.
.
—
.
—
.
.
_

.
.
‘
»
-
_

 

 
 

N
u
m
b
e
r

o
f

d
a
y
s

i
n

e
s
t
i
m
a
t
i
o
n

p
e
r
i
o
d

L
e
v
e
l

o
f

T
e
s
t

1
0
0

4
0
0

A
b
n
o
r
m
a
l

L
e
v
e
l

P
e
r
f
o
r
m
a
n
c
e

O
L
S

S
r
.
w

O
L
S

S
S
.
W

0
1
.
8

S
s
.
W

0
1
.
8

S
G

(
l

—
—
—
.
—
-
-
-
.

-
_
_
.

_
p
.
.
_
.
-
.
.
.

-
_
-

 
 

1
0
0
0

5
2
0
0

 
 

.
0
0
0

.
0
1
0

.
0
1
1

.
0
1
6

 .
0
5
0

.
0
2
5

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
5
0

.
0
2
5

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

3
3
.
3
3
%

1
6
.
6
7
%

1
6
.
6
7
%

6
6
.
0
7
7

4
1
.
6
7
%

1
6
.
0
7
9
:

1
0
0
.
1
H
J
%

1

6
6
.
6
7
%

5
0
.
0
0
%

1
0
0
.
0
0
1

1

1
0
0
.
0
0
%

1

 
.
0
1
0

 100.00
%

1

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

3
3
.
3
3
%

1
6
.
6
7
%

1
6
.
6
7
%

6
6
.
6
7
%

4
1
.
6
7
%

1
6
.
6
7
%

0
0
.
0
0
“

8
3
.
3
3
%

5
8
.
3
3
%

0
0
.
0
0
%

0
0
.
0
0
%

0
0
.
(
N
1
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

2
5
.
0
0
%

1
6
.
6
7
%

1
6
.
6
7
%

6
6
.
6
7
%

3
3
.
3
3
%

1
6
.
6
7
%

1
0
0
.
0
0
%

7
5
.
0
0
%

5
8
.
3
3
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

 

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

2
5
.
0
0
%

1
6
.
6
7
%

1
6
.
6
7
%

5
8
.
3
3
%

2
5
.
0
0
%

1
6
.
6
7
%

1
0
0
.
0
0
%

7
5
.
0
0
%

5
8
.
3
3
%

1
0
0
.
0
0
?

1
0
0
.
0
0
%

1
0
0
.
0
0
%

 0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

6
6
.
6
7
%

3
3
.
3
3
%

1
6
.
6
7
%

1
0
0
.
0
0
%

6
6
.
6
7
%

5
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

5
8
.
3
3
%

3
3
.
3
3
%

1
6
.
6
7
%

1
0
0
.
0
0
%

6
6
.
6
7
%

5
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

 0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

1
6
.
6
7
%

1
6
.
6
7
?

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

6
6
.
6
7
%

3
3
.
3
3
%

1
6
.
6
7
%

1
0
0
.
0
0
%

8
3
.
3
3
%

5
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

 

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

1
6
.
6
7
%

6
6
.
6
7
%

3
3
.
3
3
%

1
6
.
6
7
%

1
0
0
.
0
0
%

6
6
.
6
7
%

5
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

 

O
D



T
A
B
L
E

5
.
7

A
C
O
M
P
A
R
I
S
O
N

O
F

A
L
T
E
R
N
A
T
I
V
E

P
A
R
A
M
E
T
E
R

E
S
T
I
M
A
T
E
S

P
E
R
C
E
N
T
A
G
E

O
F

4
8

R
E
P
L
I
C
A
T
I
O
N
S

W
H
E
R
E

T
H
E

N
U
L
L

H
Y
P
O
T
H
E
S
I
S

I
S

R
E
J
E
C
T
E
D

 
 

N
u
m
b
e
r

o
f

d
a
y
s

i
n

e
s
t
i
m
a
t
i
o
n

p
e
r
i
o
d

_
_
_
"

"
-
-
H
-
_
w
_
u
_
_
.
_
n
,
h
_
_
w
r
u
.
-
-

.
1
,
.

.
.
-

V
-
-
r
_
_

L
e
v
e
l

o
f

T
e
s
t

1
0
0

4
0
0

1
0
0
0

A
b
n
o
r
m
a
l

L
e
v
e
l

P
e
r
f
o
r
m
a
n
c
e

O
L
S

S
&
w

O
L
S

S
&
w

O
L
S

S
&
W

O
L
S

S
5

w

_
-
-
‘
.
.
_
.
_
.
.
.
_
.
_
.

-
.
.
_
.
.
.
.
-
.
_
.

.
.
-

.
_
-
.
-
w
m
—

.
-
-

.
_
-

 
 
 

 

.
0
0
0

.
0
1
0

.
0
1
1

.
0
1
3

.
0
1
6

.
0
5
0

.
0
2
5

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

.
0
5
0

.
0
2
5

.
0
1
0

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

5
0
.
0
0
%

2
5
.
0
0
%

1
2
.
5
0
%

6
2
.
5
0
%

3
9
.
6
0
%

1
4
.
5
0
%

8
3
.
3
3
%

6
4
.
6
0
%

3
9
.
6
0
%

9
5
.
8
0
%

8
7
.
5
0
%

7
7
.
1
0
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

5
0
.
0
0
%

2
7
.
0
0
%

1
0
.
4
0
%

6
4
.
6
0
%

4
1
.
7
0
%

1
2
.
5
0
%

8
3
.
3
3
%

6
4
.
6
0
%

3
7
.
5
0
%

9
5
.
8
0
%

8
5
.
5
0
%

7
7
.
1
0
%

6
4
.
6
0
%

4
3
.
7
5
%

1
6
.
7
0
%

8
3
.
3
3
%

6
6
.
7
0
%

4
1
.
7
0
%

9
5
.
8
0
%

8
5
.
4
0
%

7
7
.
1
0
%

5
0
.
0
0
%

3
3
.
0
0
%

1
4
.
5
0
%

6
4
.
6
0
%

4
3
.
7
5
%

1
6
.
7
0
%

8
1
.
2
5
%

6
6
.
7
0
%

4
1
.
7
0
%

9
5
.
8
0
%

8
5
.
4
0
%

7
7
.
1
0
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

5
2
.
1
0
%

3
3
.
0
0
%

1
6
.
7
0
%

6
2
.
5
0
%

4
3
.
7
5
%

1
6
.
7
0
%

8
3
.
3
3
%

6
6
.
7
0
%

4
1
.
7
0
%

9
5
.
8
0
%

8
3
.
3
0
%

7
5
.
0
0
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

5
0
.
0
0
%

3
1
.
2
5
%

1
6
.
7
0
%

6
2
.
5
0
%

4
3
.
7
5
%

1
6
.
7
0
%

8
1
.
2
5
%

6
6
.
7
0
%

4
1
.
7
0
%

9
5
.
8
0
%

8
3
.
3
0
%

7
5
.
0
0
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

5
2
.
1
0
%

3
3
.
0
0
%

1
6
.
7
0
%

6
2
.
5
0
%

4
3
.
7
5
%

1
6
.
7
0
%

8
3
.
3
3
%

6
6
.
7
0
%

4
1
.
7
0
%

9
5
.
8
0
%

8
7
.
5
0
%

7
5
.
0
0
%

0
.
0
0
%

0
.
0
0
%

0
.
0
0
%

5
0
.
0
0
%

3
7
.
5
0
%

1
6
.
7
0
%

6
2
.
5
0
%

4
3
.
7
5
%

1
6
.
7
0
%

8
3
.
3
3
%

6
6
.
7
0
%

4
1
.
7
0
%

9
5
.
8
0
%

8
3
.
3
0
%

7
5
.
0
0
%

.
0
2
0

.
0
5
0

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

.
0
2
5

9
8
.
0
0
%

1
0
0
.
0
0
%

9
8
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

1
0
0
.
0
0
%

.
0
1
0

9
1
.
7
0
%

9
3
.
7
5
%

9
1
.
7
0
%

9
3
.
7
5
%

j
9
1
.
7
0
%

9
3
.
7
5
%

9
1
.
7
0
%

9
1
.
7
0
%

 
 

  
 

 
 

86



A
V
E
R
A
G
E

T

S
A
M
P
L
E
:T
A
B
L
E

5
.
8

-
S
T
A
T
I
S
T
I
C
S

F
I
R
M
S

1
-

1
0
 

 L
e
v
e
l

o
f

A
b
n
o
r
m
a
l

P
e
r
f
o
r
m
a
n
c
e

N
u
m
b
e
r

o
f

d
a
y
s

i
n

t
h
e

e
s
t
i
m
a
t
i
o
n

p
e
r
i
o
d

 

O
L
S

1
0
0 S

&
W

O
L
S

4
0
0 S

&
W

O
L
S

1
0
0
0 S

&
W

O
L
S

5
2
0
0 S

&
W

 

.
0
0
0

.
0
1
0

.
0
1
1

.
0
1
3

.
0
1
6

.
0
2
0

 a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d
‘
d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

 .
3
4
3
4

.
5
6
0
2

1
.
9
2
3
7

.
4
9
4
7

2
.
0
7
0
2

.
4
9
7
3

2
.
3
6
3
2

.
5
0
2
3

2
.
8
0
2
7

.
5
1
0
0

3
.
4
0
5
4

.
5
3
5
3

.
4
5
5
2

.
4
5
9
9

1
.
9
1
1
3

.
4
8
3
7

2
.
0
5
6
9

.
4
8
6
2

2
.
3
4
8
7

.
4
9
1
5

2
.
7
8
5
0

.
4
9
8
7

3
.
3
6
8
4

.
5
0
9
0

 .
5
2
9
5

.
4
9
0
8

2
.
0
0
4
8

.
5
1
6
8

2
.
1
5
2
4

.
5
1
9
5

2
.
4
4
7
5

.
5
2
4
9

2
.
8
9
0
2

.
5
3
3
1

3
.
4
8
0
4

.
5
4
4
3

.
5
3
3
4

.
5
0
2
9

2
.
0
1
0
4

.
5
2
8
8

2
.
1
5
8
1

.
5
3
1
5

2
.
4
5
3
5

.
5
3
6
8

2
.
8
9
6
6

.
5
4
5
0

3
.
4
8
7
3

.
5
5
6
0

 .
5
2
8
9

.
4
8
7
9

2
.
0
1
5
8

.
5
1
9
1

2
.
1
3
2
0

.
5
0
2
8

2
.
4
5
9
4

.
5
2
6
9

2
.
9
0
3
3

.
5
3
3
9

3
.
4
9
4
3

.
5
4
5
5

.
5
4
3
1

.
5
1
2
7

2
.
0
2
0
6

.
5
3
6
6

2
.
1
6
8
3

.
5
3
9
1

2
.
4
6
3
8

.
5
4
4
1

2
.
9
0
7
0

.
5
5
1
6

3
.
4
9
4
1

.
5
5
8
6

 .
5
2
7
7

.
4
9
0
4

2
.
0
0
7
2

.
5
1
5
5

2
.
1
5
5
2

.
5
1
8
1

2
.
4
5
1
0

.
5
2
3
3

2
.
8
9
4
9

.
5
3
1
2

3
.
4
8
6
7

.
5
4
1
9

.
5
3
3
6

.
5
1
1
7

2
.
0
1
3
5

.
5
3
5
5

2
.
1
6
1
4
’

.
5
3
8
0

2
.
4
5
7
4

.
5
4
2
9

2
.
9
0
1
7

.
5
4
9
7

3
.
4
9
3
3

.
5
6
0
6

 

87



T
A
B
L
E

5
.
9

A
V
E
R
A
G
E

T

S
A
M
P
L
E
:

-
S
T
A
T
I
S
T
I
C
S

F
I
R
M
S

1
1

-
2
0

 

L
e
v
e
l

o
f

A
b
n
o
r
m
a
l

P
e
r
f
o
r
m
a
n
c
e

N
u
m
b
e
r

o
f

d
a
y
s

i
n

t
h
e

e
s
t
i
m
a
t
i
o
n

p
e
r
i
o
d

 

O
L
S

1
0
0 S

&
W

O
L
S

4
0
0 S

8
W

O
L
S

1
0
0
0 S

8
W

O
L
S

5
2
0
0 S

&
W

 

.
0
0
0

.
0
1
0

.
0
1
1

.
0
1
3

.
0
1
6

.
0
2
0

 a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

 -
.
6
1
8
3

.
6
5
9
3

1
.
4
3
6
4

.
6
8
3
3

1
.
6
4
3
3

.
6
8
5
1

2
.
0
6
3
6

.
6
8
2
4

2
.
6
7
8
1

.
6
9
5
5

3
.
5
0
5
9

.
7
0
5
3

-
.
6
1
6
8

.
6
3
1
9

1
.
4
2
4
2

.
6
4
3
4

1
.
5
4
6
1

.
7
4
2
1

2
.
0
3
6
5

.
6
4
8
8

2
.
7
3
2
2

.
8
5
4
1

3
.
4
6
5
3

.
6
6
5
1

 -
.
7
2
9
5

.
6
9
6
0

1
.
3
5
9
7

.
7
0
4
2

‘
1
.
5
5
9
5

.
7
1
2
8

1
.
9
7
4
5

.
7
1
7
9

2
.
5
9
9
9

.
7
2
3
7

3
.
4
3
2
3

.
7
3
3
8

-
.
7
3
5
4

.
7
2
8
0

1
.
3
3
9
4

.
7
4
6
4

1
.
5
5
1
6

.
7
4
6
6

1
.
9
5
6
6

.
7
5
7
6

2
.
5
8
4
3

.
7
6
1
2

3
.
4
1
4
2

.
7
7
2
7

 -
.
7
3
9
9

.
7
0
0
1

1
.
3
4
1
6

.
7
1
4
8

1
.
5
4
9
8

.
7
1
6
8

1
.
9
6
4
4

.
7
2
2
4

2
.
3
4
0
6

.
6
8
4
2

3
.
4
3
2
3

.
7
3
7
8

-
.
7
4
6
3

.
7
2
9
3

1
.
3
2
7
1

.
7
4
6
2

1
.
5
3
9
9

.
7
4
6
1

1
.
9
4
9
2

.
7
5
2
8

2
.
5
7
1
2

.
7
6
0
3

3
.
4
0
0
6

.
7
7
1
2

 -
.
7
2
7
1

.
6
9
5
9

1
.
3
6
1
9

.
7
1
0
1

1
.
5
6
5
3

.
7
1
1
9

1
.
9
8
2
1

.
7
1
5
9

2
.
6
0
7
2

.
7
2
2
5

3
.
4
4
0
9

.
7
3
2
5

-
.
7
3
3
5

.
7
2
4
2

1
.
3
4
7
5

.
7
3
9
9

1
.
5
5
9
2

.
7
4
0
6

1
.
9
7
1
9

.
7
4
6
2

2
.
3
4
6
2

.
7
1
3
8

3
.
4
2
8
5

.
7
6
3
5

 

88



T
A
B
L
E

5
.
1
0

A
V
E
R
A
G
E

T

S
A
M
P
L
E
:

F
I
R
M
S

1

-
S
T
A
T
I
S
T
I
C
S

-
5

&
1
6

-
2
0

 L
e
v
e
l

o
f

A
b
n
o
r
m
a
l

P
e
r
f
o
r
m
a
n
c
e

N
u
m
b
e
r

o
f

d
a
y
s

i
n

t
h
e

e
s
t
i
m
a
t
i
o
n

p
e
r
i
o
d

 

O
L
S

1
0
0 S

&
W

O
L
S

4
0
0 S

&
W

O
L
S

1
0
0
0 S

&
W

O
L
S

5
2
0
0 S

&
W

 

.
0
0
0

.
0
1
0

.
0
1
1

.
0
1
3

.
0
1
6

.
0
2
0

 a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v
.

a
v
e
r
a
g
e

s
t
d

d
e
v

 .
4
5
8
6

.
4
7
0
7

1
.
9
2
3
7

.
4
9
4
8

2
.
0
7
0
2

.
4
9
7
2

2
.
3
6
3
2

.
5
0
2
3

2
.
8
0
2
7

.
5
1
0
0

3
.
3
8
8
7

.
5
2
0
5

.
5
3
8
5

.
5
6
9
8

1
.
9
1
1
3

.
4
8
3
7

2
.
0
9
0
3

.
4
9
8
6

2
.
3
4
8
7

.
4
9
1
5

2
.
7
8
5
0

.
4
9
8
7

3
.
3
6
7
4

.
5
0
9
0

 .
5
2
9
5

.
4
9
0
8

2
.
0
0
4
8

.
5
1
6
8

2
.
1
5
2
4

.
5
1
9
5

2
.
4
4
7
5

.
5
2
4
9

2
.
8
9
0
2

.
5
3
3
1

3
.
4
8
0
4

.
5
4
4
3

.
5
3
3
4

.
5
0
2
9

2
.
0
1
0
4

.
5
2
8
8

2
.
1
5
8
1

.
5
3
1
5

2
.
4
5
3
5

.
5
3
6
8

2
.
8
9
6
6

.
5
4
5
0

3
.
5
1
2
3

.
5
6
2
5

 .
5
3
7
3

.
4
9
4
0

2
.
0
1
6
2

.
5
1
9
0

2
.
1
6
3
6

.
5
2
1
6

2
.
4
5
9
8

.
5
2
6
8

2
.
9
0
2
9

_
.
5
3
4
8

3
.
4
9
4
3

.
5
4
5
5

.
5
4
3
1

.
5
1
2
7

2
.
0
2
0
6

.
5
3
6
6

2
.
1
6
8
3

.
5
3
9
1

2
.
4
6
3
8

.
5
4
4
1

2
.
9
0
7
0

.
5
5
1
6

3
.
4
9
4
1

.
5
5
8
5

 .
5
2
7
7

.
4
9
0
4

2
.
0
0
7
2

.
5
1
5
5

2
.
1
5
5
2

.
5
1
8
1

2
.
4
5
1
0

.
5
2
3
3

2
.
8
9
4
9

.
5
3
1
2

3
.
4
8
6
7

.
5
4
1
9

.
5
3
3
6

.
5
1
1
7

2
.
0
1
3
5

.
5
3
5
5

2
.
1
6
1
4

.
5
3
8
0

2
.
4
5
7
4

.
5
4
2
9

2
.
9
0
1
4

.
5
5
0
4

3
.
4
9
3
3

.
5
6
0
6

 

89



T
A
B
L
E

5
.
1
1

A
V
E
R
A
G
E

T
-

S
T
A
T
I
S
T
I
C
S

S
A
M
P
L
E
:

F
I
R
M
S

6
-

1
5

 

N
u
m
b
e
r

o
f

d
a
y
s

i
n

t
h
e

e
s
t
i
m
a
t
i
o
n

p
e
r
i
o
d

L
e
v
e
l

o
f

A
b
n
o
r
m
a
l

1
0
0

4
0
0

 

1
0
0
0

5
2
0
0

P
e
r
f
o
r
m
a
n
c
e

O
L
S

S
&
W

O
L
S

S
&
W

O
L
S

S
&
W

O
L
S

S
&
W

 

.
0
0
0

.
0
1
0

.
0
1
1

.
0
1
3

.
0
1
6

.
0
2
0

 a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

 -
.
5
0
2
8

.
7
7
2
8

1
.
4
3
6
4

.
6
8
3
3

1
.
6
4
3
6

.
6
8
5
2

2
.
0
6
3
6

.
6
8
2
4

2
.
6
7
8
1

.
6
9
5
5

3
.
5
0
5
9

.
7
0
5
3

-
.
6
1
6
8

.
6
3
1
9

1
.
4
2
4
2

.
6
4
3
4

1
.
6
2
9
5

.
6
4
4
9

2
.
0
3
6
5

.
6
4
8
8

2
.
7
3
2
2

.
8
5
4
1

3
.
4
6
5
3

.
6
6
5
1

 -
.
7
2
9
5

.
6
9
6
0

1
.
3
5
1
4

.
7
1
0
9

1
.
5
5
9
5

.
7
1
2
8

1
.
9
7
4
5

.
7
1
7
9

2
.
5
9
9
9

.
7
2
3
7

3
.
4
3
2
9

.
7
3
3
8

-
.
7
3
5
4

.
7
2
8
0

1
.
3
3
9
4

.
7
4
6
4

1
.
5
5
1
6

.
7
4
6
6

1
.
9
6
1
8

.
7
5
3
4

2
.
5
8
4
3

.
7
6
1
2

3
.
4
1
4
2

.
7
7
2
7

 -
.
7
3
9
9

.
7
0
0
1

1
.
3
4
1
6

.
7
1
4
8

1
.
5
4
9
8

.
7
1
6
8

1
.
9
6
4
4

.
7
2
2
4

2
.
5
9
0
7

.
7
2
7
7

3
.
4
1
4
9

.
7
4
1
2

-
.
7
4
6
3

.
7
2
9
3

1
.
3
2
7
1

.
7
4
6
2

1
.
5
4
0
0

.
7
4
6
1

1
.
9
4
9
2

.
7
5
2
8

2
.
5
7
1
2

.
7
6
0
3

3
.
3
9
3
1

.
7
7
1
3

 -
.
7
2
7
1

.
6
4
5
9

1
.
3
5
6
9

.
7
1
0
0

1
.
5
6
5
3

.
7
1
1
9

1
.
9
8
2
1

.
7
1
5
9

2
.
6
0
7
3

.
7
2
2
5

3
.
4
4
0
7

.
7
3
2
5

-
.
7
3
3
5

.
7
2
4
3

1
.
3
4
7
5

.
7
3
9
9

1
.
5
5
9
2

.
7
4
0
6

1
.
9
7
1
9

.
7
4
6
2

2
.
5
9
6
2

.
7
5
3
2

3
.
4
2
8
6

.
7
6
3
5
 

9O



T
A
B
L
E

5
.
1
2

A
V
E
R
A
G
E

T
-

S
T
A
T
I
S
T
I
C
S

 L
e
v
e
l

o
f

A
b
n
o
r
m
a
l

P
e
r
f
o
r
m
a
n
c
e

N
u
m
b
e
r

o
f

d
a
y
s

i
n

t
h
e

e
s
t
i
m
a
t
i
o
n

p
e
r
i
o
d

 

O
L
S

1
0
0 S

&
W

O
L
S

4
0
0 S

&
W

O
L
S

1
0
0
0 S

&
W

O
L
S

5
2
0
0 S

&
W
 

.
0
0
0

.
0
1
0

.
0
1
1

.
0
1
3

.
0
1
6

.
0
2
0

 a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

a
v
e
r
a
g
e

s
t
d

d
e
v

 .
0
5
0
5

.
7
0
6
0

1
.
6
8
1
7

.
6
0
9
4

1
.
8
5
4
9

.
6
0
4
0

2
.
2
0
4
7

.
5
9
1
4

2
.
7
2
1
0

.
5
8
8
1

3
.
4
1
4
7

.
5
9
2
4

.
0
4
5
9

.
6
7
1
2

1
.
6
3
5
7

.
6
0
0
1

1
.
8
4
1
1

.
5
6
4
2

2
.
1
8
1
9

.
5
5
4
7

2
.
7
1
9
0

.
6
1
0
7

3
.
3
8
4
2

.
5
4
8
6

.
0
5
7
2

.
7
5
4
0

1
.
6
5
1
6

.
6
8
0
1

1
.
8
6
5
2

.
6
4
5
4

2
.
1
6
3
5

.
6
1
3
8

2
.
7
1
1
2

.
6
1
7
6

3
.
4
2
9
4

.
6
0
6
6

.
0
5
8
9

.
7
5
8
8

1
.
5
9
1
3

.
6
2
0
7

1
.
8
5
8
1

.
6
4
1
3

2
.
1
5
4
7

.
6
0
6
4

2
.
7
2
7
8

.
6
1
7
0

3
.
4
2
4
4

.
6
1
6
6

 .
0
5
7
7

.
7
5
1
5

1
.
6
8
7
6

.
6
3
8
9

1
.
8
2
4
1

.
6
7
7
9

2
.
2
1
1
0

.
6
1
8
9

2
.
7
3
4
9

.
6
0
4
7

3
.
4
3
3
1

.
5
9
8
8

.
0
5
8
7

.
7
5
7
1

1
.
6
8
3
0

.
6
4
4
6

1
.
8
5
8
5

.
6
3
5
5

2
.
2
0
5
4

.
6
2
3
4

2
.
7
2
8
0

.
6
0
9
4

3
.
4
2
3
7

.
6
0
1
5

 .
0
5
5
4

.
7
3
5
2

1
.
6
9
0
5

.
6
3
3
1

1
.
8
6
5
2

.
6
2
5
7

2
.
2
1
4
7

.
6
1
3
3

2
.
7
3
8
8

.
6
0
1
0

3
.
4
3
9
7

.
5
9
5
2

.
0
5
7
2

.
7
4
8
5

1
.
6
8
9
1

.
6
3
7
1

1
.
8
2
6
9

.
6
6
3
4

2
.
2
1
3
0

.
6
1
6
8

2
.
7
3
6
9

.
6
0
3
8

3
.
4
3
5
4

.
5
9
8
6
 

 



92

the 48 replications where abnormal performance was found

is about the same. The average S&W t-statistic is slightly

less than the OLS t-statistic. However, when the results

are not aggregated, the pattern follows that of the predic-

tion tests, but the t—statistics of either the OLS estima-

tors or the S&W estimators are not that different. The

standard deviations are large in comparison to the

t-statistics. Therefore, it would not matter which

estimates were used.

Cumulative Average Residual Test
 

A cumulative average residual test is typically used

when there exists only an approximate event date. The

CAR's are computed for the days around this date and then

plotted against time. The plots are examined to see if a

pattern can be observed. If no abnormal performance exists

the plot is expected to be flat or display virtually no

slope. The CAR's are calculated as follows (Brown and

Warner [1980], Equation 1):

A

lI
I
M
Z

CAR = CAR 1+ l/N
t t- . it

1

where CARt = the cumulative average residual at time

t.

The time period covered in this test was a 21 day period

from t = -10 to t = +10.
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The cumulative average residuals were calculated for the

same 48 replications that were run in the t-test (the

previous section). Figures 5.12 through 5.19 are a few

of the CAR plots. Figures 5.12 and 5.13 are two of the

replications out of the 12 replications which were made

using firms 1 through 10. Figures 5.14 and 5.15, 5.16

and 5.17, and 5.18 and 5.19 represent firms 11 through 20,

1 through 5 and 16 through 20, and 6 through 15,

respectively. Parameters of the market model were

estimated over periods of 100, 400, 1000 and 5200 days.

The upper row of plots are the CAR's where no abnormal

performance has been added. The bottom row of plots has

an abnormal performance of .001 added to each day of the

21 day period. The x denotes the CAR using S&W parameters

and the ° denotes the CAR using OLS parameters.

A CAR indicates abnormal performance when the drift of

the CAR is greater, in either the positive or negative

direction, than expected. The expected drift would be

zero if no abnormal performance existed. Therefore, an

important aspect is that when no abnormal performance is

added, the drift should be small. The focus of this test

is to discover which estimator (OLS or S&W) results in

CAR's which are closer to zero. Table 5.13 shows the

results of the CAR plots. The table is broken down into

the 4 groups of 12 replications indicated in the preceeding

paragraph and the total of all 48 replications. The data

shown are the number of replications in which the CAR on
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the last day is closer to zero, as well as the average

absolute difference between the CAR's computed using the

OLS estimators and the S&W estimators at estimation periods

of 100, 400, 1000 and 5200 days.

The results in Table 5.13 indicate that the S&W CAR

is preferred in two cases, the case where the firms are

comprised of less than average and average transactions,

and the case of average and greater than average trans-

actions. These results do not conform to the prediction

results or the t-test results. However, the average

difference between the two CAR's is small compared to the

CAR itself. It is not apparent that the CAR test is

significantly affected by the choice of estimator, nor is

it apparent that a pattern exists as a result of the

estimator used.



NUMBER OF REPLICATIONS IN WHICH THE S&W

CAR WAS CLOSER TO ZERO

103

TABLE 5.13

 

 

 

 

    
  

Firms Number of Number of days used in estimation

replications

100 400 1000 5200

1-10 12 10 8 8 8

(.00344) (.00176) (.00140) (.00183)

11-20 12 8 8 8 8

(.00402) (.00216) (.00162) (.00182)

1-5 & 12 6 6 6 4

16—20 (.00219) (.00172) (.00248) (.00112)

6—15 12 6 6 6 4

(.00110) (.00130) (.00132) (.00112)

Total 48 30 28 28 24

(.00269) (.00174) (.00171) (.00147)

Note: The number in parentheses represents the average

absolute difference between the CAR computed using

OLS estimators and S&W estimators.



VI. TEST RESULTS AND CONCLUSIONS FROM TESTS

USING NYSE FIRMS

The average number of transactions per day for

. the first three months of 1980 was obtained for each of 283

NYSE firms from Woodruff [1981]. The tests performed in

Chapter V were performed using these firms. The above firms

can be used because the average number of transactions are

known (see table 4.2), and therefore, the results can be

compared to the simulation results. The purpose of the test

is to see if the results using real firms will be similar to

those of the simulation in Chapter V.

The estimation period for the market model parameters

was the four years from 1975 through 1978. A four year

period was chosen because this would be a reasonable

estimation period. A 100 day prediction period was chosen

from 1979. The returns for these periods were obtained from

the 1979 CRSP daily returns tape. The markets used were

both the equally weighted and value weighted New York Stock

Exchange index.

Conformance to Scholes and Williams
 

The conformance of the real return data to the conclu-

sions of Scholes and Williams [1977] was reviewed in two

ways, the autocorrelation of the market, and the direction

of the S&W adjustment to beta. The autocorrelations of the

market for the four years ending December 31, 1978, were

.2210 and .4428 for the value weighted and equally weighted
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indices, respectively. The autocorrelation should be

positive, and the above results are positive. Scholes and

Williams [1976] found the autocorrelation for the value

weighted index from 1971 - 1975 was .291 and for the

equally weighted index it was .458. The autocorrelations

of this study are similar to the S&W results.

Estimates of beta were computed using both OLS and the

S&W method for the 283 NYSE firms. The beta estimates are

listed in table 6.1. Table 6.2 shows the percentage of S&W

betas whose relationship to the OLS betas was in accordance

with the theory developed by Scholes and Williams. The 283

firms were divided into 5 groups based on their average

number of transactions. Group 1 has the lowest average

number of transactions and Group 5 the largest. Table 6.2

points out that the choice of a market will make a differ-

ence. The value weighted market will shift the market

average towards the high transaction firms; therefore, the

low-number-of—transactions firms are more extreme. The

equally weighted market shifts the average down. As a

result, opposite trends occur. The Scholes and Williams

theory appears to be more accurate when the average number

of transactions is much lower than the mean number of

transactions, as is the case with the value weighted index,

or much higher than the mean number of transactions, as is

the case with the equally weighted index. Scholes and

Williams indicate that this phenomenon will occur. The

assumption has been made that the transaction times for
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TABLE 6.1

OLS

.86799534

1.09307295

1.16552308

.79328076

1.61185499

.43693756

.59301104

1.00941150

.50201425

1.13163708

1.20979645

1.82941286

.4430333

.72367386

1.28292044

1.13431401

.50342528

.45786744

.52318220

.53262888

.81437602

1.00994845

2.32903613

.68101891

1.37761525

1.12519175

.61829131

.98547229

1.15579812

1.47787378

1.38738912

1.13512105

.87367157

1.65022099

.86614330

.62312693

.65679657

1.52198439

1.09988513

1.50525971

1.10208064

.97208796

1.53121692

.72740960

BETAS FOR NYSE FIRMS USING THE

VALUE WEIGHTED MARKET INDEX

SW

1.09691776

1.21086685

1.23716984

1.04627835

1.72515542

.77906905

.80801571

.99845549

.58386027

1.04336242

1.20109543

2.00592198

.53999448

.92254552

1.50517093

1.03791883

.64369224

.60843455

.81828001

.73833100

.77811674

.82887003

2.52912823

.71457889

1.51383506

1.18045399

.64690958

1.20208253

.88915184

1.30860783

1.38574642

1.21773316

1.23400364

1.42499855

.93911807

.90843694

.70528438

1.61588830

1.10332550

1.36119005

1.25623431

1.19193901

1.53867365

.85151821
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61
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67

68

69
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71
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73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94
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TABLE 6.1

OLS

-.42686427

.80604794

.44909390

.89297932

1.04931292

1.57427924

.69253258

.55302855

1.85627393

.79737892

.68833701

.86254290

.55259868

1.57227660

.46878293

.93422054

1.22266131

1.32548572

1.31624059

1.11881463

1.33832181

.51580151

1.03656434

1.18892523

.91701038

.40304795

2.08065481

.76635454

2.18324975

1.00002667

.58965257

1.25264779

.52384970

.76254744

.75434432

.75071080

1.02993594

.84181294

1.10168959

1.70189994

.37061292

.81292932

1.50129358

.56666924

.93723655

1.43043519

1.60992371

.72661537

.82177987

.96365797

(cont.)

SW

-.16663507

.69593159

.61920523

.90366608

1.09753155

1.61217589

.72185516

.56243183

1.62915745

.74762155

.88079592

.88963493

.84270077

1.33709354

.51346691

1.13607476

1.10869330

1.22807535

1.27995983

1.13770204

1.22386464

.58341939

1.25474322

1.20348127

1.03858333

.59687319

1.86146509

.78620558

1.93664280

1.31608891

.82316942

1.33625112

.74900732

1.00200475

1.00169022

.87090638

1.09900491

.97692896

1.32499274

1.83387883

.47504244

.83773522

1.33609357

.59393751

1.12910472

1.23945972

1.27851196

.83413539

.95976595

1.19166276
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110

111
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119

120

121

122

123

124
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128

129

130

131
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133

134
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137

138

139

140

141

142

143

144
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TABLE 6.1 (cont.)

OLS

.81746681

1.86814809

2.08154702

.22433483

.65618902

1.33380052

.91930846

1.77132226

.91780638

1.11723072

1.03197372

1.06662798

1.67522632

.69336073

.78829279

1.21881972

.56889383

1.1477276?

.65223448

.75062387

1.94043964

.44675605

1.10102999

1.20832619

.94882733

1.72108321

.92668816

.87408502

.28606179

1.31725927

.93807816

1.19709195

1.27098775

1.16461940

1.98369966

.95436045

.76059220

1.31781669

.60907226

1.44468559

.81319441

1.16224497

1.43047434

1.25138263

1.85162716

1.53879614

1.39825630

.12454698

.76166793

1.23168741

SW

.79208001

1.67434978

2.07504472

.33076316

.69391690

1.57617427

1.01234657

1.76747610

1.02276226

1.11591803

1.30030258

1.31049297

1.90548998

.80266855

.77028904

1.36565774

.74546714

1.04993038

.82678769

.86392535

1.96902349

.69420928

.98992907

1.10396823

1.07940014

1.82111874

.96981492

1.01616366

.37233975

1.23629548

.99644058

1.06734044

1.35365758

1.13610389

1.77704748

.97977363

.68462123

1.34024075

1.15842612

1.49585089

.83081004

1.37326309

1.39490625

1.62280369

1.60942348

1.90798689

1.74653994

.26175358

.79617506

1.24098316



Firm #

145
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150

151
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162

163

164

165

166
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168

169

170

171

172
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174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

109

TABLE 6.1 (cont.)

OLS

1.24490364

1.23069205

1.84289072

1.00419502

.46406021

1.31699139

.85922341

.81178315

.77682008

.51486986

.58106944

1.13099450

.32772592

1.06389896

.74027719

.69339593

.82112239

1.14663773

1.26572109

.94948842

1.76022998

1.05106727

1.00039818

1.05326349

.75784398

1.39242427

1.42245564

1.20065374

.63832072

1.08753977

.80844300

.48967690

1.28273829

.90291198

.92842374

.58018379

.44933924

1.03838497

.89134908

.42497127

1.83544393

1.06166856

1.03748806

.68234404

1.33667594

1.65363864

.51646055

.33901240

1.97971738

1.27531214

SW

1.33221333

1.20306871

1.82470817

.96565300

.63067464

1.56863943

1.08406913

.98746787

1.09743109

.69143481

.64895196

1.17223293

.56547183

1.36289998

.79135565

.89904881

.99152289

1.36935798

1.39638999

1.04515124

1.77103947

1.15630267

.97307397

1.19630916

.85793136

1.21906675

1.23413961

1.27922200

.75917158

.47619745

1.10981090

.61356708

1.38117565

1.04179252

.96965904

.83486162

.55764822

1.11407186

1.05954133

.57444782

1.61829760

1.16921747

1.13254389

.77218015

1.60621411

1.87973293

.51766883

.40789151

1.83161165

1.28949434



Firm #

195

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

241

242

243

244

110

TABLE 6.1 (cont.)

OLS

.49305114

.41954297

.41021150

1.22528480

1.19775323

.90084176

1.30007934

2.27087929

1.50817661

1.57256434

.20113682

1.33430270

1.?9433441

.32186534

.65538192

.88468094

.34224206

.35341881

1.09435089

.98620816

.84005030

1.68566235

.68581085

1.75500333

.76996690

.42969757

1.42567004

1.09247278

1.06027611

2.00364621

1.16517792

.86969576

.52594963

1.18311663

1.82521786

2.15454658

1.09964849

1.18914657

.68157984

.68010030

1.1974247?

.71869661

1.69849989

1.06845504

.25989426

.49137338

.67787992

.43624578

.78045772

1.48701271

SW

.52605438

.70376084

.46763310

1.40735741

1.34154144

1.00993934

1.23267702

2.45023079

1.41513992

1.62662591

.33207239

1.40854854

1.67006753

.34312532

.86324113

.80733517

.45075682

.50764868

1.13173328

1.02985236

1.03136545

1.55957321

.64972187

1.67089820

1.04312826

.62104103

1.45636658

1.08109731

1.35583824

2.00054044

1.15370023

.97241882

.66307551

1.59307964

1.47334521

1.81820269

1.3095922?

1.21784580

1.04782326

.72530328

1.21368480

.85264956

1.63285819

1.2?867515

.31783766

.54432194

.57168695

.55467057

.94998724

1.4306589?



Firm #

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

2??

278

279

280

281

282

283

111

TABLE 6.1 (cont.)

OLS

.76658832

1.02736936

.9007124?

1.10896822

.49564721

.59585694

.71764131

.92973282

.87460414

1.03600903

1.98006432

1.41333482

.74254611

.69017353

1.45837162

.31330771

.84037429

.68616202

2.18329953

.88065225

1.88861573

1.42085469

.96066871

1.15470234

.54450928

.98877568

.42241507

1.14368701

.72746583

1.50788843

1.22879529

1.34468358

1.67263805

.79051866

1.29233912

1.08697485

1.7?265334

1.68795559

1.6?007996

SW

.80187884

1.04985120

.96746658

1.05062121

.75198333

.65348489

.74288392

.98151592

.91378642

1.50499012

1.85515406

1.44574483

.78956724

.74260171

1.39449322

.40817350.

1.04515182

.76594395

2.06410916

1.21917503

1.?9187412

1.4352882?

1.09200958

1.00272855

.60098237

.86684846

.60372486

1.27950760

.92549787

1.46799440

1.29124999

1.71078495

1.53542976

.93719123

1.38013572

1.09693994

1.7393638?

1.46601402

1.77579190
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TABIJE 6 o 2

PERCENTAGE OF FIRMS IN WHICH THE BETA WAS

ADJUSTED IN ACCORDANCE WITH S&W

 

 

 

Transaction Value Weighted Equally Weighted

Group, Market Market

low 1 91% 58%

2 87% 82%

3 65% 84%

4 48% 89%

high 5 44% 96%

Total % 69.6% 79%
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each firm in 1980 were approximately the same for 1975 —

1979, which may or may not be true. Therefore, 5 portfolios

were made in an attempt to group firms by average number of

transactions. The portfolio results were adjustments in the

correct direction in all cases for both equally weighted and

value weighted markets. Therefore, it appears these results

are in conformance with S&W [1977].

Prediction Results
 

The prediction results are reported in table 6.3. The

283 NYSE firms were divided into 5 groups based on average

number of transactions per day. The estimation period used

was 1000 days and the prediction period was 100 days. One

thousand days corresponds roughly to four years. The reason

1000 days was used is because 4 years would be a reasonable

estimation period. In fact, most studies would use less

than that. The results reported in table 6.3 are the

percentage of firms in each group where the use of the S&W

estimators resulted in lower mean squared prediction errors.

The simulation results were taken from figure 5.10 for 1000

days in groups corresponding to approximately the same

average transaction times as those listed in table 6.3. The

simulated data have a definite pattern. The value weighted

market results have a similar pattern, but not as distinct.

The relationship to the average number of transactions is

different for the value weighted than it is for the simula-

tion. The average for the value weighted market is
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TABLE 6.3

PREDICTION RESULTS FOR THE 283 NYSE FIRMS

ESTIMATION PERIOD 1000 DAYS, PREDICTION PERIOD 100 DAYS

 

 

 

 

Firm Group Equally Weighted Value Weighted Simulation

Market Market Market

1 47% 34% 60%

2 60% 23% 43%

3 65% 44% 38%

4 44% 44% 35%

5 49% 59% 48%

Note: This table indicates the percent of predictions

where the S&W estimators resulted in smaller errors.

It does not indicate how much smaller or larger the

errors were. In fact, in most instances the

differences were small.
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probably greater than the average for the simulated market.

Therefore, the high number of transactions have the highest

percentage. The equally weighted results do not appear to

have a pattern. However, in all three cases, equally

weighted, value weighted, and simulation, the predictions

using the S&W estimator were slightly worse more often than

the OLS estimator, but the differences in prediction errors

were quite small.

Efficient Market Test Results
 

The same tests as were conducted in the simulation

(t-test and CAR), were conducted using the real firms. The

CAR and t-test were performed using the 5 groups of firms

chosen by average transaction times. In addition another 45

replications were performed using groups of firms chosen

randomly. The tests were conducted twice for each of the

above groups using parameters estimated from the value

weighted market index and the equally weighted market index.

The estimation period was 1975 - 1978, approximately 1000

days, and a 100 day test period was chosen from 1979. The

test period was staggered for each firm so that the event

day was not the same for all of the firms. This was done to

eliminate any possible market effects, and follows the same

procedure used by Brown and Warner [1980]. The results of

these tests were also similar to the simulation results.



116

The results of the t-test are shown in table 6.4.

The t-statistics in table 6.4 are higher than those in the

simulation at the same level of abnormal performance added.

For this reason, the levels of abnormal performance added

were smaller in order to find t-statistics where signifi—

cance is not indicated. The market variance used in the

simulation could have been specified incorrectly, which

would account for the smaller t-statistics resulting when

simulated data were used. The market variance specified

was an average of only 11 firms. This may be larger than

the real market variance; therefore, the t-statistics may

be smaller. The autocorrelation of the real observed

market is larger than that of the simulation; therefore,

the variance of the residuals may be smaller (Johnston

[1972]) which again would account for larger t—statistics.

The S&W parameters attempt to correct the autocorrelation

and, in accordance with the above argument, the S&W average

statistics should be smaller. The S&W average t-statistics

for the 45 random groups in table 6.4 are indeed smaller

than the OLS t-statistics. The same argument should apply

to the value weighted and equally weighted markets. Since

the value weighted market has a smaller autocorrelation

than the equally weighted market, the t-statistics

resulting from parameters estimated using the value

weighted market index should be smaller, and indeed they

are.



T-STATISTICS FROM EFFICIENT MARKET TESTS
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TABLE 6.4

PERFORMED USING NYSE FIRMS

 

 

 

Firm Level of Equally Weighted Value Weighted

Group abnormal Market Market

performance t-statistics t—statistics

added

OLS S&W OLS S&W

1 0 -.7279 -.7244 -.6696 -.6634

.005 1.3551 1.3682 1.3974 1.3975

.008 2.6049 2.6178 2.6376 2.6341

.010 3.4381 3.4508 3.4644 3.4585

2 0 -.3907 -.4165 -.7437 -.6932

.005 1.5475 1.5236 1.1847 1.2309

.008 2.7105 2.6876 2.3418 2.3854

.010 3.4858 3.4636 3.1132 3.1551

3 0 .9696 .9895 .9883 1.0110

.005 2.5004 2.5222 2.5059 2.5334

.008 3.4188 3.4419 3.4182 3.4467

.010 4.0311 4.0550 4.0264 4.0557

4 0 -.8022 -.7969 —1.2055 -1.2095

.005 1.0484 1.0487 .6599 .6496

.008 2.1587 2.1560 1.7791 1.7650

.010 2.8990 2.8942 2.5253 2.5087

5 0 .4658 .3121 -.2773 -.3471

.005 2.7307 2.5734 2.0300 1.9610

.008 4.0896 3.9302 3.4143 3.3458

.010 4.9956 4.8347 4.3372 4.2691

average 0 -.0928 -.1128 -.3789 -.3613

of .005 1.7852 1.7715 1.5116 1.5114

random .008 2.9163 2.9021 2.6463 2.6443

groups .010 3.6683 3.6558 3.4029 3.3995    
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The results shown in table 6.4 appear to be

comparable with those in the simulation. The groups of

firms with less than average numbers of transactions result

in the t-statistics using the S&W parameters being slightly

greater than the t-statistics using the OLS parameters. In

addition, the average t-statistics from the 45 replications

of randomly chosen groups result in the same relationship

as that in table 5.12. The t-statistic using the S&W

parameters is slightly less than that using the OLS

parameter. However, in all instances the t-statistics are

almost equal and the decision would not be affected by the

estimator used.

The results of the CAR test, for which no abnormal

performance was added, are in figures 6.1 and 6.2. The

horizontal axis represents days and the vertical axis is

the CAR. The x denotes the CAR's resulting from the use

of S&W parameters and the ° denotes OLS CAR's. Figure 6.1

contains the CAR plots where the equally weighted market

was used and figure 6.2 contains the value weighted plots.

The plots represent the five groups of firms which were

chosen based on their average numbers of transactions.

The plots in which the equally weighted index was used

in the estimation of the parameters (figure 6.1) all

resulted in the S&W CAR's being closer to zero. The use

of the value weighted index (figure 6.2), however, resulted

in two out of the three less-than-average-transaction—

groups-S&W-CAR's being closer to zero, and the
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greater-than-average-transaction-groups-OLS-CAR's being

closer to zero. Also, the two CAR's (OLS and S&W) were

closer when the value weighted index was used as opposed to

the equally weighted index. The 45 randomly chosen groups

resulted in 28 and 25 out of 45 S&W CAR's being closer to

zero for the equally weighted and the value weighted

markets, respectively. It appears that the firms that were

not chosen randomly had different results than those chosen

randomly, and if groups contain firms of homogeneous average

number of transactions, then the choice of estimator made a

difference.
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VII. SUMMARY AND CONCLUSIONS

Studies conducted prior to this dissertation have

established that OLS beta estimated using daily returns

are both biased and inconsistent. This occurs because

daily returns are computed over nonsynchronous time periods.

A consistent estimator was established by Scholes and Williams

[1977]. Scholes and Williams theorized that OLS betas would

be underestimated for inactively traded securities and over-

estimated for all other securities. The effects of non-

synchronous time periods on estimation have been well

established. The purpose of this study was to investigate

the effects of nonsynchronous time periods on the prediction

of security returns and, in turn efficient market tests.

The results of a theoretical analysis, for infinitely

large samples, were that prediction errors were smaller

when a consistent estimator was used. The reduction of the

error, however, was very small. The theoretical results do

not necessarily hold for small samples, and a simulation

program was developed to generate return data which could

be used to investigate the effects of nonsynchronous time

periods when smaller samples were used.

The simulated return data were used to obtain

estimates of beta and alpha employing both OLS and the S&W

procedure (consistent estimators). These estimators were

then used to predict returns, and the prediction errors
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were computed. The prediction errors resulting from the

case of OLS estimators were generally slightly smaller than

the prediction errors resulting from the S&W estimators.

However, at sample sizes of approximately 1000 days, the

prediction errors utilizing the S&W estimators were

slightly smaller more often than the error resulting from

the OLS estimators when the firm had a low average-number-

of-transactions per day. The OLS estimators resulted in

smaller prediction errors for firms with an average

average-number-of-transactions or a high average-number—

of-transactions more often than the S&W estimators.

Efficient market tests were also performed using the

simulated return data. These tests consisted of a t-test

and a cumulative average residual test (CAR). Known

levels of abnormal performance were added to the returns

for one day (an event day). The residuals were then

calculated employing the two estimators, OLS and S&W. The

t-tests were performed on both sets of residuals, the

residuals resulting from the OLS estimators and the

residuals resulting from the S&W estimators. If the group

of firms used in the efficient market test contained a

large number of firms with a low average-number-of-

transactions per day, then the t-statistics resulting when

the S&W estimators were utilized were slightly greater.

If the group of firms did not contain the firms with the

low average—number-of- transactions, then the t-statistics

computed from average residuals resulting from the OLS
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estimators were slightly larger. However, the differences

in t-statistics were very small, and the conclusions of the

test would be the same regardless of which estimator was

used. A CAR test was also conducted using the two sets of

residuals, but this test was not affected by the choice of

estimator.

The same tests that were performed using the simulated

return data were performed using real return data for 283

NYSE firms. Each firms' average—number-of-transactions per

day for the period January through March 1981 were known.

Prediction errors resulting from the OLS estimators were

smaller for a majority of the firms when the value weighted

market index was used. The use of the S&W estimators

resulted in the prediction errors being smaller when the

firms contained approximately the average average-number—of-

transactions and when the equally weighted market was used.

However, overall, the prediction errors were smaller for the

majority of firms when the OLS estimators were utilized

regardless of what index was employed. The t-test and CAR

test results were approximately the same as the simulation

results. The t-statistics resulting from S&W estimators

were slightly greater only when the group of firms used in

the test contained predominately firms with a low average-

number-of-transactions, but the difference in t—statistics

was very small. The use of S&W estimators did not improve

the CAR tests when the firms were chosen randomly, but if
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the equally weighted market index was used, the CAR's for

groups containing a homogeneous average-number—of-

transactions resulted in a slight improvement.

The evidence obtained in this study indicates that the

prediction of security returns is not improved by S&W

estimators. The conclusions of efficient market tests will

not be altered unless the group of firms chosen contain

mostly inactively traded securities; however, the

differences in t-statistics were small and probably would

not alter the conclusion. The implications for previous

research is that the conclusions of those studies which did

not account for nonsynchronous time periods still hold, and

those that did account for the problem did not need to

account for it. The implications for future research are

that the OLS estimators are the only estimators necessary.

The fact that the beta can be altered substantially by the

S&W procedure has been previously established, but the

impact of the difference in the OLS beta and the S&W beta

has an extremely small affect on the prediction error, and,

in turn, efficient market tests.

A need for further research in this area still exists.

In current literature, the question of the effects of firm

size on beta has been investigated (Banz [1981]). It may be

that size is a surrogate for the average number of

transactions and, in fact, there isn't a size effect, but
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only a nonsynchronous time effect. In other words, a

relationship between size and the average number of trades

may exist, and this may in part explain the size of effect.

The model in the current study is based on Merton's

[1971] continuous time model. However, there has been

discussion as to whether or not continuous time is an

appropriate model (Oldfield and Rogalski [1980], French

[1980]). The discussion centers on the weekend effect.

The weekend effect refers to the fact that a high percentage

of Mondays have negative returns. It may be possible to

develop a consistent beta, based on a model other than the

continuous time model, which results in better predictions

than the S&W beta. Therefore, more work could be done in

this area.
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APPENDIX 1

Programs Used in the Simulation

This appendix is composed of a brief description of

each program used in the simulation followed by the fortran

code for those programs.

Program GENPROS

Program GENPROS generates daily returns and non-

synchronous time periods from a random number generator.

This program uses the returns generated to compute a market,

OLS beta from both returns with nonsynchronous time periods

and returns with equal time periods, and an S&W beta with

nonsynchronous time periods. Subroutine POISSN generates

time periods using a poissin distribution. Subroutine BETA

computes the various betas given the returns generated in

GENPROS. Subroutine MULVAR computes a vector of multivari—

ate normal random deviates. Subroutine SIGMAI computes the

square root of the variance-covariance matrix. Subroutine

SORTT sorts the firms by transaction times.

Program RHO

Program RHO computes the theoretical autocorrelation of

the market given a variance-covariance matrix and the

average number of transactions per day for each firm.
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Program MSPE

Program MSPE computes the mean squared prediction error

for both the S&W and OLS estimators. This program also

performs the Brown and Warner efficient market test

procedures.
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