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ABSTRACT
THE MEASUREMENT AND MODIFICATION OF ABSENCE BEHAVIOR
AND OTHER EMPLOYEE TIME USES DURING IMPLEMENTATION OF AN

ABSENTEEISM CONTROL INFORMATION SYSTEM:
A TIME-SERIES STUDY

By

Ian Alexander Miners

A substantive and empirical reconceptualization of the
absence research paradigm, this project addresses limita-
tions of the conventional paradigm reported in prior
research by developing a detailed system for time-series
analysis. To integrate concerns of conceptual consistency
and measurement raised in the literature (Chadwick-Jones,
Nicholson and Brown, 1983; Hammer and Landau, 1981),
absence, attendance and time scheduled off have been recon-
ceptualized in the present work as alternate forms of
employee time-use. These have been operationally defined as
a set of 13 interdependent moving values calculated daily
across the duration of an absence control program. A time-
series split-half reliability test was used to determine the
reliability of these measures. Both cross-sectional T-tests
and a time-series correlation technique were applied to
investigate program impact and to test substantive hypoth-
eses about absence behavior. For both the T-tests and cor-

relations, hypotheses of two kinds were examined. In each
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case, the first kind focused on testing the relative merit
of the procedures used to examine the second or substantive
kinds of hypotheses. Since the absence literature postu-
lates significant moderations of absence behavior by annu-
ally recurring seasonal changes or holidays, substantial
attention was also devoted to distinguishing the extent of
such intra-annual shifts so that they could be considered in
the assessment of program impact. Major substantive hypoth-
eses dealt with whether employee time-use changed from
short-term to 1long-term absence and from illegitimate to

legitimate forms of absence.

The results generally showed the measures to be an
order of magnitude more reliable than measures used in prior
research (Breaugh, 1981; Hammer and Landau, 1981), although
under small sample conditions the measures became less reli-
able. The absence control program providing the multi-year
database of this research did clearly reduce short-term non-
legitimate absence significantly and a co-occurrent increase
in time worked on the job for each employee also took place.
There also occurred a powerful legitimacy effect, a shift of
employee time-use from non-legitimate absence into long-term
absence which was still legitimate after program installa-

tion.
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On a methodological level, the evidence brought to bear
on procedural hypotheses clearly supported the use of group
level time-series analysis, and in particular supported the
time series correlation technique employed here. The evi-
dence also supported the contention that daily cross-sec-
tions of individual absence data are distributed highly non-
norﬁally. Despite this finding, T-tests comparing daily
cross-sections of individual data over time still showed
results that are consistent with the results of group-level
time series analyses. The comparison of daily cross sec-
tions has obvious practical merit since it allows estimation
of costs and benefits. But for inferential tests to analyze
the significance of trends in time-use behavior, conven-
tional cross-sectional procedures are at best tenuous and
where possible these should probably be set aside in favor

of the time-series procedures.

On this theoretical level, a strong substitution of
long-term legitimate absence for short-term non-legitimate
absence (r = 0.90) occurred across all four different time
intervals examined during the span of the program. The evi-

dence strongly supported the legitimacy hypothesis. When
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the effect of legitimacy was controlled for however, no evi-
dence of a group-level progression toward longer-term

absence was apparent.

With regard to program impact, the absence control
project itself was, by design, a managerial and technical
system installed for reporting and guiding the control of
employee absenteeism. It was a contractual, OD and research
success for the consultants, and an administrative success
for the DOT. However, the impact of the program was some-
what diluted by substitution of long-term legitimate absence
for short-term non-legitimate absence, and by an externally
imposed increase in legitimate absence due to 80 hours of
paid leave granted by the City Government in concession bar-
gaining. In short, the consultants and the DOT succeeded
beyond the goal that had been set. But overall absence
changed very little since the city authorities gave back
part of the time saved, and the DOT long-term absence con-
trol policies were not designed to prevent much of it from

shifting into long-term legitimate absence.
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CHAPTER 1

Introduction

Current work in personnel research has a greater need
than ever before to find and show strong relationships
between personnel practices and concrete dollar conse-
quences. At first glance, absenteeism is one tangible con-
sequence where costs and the control of them should be eas-
ily measured and managed. Apparently this has not been the
case. The field still does not havg an effective response
to the problem. In 1982 a rough estimate (an adaptation of
Mirvis and Lawler, 1977) was updated using the 1981 CPI and
national absence statistics, placing overall absenteeism
costs at $53.6 billion, while payroll related costs alone
were about $23.6 billion. This burden alone is a compelling
reason for reducing absence if possible. And if an effec-
tive system existed with which to monitor and analyze
changes brought about through absence control efforts, then
a systematic knowledge could be developed about what works
best to control absence. But absence research reported to
date has not demonstrated an effective means for program

evaluation and absenteeism management.

Meanwhile, there exists a growing emphasis in the lit-

erature (Breaugh, 1981; Hammer & Landau, 1981; Steers and



2
Rhodes, 1978) on reconceptualization of absenteeism (Chad-
wick-Jones, Nicholson & Brown, 1983) and on refinements in
measurement. Several new opportunities have emerged for
using innovations in data preparation (Stevens, 1951; Hamb-
lin, 1974; Tukey, 1977) and analysis to enhance this work
(Glass, Wilson & Gottman, 1975; Montgomery & Johnson, 1976;

Bloomfield, 1976; Thrall & Engleman, 1981; Liu, 1981).

The research reported below is an attempt to establish
and apply a stronger paradigm for absence research and con-
stitutes a significant departure from the conventional
approach to absence measurement. Both the conceptual basis
and the operational definition of the measured variables are

new.

An Introduction to the DOT Absence Control System

During 1978 and 1979 a comprehensive system for identi-
fying and reporting absenteeism and for implementing control
practices to reduce non-legitimate short-term absence was
installed at the Department of Transport in Detroit, Michi-
gan. The project was implemented in the stages described
below. Further detail is provided in Chapter III.

(a) Top management support was secured for the project and
extensive supervisory input into the determination of vari-
ous forms of employee time-use was encouraged. Supervisory
input was facilitated wusing a hierarchically sequenced

series of structured problem-solving groups and management
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training workshops. Data for July 1, 1978 to June 30, 1979
were collected with the payroll data for use as a pre-pro-
gram baseline period in later analyses. During the prepro-
gram installation period, nominal groups were used to focus
employee, supervisor, and manager input regarding causes of
absenteeism, solutions to the "absenteeism problem," and
incentives for attendance. These meetings were part of both
a diagnostic and programmatic effort to raise awareness of
absenteeism at the DOT. It was begun roughly nine months
before the computer aspects of the program were implemented.
(b) A Real-time information system was created to computer-
ize the flow of information about employee time uses so that
timely and adequately detailed reports could be provided to
supervisors. These reports were to become the crucial
information base required for consistent supervisory imple-
mentation of absence control policy.

(c) The absence control program itself was implemented on a
real and high-impact basis, coming on-line in stages during
May 1980. 1In those last 30 days of the installation period
(June 1980), absence control steps were actually imple-
mented. Employees and supervisors were shown how the system
worked and were given a chance to learn what impact it would
have on them.

(d) On July 1st of 1980, an additional component of the
absence control program went into effect. Each employee was

given a "bank" of casual leave, to be used at his or her
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discretion, as paid, legitimate, short-term absence. This
bank of casual leave, plus holidays and annual vacation,
were to be renewed each year in accord with the collective
bargaining agreements with the several unions involved. In
effect, the absence control system thereby provided an
annual renewal for each employee of legitimate discretionary
absence days on July 1 of each year.

(e) As employees worked and the system ran, many employees
prematurely used up their annual bank of casual leave and
then began to accumulate incidents of non-legitimate
absence. At that point, the corrective discipline system
began to operate. Each successive incident resulted in a
report to the supervisor advising (1) what step in the dis-
cipline process had been reached, and (2) what specific

action must now be taken.

In addition to disciplinary action, an incentive bonus
of about $100.00 was awarded to each employee whose absence
level was still low enough to qualify at the end of the

first year of the program.

After two years of operation, the program was still
running strongly and enjoyed continued supervisory support
right up to the top management level. At that time the data
for this present research were copied and released for anal-

ysis.



Objectives

The central project in this dissertation has been
designed to evaluate the impact of an absence control pro-
gram on employee absence behavior. Four objectives had to
be addressed in the process in order to build a clear chain
of research procedure linking the raw data into a focused

body of evidence that bears on each substantive hypothesis.

Procedural Objectives:

1. Reliable and sensitive measures for the study of absence
had to be created and tested empirically, both in terms
of their reliability and for overall sensitivity in use
to both long-term changes and intra-annual changes.

2. A controversy in the literature regarding the study of
absence frequency data in preference to absence severity
(or duration) was examined using the derived measures.
It was hypothesized that when an appropriate test of
reliability was used, severity measures would not be

less reliable than frequency measures.

Substantive Objectives:

3. Several substantive concerns about hypothesized shifts
in absence behavior from one form to another in the
presence of absence control programs were investigated.
This was done so that any such shifts could either be
distinguished from expected overall long-term forms of
program impact or identified as unintended but signifi-

cant program related changes.
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If absence behavior shifted from short-term to
long-term absences, showing progressively more
severe forms of withdrawal over time (regardless of
whether the short-term absences involved were legit-
imate (allowed) absences, this would imply that the
program induced a progression effect at a group
level.

If absence behavior shifted from patterns of time-
use that were made non-legitimate by the absence
control program to patterns that were still legiti-
mate, this would 1indicate a legitimacy effect.
Depending on what new forms of absence appeared and
to what extent, a legitimacy effect might indicate
success or partial failure.

Due to the annual renewal of legitimate short-term
absence days for all employees, these effects were
expected to be restimulated in an annual cycle. If
they accurred, there would then have been evidence
for annual cycles of "seasonal" shifts as well as
for long-term shifts that span the entire post-in-
stallation period. Both have importance for theory
testing and for program evaluation and absence con-
trol policy. Also, the presence of such short-term
shifts would have meant that the overall impact of
the program could only be determined when the proce-

dure controlled for renewal effects.
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The overall impact of the absence-control program which
provided the data for this research was evaluated. The
consultants had specifically contracted to reduce short-
term non-legitimate absence. Concerns noted above
implied that this might have had unintended conse-
quences. The program was therefore evaluated both in
terms of the extent to which reduced short-term non-le-
gitimate absence occurred, and in terms of what major

concomitant changes also took place.

Distinctive Features

Six features distinguish this dissertation project from

prior work.

1.

Absenteeism was conceptually and operationally defined
here as one form of employee time use behavior. Since
the same rationale applies to any other form of employee
time use ... such as time worked on the job, or time
scheduled off ... this permitted an "internally compara-
ble" set of measures for all forms of employee time use
to be created.

Due to the internal comparability of the measures and
the unusually high quality and detail of the unprocessed
raw data, it was also possible to design procedures that
recategorize all the daily values into their correct
time-use types as these changed with duration of a given

time-use behavior over time. For example, an absence
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might at first be recorded as a short-term absence with-
out leave. If it then persisted for more than five
working days, it became a long-term absence. Measure-
ment integrity requires that short-term absences which
accumulate day-by-day to become long~term absences must
then be recategorized from the first day of the occur-
rence onward. The logic and sequencing of sorting pro-
cedures employed in all such recategorizations done here
is described in Chapter III.

Once the consistent and corrected classification of
employee time-uses over time was provided for, a new
kind of time-series measure for both frequencies and
durations of the various different employee time uses
could then be derived from the cleaned raw daily data.
Both 100-day moving values (short-term) and annual mov-
ing values were calculated for each type of time use on
each and every day of the program, for each employee,
and for each selected subpopulation of employees. These
derived daily estimates, based on data across either the
past 100 days (sensitive to changes within the year) or
across the preceding 365 day period (only sensitive to
changes from year to year), are, by construction, pro-
portionately less radically affected by short-term fluc-
tuations than single-day or weekly based measures, and
provide more stable estimates of long-term variation in

the group time use patterns than the raw daily frequency
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or severity values would, without being insensitive to

daily fluctuation.

The derived statistics that were the focus of all subs-

tantive inquiry in this research project are primarily

group statistics. In no case did any substantive analy-
sis rely directly upon estimates of individual time use
behavior except for the cross-sectional normality tests
and T-tests. The research was unusual but not unique in
this since others have used group measures of absence

behavior (Chadwick-Jones, Nicholson and Brown, 1982).

This group focus was central to two further innovations

that are pivotal in subsequent applications of inferen-

tial statistics.

a. By calculating a daily estimate of the group
mean value for each time-use measure, a problem
characteristic of individual absence data dis-
tributions could be substantially reduced by
construction. Absence research which depends
directly upon the absence behavior of individual
employees has been characteristically undermined
by asymmetric data distributions that are both
upwardly skewed and abruptly truncated at the
lower end (Hammer and Landau, 1981). Under
other circumstances, the asymmetry could be
removed by simple transformation procedures, but

the severe truncation makes this procedure inap-
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propriate for individual absence data. Fortu-
nately, the group means rarely equal zero and so
they do not suffer from a truncation problem.
Also, the group and not the individual is the
appropriate research focus for both theory
development and support of absenteeism control
policy decisions.
The daily group means also provide a theoreti-
cally far more appropriate set of data values
than individual values for estimating the reli-
ability of the measures over time. Traditional
absenteeism research has attempted to test the
over-time stability of absenteeism data by
repeatedly comparing two sets of absenteeism
data values, each taken from the same set of
individuals, but at two points in time. That
procedure cannot show the over-time stability of
absence measurement procedures because it 1is
designed so as to discover only the stability of
individual absence behavior between times
although, if individual absence behavior itself
were not variable, there would never be any
absenteeism to study.
The dissertation used time series correlation of
the daily group-means for one randomly selected

half of the values for each measure, with the
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daily group means for the other half over spe-
cifically selected periods within the program,
as the basis for its major tests of substantive
hypotheses.

5. The distributional normality of the individual values
used in the construction of T-tests was examined using
the Kolmogorov Normality test statistic "D". As a con-
sequence, the relative appropriateness of using T-test
statistics can be shown.

6. The use of both a 100-day base period and a 365-day base
period for calculating derived time-use values allows
both a good sensitivity to short-term changes (using the
100-day base), and an exclusive sensitivity to long-term
inter-annual changes using the 365-day base. (Seasonal
effects, holidays and intra-annual short-term effects

that repeat yearly are simply excluded by construction.)

Dissertation Structure

The main portion of this dissertation is comprised of
six chapters. Chapter I introduces the project and
describes the structure and content of the dissertation.
Chapter II reviews the literature and relates this to spe-
cific hypotheses that were tested on absenteeism measurement
and theories of absence behavior. A summary of the central
issues, both in measurement and theory of absence behavior

is presented on page 27. In Chapter III, the procedures
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used for data collection in the present research are briefly
described, sample demographics are summarized, and the logic
and procedures for creating derived measures of absence
behavior and other time-use patterns are explained. (See
Figure 5 on page 48.) On page 47 these measures are summa-
rized in a comprehensive list. Chapter IV briefly describes
the research methodology and presents the hypotheses that
were tested in each step of the dissertation project. On
page 57, Figure 6 outlines the sequence of steps included in
data analysis and hypothesis testing. Chapter V reports the
results of data analysis in both tabular and graphical form,
with comments on the purpose and implications of each
report. Chapter VI presents a brief summary and a discus-
sion of the findings and the conclusions that follow and
comments on directions for further research on employee time

uses.

The appendices to this report present greater detail on
both the results and many of the methodological and proce-
dural problems resolved in the present work. For reader
convenience, a brief summary of these steps has been
included in the dissertation itself, with references pro-
vided to the more detailed description included in the

appendices.



CHAPTER II

Literature Review and Explanation of the Hypotheses

General Introduction to the Literature Review

A discussion of the literature relevant to research on
absence measurement and theory is introduced below and has
been presented

along with accompanying hypotheses. 1In essence, two under-

lying themes pervade this literature.

1.

How can absenteeism be reliably and precisely
measured? In recent vyears, the measurement
problem has gained more and more attention.
It is the subject of the first step in each
phase of hypothesis testing for the present
research. Prior to the use of T-tests, the
underlying distributions were examined for
normality. And prior to the use of time-se-
ries correlations, the respective time-series
measures were examined for reliability.

How does absenteeism behavior actually change
over time from one kind of time-use to
another? (This theoretical question was first
raised by Hill and Trist (1952, 1953, 1962) in
work that represents forms of absenteeism as
different solutions to an employee's aliena-
tion from work, an hypothetical need to with-
draw from the job.)

13

in greater detail throughout this Chapter
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A list of these themes, including several questions
raised by the absenteeism literature and addressed by this
dissertation, has been included toward the end of this Chap-
ter on page 41. In the work to establish a viable paradigm
for absence research, the problems of theoretical conceptu-
alization and operational definition have been extensively
intertwined, perhaps slowing the evolution of both. These
issues have been the focus for specific treatment in Chapter
1V through Chapter VI, and in the appendices. However, a
theory-based phrasing of all hypotheses tested in the pres-
ent work has been prepared in the terms of their respective
theoretical foundation. Throughout the review of literature
presented Dbelow, those theory-based articulations of
research hypotheses have been presented. These appear in
the order that their respective value to this research was
established within the present literature review. The
cross-references which accompany these theory-based hypoth-
eses refer to the related but operationally defined hypoth-

eses articulated in Chapter 1V,

A conceptual consistency in integrating these theory-
based hypotheses with the procedural hypotheses had to be
established in terms of the actual research setting. To
support this link within the present research methodology,
hypotheses concerning the concept of "annual renewal" of the
employees' casual leave days have also been presented here.

To establish a common ground for later discussion of the
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literature, the disciplinary practices in employment rela-
tions and the various measures of workforce absenteeism that
are already established as conventions within the field have
been summarized below.

Practices in Employment Relations Which Relate to Absence
Management and Control

The discipline and labor arbitration practices in labor
relations require that rules be enforced consistently,
across all wunionized employees, and without exceptions
(Elkouri and Elkouri, 1974). A rule must apply and be
applied to all employees to the same extent and in the same
way. Furthermore, under Title VII of the Civil Rights Act
of 1964 and related court decisions, the employer may not
discriminate in employment against protected minority
employees on an idiosyncratic and arbitrary basis. Just
cause and fair and equitable policy and practice must be
demonstrated. The application of discipline to control
absence is an action which directly affects an employee's
career opportunities, and it falls under the jurisdiction of
laws protecting the rights of workers 1in employment.
Accordingly, it is necessary that an absence control program
implement control practices in a way that affects all
employees in the same way and to the same extent. That is,

the rules must be consistently applied in all cases.
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Yet, consistent application of the rules to all absence
occurrences, allowing corrective discipline procedures to be
applied, requires that the company have a full and detailed
knowledge at all times of each employee's absenteeism
record. Prior to discipline, a supervisor must know exactly
how many legitimate absence days the employee may still
claim before corrective discipline begins, and which stage
of corrective discipline the employee has reached, and what
action must be taken the next time the employee violates the
rules for absence control. In any company of even moderate
size, or where employees do not always have the same super-
visor, this detailed knowledge will not be available unless

a systematic effort is made to provide it.

Furthermore, since an absence control and discipline
policy is vulnerable and can be undermined by allowing indi-
vidual exceptions, it must be constructed to exclude such
exceptions and to provide a workable and reasonable policy
for all employees as a group. As a result, the proper focus
of program design and evaluation is at the 1level of the
group, while those policies must be continuously implemented
by uniform enforcement based upon detailed and <current

information at the level of the indiwvidual.

Conventional Measures of Absence

Absence has been operationally defined in various ways

in the literature. Throughout these manifestations, three
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forms adopted by the U.S. Bureau of Labor Statistics

(B.L.S.) have achieved general acceptance.

1.

The absence rate (Hedges, 1977; Miner, 1977; Taylor,
1981) is a percentage based on the duration of absence
over time. The typical form is (absence rate) = (number
of hours lost to absence per month) divided by (average
number of employees multiplied by number of hours usu-
ally worked), all multiplied by 100.

The incidence rate (Hedges, 1977; Taylor, 1981) also is
a percentage, but this one indicates overall frequency
of employee absence in any given unit of time. The typ-
ical form 1is (incidence rate) = (number of workers
absent) divided by (total employed), multiplied by
(100). The time period used as a base is usually one
week, although 100-days, 100-weeks, or one year have
also been used.

The severity rate is also a duration-based percentage
rate, but this one is a percentage of time absent in a
given period for the absent employee group alone. The
term "severity" itself has been established in use by
the absence literature to refer to severity or duration
of absence as a form of withdrawal. Increased severity
means longer duration of absence. The typical form is
(severity rate) = (average number of hours 1lost by
absent workers) divided by (average number of hours
scheduled for work by absent workers) multiplied by
(100).
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These three standard B.L.S. measures of absence have

been adopted and extended by Chadwick-Jones, Nicholson &

Brown (1982) in a recent reconceptualization of research on

absenteeism. Their extensions are of two kinds. The less

pervasive innovation was the presentation of several meas-

ures custom-tailored to address specific substantive issues.

These are as follows.
(a) The Blue-Monday Index (BMI)

Difference Between Total Absence Levels
on Monday and Friday
BMI =  ~ceccemecccccccc e rccr e r e r e
(per week) Number of Employees in Sample

(b) The Worst-Day Index (WDI)

Difference Between Total Absence Levels
on Best and Worst Days
WD = cocammcrmnccmmccccccccccccccccccccccacneca=-
(per week) Number of Employees in Sample

(c) Short-Term Index (STI)

Total Number of One- and Two-Day Absences
Starting in the Week
STl = eecceccccccccccccccccccr e r e can e

(per week) Number of Employees in Sample

(d) Percentage of "Cleans" of Total (CLEANS)

Number of Employees With No One- or Two-
Day Absences Per Year
CLEANS = eeceecccccccccc e e e mc e c e e e cc e c e —
(per week) Number of Employees in Sample

(e) Mean Length of Absence in Days (MLA)
Days Lost Due to Absence

MLA = =  =ececcccccccccccccccccccccccae-
Frequency of Absence Incidents

100

100

100

100
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(f) Labor Turnover Rate (LTR)
Number of Employees Leaving Per Year
LTR = ecccccccccccccccccm e e cc e e ccccccee e X 100
Number of Employees on the Payroll
(g) Accident Absence Rate (AAR)
Number of Accidents at Work That

AAR = Caused a 3 Day or More Absence,
Per 100 Employees Per 100 Weeks

Although these seven measures are intriguing, nonethe-
less, the second innovation in measurement presented by
Chadwick=-Jones, Nicholson & Brown has far more sweeping
implications. In this case, the researchers varied not the
substantive focus of measurement, but the time interval
across which the observed behavior was to be aggregated.
Three time intervals were used:

a. rate per week

b. rate per year

c. rate per 100 weeks
The resulting derived data allowed analysis of absenteeism
patterns by comparison of over-time plots based on weekly
rate levels. This focus on Time-Series analysis is a funda-
mental requirement for research that asks questions about
over-time shifts in the patterns of absence behavior. The
use of several different spans of time as the base period
for measurement also allows an "adjustment of focus" for the
research to discover events that may be either broader in

scope or greater in detail than a single "focus" can illumi-
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nate. In the present research, the time-series measurement
thrust has been expanded in two ways. First, the precision
of measurement was further refined from weekly to even
shorter, daily and hourly intervals, and second, the time
spans across which observations were to be aggregated were
constructed to use moving values based on both 100-day
totals and 365-day totals. The resulting database is suit-
able for addressing the substantive and methodological
issues posed in the current research. It is also, by
design, sensitive to daily changes which should enable it to
reveal even the weekly patterns that the custom-tailored
measures presented by Chadwick-Jones, Nicholson & Brown were
derived to discover. Details are presented in Chapter III

and further explained in Appendix B.

Finally, the work of Glasser (1970) suggests that some
measure of "time on the job in between absences" would be
very helpful in distinguishing time-use by the non-absence-
prone employee group from that of the absence-prone group.
It would also help clarify where the employees' work or
absence time 1is being shifted to due to program induced
changes or substitution of one form of absence for another.
A discussion of theories concerning how and why absence
behaviors change over time follows the comments on subgroup

differences below.
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Methodological Issues

The mainstream operational definition and conceptuali-
zation of absence research has predominantly been an intra-
individual one (Hill and Trist, 1953; Steers and Rhodes,
1978, 1980; Nicholson and Goodge, 1976; Breaugh, 1981; Ham-
mer and Landau, 1981). Both the design of the measures and
sampling procedures, and the use of cross-sectional tests of
over-time reliability reflect this stance. From this intra-
individual focus stem a number of problems for the tradi-
tional research paradigm. Since those problems and the
testing of means to overcome or aovid them constitute a cen-
tral theme in the present work, literature and hypotheses

concerning both theory and methodology have been reviewed.

Various researchers (Latham & Pursell, 1975; Steers &
Rhodes, 1978 and 1980; Breaugh, 1981; Hammer & Landau, 1981;
Terborg, Less, Smith, Davis & Turbin, 1982; Chadwick-Jones,
Nicholson & Brown, 1982; and numerous others) have noted the
superior over-time test-retest reliability of absence fre-
quency over absence severity data. Severity is a term used
to describe the length of absence "spells" while frequency
means how often these episodes occur. In brief, the corre-
lations previously reported between sets of absence fre-
quency data for a group of individuals at time 1 and again
later at time 2 are almost without exception considerably

higher than over-time correlations between datasets for the
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same employees that are measures of absence duration. In
one response to this instability, Latham & Pursell (1975,
1977) have proposed a change in focus from absence to atten-
dance. Apparently, attendance statistics are more reliable
(less variable) than duration of absence, and absence sta-
tistics are often confounded in data collection by sick
leave abuse, etc., so that the real reasons for absence may
not be made evident from the customary self reports. This
proposal has been challenged by Ilgen (1977), who notes that
studying attendance will not tell us about the details of
absence behavior and that, in any case, the customary test-
retest reliability statistic 1is at best rarely (and then
only under carefully controlled assumptions) an appropriate
choice for a measure of absence behavior in which many
researchers have reported considerable variation over time
(Glasser, 1970; Garrison & Muchinsky, 1977; Nicholson, Jack-
son & Holmes, 1978; Breaugh, 1981; Hammer & Landau, 1981;
Markham, Dansereau & Alutto, 1982). Responding to the con-
troversy in a slightly different approach, Smulders (1980)
cites statistics on absence behavior in the Netherlands and
notes that using values for frequency over severity would
cause a dgross underestimation of the seriousness of the
absence problem and is, in any case, theoretically inappro-
priate where what is of theoretical interest is the absence

duration.
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Another area of absence research (Cheloha & Farr, 1980;
Nicholson, Brown & Chadwick-Jones, 1977; Nicholson & Goodge,
1976; Parasuraman, 1982; Mobley, 1982) argues for the iden-
tification of specific subcultural groups of employees who
tend to be more prone to absence or to attendance, respec-
tively. Nicholson, Brown & Chadwick-Jones (1977) specifi-
cally promote the construct of "absence-proneness". This
group basis for sampling is fundamental to their more recent
research on absence (Chadwick-Jones, Nicholson & Brown,

1982).

There is also a body of work accumulating which specif-
ically examines the statistical properties of absence=-prone
groups (Glasser, 1970; Behrend & Pocock, 1976; Garrison &
Muchinsky, 1977). Glasser applied stochastic techniques
from epidemiology to assign employees to absence-prone and
non-absence=-prone groups for further analysis of their
behavior. His work strongly supports the selection of such
subcultural samples and also advances another absenteeism
measure or index “e "scheduled time worked between
absences". Behrend & Pocock (1976) have also noted clear
trends in absence-proneness over time and problems of skew-

ness in the data distribution.

Another body of work which addresses absence-proneness
(Garrison & Muchinsky, 1977) strongly supports the construct

of absence-proneness but points out that hembership in the
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absence-prone group tends to change over time and may be a
relatively short-lived condition at the level of the indi-
vidual employee. (A substantial change in group composition
over a 21 month period was reported.) This suggests that
group composition should be re-established for each time
period across which there may be a substantial shift in mem-

bership.

Finally, work by Hammer & Landau (1981) notes that in
addition to serious unreliability in the severity measures,
the absenteeism data distributions also suffer from charac-
teristic problems of truncation at the lower end of the dis-
tribution (a large cluster of very low absence employees),
and from severe positive skewness due to the inclusion of a
relatively few atypically large extreme values. This
extreme value problem has been noted by others. Ilgen &
Hollenbeck (1977) noted the 1low reliability of absence
severity data and censored (threw out) the extremely long
sick leave absences to improve the symmetry of the distribu-
tion and reliability of the measure. It can also be argued
that both the truncation concern and the extreme value prob-
lem are matters that stem from including in the sample of
absence-prone employees, other employees: (a) who don't
belong because they are not absent enough to belong ... to
be members of the absence-prone group, or (b) who don't
belong because they are not present at work enough to truly

influence or be influenced by membership in the absence-
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prone group. In short, there are reasons of both theoreti-
cal consistency and methodological rigor for separating
these types of extreme values from the absence-prone group.
Unfortunately, as the research of Garrison and Muchinsky
(1977) indicates, such a selection process must be redone on
a very frequent basis if the research is not to artificially
exclude newly absent-prone workers or include others who

have, in fact, "reformed".

In the balance, it is conceptually reasonable to define
absence as a condition of limited participation in employ-
ment, characterized by neither consistent attendance nor
extreme non-attendance, which are respectively the lower and
upper limits on the range of employee time-use as it relates

to absenteeism.

Hammer & Landau (1981) have noted procedures for trans-
forming data to reduce non-normality in data distributions
due to the inevitable presence of extreme values in the
dataset. But they recommended instead the use of Tobin's
Probit analysis procedure, due to the severity of typical
truncation problems. The data transformation procedures
mentioned by Hammer and Landau are now customary tools
(Tukey, 1977) for improving the symmetry of distribution in
datasets used in the natural sciences. If the problem of
truncation at the lower end due to directly relying on data

from non-absence prone employees could be overcome, such
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methods could and possibly should be applied to absence
data. The group-focus which is basic to the time-series
analyses in this present work conveniently circumvents the
truncation problem by construction, except in the T-test
data which remain cross sections of individuals' data and
not group data. It also operates to drastically reduce the
effect of extreme values on the group level derived measures
used for time-series correlation. Consequently, testing the

effect of such transformation has been left for later work.

Yet, to analyze only data for absent employees would
involve rejection of the information about related and
alternative time-uses contained in the data for the excluded
extreme sub-groups. Also, the analysis would represent only
the respective subgroup, not the workforce which is the unit
of theoretical and practical interest. An alternative pro-
cedure was employed to evaluate change in absence behavior
in the present research. The data for all employees were
categorically sorted and aggregated across the sample group
on a daily basis as component elements of the group-level
values for each of the respective time-use behaviors instead
of being analyzed as behavior from specific employees.
Then, each type of absence-related behavior was investigated
in its own right as a distinct category of group-level time-
use behavior. The identification of absence-prone employees
(Garrison and Muchinsky, 1977), which was likely to be made

difficult by shifts of particular employees over time
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between the absence-prone subculture and the committed non-
absence-prone subculture was thereby made unnecessary. (A
very convenient side-effect since the primary purpose of
implementing policies for absence measurement and control
was to induce just such shifts.) The operational defini-
tions and procedures for deriving those group-level measures
have been described briefly in Chapter III and are presented

in detail in Appendix B.

Given the concerns raised in the above literature with
respect to non-normality of the intra-individual and cross-
sectional absenteesim data distributions, any research pro-
cedure which relies upon distribution-based inferential
hypotheses tests (such as T-tests) must first examine the
extent to which the use of those tests may be relied upon.
For practical reasons, such as estimating the costs of
absenteeism or the benefits attributable to an absence con-
trol program, some sort of direct comparison between daily
cross~-sections appears to offer a very helpful first approx-
imation. The use of both annual and quarterly (100-day)
moving values as derived data in the present research was in
part chosen specifically to simplify interpretations of such
cross-sectional comparisons. These comparisons were imple-
mented in the present work and so were the associated
T-tests. The following hypothesis was used to examine the

merit of those T-tests for statistical inference.
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Hypothesis:
The distribution of employee time-use as absentee-
ism will, 1in general, depart from normality so
severely that the confidence levels and related
statistics associated with T-test comparisons
between the means of daily cross-sections are, at
best, questionable and inaccurate. (See Chapter

IV, Hypothesis 1).

The second major methodological issue raised in the
above absenteeism literature concerns the apparent unreli-
ability of traditional absence measures. This appears to
stem from a number of sources and has stimulated a contro-
versy over whether absence severity (or duration) has any
merit as a measure at all, or whether it should in fact be
abandoned in favor of frequency-based measures. Mathemati-
cally this frequency-severity controversy is related to the
problem of data transformation. Frequency is, by construc-
tion, a power transformation of severity =-- a transformation
of the numerical value for severity to the zero power. The
practice of using power transformation to adjust data dis-
tributions toward symmetry (and often thereby increasing the
apparent strength of observed relationships) is common in
the natural sciences, but a transformation to the zero power
always reduces the transformed value to 1, and this never
allows reconstruction of either the raw data or the subseg-

uent summary statistics by transformation back toward the
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original state. Use of frequency over severity is the least
conservative power transformation that could be selected,
removing along with some measurement error most of the
information in the raw data. The stronger reliabilities
which have traditionally been observed for absence frequen-
cies as opposed to severities are partially indicative of
whatever remains of the information in time-use severities
after transformation to the zero power has occurred. Since
most of the observed variation tends to get removed along
with that process of transformation, the correlations
between two cross-sections of frequency data ought to be

higher by construction.

From a procedural standpoint, another problem also
undermines the use of cross-sectional over-time comparisons
to test reliability. Variation both from measurement or
sampling error and from real changes in the absence behavior
over time 1is grouped together in the respective cross sec-
tions. Any differences noted between the two cross-sections
must therefore be a combined effect of both measurement or
sampling error and change in the observed behavior. And,
these two contributing component effects are undistinguisha-
bly combined with each other in the cross-sectional data so
that any real changes observed over time will operate
directly to reduce the apparent reliability =-- the correla-
tion between measures of respective individuals' absence

behaviors over time. Once again, the apparently low reli-
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ability statistic is to be expected =-- an artifact of the
analytical procedure rather than the measure of absence

itself.

To circumvent this problem, the present procedure has
employed a time-series approach both to measurement itself
and to analysis, instead of only using the traditional com-
parisons of two daily cross-sections. As a result, the
reliability of the measures over-time may be ascertained
using split-half correlations between two time-series of
group means. These means represent the daily values of
time-use behavior for randomly selected halves of a sample
of workers. The reliability statistics generated can be
affected by sampling error and by measurement error, but
will not be undermined by the inclusion of observed "real"
changes along with measurement error in the reliability
data. Details on the time-series correlation procedure are

presented in Chapter IV and in Appendix C.

Given the construction of the time-series measures used
here, the concerns raised above about reliability could then
be addressed through specific tests of the new time-series
measures. This was done by testing the following two
hypotheses.

Hypotheses:
The time-series correlations between the two sub-

sample time-series of group means for both sever-
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ity measures and frequency measures will be sig-
nificant and positive and approach r = 1.0. (See
Chapter 1V, Hypothesis 10.)
and,
Neither frequency nor severity measures demon-
strated a substantially greater time-series reli-
ability than the other. Both were reliable meas-

ures. (See Chapter 1V, Hypothesis 10-a.)

Variation Due to Demographic Subgroup Differences

In a given workforce, a number of systematic variations
in absence behavior attributable to population demographics
of employees can be expected to occur. Mowday and Spencer
(1981) noted differences in employee absence behavior asso-
ciated with type of work and scope of job occupation.
Steers and Rhodes (1978, 1980) offer a broad-based, theoret-
ical model including a very wide selection of plausible
demographic influences. Chadwick=-Jones, Nicholson and Brown
(1982) suggest that subsample groups selected on the basis
of industry, sex, age, type of occupation, and pay practices
may all be expected to differ in absence behavior. Further
work by Hill and Trist (1955) suggests that length of ser-
vice, individual accident rate, and time of shift worked, as
well as a number of other issues may also determine employee
subgroups that are characteristically different in absence

behavior.
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Demographic variations within absence behavior are of
interest both because these would allow the effectiveness of
measures to be examined under varying subcultural conditions
and because analysis within these subgroups, exclusive of
other employees, should result in less "error" of measure-
ment. Nonetheless, comparative analysis by demographic sub-
groups has been deferred for detailed attention in later
work. The random selection of a sample to represent all
employees in the DOT workforce presumably precluded any
undue and excessive influence from over-representation of
demographic subgroups. A comparison of sample demographics
with the workforce demographics has been presented in Chap-

ter III, Figure 2.

Preprogram Shifts in Employee Time Use

Since the absence control program included a heavy com=-
ponent of management development and supervisor training
prior to the start-up of the system, some anticipatory
changes in absence levels were expected to occur prior to
full enforcement of the control program. To check for and
discover the general direction of such preprogram changes,
the time-use data for the first 30 days of the baseline year
were compared with the data for 30 days directly preceding
full start-up of the program in its first complete year.
What was really expected was a reduction of short-term dis-

cretionary absence, but since backlash effects due to
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employees taking advantage of a last chance to "get away
with" absenteeism was another possible outcome, the follow-

ing hypothesis was tested -- as a null hypothesis.

Null Hypothesis:

HO: There were no significant changes in any
employee time-uses prior to program installa-
tion. In particular, absenteeism levels will
have remained steady. (See Chapter 1V,
Hypothesis 2.)

or,

Hl: Significant preprogram changes in absenteeism
occurred before full installation. Since the
two time periods involved were both in the
early summer and prior to full program imple-
mentation, seasonal changes and other cycli-
cal effects were not expected to be substan-
tiated. More specific details have been

presented in Chapter 1IV.

Patterns of Cyclical Change in Absence Behavior

Various studies on absenteeism have noted the need for
longitudinal research (Markham, Dansereau & Alutto, 1982a,
1982b; Nicholson, Jackson & Howes, 1978; Breaugh, 1981; Ham-
mer & Landau, 1981). To date, most such work has been con-
ducted by using multiple cross-sectional comparisons and

graphical plots of change over time. These procedures were
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extended by Chadwick=-Jones, Nicholson & Brown (1982) in
detailed week-by-week graphical comparisons which reveal
definite cyclical and systematic time-series patterns of

change over time.

The investigation of these phenomena, using precise and
reliable day-by-day measures in a systematic time-series
analysis is a necessary step in studying absence. There has
been evidence presented by many prior researchers which did
lead to an expectation of seasonal shifts and holiday
effects in the present research, and which suggested a
recurrence of such behavior in annual cycles. Where the
research methodology depends on comparing daily cross-sec-
tions (as in the T-tests here), these cyclical changes could
easily be incorrectly incorporated into estimates of overall
change. So, it was appropriate to examine the data for var-

ious types of seasonal shifts prior to further analysis.

Furthermore, the absence control program itself
included an annual renewal of the number of casual leave and
vacation days available to each employee, and this happened
every year on July 1. As a result, the occurrence of cycli-
cal effects was all the more likely to follow a pattern of
annual renewal. Also, the seasonal and holiday effects
noted above seemed very likely to be compounded by other
short-term intra-annual fluctuations due to the unusually

strong observed substitution effects discussed below.
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Three general types of hypotheses about cyclical change
were tested using T-test procedures between carefully
selected points in time. But, because of the empirical con-
ditions under which raw data were originally generated, the
operational hypotheses presented in Chapter IV had to test
for some of the above effects as combination effects, could
only test for purely seasonal effects within the baseline
year, and could test for annual renewal effects exclusively
across periods within the post installation years. In
short, the "theoretical hypotheses" below don't necessarily
correspond directly to "operational hypotheses" as tested
(see Chapter IV). 1In some cases, combined effects of two or
more different cyclical shifts had to be made the focus of
inquiry. Specific details of the circumstances surrounding
the careful selection of daily cross-sections to be T-tested
have been explained in Chapter 1IV. The following three
theoretical hypotheses about cyclical changes were investi-
gated, not to find all instances of occurrence, but to get
some guidance for refining the interpretation of later over-
all changes attributable to the program itself.
Hypotheses: (See Chapter 1V):

Absenteeism levels will show seasonal differences,

increasing in midwinter and midsummer, but

decreasing in early spring and fall (Hypothesis 3,

Hypotheses 5 and 8).

And,
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Absenteesim will tend to have increased at holiday
periods in late December and early July due to a
recurring holiday effect (Hypothesis 4, Hypotheses
5 and 7).

And,
Due to program installation and a legitimacy
effect (discussed below), post installation levels
of short-term non-legitimate absence will have
been significantly higher prior to annual renewal
rather than after it; and short-term legitimate
absence will have increased after annual renewal
(Hypothesis 8).

Theories of Unintentionally Induced Over-Time Change in

Absence Behavior: Internal Substitution and Progression
Effects

Theories about internal shifts or substitutions between
different forms of absence (an internal "loophole" through
which employees could very possibly find "safe" ways to con-
tinue their absenteeism and which would dilute the desired
impact of an absence control program) have often been
advanced in the literature (Hill & Trist, 1953, 1955, 1962;
Chadwick-Jones, Nicholson & Brown, 1982; Nicholson, 1976;
Braun, 1978). Two of these together, the legitimacy
hypothesis and the progression hypothesis, posit shifts of
absence behavior from illegitimate short-term to increas-

ingly legitimate 1longer term absence behavior under the
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impact of an absence control policy. Substitution of one
form of withdrawal for another has been discussed in terms
of: accidents and sick leave substituting for regular work
(Hill & Trist, 1953); absence plus overtime work for regular
work (Allen, 1981); absence instead of other forms of with-
drawal (Mobley, 1982); absence prior to turnover; and tardi-
ness or sabotage or drug abuse or turnover as substitutes to

absence (Parasuraman, 1982).

Progression:

Early theories (Hill and Trist, 1953; Herzberg, Maus-
ner, Snyderman & Capwell, 1957) posit a fairly simple pro-
gression of individual employee absence toward increasingly
severe withdrawal from work. The focus in those studies was
on the progression of individual employees into increasingly
severe forms of withdrawal and not on a group-wide progres-
sion effect. As a consequence, the time-series procedures
in the present research could only have discovered support
for the progression effect if the entire sample showed a
general tendency toward increased withdrawal from work.
Since that would have forced the DOT to increase their work-
force, this was not likely. But, so that it would be possi-
ble to check for such a group-level progression effect, the

following hypothesis was tested.
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Hypothesis:
A pattern of progression from short-term legiti-
mate absence into long-term legitimate absence
will have occurred at the group level. A negative
and significant correlation between these two
forms of absence will be found when the two series
of daily means are correlated (see Chapter 1V,

Hypothesis 11).

Legitimacy:

More recent work (Parasuraman, 1982; Hammer & Landau,
1981; and Nicholson, Jackson & Howes, 1978) posits a pro-
gression in the pattern of substitution from uncertified and
non-legitimate but 1less serious absence to certified and
legitimate absence, and to 1longer term and more serious
forms of withdrawal including turnover. The substitution
effects would tend to occur in the same direction as the
progression effects under the implementation of absence con-
trol. A shift of employee time-use toward more severe but
legitimate forms of absence from short-term non-legitimate
absence could very likely occur. In the absence of specific
practices to prevent these substitutions, such internal
shifts are a highly plausible side effect of absence con-
trol. Given daily precision of measurement and a high level
of reliability in the measures, it was possible to distin-

guish here between these two patterns in a few selected spe-
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cific comparisons, either on the basis of timing of the
behavioral shifts between the various measures across two
cross-sections (the T-tests to compare means), or by using a
time-series correlation technique. Procedures to do this
have been briefly discussed in Chapter IV with a more
detailed methodological note in Appendix C. The results are

presented in Chapter V.

The legitimacy effects were one very plausible overall
result of the absence control program, an alternative to
working. The T-test procedure offered a simple but workable
"estimate" of program impact which could be used to discover
overall legitimacy effects under specific circumstances as
detailed in Chapter IV. The following hypothesis was there-
fore tested.

Hypothesis:

After program installation, significant year-to-

year changes between corresponding dates will have

occurred and, in particular, non-legitimate

absence will have decreased while legitimate forms

of absence will have increased (Hypothesis 6 and

Hypothesis 7).

The time-series correlation procedure was specifically tai-
lored to allow analysis of shifts within time periods
between different forms of time-use. A discussion of the
method is presented in Chapter IV and supplemented with fur-
ther detail in Appendix C. By means of this procedure the

following hypothesis was tested.
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Hypothesis:

After program installation the level of non-legit-
imate short-term absence will have tended to
decrease and the levels of long-term and short-
term legitimate absence will have tended to
increase over time. As a result, the time-series
of daily mean levels for legitimate and non-legit-
imate absence behavior will be negatively and sig-
nificantly correlated (Hypotheses 12 and 13).

Program Evaluation: An Overall Long-Term Assessment of Pro-
gram Impact

The absence control program was specifically intended
to stimulate and control a reduction in short-term non-le-
gitimate absence. It was not contractually specified but
was generally presumed that this would produce a correspond-
ing increase in time worked. Despite the possibility of
substitution effects subverting this unspecified but
intended impact of the program, both T-tests using the
cross-sectional data and time-series correlations using the

time-series of daily mean time-use levels were implemented.

The T-tests were designed to discover long-term, year-
to-year changes between the baseline year and the post-in-
stallation period by comparing mean time-use levels on cor-

responding dates. The following hypothesis was T-tested.
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Hypothesis:
Short~-term non-legitimate absence in the baseline
year will have decreased significantly by the end
of the first year after installation, and time
worked will have increased in a corresponding
amount. The same patterns of change will also
have become evident in comparison of the baseline
year and the second year after full installation

(Hypotheses 6 and 9).

To test for the same relationship as a continuing pair
of interdependent trends over time, the following hypothesis
was tested using the time-series correlation procedure.
Hypothesis:

After program installation, time-series correla-

tions between short-term non-legitimate absence

and time worked will be significant and negative

(Hypothesis 14).

It should be noted with regard to the various hypoth-
eses above that the T-tests used to compare means of two
daily cross-sections establish only the direction and size
of effects brought about by a trend over time and provide an
estimate of significance for those effects. The time-series
correlations, on the other hand, only establish the
strength, direction, and significance of the relationship

that produced the effects, and say very little about their
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magnitude. These two procedures complement each other. To

the extent that both help establish the direction of change,

there is some redundancy.

A Summary of Theoretical and Measurement Issues

From the above discussion, a number of key points may

be drawn to summarize the issues raised from analysis of the

absenteesim literature itself.

1.

There are internal trade-offs between absenteeism and
other forms of employee time-use, such as time worked
between absences and scheduled time off. Spending time
in any one of these activities excludes doing the oth-
ers.

Time-use behaviors such as absenteeism undergo patterns
of continuous change over time so that careful study of
them requires a time-series approach instead of a com-
parison of cross-sections.

There are short-term weekly shifts and longer term
cyclical and seasonal shifts in the patterns of time-
use behavior that must be identified and separated from
inter-annual, long-term changes in order to assess the
impact of absenteeism control.

Some forms of absence are more legitimate than others
and employees tend to be absent for a variety of dif-
ferent reasons. There may be a causal relationship
between the legitimacy of an absence type and its

occurrence.
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The occurrence of absence may also tend to vary
somewhat depending on demographic characteristics of
the workforce, notably: type of occupation, sex, age,
industry, compensation practices, time of shift worked,
length of service, and individual accident rate.
Absence control policy decisions require data that
describe time-use for the group. Absenteeism disci-
pline policies must apply and be applied to all employ-
ees equally 1if enforcement 1is to be equitable and
legally defensible.
For comparison with absence figures across samples from
different work forces, absence rates have typically
been designed as overall summary statistics, reflecting
various patterns of group behavior independent of the
numbers of employees involved.
Duration of the absence, and frequency of occurrence
are both popular objects of measurement for employee
time-use behavior. There exists a lively controversy
as to which is a better measure. Duration is more con-
ceptually attractive. Frequency has been recommended
as a preferred alternative because it has a higher
test-retest reliability correlation.
Data from absence behavior tends to distribute itself
abnormally. There is a truncated lower end due to the
inclusion of values for employees who are never or

almost never absent. There is a strong positive skew
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to the distribution which could be easily and conven-
iently corrected if the truncation problem were not
present.

10. Each employee has a characteristic short-term tendency
to be absent-prone or non-absent-prone. This tendency
changes a great deal over time so that accurately
determining membership in the absence-prone or non-ab-
sence-prone group would require re-establishing the

group composition daily.

A set of time-use measures which is responsive to these
insights suggested by prior research has been developed for
the present work and described in détail in Chapter III and
in Appendix B. The derived measures used in the disserta-
tion are listed and annotated in Figure 14 and Figure 15.
These data were used to test operational hypotheses based on
the theory-based hypotheses presented above, to examine in
turn the respective theories about absence behavior. The
methodology and operational hypotheses have been presented
at length in Chapter IV, with detailed methodological notes
in Appendix C. Results and interpretations are summarized

in Chapter V.



CHAPTER III
Data Collection, Sample Demographics,
and the Derived Measures
In order to address the conceptual and measurement
issues raised by absence research, a very particular kind of
database was required. The details of access and data col-
lection for such a sample have described below, followed by
a description of the sample demographics. Perhaps the most
complex refinement in the present work, and a central ele-
ment of the research program, was the conceptualization and
creation of the various derived time-series measures of
time-use by the workforce. In the latter part of Chapter
IIT is a detailed presentation of the conceptual framework

and procedures which generate the derived time-use measures.

Access to the Research Site and Data Collection Procedures

During 1977 and 1978, the Department of Transport (DOT)
in the City of Detroit contracted with Moore & Juliano, Inc.
of Lansing, Michigan (the consultants) to have them create
and install a system for absenteeism measurement, reporting,
and control. The data for the present research were gener-
ated as an integral part of that system. With the coopera-
tion of both the Moore & Juliano firm and the DOT, access to
data tapes containing the entire database was made possible.
The purpose of the present inquiry includes an evaluation of

that project. Detailed access was therefore provided to

45
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gather information about how the control system was
installed, how the system for data collection was developed,
how the data collection itself was administered, and how the

program was implemented. A brief description follows.

The Consulting Intervention:

From the beginning, top management in the DOT was
strongly committed to the development and implementation of
the absenteeism program. Prior to full-scale program imple-
mentation, most supervisory personnel in the DOT were given
training in the use of managerial techniques for performance
planning, planning-group communication, and group problem-
solving. From this base, the managers chose absenteeism as
the problem they wished to address. Ultimately, the con-
tract to install an absence reduction program was estab-
lished. In the process of working together to diagnose
absenteeism problems through interviews, nominal groups, and
historical research, a detailed, guided exploration and cat-
egorization of their absenteeism problems occurred. From
this base, through a hierarchical system of structured prob-
lem-solving workshops, the DOT Personnel Department and the
consultants determined a detailed set of types of employee
time-use (or absence) for all DOT employees. This typology
was to be used later in coding the daily reasons for time-
use of all employees on the DOT payroll, every day of the

program as part of the reporting and control system and as
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part of the research effort to discover the extent of the

problem as it evolved over time.

In many cases the data collected were already in exis-
tence for payroll purposes so that care and accuracy in data
collection were mandated by law. For other types of time-
use, particularly in the detailed absence categories, a
technical classification decision might occasionally be
regquired from the DOT about how to assign each specific
day's worktime where some non-routine employee activity was
involved. It was important to avoid forcing supervisors
into a judgement-call position where they would be responsi-
ble for an on-the-spot determination of how to interpret the
rules regarding an employee's time-use. The earlier train-
ing and problem-solving program had created a communication
channel for propagating the necessary message. Supervisors
were trained to recognize and make only the routine judg-
ments already anticipated and defined in the context of the
absence control program. They were to defer the non-routine
decisions to the personnel department. Detailed technical
training of the personnel staff and payroll clerks was pro-
vided. There, judgments could be made in a way consistent
with the overall absence control policy and contractual com-

mitments with the various affected unions.

Indeed, the absence-control program was actually worked

out with these unions before implementation, although man-
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agement never solicited public support due to the political
nature of unions. All unions accepted the program without
grievances. The personnel department <centralized the
absence control policy decisions under the control of an
absenteeism program coordinator who was directly responsible
to the supervisor of the payroll and personnel departments,
and who was trained in policy, labor relations, data entry,

and related aspects of policy implementation.

In addition to pre-program training and centfalized
administration of policy-making decisions, the program pro-
vided weekly computer reports on departmental absenteeism
directly to the department supervisors. Other reports of a
monthly, quarterly, and yearly nature were provided to the
personnel department, 1line managers, and top executives.
Each supervisor was required to implement counseling and
disciplinary procedures such as warnings and disciplinary
days off as soon as these became necessary due to evidence
of excessive, non-legitimate absenteeism for any given
employee. Steps in the policy were based on the historical
research study conducted by the consultants which determined
average absence rates (days absent per year or month) and
inactivity rates (percentages of the workforce absent per
year or month). These are listed by organizational unit in
Figure 1 below, along with a tabular summary of absence con-
trol procedure. Steps in the policy occurred when the

employee hit various percentage levels (i.e., Step Three at
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50%, Step Four at 1009%, Step Five at 1509%, termination at
200%). A continuous track record was maintained for each
employee and the record of violations was wiped clean every
year on a rolling one-year basis. Each July 1, employees
received a fresh bank of casual leave and vacation days as
provided for by collective bargaining agreements. Based on
each employee's track record, both disciplinary measures and

an attendance bonus were awarded.

The overall effect of all these procedures was an
unusually consistent and uniform implementation of both data
collection and absence control. Accordingly, the data from
July 1980 onward contain little or no contamination due to
supervisors parlaying discipline decisions into political
and personal favors, a problem present in the archived base-
line data. These issues were structured out of the supervi-
sor/subordinate relationship and out of the supervisor's
role in every way it could be done by utilization of time
reporting systems and specially trained data entry person-
nel. Careful pre-planning to prepare for data collection
and training of the supervisors was vital. The vast bulk of
time-use data were recorded directly from the payroll cards

particularly for the baseline year (July 1, 1978 to June
30, 1979).
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The reasons for unscheduled absence were limited to a fixed
set of codes and each event was recorded by the employee's
supervisor if the situation was routine and clearly required
no judgement calls. Otherwise these decisions were referred
to the program coordinator, primarily to preserve consis-
tency for enforcement of the related disciplinary measures

wherever use of discipline became necessary.

Despite all the care given to proper coding of the
time-use data, two kKinds of irregularities did occur in the
records of certain demographic data taken from the payroll
cards. Some of the demographic data that were collected
were miscoded such that those categories of data were ren-
dered unusable. Also, some of the demographics, including
both salary and hourly wage data, were stored on the new
data tapes in a machine-specific compressed format and are
not easily accessible outside of the DOT system. Fortu-
nately, the portion of demographic data which was coded in
usable form is complete enough to provide an excellent sam-
pling frame for the present research. More details on the

demographics are presented below.

The same type of irregqularity in the data coding
affected certain categories of the time-use data itself,
especially in the baseline period (1978-1979). Again the
effect was consistent. But, although its presence could be

identified, this type of irregularity could not always be
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pinned down to one unique reason for occurrance. So, in the
program which generates the derived dataset, a procedure has
been included to recode those ambiguous data as "missing

values."

Preparing the Time-Use Database

A brief summary of procedures for recoding the raw data
and deriving the time-use indices has been presented later
in this Chapter, and a detailed explanation is included in
Appendix B. In essence, there was an extreme abundance of
raw data made available for the present work ... some ten
million characters of data stored in a datastructure which
implicitly made use of the order of storage to keep track of
the date to which each data value referred. These data had
to be cleaned to correct any systematic miscoding, and then

had to be reorganized as follows.

The demographic data were separated out from the time-
use data and edited to eliminate redundancy, and to find
(and where possible, correct) any errors or omissions. The
data on absence type and absence severity and date (time-use
data) were also split out into a separate database. In the
process, the date information was used to calculate a rela-
tive date for each day's data, starting with day 1 on Janu-
ary 1, 1978. At this time, the social security number for
each employee was replaced with a four digit case label to

preserve confidentiality, and this was included as a sorting
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field in both the demographic data file and the file on rel-
ative date, absence type and severity. Only those demo-
graphics to be used in further research were included. Fur-
thermore, the new case label, relative date, absence (or
time-use) type, and absence severity were all written out to

a separate tape file.

This new file is unpacked, restructured so it can be
used with more flexibility in the data analysis. It con-
tains all the raw data and its respective relative date
information, and it is bigger than the original, about 30
million characters in size instead of 10 million, even with-
out the demographic data. Yet this absence data was still
in very raw form. Much sorting and recategorizing, as well
as the calculation of annual moving values for each measure
on each time-use index, each day, had yet to be done. The
rationale and procedures for creating derived data struc-
tures have been explained briefly following the descriptions
of sampling procedures and workforce demographics below.
For convenience of comparison, the sample demographics have
been presented together with the workforce demographics in
Figure 2. The sheer size of the detailed database for the
entire workforcce and the amount of computer memory and pro-
cessing time required to sort and prepare each case for the
derived database made it necessary to analylze a representa-
tive sample of the cases rather than the entire workforce
dataset. As a result, the following sampling procedure was

implemented.
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The Sampling Procedure

Selection of a sample had to satisfy a number of
requirements. (1) The sample had to be randomly selected by
a procedure which gave every one of the 2336 cases an equal
chance of being selected into either half of the split sam-
ple. (2) The two split halves had to be randomly selected
at the same time such that both included about the same num-
ber of cases and the total number of cases desired was about
160 (a rough estimate of the maximum number of cases the
computer could effectively process). (3) To maximize the
amount of independent information brought from the overall
workforce data and selected into the sample, no case was
considered for inclusion more than once. Sampling was done
without replacement. (4) For convenience in passing the
resulting file of selected cases to the program which exe-
cuted the next step in analysis, the data had to be kept as
a fortran data file. The simplest tool to do this turned

out to be a small, custom-designed Fortran program.

The sampling program actually worked as follows. The
computer read in three values given it by the fortran pro-
gram: a randomly chosen large odd number, a value for the
number of random choices the computer was to make (2336),
and a sampling fraction (160/2336 in the present instance),
which the computer was to use in deciding to include or

reject a case from the sample. The program then used a for-
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tran subroutine (called GGUBS) from the International Mathe-

matical and Scientific Library (a bank of standard computer

programs that the Fortran 1language users can include in
their own software to solve special but commonly encountered
problems). The subroutine which was used in this case took
the three values given to it and generated 2336 numbers
between O and 1.0, drawn from a uniform random distribution.
Then the computer read in the first case of data from the
demographic data file, compared the first random number
(between O and 1.0) with the sampling fraction (160/2336 to
get about 160 cases out of the entire 2336 cases), and if
the random number was less than or equal to the sampling
fraction, the computer included that first case in the sam-
ple. If the random number was greater than the value of the
sampling fraction, the case was then omitted from the sample
and the computer tested the second random number against the
sampling fraction to decide whether to include or omit the
second case. Then it tested the third random number and
decided about the third case, etc. At the end of the pro-
cess a total of 164 cases had been selected for inclusion.
The four extra cases (164 rather than only 160 as planned)
were presumably generated as a consequence of chance varia-
tions in the values generated by the random number genera-

tor.

By this procedure the 164 case sample was selected. At

the same time, the overall sample was split into two sub-
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sets. In effect, the first case to be included was written
onto a file for the first subset, then a second case was
randomly selected from the cases that had not yet been con-
sidered for inclusion and this second case was written into
the second subset. Then a third case was selected from the
remaining cases and written into the first subset, etc. In
each case selection, no case was considered for inclusion
which had already had a chance to be included in either half
(or subset) of the sample. After all 2336 cases had been
randomly selected and included in each subset, and since no
case could be present in both subsets, the entire sample was
composed of 164 unique randomly selected cases. The repre-
sentativity of this 164 case sample has been examined by
comparing demographics for those cases with demographics for
the 2336 cases in the entire DOT workforce. Results are

summarized in Figure 2.

DOT Workforce Demographics

The Department of Transport is a predominantly male,
black workforce composed of about 609% bus drivers, 20%
mechanics, and 209% distributed across various other occupa-
tions. The tofal number of employees is variable, but over
the course of the present research, 2336 employees partici=-
pated. A detailed summary of demographic characteristics
was prepared for both the overall workforce and the sample

drawn to represent the entire workforce. Those details are
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presented in Appendix A. Both have been summarized below in
tabular form to allow convenient comparison of the sample

with the workforce characteristics.

[ ‘I
| Value for All Sample |
| Characteristic Employees Value |
| l
| Number of Employees 2336.0 164.0 |
| Median Seniority Year 1974 1974

| Modal Seniority Year 1979 1979

I Median Age in 1982 37 38 i
i Modal Age in 1982 32 32 i
| % Transportation Equipment |
| Operators 57 55 |
| % of Single Employees 83.0 83.5 |
| % of Employees with no Dependents 68 73 |
| % of Workforce by Race and Sex |
| % Black 79.5 78.0 |
| % White 18.9 22.0 |
| % Male 84.8 87.2 |
L J

Figure 2: DOT Employees' Demographic Characteristics,
For All Employees and for the Research Sample

As Figure 2 indicates, demographic characteristics for
the sample are generally quite similar to those for the
workforce on the characteristics listed. Furthermore, as
the differences between the median and modal values for age
and seniority year indicate, both the sample and the overall
workforce are going through changes in composition, of the

same direction and magnitude.
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Procedures to Generate the Derived Time-Use Indices (See
Appendix B for more detail.)

The raw absence data contains daily values for the case
number, relative date, absence type, and "absence" severity
in hours. The first two values are assigned to the second
two and identify to which employee and on what day those
last two data values relate. The meanings of these absence

data values are dependent on several things.

1. Of primary importance is the reason for absence (or
worked time) which was originally coded for the specific

employee on a given day.

2. Second, the duration of the occurrence of the time-
use over time may persist until it forces a recoding of the
entire occurrence or at least of part of it. Indeed, the
duration of an absence episode may initially be understood
to be short and yet later may turn out to last for weeks, or
even months. Reassignment of such time-use occurrences to
corrected categories from their onset is the first of two
main functions served by the Fortran program which generated

the derived database.

3. Third in importance but critical to the integrity
of the derived data are a number of systematic coding errors
which had to be removed from the data before they could be

interpreted and used.
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The logical structure of relations between absence rea-
sons has been used to create a program that converts each
primitive "absence reason" (Figure 3) and duration coded in
the raw data into derived measures (Figure 5) for one or
more of the 13 time-use indices. Figure 4 is a flowchart of
the recategorization procedures. Data values listed in Fig-
ure 3 were resorted according to a set of recategorization
rules to determine the values of derived data items listed
in Figure 5. The recategorization rules used have been

explained following the flowchart.

Read the flowchart (Figure 4) from right to left, fol-
lowing the arrows. Note that where the condition associated
with a given arrow in the flowchart was satisfied, the data
values in the raw data categories (on the right) will have
been processed as contributing elements and added into the
associated higher-level "resultant" category of time use (on
the left). "Resultant" or derived data categories are each
marked with bold-faced alphabetic characters in the respec-
tive box of the flowchart, and these alphabetic characters
correspond to the alphabetic labels associated with each of
the derived time-use categories in Figure 5. Similarly,
there are bold-faced numeric labels associated with each raw
absence or time-use category 1listed in the flowchart and
these numeric labels correspond to the numeric 1labels for

each Raw Absence Data Type listed in Figure 3.
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In the original data, coding procedures describing
absence, time worked or time scheduled off for DOT employees
used 45 reasons to categorize these various time uses.
These reasons are listed on the following page in Figure 3.
The actual language used to label these reasons is the offi-
cial DOT terminology for categories of time use.

Rules for Recategorization of the 45 Raw Absence Reasons
Over Time (Refer to Figure 4)

The 45 categories of time-use listed as raw absence
reasons in Figure 3 above were combined into the 13 derived

categories listed in Figure 5 as follows.

1. Any employee time that was recorded as laid off,
resigned, discharged for cause, retired, deceased, or trans-

ferred, where the employee was not rehired in 365 days or

less, remained categorized as termination time. (Box M in
Figure 4.)
2. Termination of an employee may be reversed later.

Depending on the reasons for reversal and the time between
termination and rehire, this termination time had to be
recategorized into a specific resultant category. A rou-
tine, non-punitive 1layoff for five days or 1less became
scheduled time off (Box D). If it lasted more than five
days but less than 365 days, it became a long-term legiti-
mate absence (Box J). If the employee voluntarily quit and

was rehired in five days or less, this was recategorized as
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.
|

| Type O: Time Worked on the Job

|

| Code Definition

I

| 1 Created for generating the de-
| rived database as a code for Day
| Present and Worked.

I 2 Off Day - Worked (employee was
| asked to work on a regularly

| scheduled day off instead of

| some other work day to correct
| a work scheduling problem for
| the DOT)

|

| Type 1: Scheduled or Contractually Provided Absenteeism
|

| Code Definition

l

| 3 Regularly Scheduled Day Off

| 4 Off Day - Trade

| 5 Off Day - Adjustment

I 6 Casual Leave Day

| 7 Casual Leave Time

| 8 Vacation

| 9 Swing Holiday

| 10 Holiday

| 11 Death in Family

| 12 Occupational Injury

| 13 School/Training (DOT Related)

| 14 Leave of Absence

| 15 Military Leave

| 16 Jury Duty

| 17 Union Business

| 18 Conventions (DOT approved)

| 19 Laid Off

I 20 Civil Service Business

| 21 Suspended

| 22 Not Scheduled

| 23 Court Time (Witness or DOT

| related)

L

e e e e e e ———————————————_——_—————— 1)

Figure 3: Summary of the Raw Absence Data Types
as Recorded in the Department of Transport Absence
Management Database or as Modified and then Used to

Generate the Derived Data

Continued on next page
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Figure 3 Continued

r 7
| Type 2: Long-Term/Non-Recurring Absenteeism l
| Code Definition l
| 24 Long-Term Disability |
| 25 Sick Employee (6 days or |
| more) |
| (These codes may be used to handle catastrophic * |
| illnesses approved by the Personnel Division |
| without the 6 day restriction.) l
| 26 Resigned |
| 27 Discharged |
| 28 Retired |
| 29 Deceased

| 30 Transferred |
| 31 Long-Term with Injury |
| 32 S & A with Injury '
| Type 3: Excessive/Recurring Absenteeism

| Code Definition |
| 33 Sick Employee |
| 34 Sick Family Member |
| 35 Death - Not Family |
| 36 Wedding |
| 37 Moving l
| 38 Off with Permission I
| 39 Absent without Permission |
I 40 Single Miss (TEO's only) ** |
| 41 Double Miss (TEO's only) ** |
| 42 Strike

| 43 Tardy

| 44 Other

| 45 Unexcused Absence

L J

Notes:

1. According to the DOT Attendance Control Policy, employee
absenteeism was grouped into three meta-categories, with
time worked on the job included, there are now four:
Type O - Time Worked on the Job
Type 1 - Scheduled/Contractually Provided Absenteeism
Type 2 - Long-Term/Non-Recurring Absenteeism
Type 3 - Excessive/Recurring Absenteeism

2. These types are reworked as shown in Figure 4 to create
the various levels and categories of derived data.

* Illnesses such as cardiac arrest, kidney failure, serious
injury, etc.

** "TEO's" are Transportation Equipment Operators (bus driv-
ers).
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a short-term legitimate absence (Box I). Termination with-
out rehire for 365 days or more remained a termination and
the time use was assigned accordingly (Box M). Discharge
for cause, followed by a rehire in 30 days or less was reas-
signed as punishment time (Box E), and other disciplinary
suspensions were also put into this category. Time for a
worker recorded as deceased who later turned up on the
record in any category other than a form of termination was

reassigned as missing data (Box G).

3. Employee time that was originally scheduled as
scheduled off-time, an off-day traded from some other
employee or for some other adjustment, or a swing holiday,
public holiday, or strike, all were categorized as routine

time off (Box F).

4, Punishment time and routine time off both contrib-

uted to become "all-scheduled-time-off" (Box D).

5. Any day not scheduled for the worker and any miss-

ing values were both reallocated as missing values (Box G).

6. Military leave for five days or less, school or
training related to work, time spent in court as a witness
or otherwise related to work, jury duty, union business,
conventions for work, and civil service business were all

recategorized as "other work" (Box C).
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7. Military leave for 365 days or less was recategor-
ized as long-term legitimate absence (Box J). Over 365

days, it became termination time (Box M).

8. Scheduled work days and off days that were worked,
along with time worked on days when the employee arrived
late, were all recategorized as routine time at work (Box

B).

9. Both routine time at work and other work became

components of all time worked (Box A).

10. Any time consumed by employees in arriving late
was categorized as late time (Box L). Late days in most
cases had to be split into late time and routine time worked

(Box B).

11. In the absence of casual leave, instances of:
unexplained absences, sick employees, a death outside of the
immediate family, time off to move, absence without leave,
time off to care for a sick family member or to attend a
wedding, unpaid time off with permission, or other brief
unpaid absences, all were categorized as non-legitimate

short-term absence (Box K).

12. Casual leave days, casual leave time (part of a
casual leave day split up), death in the family, time off
due to occupational injury, and vacation time all became

short-term legitimate absence (Box I).
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13. Long-term employee time off due to sickness or
accident or injury, long-term dis}iled employees, or a leave
of absence for more than five days all were clustered under

long-term legitimate absence (Box J).

14. Short-term non-legitimate absence, long-term
legitimate absence, and short-term legitimate absence were

components of all time absent (Box H).

These 13 different types of time-use categories stand
in respect to each other in very specific interdependent
relationships. There is some internal hierarchical cluster-
ing among the different time uses, and because the use of
time is an exclusive behavior, to choose any one fundamental
time-use behavior precludes simultaneously emitting any
other. As a result, the flow of time-use from one category
into any other or combination of others can be examined

quite conveniently.

Following the paths and rules outlined in the flowchart
(Figure 4), the raw absence reasons in Figure 3 have been
recategorized to create the values for the 13 derived time-

use measures below in Figure 5.

For a more detailed description of the procedures used
to recategorize the raw data and to generate the derived
time-use values needed to test hypotheses in the present

research, refer to Appendix B.
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Three Different Measures of Time Use: Frequency, Severity
and Mean Severity per Occurrance

After recategorization of the time uses into their cor-
rected categories, three types of moving values were calcu-
lated as measures for each time-use index, each day, for
each employee's data: (1) "frequency" of occurrence for the

employees on this time-use across the preceding specified

Time Use Category/Index

All time worked on or off the job

Time worked on the job

Time worked off the job

All scheduled time off

Time off due to punishment

Routine normal time scheduled off
or strike

Missing value or unscheduled day

Time absent for all reasons

Short-term legitimate absence

Long-term legitimate absence

Short-term non-legitimate absence
(except late)

Late time

Unended termination time (no rehire)

I Rz T"@ROOWT >

Figure 5: Derived Time-Use Measures

length of time; (2) total duration or the sum of all "sever-
ity"” values for the employee on this type of time-use across
the preceding specified length of time; and (3) "mean sever-
ity" per occurrance, which was calculated as a ratio of the

severity over the frequency for the respective employee on
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the specific day. Two different lengths of time were used
as base periods for calculating the moving values. 365-day
moving values were used to isolate the long-term inter-an-
nual effects because these would exclude intra-annual cycles
by construction. 100-day moving values were used to examine
intra-annual patterns of time-use because these were: (a)
short enough not to cancel out annual cycles such as renewal
or seasonal effects, (b) long enough to provide a relatively
stable base for the moving value, and (c¢) divisible by 100
so that an estimate of the corresponding daily time-use
could be made at a glance. Moving values were also used
instead of single-day values (as 1in much conventional
research on absence) in order to make the means a convenient
moving average suitable to smooth out sporadic highs and
lows to be expected due to the variability of individual
absence behavior. When these values were then averaged
across their respective sample groups, they were to provide
a larger aggregate or base of group behavior for study.
And, from this base, a more stable and reliable estimate of
the mean daily values on each time-use index was then calcu-

lated for the respective sample group.

These three types of moving values, for both the
100-day base and the 365-day base, and across all 13 catego-
ries of time-use, became the substantive basis of the
research reported in Chapter IV and Chapter V. A more
detailed description of the procedure and the measures them-

selves is presented in Appendix B.



CHAPTER IV
Methodology and Operational Hypotheses

Introduction:

This introduction is a brief survey of the framework of
procedures and tests implemented here. Further detail on
each aspect follows. The methodology and hypotheses
described below are specifically designed to address ques-
tions of program impact and to investigate theories of
absence behavior by analysis of group level measures. The
steps in this analysis and related hypotheses follow exactly
the sequence presented in Figure 6. Then the results gener-
ated by implementing these procedures also follow the same
sequence and these have been presented and discussed in that

order in Chapter V.

Because of the problems of non-normality typically
encountered in data distributions like the ones used here in
the T-tests, and because of the controversy over the use of
severity versus frequency measures, it was first necessary
to test procedural hypotheses concerning normality for the
T-test data and reliability for the time-series measures,
and to establish the relative merit of the present program
evaluation paradigm. Then a selection of tests had to be
executed to check for spurious short-term shifts such as
seasonal differences. In addition to shedding 1light on

some non-central substantive issues, that information was

69
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Time-Series Correlations

A
Normality Tests

1. The 30-day datasets
used to assess pre-
program impact.
The 100-day short-
term T-test data.
3. The 365-day long-term

T-test data.

2.

T-Tests
1. On the 30-day datasets
testing for pre-pro-
gram overall shifts.
On the 100-day dataset
testing for pre-pro-
gram patterns:
seasonal effects
holiday effects
. combined seasonal &
holiday effects
On the 100-day dataset
testing for change
during the program.
year to year change
within the program ex-
cluding seasonal and
holiday effects and
intra-annual program
induced effects
holiday effects but
not seasonal or annual
renewal effects
seasonal effects and
annual renewal, but
compensating for holi-
days
On the 100-day dataset
to examine overall
inter-annual shifts
due to the program.
On the 365-day dataset
to determine overall
program impact on the
annual time-use
indices exclusive of
seasonal effects and
intra-annual substi-
tution effects and
holidays.

Figure 6:

C

1. On the 100-day dataset
a. during the baseline

Split-Half Time Series
Reliability Correlations

year, after the 100-day
moving values were
developed from day 281
to 546.

during the post-instal-
lation period from day
982 onward when the 100-
day moving values were
again fully developed.
On the 365-day dataset
from day 1247 onward,
the span during which
moving values of the
long-term annual mea-
sures were fully dev-

eloped.

Time-Series Correlational

d.

L 4

occurrent
shifts.

2.

a.
b.
c.

d.

Tests of Substantive
Hypotheses
On the 100-day dataset
to see the strength of
gorrelations indicating
short-run:
progression effects
legitimacy effects
combined progression &
legitimacy
Shifts toward or away
from work or absence.
These will include co-
intra-annual

On the long-term 365-
day dataset to see the
strength of long-term
inter-annual effects,
exclusive of annually
repeating seasonality,
holidays and renewal
effects.

progression
substitution

combined progression &
substitution

shifts into or away
from work or absence

A Categorical Summary of Tests and Analyses
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needed to modify the interpretation of subsequent substitu-
tion hypotheses and the evaluation of the program. A
description of the normality testing procedure and the
related rationale is presented here, with further details in
Appendix C. Also in Appendix C is a methodological note on
the procedures for time-series correlations. These were
used to calculate split-half reliabilities for each of the
time-use measures and to test substantive hypotheses con-
cerning progression and legitimacy effects and shifts from

absence toward more time worked.

The rest of this Chapter presents four clusters of
methodology and related hypotheses. First, the data distri-
butions for the T-test data had to be examined. Prior
research has shown such distributions to be generally non-
normal. In order that the relative merit of using the pres-
ent data for T-tests could be assessed, the degree of non-
normality in these data cross=-sections required
investigation. This investigation includes the steps out-

lined in Box A of Figure 6.

Second, the rationale and structure of the T-tests
themselves were presented with related hypotheses (Box B of
Figure 6). Three sets of T-tests were implemented. (4)
Using the data for 30-day periods at the start of the base-
line year and at the end of the pre-program installation

interval, a set of general tests were done to see whether
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anything changed between those two time periods, prior to
the absence control program itself (see Figure 6, Box B,
Item B(1l). (B) Similarly, the 100-day data from the base-
line year were used to find out whether any seasonal or hol-
iday effects were evident in the data since these data would
have, by construction, revealed such changes, but would not
be contaminated by later program induced effects. Like the
pre-program overall changes, seasonal influences could have
moderated any changes induced by the program and contami-
nated the T-tests for program impact. If no such changes
were revealed, then changes later induced by the program as
annual renewal of casual leave days on each July 1 would be
interpretable as effects more likely due to the program than
such unintended effects. The procedures involved are Steps
B-2a, B-2b, and B-2c in Box B of Figure 6. A third, fourth
and fifth set of T-tests were implemented to test substan-
tive hypotheses designed to examine the data for impacts of
the program. These are Steps B-3a, B-3b, B-3c, B-4 and B-5,

outlined in Figure 6.

Third, due to the controversial unreliability of
absence measures reported in prior research, it was neces-
sary to establish the reliability of measures designed for
the present work. The procedures used for this have been
outlined in Box C of Figure 6, and a detailed methodological
note on the time-series split-half correlation procedure has

been presented in Appendix C.
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Fourth, a similar time-series correlation procedure was
used to test substantive hypotheses of both short-term and
long=-term change. These tests have also been outlined in

Figure 6, Box D.

In all the following detailed presentation of methodol-
ogy and hypotheses, the sequence of procedures and problems
outlined in Figure 6 has been adhered to. In Chapter 5, the
same sequence of steps has also been followed for presenta-

tion of the results.

Rearranging the Case Data by Relative Date

Once the thirteen derived time-use measures were cre-
ated, the new database had to be sorted ... rearranged for
group-level analysis so that all values for the 39 time-use
indices that pertained to a given day were grouped together
regardless of which employee they previously referred to.
This was done for both the 100-day measures and the annual
(365-day) measures, for the 82 cases in each random half of
the sample representing all DOT employees, and the data
files were then merged for these two randomly selected
halves to make a third overall 164-case sample. Each of
these three sorted files was written out onto a new tape
file for use in later analyses for both the 100-day measures
and the annual measures. In the discussion which follows,
the term intra-annual effects means "cyclical and annually

recurring effects based on a 100-day period," while inter-
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annual effects means analysis"™ means "based on a 365-day
base period and relatively wunaffected by intra-annual
cycles." The letter labels A, B, C and D refer to specific

clusters of steps outlined in Figure 6.

Procedures in A: Normality Tests of the Data Distributions
As a precursor to interpreting the T-tests that were to
check for seasonality, substitution and preprogram change
effects, or to interpreting the T-tests for overall program
impact, the normality of the daily cross-sections of data
had to be assessed. Using the SAS "univariate" procedure,
the datasets for both the 100-day measures and the annual
measures were analyzed to determine the normality of the
data distributions on the dates chosen to be the focus of
T-test calculations. The Kolmogorov D-statistic was used as
well as more traditional statistics describing the empirical
data functions.<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>