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ABSTRACT 

NONLINEAR OPTICAL SPECTROSCOPY WITH ULTRAFAST LASER PULSES AND 
CONTROLLING LASER-MATTER INTERACTIONS 

By 

Gennady Rasskazov 

The goal of my dissertation work was to study nonlinear laser-matter interactions and to obtain a 

better understanding of the various processes occurring during these interactions. Advances in 

femtosecond laser technology have become widely adopted in a nonlinear laser spectroscopy and 

photochemistry. With the extreme temporal and spatial confinements it becomes possible to induce 

nonlinear responses of the material and to study them with high temporal resolution. The complexity of 

the medium response to the excitation field necessitates control the excitation process in order to figure 

out its origin, for example, inter-or intra-molecular dynamics. Therefore, over the last two decades, 

femtosecond pulse-shaping methods have been developed to reach an unprecedented level of control over 

the ultrafast laser waveforms where spectral amplitude and phase can be specified in accordance to 

expected response. The characterization and tailoring of femtosecond pulses was central for my research 

projects.  

Experimental results are presented in three chapters. Chapter 2 focuses on two topics: (1) 

generation of flat top temporal shape pulses with sharp on and off fronts and no loss of spectral bandwidth 

for particular spectroscopic applications; (2) characterization of noisy ultrafast laser sources, namely, 

pulse-to-pulse stability, caused by spectral phase or amplitude noise. Chapter 3 presents the fundamentals 

of Raman spectroscopy and development of a non-contact no-reagents system operating in the eye-safe 

1600-1800 nm wavelength range for standoff trace detection of explosives and high-speed imaging, 

0.06 ms per pixel. The system used in this project is based on the latest ideas in coherent Raman 

spectroscopy and technologies to perform selective coherent vibrational excitation of a particular 

chemical compound with sensitivity of sub-g/cm2. Chapter 4 describes time-resolved transition-state 

spectroscopy of sodium iodide (NaI) by taking advantage of modern lasers and pulse shaping to better 



 

 

map the low-lying electronic states. High-level ab initio multi-reference configuration interaction and 

density matrix calculations were used to simulate time dependent wave packet dynamics of NaI pumped 

to the A 0+ state.  

The results in this dissertation demonstrate the utility of tailored ultrafast laser pulses. Using 

advanced laser technology and photonic control methods we gain a better understanding of time-resolved 

dynamics of a chemical reaction and nonlinear spectroscopy. During my work I got to develop new 

approaches for characterization of the laser source itself and how to tailor it using pulse shaping. The 

work presented here should serve future studies on nonlinear laser-matter interactions with a novel 

photonic control schemes. 
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Chapter 1 Introduction 

Since the development of the first laser system in 1960 [1] a new era in light-matter interactions 

began. Lasers became the most practical tool in many scientific, industrial, and everyday applications. For 

instance, searching the word “Laser” in the Web of Knowledge reveals more than 860,000 publications. 

In particular, lasers helped to advance scientific disciplines such as chemistry and physics: from studying 

atomic structure to the investigation of complex dynamics of matter in different states as a result of 

interaction with electromagnetic waves. According to the Bohr model, each atom is comprised of a 

nucleus surrounded by electrons that move around the nucleus in a well-defined set of energy orbitals. 

This intrinsic property allows for the identification of not only atoms but molecules as well. Under normal 

conditions an atom is found in the ground state, which is the most stable state where all electrons occupy 

the closest orbitals to the nucleus. By absorbing some quantum of energy, an electron can move to 

another allowed orbital. It stays there for some time and then relaxes back to the ground state by emitting 

a photon with an energy corresponding to the energy difference between the excited and ground states. 

This energy-level spacing defines a unique quantization of vibrational and rotational degrees of freedom 

in a specific system. By knowing these levels one can make a conclusion about molecular structure 

including chemical bond lengths in a molecule [2]. The first spectroscopic experiments carried out by R. 

Bunsen and G. Kirchhoff were based on the excitation of individual narrow energy levels of elements 

using tunable monochromic light. Those cases correspond to stationary states, for which momentum and 

position does not change with time.  

Pulsed lasers opened new possibilities to study time-resolved dynamics of systems directly, since 

more than one eigenstate can be simultaneously populated by a sufficiently short pulse [3]. The idea to 

capture fast motions came to E. Muybridge in the 19th century, where he used a fast shutter to decrease 

the exposure time in a photographic film camera. In other words, to obtain a time-resolved picture the 

shutter should work much faster than the time needed for the object to move a distance considerably 

smaller than its size. For example, in order to freeze a hummingbird’s wings ~5∙10-5 s resolution is 
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required, and in order to study quantum gravitational effects one needs to have resolution as small as 

Planck time: 5.39∙10-44 s [4]. In chemistry, biology, and physics several processes occur at fundamental 

timescales defined by the spacing between their quantum energy levels; see Figure 1. The x-axis here is 

time, and gives us an understanding of how fast the various processes occur. The first observation of 

intermediates of chemical reactions, with microsecond time resolution, was accomplished by R. G. W. 

Norrish and G. Porter in 1949 [5]. The chemical intermediates observed then were long lived when 

compared to the fundamental timescales for bond cleavage and formation. Those timescales can be 

estimated through knowledge of vibrational periods. Therefore, it was known that capturing the 

fundamental chemical bond processes would require pulses that were 10-100 fs in duration (1 fs = 10-15 s). 

Approximately forty years later, the process of bond cleavage was finally observed using femtosecond 

lasers [6] and fifty years later in 1999 the Nobel Prize was given to A.H. Zewail for the real-time 

observation of dynamics of chemical reactions based on unimolecular photodissociation [6-8]. 

 

Figure 1. Time scales for typical processes in physics, chemistry, and biology. 

Towards the end of the last century significant steps were made in laser development that allowed 

for the routine generation of sub-10 fs pulses using solid-state Titanium-doped sapphire (Ti:Sapphire) 

lasers [9]. Lasers became indispensable tools in science. More recently, the previously inaccessible 

regimes of light-matter interaction, such as electronic processes, became possible with the invention of 
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attosecond (1 as = 10-18 s) lasers systems in 2001 [10, 11]. Generation of attosecond pulses proceeds 

through the reliable preparation of intense femtosecond laser pulses. Therefore, some work in this thesis 

may prove useful in attosecond science. 

Compressing broadband laser pulses to their shortest possible duration and having control over 

the pulse waveform became crucial for discovering new properties of matter through the interaction with 

light. The compressibility of a laser pulse given its spectral bandwidth is governed by the Heisenberg 

uncertainty principle. The length of a pulse profile without spectral phase distortions is defined by its 

spectral components. Therefore, in order to investigate spectroscopic studies on the timeframes mentioned 

above, see Figure 1, the laser pulses have to satisfy the following requirement: 

  

2

E t ,      (1) 

where E and t are the uncertainties for the energy and time respectively, and   is Plank’s constant. In 

accordance with the uncertainty principle, the shorter the pulse, the broader the energy spectrum. These 

two physical quantities are related to each other through a Fourier transformation. From quantum 

mechanics’ point of view, longer pulses can individually probe energy levels, but shorter pulses can catch 

the quantum dynamics, namely the dynamics of the superposition of rotational and vibrational energy 

states. The frequency-time uncertainty relation can be rewritten as follows: 

  t TBP ,      (2) 

where  is the spectral width and TBP is a time-bandwidth product which is different for different 

transform-limited (TL) pulses. The   can be rewritten as c , where c is the speed of light,   is 

the spectral bandwidth measured in cm-1. For example, a Ti:Sapphire laser system producing Gaussian 

pulses (TBP = 0.44) on the order of femtoseconds, ~ 5 fs, [12] possesses a ~3000 cm-1 bandwidth. This 

bandwidth can greatly enhance the capabilities of spectroscopic and imaging applications such as 

coherent Raman spectroscopy or two-photon fluorescence microscopy because it overlaps the entire 

relevant range of vibrations in chemistry [13, 14]. Combining this laser with a pulse shaper enables it to 

perform selective excitation [15, 16].  
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Another advantage of modern ultrafast lasers is the ability to deliver a precisely timed electric 

field with a magnitude which can easily generate a nonlinear response in matter or even exceed the 

strength of the electron binding field, which in a hydrogen atom is ~ 1011 V/m [17]. Such a strong field 

can modify the potential energy surface (PES) and may act as a catalyst of chemical reactions by favoring 

a specific pathway [18, 19].  

Thus, an ultrashort laser source is a very unique and versatile tool, which facilitates the study of 

different fundamental phenomena occurring during the light-matter interaction and also provides deep 

insights into the structure and properties of the matter. This thesis focuses on gaining a better 

understanding of nonlinear optical processes and how to control them by using adaptive pulse shaping. 

1.1 Generation of ultrashort pulses  

A high-power source of coherent and broadband light is the basic tool of nonlinear laser spectroscopy. In 

order to generate these pulses, there are a few methods which can be utilized such as mode-locking [20, 

21], gain-switching [22], and pulse compression [23]. The latter requires a coherent laser pulse. In all of 

my research projects I have been working with mode-locked laser sources with passive stabilization 

schemes known as Kerr-lens mode-locking [24, 25] or a semiconductor saturable absorber mirror 

(SESAM) [26]. It is known that mode-locking is achieved when there is a fixed phase relationship 

between the allowed longitudinal modes, n, inside the laser cavity, see Figure 2(a). The superposition of 

longitudinal modes causes the formation of pulses which are shown in Figure 2(b). The collection of 

longitudinal modes determines the laser pulse spectral bandwidth, see Figure 3(a). In the case of a 

transform-limited pulse, the corresponding time profile is given in Figure 3(b). The electric field of the 

pulse in the frequency domain can be written as: 

1
( ) ( )exp( ( ))

N

n n
n

E E i   


  ,     (3) 

where ( )nE  and ( )n  are the magnitude and phase of the nth longitudinal mode, respectively. For 

broadband laser pulses, such as in femtosecond lasers, the phase relationship between the different modes 
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plays a crucial role in mode-locking. The output parameters of the laser system can be deteriorated with 

the presence of high order phase distortions within the cavity as well as outside the cavity. In order to 

avoid such effects, phase compensation techniques are required. 

 

Figure 2. Mode-locking mechanism. (a) Laser cavity and its allowed longitudinal modes, n=1...N. 
(b) Intensity profile of the pulse formed from constructive interference between all modes.  

 

Figure 3. Laser spectrum (a) and corresponding transform-limited time profile (b) of the 10fs laser 
pulse measured at full-width half-maximum (FWHM).  

The spectral phase of the laser pulse can be expanded in a Taylor series: 

2 30 0 0 0
0 0 0 0 0

( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ... ( )

1! 2! 3! !

n
n

n
       

          
  

          , (4) 

where 0  is a constant phase, 0'( )   is a group delay, 0''( )  is a second-order dispersion (SOD, also 

known as chirp), 0'''( )   is a third- order dispersion (TOD), and 0( )n   is a n-order dispersion. The 

influence of individual spectral phase components on the temporal pulse profile is presented in Figure 4. 



6 

 

A 10 fs FWHM pulse duration was used for the numerical simulation. The case in Figure 4(a) shows an 

electric field instead of an intensity profile. A demonstration of the effect of a constant phase shift can be 

seen in Figure 4(b). Figure 4(c) and (d) show the group delay effect, Figure 4(e) and (f) show the chirp 

effect, and Figure 4(g) and Figure 4(h) show the TOD effect on pulse temporal profile. 

 

Figure 4. Numerical simulation. The influence of spectral phase on the temporal pulse profiles. 
The left column shows the temporal domain with and without phase distortion, the right column 
shows the corresponding laser spectrum and spectral phase distortions. For the simulation, the 
pulse duration was set to 10 fs. (a) and (b) show the case for a constant phase shift of . (c) and (d) 
show the case for a group delay of +50 fs. (e) and (f) show the case for a chirp of 80 fs2. (g) and 
(h) show the case for a TOD of +1000 fs3.  



7 

 

1.2 Material dispersion and group velocity dispersion  

Material dispersion is an intrinsic property of a medium, and defines the phase velocity of each spectral 

component ( ) in the laser pulse. If the ratio dn
d  is less than zero then the medium is considered to 

have normal dispersion, meaning that the index of refraction, n, decreases with increasing wavelength. In 

a normal dispersion medium, the laser pulse gains positive chirp and the opposite is true for anomalous 

dispersion. In the positively chirped pulse the low frequency components travel faster than the high 

frequency components, see Figure 5. Since an ultrashort laser pulse has a broad bandwidth, material 

dispersion distorts the temporal profile of the pulse, stretching it in time and reducing the peak power due 

to group velocity dispersion (GVD). The GVD is proportional to the second derivative of the index of 

refraction with respect to the wavelength [27]. 

 

Figure 5. Dispersion of the medium with length L causes pulse broadening. blue , red  are the 
speeds of blue and red wavelength, respectively. 

1.3 Phase compensation techniques 

Dispersive effects are usually the limiting factor in systems where short pulses are used. Even propagation 

through the air can effect the pulse duration. For example, a transform-limited pulse with 10 fs pulse 

duration at FWHM and central wavelength at 800 nm will be stretched to 55 fs at FWHM after 

propagating 10 meters in air. For applications which require the shortest pulse width at the target, pulse 

compression needs to be implemented. The intrinsic nature of pulse compression is to rearrange the phase 

of individual spectral components to minimize the pulse duration [23]. 
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There are a number of methods for temporal compression of optical pulses, such as a pair of 

prisms or gratings, chirped mirrors, or a fiber Bragg grating. The disadvantage of the last two techniques 

is the lack of flexibility, since they are designed to compensate for a specific dispersion profile. In a 

Ti:Sapphire oscillator (Micra, Coherent inc.), for example, intracavity dispersion is compensated by a 

prism-pair compressor [28]. The principle behind this approach is to use angular dispersion or the 

frequency-dependent index of refraction as the light propagates through a dispersive medium. The prism-

pair introduces negative chirp, since the bluer frequencies undergo greater angles of refraction than the 

redder frequencies and, therefore, travel a longer distance inside the compressor, see Figure 6. After the 

second prism, Prism 2, spatially displaced and collimated frequencies are sent back along the same optical 

path by a reflectng mirror. This configuration is called a folded compressor, otherwise two more prisms 

need to be added symmetrically with respect to the first pair. In order to provide a uniform quadratic 

spectral phase for all the wavelengths, a low dispersion material is used.  

 

Figure 6. The prism-pair compressor in a folded configuration. The distance between the two 
prisms is L. The angle of the dispersed ray is β. Prism 1 disperses the beam, Prism 2 collimates the 
rays. Dispersion control is provided by varying the pathlength through the prisms or by adjusting 
the length, L. 

To minimize the Fresnel reflection loss, the apex angle of each prism should be cut at Bruster’s 

angle. Control over the chirp sign and magnitude is provided through changing the distance, L, between 
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the two prisms or by varying the pathlength through the prisms. The amount of chirp, or group delay 

dispersion (GDD) introduced by the prism-pair compressor can be calculated from the following equation 

[29]: 

2 23 2
3

2 28 cos 4 (2 ) sin
2

dn d n dnGDD L n n L
c d d d


 

   


              
       

,  (5) 

where  is the wavelength, n  is the index of refraction, L is the prism separation length, and   is the 

refraction angle. The first term is always negative whilst the second term is positive in the infrared (IR) 

and visible spectral ranges. The advantage of using a prism-pair is their low energy loss, but the 

disadvantages are a low dynamic range of the GDD control for a given laser cavity and the absence of 

flexibility in controlling higher orders of dispersion [21, 30]. 

On the other hand, a grating-pair compressor provides a larger dynamic range of control over the 

magnitude and sign of the GDD and TOD. However, its angular dispersion is strongly dependent on the 

groove spacing. The disadvantage of this compressor is considerably lower throughput than that of the 

prism-pair. In order to maximize the efficiency in a certain diffraction order, blazed gratings are used. The 

first optical grating-pair compressor was developed in 1969 [31] and since that time it has been used for 

many applications, in particular, chirp pulse amplification (CPA) systems [32]. The grating-pair 

compressor is shown in Figure 7. The principle behind its operation is similar to a prism-pair compressor; 

the incident light gets diffracted by Grating 1 at the angle, βd, and collimated by Grating 2. After 

reflection from the mirror the rays travel the same distance back and get recombined by Grating 1. Most 

gratings, fabricated to be utilized in grating-pair compressors, operate in m= -1 order of diffraction, 

therefore they introduce negative dispersion. By varying the distance between the two gratings, L, one can 

compensate for initial dispersion of the laser pulse, see Figure 7. 
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Figure 7. The geometry of a grating-pair compressor in a folded configuration. Grating 1 diffracts 
the beam at the angle βd, Grating 2 collimates the rays. Dispersion control is provided by varying 
the distance between the two gratings, L. 

The amount of GDD and TOD introduced by the grating-pair compressor can be calculated from the 

following equations [29]: 

3
22 3 2

2 2 1 sin in
m LGDD

c d d
 





          

,     (6) 

2

2

(1 sin sin )6

1 sin

in in

in

dTOD GDD
c

d

  

 

 
 

        

,    (7) 

where d  is the grating period, m  is the diffraction order, in is the angle of incidence.  

All the pulse compression techniques described above are, in their own way, elementary pulse 

shapers due to their dual nature in changing the pulse intensity profile, namely compressing or stretching 

the pulses by varying the spectral phase of the input pulse. Amplitude modulation is possible using a 

transmission mask located at the Fourier plane [33-35].  
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When complete control over the spectral phase and amplitude is required, then adaptive pulse-

shaping techniques are used. Most of them utilize Fourier synthesis as a key principle. Here, a computer-

controlled liquid crystal spatial light modulator (SLM) [36-40], an acousto-optic modulator [41], or a 

deformable mirror, located at the Fourier plane of a 4-f optical setup, are the pivotal components in the 

system [42]. A broad range of applications with adaptive pulse shapers include optical control of laser-

matter interaction [43-45], laser pulse characterization and compression [46-52], and high-speed 

communication [53, 54]. As for my research projects, I have been extensively using SLM-based pulse-

shapers, therefore it is worth elaborating on this technology.  

The setup was initially conceived by Froehly [33] for picosecond (10-12 s) pulses. It consists of 

two diffraction gratings, two lenses, and a fixed transmission mask separated by one focal distance, f, see 

Figure 8. The lenses form a telescope with unit magnification. This condition guarantees a zero-dispersion 

configuration, provided that the mask is not present in the setup. The configuration is called a “4-f pulse 

shaper”. In Figure 8, the incident light experiences angular dispersion after it bounces off the first grating. 

Then, the lens focuses spatially separated frequency components at the Fourier plane, where the 

transmission mask is placed. The mask may be composed of two masks: phase and amplitude. The phase 

mask can retard any of the frequency components whereas the amplitude mask regulates the magnitude of 

the field. The second lens collects and collimates all the spectral components and sends them to the 

second grating, which recombines them into a single beam.  
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Figure 8. The 4-f pulse shaper with transmission mask in the Fourier plane. The output pulse is 
compressed to the transform-limited pulse duration.  

Using a programmable pixilated mask, or SLM, instead of a fixed mask allows one to impose any 

user-defined phase and amplitude profiles and provides continuous variable control over the individual 

pixel. In many applications, for example in strong field ionization [55], it is required to have separate 

control over each term in the Fourier expansion of the phase, see Eq. (4). There are two types of SLM 

used in my research projects. The first one is a liquid crystal SLM or LC SLM. The second one is a liquid 

crystal on silicon SLM or LCOS SLM. Both devices are made of nematic liquid crystals (NLC) 

sandwiched between two electrodes which establish a pixel. The typical LC SLM and LCOS SLM have 

128 or 640 and 800×600 pixels respectively. When an electric field is applied, the liquid crystal 

molecules tilt, causing an index of refraction change. For complete phase control a phase change of 2π is 

required. For LC SLM and LCOS SLM the modulation of light with respect to phase and amplitude 

occurs in either transmission or reflection regimes, respectively. The maximum performance of the pulse 

shaper at a given number of SLM pixels strongly depends on the number of pixels covered by the 

spectrum and the focusing spot size of the single frequency in the Fourier plane, provided that all the 

components are optimized to work in the particular spectral region. The more pixels used, the higher the 

dynamic range of phase variation, and the smaller the focal spot, the less amount of light is diffracted out 

from the spacing between the pixels.  
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The multiphoton intrapulse interference phase scan (MIIPS) algorithm, developed by the Dantus 

Research Group, allows one to characterize and compensate phase distortions of any complexity in a laser 

pulse [50, 56-59]. MIIPS is a self-referenced method that takes advantage of the inherent sensitivity of a 

non-linear optical signal, such as second-harmonic generation (SHG), to measure and compensate phase 

distortions. The method collects the spectrally resolved nonlinear optical signal and tracks the position of 

its local maximum as a function of a single scan parameter of the calibrated reference phase. The second 

derivative of the phase is then directly measured and the spectral phase is calculated without use of any 

evolutionary algorithms. Once the compensation phase mask is obtained the phase shaper introduces it to 

achieve a transform-limited pulse. The method is fast, making it possible to implement multiple iterations 

within a few minutes. 

Knowledge of the initial conditions is very important, especially in science. The reason of 

defining them is to establish the boundaries within which an experiment is going to be carried out and for 

better understanding of the phenomena under investigation. In particular, in the study of laser-matter 

interactions it is very crucial to have a well-characterized laser pulse, as an entry condition, to get 

unambiguous information on material response or laser-matter mutual modifications. 

1.4 The wave equation and linear response of optical media 

Laser-matter interactions can be described mathematically. Starting from the observation that the mass of 

an electron is much smaller than the mass of an atom, the electronic response can be treated classically as 

a harmonic oscillator. In the absence of an external force, the system remains at equilibrium. By applying 

an external driving force with frequency of   the electron starts oscillating at the same frequency with 

respect to its equilibrium position. Such displacement is characterized by a local dipole moment,  , 

shown in Figure 9. If we select a small enough volume, V (  3 V ) the electric field, E , can be 

considered uniform over the volume varying with time. 
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Figure 9. Propagation of an electromagnetic wave, E , through a medium. Local volume, V, local 
dipole moment  , and wavelength  are shown. 

Provided that this volume is homogeneous and the number of atomic dipoles (N) oscillate with 

the same frequency as an incident field, then the induced polarization depends linearly on the electric 

field strength. The speed at which the electron cloud can be distorted under the applied electric field 

depends on the polarizability of the medium,  . In order to mathematically describe laser-matter 

interaction one can use Maxwell’s macroscopic equations [60]: 

D   ,      (8) 

0B   ,      (9) 

BE
t


  


,      (10) 

DH J
t


  


,     (11) 

where D  is the displacement field,  is the charge density, B  is the magnetic field, H is the magnetizing 

field, and J is the current density. Assuming the nonmagnetic regions ( 0B H , 0 is the permeability 

of free space) where there are no free charges ( 0  ) and no free currents ( 0J  ), the field D  can be 

written as the following: 

0D E P  ,      (12) 
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where 0 is the permittivity of free space, and P  is a polarization vector. Combining the four Maxwell 

equations with Eq. (12), the wave equation can be written as: 

2 2
2

2 2 2 2
0

1 1 PE E
c t c t

 
  

 
,     (13) 

where c is the speed of light in free space and P  is the polarization vector. In the linear regime the light-

induced polarization vector is proportional to E and oscillates at the light frequency. From the equation 

of motion one can derive that macroscopic polarization P  is proportional to 
2

2 2
0 0

1Ne E
m i  

 
   

, 

where 0m  is the mass of an oscillator, e  is the charge,  is the damping constant,   and 0 are the 

frequency of the incident light and resonance frequency, respectively. At low frequencies, the electrons 

can directly follow the electric field variations in time. At higher frequencies, a phase shift occurs and at 

frequencies far above the resonance frequency, 0 , the driving field and the induced polarization are out 

of phase. 

Susceptibility is the macroscopic parameter describing the degree of polarization in a dielectric 

material with respect to an applied electric field. When the intensity of the electromagnetic field is high, 

such as in pulsed lasers, the origin of the nonlinear response comes from the anharmonic motion of bound 

electrons under the applied field. An induced polarization vector can be expressed as a power series [61]: 

(1) (2) 2 (3) 3
0( ...)P E E E       ,    (14) 

where (1) , (2) and (3) are the first, second, and third order susceptibilities. Such nonlinearity drives the 

electron further away from its equilibrium causing the polarization of the medium to oscillate at a 

complex frequency, which in turn, leads to the generation of new frequencies other than the one from the 

initial electromagnetic field. 
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1.5 Origin of nonlinear light-matter interaction  

The nonlinear dependence of the polarization on the magnitude of the propagating field, described in 

Eq. (14), is due to the superposition of linear and nonlinear responses. The linear response is responsible 

for linear absorption and the well-known refractive index of materials, while the vast majority of the 

nonlinear responses are related to second and third order terms. By substituting each response into the 

wave equation, Eq. (13), one can derive a new radiation field with a new frequency. Processes such as 

second-harmonic generation, optical rectification (OR), and optical parametric processes correspond to 

the second-order susceptibility [60]. Processes such as third-harmonic generation (THG), optical Kerr 

effect (OKE), stimulated scattering, two-photon absorption, and cascaded processes, for example 

generation of the THG through SHG and SFG in nonlinear medium, are related to the third-order 

susceptibility [60]. Due to structural characteristics of the material, for example having a center of 

inversion symmetry, causes even-numbered optical processes to interfere destructively. Therefore, for 

such materials the most common nonlinear effect is (3) . When the initial field with a frequency of  

propagates through a medium with third-order nonlinearity, it generates a field with a frequency of 3 , 

see Figure 10: 

 

Figure 10. Nonlinear propagation of a light in media without inversion symmetry. 

In this case, the equation for the initial electromagnetic wave propagating in z direction is the following: 

1 1( ) cos( )E t E k z t  ,     (15) 

where 1E  and 1k  are the amplitude and wave vector, respectively. Upon interaction with the medium it 

induces a new field that oscillates at a frequency of 3 . This can be shown by substituting Eq. (15) into 

Eq. (14) and neglecting the first and second order terms: 

 
 

Medium 




3
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3 1 3
1

3cos( ) cos( 3 )
4NL

k z t k z tP E    
  ,    (16) 

where 3k is the wave vector of the wave at 3  and is generated through a nonlinear interaction. 

Equation (16) shows that an initial wave causes a net dipole moment oscillating with frequency 3 .  

In general, the propagation of the field at frequency   can be written as: 
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.    (17) 

Propagation of the field at frequency 3  in the nonlinear medium can be described by the following 

equation: 
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.    (18) 

From Eqs. (16) - (18) one can see that ( )E   generates NLP  which, in turn, generates the (3 )E  . 

Furthermore, ( )E  and (3 )E  together induce additional ( )
NLP   which, in turn, influences the initial ( )E  . 

From this sequence it follows that a high intensity electromagnetic wave propagating through the medium 

not only changes the property of the medium but changes itself through nonlinear interaction.   

The nonlinear response of the medium described above is fast and, depending on resonance 

conditions, can vary by orders of magnitude. The magnitude of the nonlinear response of a material 

depends on the physical processes involved. These processes have different origins, namely, electronic 

polarization, nuclear response, electrostriction and thermal response. The third-order susceptibility can 

therefore be decomposed in a sum of terms corresponding to each contribution: 

(3) (3) (3) (3) (3)
elec nuc str th        .     (19) 

The magnitude of the contribution from each of the components depends on the medium as well as on 

pulse duration and repetition rate of the laser [62-65]. The electronic response is quasi-instantaneous: less 

than one femtosecond [66]. It is due to the spontaneous nonlinear distortion of the electronic cloud around 

the nuclei and it is independent of temperature. The nuclear response corresponds to the rearrangement of 
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the nuclei’s position due to induced dipole moment. But if the laser pulse is less than 50 fs the nuclear 

contributions are very small [67]. There are two other responses: electrostrictive and thermal, but they 

occur in nanosecond or microsecond time scales respectively [68] and they will not be considered here. 

1.6 Nonlinear index of refraction 

Third-order nonlinear optical effects underlay important physical phenomena such as self-phase 

modulation (SPM), self-focusing, and supercontinuum generation which occur within a single optical 

pulse. All these self-action processes require high-peak-power light pulses to propagate through a 

transparent medium. Depending on the intrinsic properties of the medium, such as the nonlinear index of 

refraction ( 2n ), the effect can be enhanced or suppressed for certain applications. The nonlinear 

contribution to the linear refractive index is proportional to 
(3)

2
0 0

3
4 cn



, where 0n  is the linear index of 

refraction. The intensity-dependent refraction index, n , can then be expressed by the following first-order 

formula: 

0 2( ) ( )n t n n I t   ,     (20) 

where ( )I t  is the intensity profile of the pulse. This effect was discovered by J. Kerr in 1875 and the first 

observation of self-phase modulation was made by F. Shimizu [69, 70]. 

1.6.1 Self-phase modulation 

For an ultrashort laser pulse, the optical Kerr effect mostly originates from the quasi-instantaneous 

electronic contribution (electron reconfiguration is on the order of 0.1 fs) to the third-order susceptibility, 

which, in turn, leads to a variation of ( )n t . This variation produces a nonlinear phase shift of the pulse 

within its pulse duration and results in a time-dependent frequency deviation, ( )t : 

0
0

( )( ) dn It L
c dt


   ,     (21) 

where L is a medium length. If the intensity, I , has a Gaussian intensity profile, see Figure 11(a), then 

the time-dependent frequency shift will look like it does in Figure 11(b). The leading edge of the pulse is 
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shifted to the lower frequencies (or longer wavelengths), whereas the back edge is shifted to the higher 

frequencies (or shorter wavelengths). 

 

Figure 11. Self-phase modulation. (a) Temporal intensity profile of a Gaussian pulse. (b) 
Frequency shift due to time-dependent index of refraction. The front edge is shifted to the lower 
frequencies, the peak is not shifted, and the back edge is shifted to the higher frequencies.  

Thus, the optical Kerr effect causes frequency chirp and the generation of additional frequency 

components. Self-phase modulation can be significant enough to create a laser rainbow, a process known 

as supercontinuum generation, when a certain power threshold is reached and the nonlinear interaction 

length ( NLL ) is less than the propagation length ( L), see Eq. (22): 

0 2

eff
NL

A c
L L

P n 
  ,     (22) 

where effA , in this case,  is a beam area,   is a carrier frequency, and 0P is a peak power. For example, in 

1 mm of fused silica, peak intensities on the order of 1011 W/cm2 are below the threshold for 

supercontinuum generation, but are high enough to induce optical Kerr effects [71].  

1.6.2 Self-focusing 

Self-focusing is an optical Kerr effect in the spatial domain that can be explained using a similar equation 

to Eq. 20 but this time in the spatial domain: 
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0 2( ) ( )n r n n I r  ,     (23) 

where r  is a spatial beam coordinate, see Figure 12. This phenomena relates to the case when an intense 

laser pulse with a certain non-uniform intensity profile, for example a Gaussian profile, modulates the 

physical property of the medium.  In this case the index of refraction has the greatest changes in the center 

of the beam than at the wings [72]. This change of the refraction index forms a spatial index differential 

which acts like a positive lens and forces the beam to come to focus inside the material. In gases, the 

process that prevents the beam from collapsing into one point is ionization defocusing, which acts like a 

negative lens. The balance between self-focusing and diffraction leads to the formation of filaments in 

gases, so the beam acts as its own waveguide. This effect occurs when the laser pulse carries a certain 

critical power, crP : 

2 2

0 2

(0.61)
8crP
n n

 
      (24) 

Power more than crP leads to beam breakup [60]. 

 

Figure 12. Self-focusing. Solid line corresponds to transverse Gaussian intensity profile. Dashed 
line is an index of refraction. The special variation of the intensity causes the special variation of 
the index of refraction.  

1.6.3 Supercontinuum generation 

In the earlier experiments, the primary mechanism which led to spectral broadening was self-phase 

modulation [73, 74]. Increasing the laser power to a critical level of catastrophic collapse, associated with 

self-trapped filaments, guaranteed the appearance of a supercontinuum [75, 76]. There are a few 
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drawbacks associated with this method, namely small power efficiency due to short interaction lengths 

and low laser material damage. This challenge was solved through processes such as cascaded stimulated 

Raman scattering (SRS) [77] and four-wave mixing (FWM) [78, 79] in optical waveguides with high 

nonlinear properties [80, 81]. The gas-filled hollow core waveguide (HWG) [82], large mode area (LMA) 

fiber [83, 84], and microstructured optical fiber [85-89] are the most commonly used waveguides.  

The processes responsible for supercontinuum generation using ultrashort laser pulses in 

waveguides can be divided into two distinct cases determined by the sign of the GVD, see Figure13 for 

all-silica-based fiber [90]. In this figure, zero-dispersion wavelength (ZDW) is the wavelength where total 

dispersion (material and waveguide dispersions) equal to zero. 

 

Figure 13. Dependence between dispersion and wavelength of an all-silica-based fiber. 

For the case of normal GVD pumping the spectral broadening is dominated by self-phase 

modulation and self-steepening [91]. When pumping wavelengths are in the anomalous dispersion region, 

supercontinuum generation results from soliton-related dynamics [92, 93], namely, the initial spectral 

broadening and self-compression, soliton fission, intrapulse stimulated Raman scattering, and dispersive 

wave emission [94, 95]. Pumping in the anomalous dispersion regime may provide the generation of a 

much broader spectrum with a finer structure than pumping in the normal dispersion regime, but due to 
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the power fluctuations it causes more noticeable coherence degradation [96]. By optimizing waveguide 

parameters, such as core size or fiber structure, one can control the dispersion of the guided modes, 

enhance the interaction length and thus, the third-order nonlinear-optical processes.  

1.7 Coherent Raman Scattering 

All the third-order nonlinear processes described above relate to elastic scattering, i.e. the case when the 

kinetic energy of the incident photon is conserved after the interaction with a medium. The opposite to 

this phenomena is inelastic scattering, which causes the energy of the particle to increase (anti-Stokes 

Raman scattering) or decrease (Stokes Raman scattering) by an amount proportional to the molecule’s 

vibrational frequency, ωvib, see Figure 14.  

 

Figure 14. Inelastic scattering. (a) Monochromatic excitation (ωp) and Stokes (ωS) line. Note that 
the Stokes line is more intense than the anti-Stokes line (not shown) due to the low probability of a 
molecule to be in the excited state prior to excitation. (b) Corresponding energy diagram of Stokes 
Raman scattering. ωvib is a vibrational frequency. 

For different materials the induced dipole moment is different due to the molecular structure and 

nature of the bonds. This property of the medium is connected to polarizability and depends on the 

position of the individual atoms. The classical description of Raman scattering considers an incident 

electromagnetic (EM) field with frequency 0  and causing spontaneous emission at 0 vib  , matching 

the molecule’s quantized vibrational modes, vib . In the presence of the field, electrons in a molecule are 

displaced from their equilibrium position by [97]: 
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0 0( ) cos( )dQ t Q t ,     (25) 

where ( )dQ t  is a current displacement of the nuclear coordinate and 0Q  is a magnitude of the 

displacement. Note this is similar to the polarization process described earlier. For a small displacement 

the polarizability can be expanded in Taylor series. Including Eq. (25) the polarizability can be expressed 

as: 

0 0 0cos( )d Q t
dQ
    ,    (26) 

where 0 is a polarizability at equilibrium. Given that the dipole moment is a product of both the 

polarizability and the oscillating electric field, 0 0cos( )E t , in combination with Eq. (26) can be written as 

follows: 

 0 0
0 0 0 0 0cos( ) cos( ) ) cos( ) )

2 vib vib
Q EE t t t

Q
      

    


,   (27) 

Equation (27) describes the appearance of secondary radiation which oscillates at two new frequencies, 

namely 0( )vib  and 0( )vib  , the Stokes and anti-Stokes lines respectively. Therefore, vibrational 

modes with asymmetric differential polarizability, 
Q



, are considered to be Raman active. The first term 

relates to the ensemble of molecules, which oscillates at the same frequency as the incident field and 

cause Rayleigh scattering. The first term does not carry any information about molecular structure. The 

second and the third terms contain information about molecular structure and the normal modes of 

molecular vibration, vib .  

Spontaneous Raman scattering is a weak optical process (more than 8 orders of magnitude 

weaker than elastically scattered light in solids [98] due to a small scattering cross-section. A strong 

fourth power dependence on the inverse of the excitation frequency makes this signal even harder to 

observe when using long excitation wavelengths. At low temperatures, < 500 K, Stokes Raman scattering 
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usually is a more favorable process than the anti-Stokes Raman scattering due to the negligible population 

probability of vibrational overtones.  

The Raman signal can be considerably enhanced, by more than six orders of magnitude, using a 

joint action of the incident fields with frequencies S  and P . If the frequency difference between them 

matches one of the molecule’s vibrational modes it causes the variation of the refraction index and leads 

to frequency shift,  , with respect to probing frequency: 

( )aS pr p S pr         .    (28) 

The spectrum of the coherent Raman process for narrow lines and its energy diagram are presented in 

Figure 15. 

 

Figure 15. Coherent Raman scattering. (a) Excitation lines, ωp and ωS, and scattered line, ωaS. (b) 
Energy diagram of the coherent Raman scattering. In this case, pump (ωp) and probe (ωpr) 
frequencies are the same.  

The third order susceptibility in a classical model is given by:  

2
(3)

2 2
0

1( )
6 2vib

N
m Q i




  
 

       
,    (29) 

where N  is the molecular number density, m  is the reduced mass of the molecule, and   is the damping 

constant determining the natural line width of the Raman vibrational mode. The intensity of the coherent 

anti-Stokes Raman (CARS) signal has the following dependence: 
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2(3)( ) aS p S prI I I I ,     (30) 

where pI , SI , prI  are the intensities of the pump, Stokes, and probe beams, respectively. Since the process 

is coherent, there is a fixed phase relationship between incident and scattered fields. Scattered fields in 

coherent processes are added up. Therefore, the intensity is proportional to the number of scatterers 

squared, as it is shown in Eqs. (29) and (30). In comparison to the spontaneous Raman signal, the CARS 

signal arises directly due to the phase-matching requirement. 
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Chapter 2 Photonic control and pulse-to-pulse characterization of high-repetition rate lasers 

The development of solid-state femtosecond laser has enabled a vast amount of fundamental 

scientific research in physics, chemistry, and biology. A key concept in this field of research is that the 

superposition of many monochromatic optical waves allows for the generation of ultrashort pulses, and 

provides the possibility to manipulate each of the spectral components to create any desired shape in both 

the spectral or temporal domains. The ability to control the time of arrival of each spectral component is 

used in many research laboratories that study applications related to coherent control. One of these 

applications includes the generation of a square-shaped temporal pulse profile, which will be covered in 

Section 2.1. Square-shaped pulses with steep back and front edges were produced using phase-only 

modulation with no loss of spectral bandwidth. We have demonstrated numerically and experimentally 

the conversion of 40 fs pulses into pulses 150 times longer duration. Such pulses can be used for efficient 

pumping of a gain medium in optical parametric chirped-pulse amplification (OPCPA) apparatus [99], 

which, in turn, is utilized as a seeding source for free-electron laser (FEL) systems, such as FLASH or X-

ray FEL (XFEL). 

Nonlinear optical applications depend on the pulse duration and coherence of the laser pulses. 

Knowing the exact properties of the laser source is of great importance for applications based on 

nonlinear effects. Traditional pulse characterization methods, such as autocorrelation, are subjected to 

misleading averaged pulse duration measurements.  Characterization of high-repetition rate pulsed laser 

sources can be complicated by their pulse-to-pulse instabilities. In Section 2.2 I introduce a quantitative 

measurement [100] that can be used to determine the pulse-to-pulse fidelity of ultrafast laser sources. 

Numerical simulations and experiments illustrate the effect of spectral phase and amplitude noise on 

second- and third-harmonic generation. 

 

This chapter has been adapted with permission from (Opt. Express 23, 27105-27112 (2015)), (Opt. 
Express 23, 23597-23602 (2015)), and (Opt. Express 23, 12037-12044 (2015)). 
© 2015 Optical Society of America. 
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2.1 Phase-only synthesis of ultrafast stretched square pulses 

Self-action processes, which manifest as self-phase modulation or self-focusing, limit the peak intensity 

that can be transmitted through an optical medium. When the light pulses are ultrashort (< 10−12 s), the 

threshold for self-action processes can be reached with very low energies. The introduction of chirped-

pulse amplification (CPA) and OPCPA were significant steps in the scaling of ultrafast laser pulse energy 

[32, 101-103]. The lower peak intensity of the square-shaped pulses implies a higher gain that a CPA 

system can sustain without damage. Generation of square pulses using spectral phase modulation, as 

presented here, is advantageous because the pulses can be recompressed to their original duration by 

applying the inverse spectral phase. Conventional grating pair stretcher can make pulse significantly 

longer, but in case of a Gaussian pulse profile, a huge portion of this pulse is not involved in amplification 

process, thus lowering the conversion efficiency [104, 105]. For a Gaussian pulse the peak of the pulse is 

near the self-action threshold but the rest of the pulse is well below the threshold. Clearly, a different 

pulse shape would be able to satisfy the condition of maintaining peak intensity below the threshold while 

occupying a smaller temporal footprint. The square-shaped pulse is the optimal solution for minimal pulse 

duration while not exceeding the self-action threshold, as illustrated in Figure 16. For example, a square-

shaped pulse with the same FWHM as a Gaussian pulse is three times shorter than the Gaussian pulse, 

TGauss. The discussion here is relevant to ultrafast laser pulses, therefore, the square-shaped pulse must 

maintain the entire spectral bandwidth of the original pulse. Only such pulses can be recompressed to 

their original pulse duration by introducing the inverse phase used to create them. In this chapter we show 

how such square-shaped pulses can be created starting from laser pulses with any spectral shape. 
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Figure 16. Simulated intensity of a Gaussian (black) and square-shaped (red) pulses with equal 
peak power and FWHM as a function of time in units of Gaussian standard deviation. TSquare and 
TGauss are the bottom-to-bottom pulse durations for square and Gaussian pulses, respectively. 

A number of approaches have been explored for the generation of square-shaped pulses starting with 

femtosecond pulses. The first approach uses a pulse shaper that introduces a phase and amplitude mask in 

the frequency domain that corresponds to the Fourier transform of the square pulse in the time domain. 

This method was implemented using a microlithograhically etched mask [106], and later using a liquid 

crystal spatial light modulator [107]. The main drawback to this approach is the resulting spectral 

narrowing caused by the amplitude mask. This approach could not provide a viable alternative for CPA 

because of irreversible pulse broadening in the time domain. Second, flat-top 200 fs FWHM pulses were 

created using a phase mask generated by both a genetic algorithm and a Gerchberg-Saxton algorithm 

[108]. This approach works; however, for every input laser spectrum and final square-shaped pulse 

duration, the phase needs to be redetermined by the optimization algorithm. Third, an approach, which 

limits the spectral bandwidth with a super-Gaussian spectrum and an optimally designed phase was 

explored numerically but has not been implemented experimentally [109]. Finally, there is an intriguing 
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approach that is based on the concept of stacking pulse replica one after the other in order to create a flat-

top pulse with pulse duration proportional to the number of pulses stacked in time [110]. The advantage 

of this method is its simplicity. The disadvantage is that spectral interference among the replicas results in 

the sync-function spectrum of the output square-shaped pulse, which is much narrower than the input 

pulse spectrum. 

2.1.1 Theoretical concept  

The phase-only generation of a stretched square-shaped pulse is based on the following concept. In the 

limit of large linear chirp the temporal shape of a stretched pulse approaches its spectral intensity, ( )I  . 

In this case, the delay ( ) ( ) /d d      is a linear function, and its derivative, i.e. local stretching 

2 2( ) / ( ) /d d d d      , is a constant. Therefore all frequency components are linearly delayed or 

advanced and stretched equally such that the spectral shape is mapped to the pulse shape. For example, 

consider a pulse with a Gaussian spectrum. Linear chirp stretches the pulse but its shape remains 

Gaussian, see Figures 17(a) and (b). To make a square pulse one has to adjust the local stretching 

( ) /d d    to account for changes in spectral intensity: higher intensity requires more stretching, lower 

intensity - near the wings - requires less stretching, see Figures 17(c) and (d). If ( ) /d d    is 

proportional to the spectral intensity of the pulse: 

2

2

( ) ( ) ( )d d I
d d
    
 

       (31) 

then the pulse shape becomes a square for any arbitrary spectrum, ( )I  . 
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Figure 17. Pulse stretching with linear chirp, (a) and (b); or with a nonlinear function (c), (d) based 
on Eq. (31). The dashed line corresponds to ( )  . 

The duration of the stretched pulse is the difference between delay values for the extreme spectral 

components, max min( ) ( )T      , see Figure 18(b). To satisfy this condition for the pulse duration T, 

the delay and the spectral phase should have the following forms, respectively: 

0

0

( ') '( )( )
( )

I dd T
d I d


  

 
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  


,     (32) 

0
( ) ( ') 'd


      .     (33) 

Figure 18 demonstrates the concept of square-shaped pulse generation. Here, the initial spectrum is set 

equal to the second derivative of the phase (Figure 18(a)) and is used to determine the spectral delays  

(Figure 18(b)), which then are used to generate the spectral phase, see Figure 18(c). It is worth noting that 

using phase distortion with opposite sign compresses the pulse to its original duration and shape. 
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Figure 18. Phase modulation in the frequency domain generates a square-shaped pulses in the time 
domain. (a) The second derivative of the phase, equivalent to the local stretching. (b) The first 
derivative of the phase, equivalent to delay of the frequency components. (c) The spectral phase 
required to convert the original pulse into a square-shaped pulse in the time domain. 

The proposed method works well for large stretching ratios / 10T   , where   is the initial pulse 

duration . For smaller stretching ratios the pulse profile is limited by the inherent rise time of the pulse. 

Figure 19 shows simulated pulse profiles for different stretching factors, where the initial pulse duration 

was changed, while keeping the final pulse duration, T , the same.  
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Figure 19. Square-shaped pulses in the time domain with the different stretching parameters. 

2.1.2 Experimental results  

Implementation of the expressions given above in the laboratory is straight forward when using a well 

calibrated pulse shaper that is capable of eliminating unwanted phase distortions (starting with a Fourier-

limited pulse) [111-113]. The experimental setup shown in Figure 20 consists of a Ti:Sapphire oscillator 

(Micra, Coherent, Inc.), a pulse shaper (FemtoFit, BioPhotonic Solutions, Inc.), and a Ti:Sapphire 

regenerative amplifier (Legend, Coherent, Inc.). The output was split into two beams that form a cross-

correlator, shown in a Figure 20 as ‘1’ and ‘2’. Beam 1 goes through an optical delay line, and beam 2 

goes through a second pulse shaper (MIIPS Box640 PA, BioPhotonic Solutions, Inc.) where the desired 

phase is introduced.  

 

Figure 20. Experimental setup. BS, beam splitter; L1, L2 are lenses; Beams 1 and 2 after the beam 
splitter are recombined at the SHG crystal, where the pulses are measured. 
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Both beams were then focused in a nonlinear crystal (KDP crystal) by a 400 mm focal length lens. The 

SHG signal was recorded with a spectrometer (USB 4000, Ocean Optics). The pulses in both beams are 

first compressed to transform limited duration (40 fs at FWHM) using MIIPS [111-113]. 

The experimental demonstration of square-shaped pulse generation is shown in Figure 21(a), 

where the black curve shows the cross-correlation measurement of the resulting square-shaped pulse. The 

blue curve shows the cross-correlation of the input transform-limited pulses, and the red curve shows a 

linearly chirped pulse with −39,000 fs2. Both square and linearly chirped pulses have the same peak 

power and energy. The phase mask for the square pulses is calculated according to Eq. (31), using the 

experimental laser spectrum and selecting the desired duration, T. The phase is introduced by Pulse 

Shaper 2. Figures 21(b) and (c) show the spectrally resolved cross-correlation for both the square and 

linearly chirped pulses, respectively. From these plots one can see that the SHG intensity is evenly 

distributed in time within the 3 ps window for the square-shaped pulse, however, for the chirped pulse the 

SHG is concentrated within the central picosecond. This illustrates an even distribution of the peak 

intensity inside the square-shaped pulse. It is worth noting, that phase modulation does not affect the SHG 

laser pulse spectrum, or the fundamental (800 nm wavelength range) spectrum. 



34 

 

 

Figure 21. Experimental cross-correlation measurements. (a) Integrated SHG intensity for the 
input transform limited pulse (blue), the linearly chirped pulse (red) and the square-shaped pulse 
(black) as a function of delay. (b) Spectrally resolved cross-correlation measurements of the 
square-shaped pulse; (c) Spectrally resolved cross-correlation measurement of the linearly chirped 
pulse. 

The approach, described for generating square-shaped pulses, is only limited by the number of pixels in 

the pulse shaper. A non-pixelated device such as a deformable mirror does not have this limitation. The 

maximum stretching factor max /T   equals the number of pixels within the FWHM of the laser spectrum. 

We show experimental results for stretching a 40 fs pulse 75, 100 and 150 times in Figure 22(a). The 

results are plotted in logarithmic scale to show the steep front and trailing edges of the pulses and the low 

background with no satellite pulses. No additional special effort was made to reduce the background level 
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below 1% in the square pulses. In Figure 22(b) we also show that the proposed method for creating 

stretched square-shaped pulses does not affect the fundamental laser spectrum, therefore pulses can be 

recompressed. 

 

Figure 22. (a) Experimental cross-correlation measurements (logarithmic scale) of square-shaped 
pulses at different pulse durations. The input pulses duration is 40 fs. (b) Fundamental laser 
spectrums before and after 10x stretching. Note, that the phase required to create square-shaped 
pulses does not affect the spectrum of the pulse. 

One of the motivations for phase-only square-shaped pulse generation is that the pulses can be fully 

recompressed. We test this hypothesis by introducing the phase desired to create 10x stretched pulses at 
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the output of the amplifier using Pulse Shaper 1. We then use Pulse Shaper 2 to recompress the pulses. In 

Figure 23(a) we show the phase applied by Pulse Shaper 1, and the phase retrieved by Pulse Shaper 2 in 

order to recompress the pulses. Note that it is essentially the same phase as introduced by Pulse Shaper 1. 

Figure 23(b) shows the autocorrelation of the pulses without stretching and after stretching by Pulse 

Shaper 1 and recompression by Pulse Shaper 2. Full implementation of this approach for CPA will 

require considerable thought regarding the most reliable and cost-effective optics to be used for stretching 

and compression. Similarly, design and cost considerations will determine whether the final laser system 

will include static optics or a programmable pulse shaper. 

 

Figure 23. (a) Experimental laser spectrum (red). Blue curve is the applied spectral phase by Pulse 
Shaper 1. Black curve is the measured spectral phase by Pulse Shaper 2. (b) Experimental 
autocorrelation measurements of the amplified laser output pulses without stretching (black) and 
after 10x square-pulse stretching by Pulse Shaper 1, amplification, and compression by Pulse 
Shaper 2 to TL duration (red). 
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2.1.3 Conclusion  

We have presented an analytic solution to the generation of square-shaped pulses in the time domain 

starting from essentially any arbitrary spectrum. MatLab code is shown in Appendix A. The premise of 

this work is that linear chirp is not always an efficient approach to mitigate self-action processes which 

are highly sensitive to peak power of a pulse. Numerical and experimental results testing this hypothesis 

demonstrate that the square-shaped pulses result in significantly more compact pulses in the time domain 

than the corresponding linearly chirped pulses. The approach causes no spectral bandwidth loss and is 

reversible. This means, in order to recover the original input pulse one needs to introduce the 

complementary phase to the one used to stretch the pulse. Applications of our findings range from an 

alternative to CPA amplification to other applications where self-action mitigation is important, for 

example, in fiber optic communications and nonlinear optical imaging using a fiber-based endoscope. In 

comparison to a chirped pulse, a square pulse with the same peak intensity has a three times smaller 

temporal duration, requires less stretching and thus smaller spectral dimension on the compression 

grating. Square-shaped picosecond laser pulses with sharp front and trailing edges are desirable for the 

production of high-brightness electron beams used in free-electron lasers, Compton scattering light 

sources, and MeV electron microscopes [114-116]. There are other scientific applications for square-

shaped pulses with very fast turn on/off , for example, quasi-phase-matched conversion to soft X-ray 

photon energies, where the fast turn on initiates ionization and the flat top maintains the high-peak 

intensity [117], and time-resolved coherent anti-Stokes Raman scattering [118]. From a practical sense, 

while the use of a dedicated pulse shaper is ideal for the generation of square pulses, having an analytic 

solution should simplify the implementation of this approach for stretching and compressing ultrafast 

pulses using specially designed dispersive optics such as chirped mirrors and volume/fiber Bragg gratings 

that takes into account the spectrum of the input pulse.  
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2.2 Multi-shot coherent artifact in high repetition rate pulsed lasers 

Given that the characterization of high repetition rate lasers depends on the quantities averaged over 

multiple pulses, it is difficult to determine pulse-to-pulse variations and to quantify their effect on a pulse 

duration. Pulse-to-pulse instabilities can be expressed in terms of intra- (spectral amplitude or phase) or 

inter- (timing jitter) fluctuations. The causes of such fluctuations are varied. They range from beam 

pointing instabilities, peak power or temperature variations or quantum noise. As the laser industry 

continues the development of different stabilization schemes, these types of instabilities are getting less 

dominant but still exist. For example, a train of varying pulses could imitate an average pulse with a pulse 

duration different than the individual pulse duration and therefore cause ambiguities in data interpretation 

[119]. Therefore, we have set out to develop a method for quantitative characterization of ultrafast laser 

sources based on easy to measure averaged quantities. 

Applications such as two-photon excited fluorescence microscopy and second harmonic 

generation (SHG) imaging depend on the pulse duration [120, 121]. Pulse duration can therefore be an 

important criterion for predicting the expected nonlinear optical signal when comparing different laser 

sources. Unfortunately, the pulse characterization of noisy or partially incoherent laser sources is 

challenging given the appearance of the so-called autocorrelation coherent artifact [122]. In recent 

publications, frequency resolved optical gating (FROG) [123] and spectral phase interferometry for direct 

electric-field reconstruction (SPIDER) [48] were evaluated for their ability to quantify pulse shape 

instabilities [124-126]. The growing number of ultrafast laser sources that take advantage of self-phase 

modulation to increase spectral bandwidth, a process that in some cases leads to phase and amplitude 

noise, and this raises the question of how to accurately characterize their output based on averaged 

measurements. Microstructured fibers, for example, have been used to generate short pulses. However, 

the pulse-to-pulse reproducibility may be compromised [127]. Some fiber lasers are known to operate in 

both soliton-like and noise-like regimes [128, 129]. Quantifying noise and its impact on practical 

nonlinear optical applications is therefore a high-priority endeavor. In this work, we introduce a 
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measurement that can be used to determine the pulse-to-pulse fidelity of a laser, which quantifies the 

performance of the laser for nonlinear optical processes and helps distinguish between spectral phase and 

spectral amplitude fluctuations when the laser spectrum changes from pulse-to-pulse. Previous indicators 

of laser performance include basic techniques for measuring the amplitude noise or relative intensity 

fluctuations of continuous wave lasers [130-132]. Some methods have evolved to measure the noise and 

jitter of metrology sources, where it becomes important to know how close the source’s contribution is to 

the noise floor [133]. More recently, the shot-to-shot coherence and spectral fluctuations of noise-like 

ultrafast fiber lasers were characterized by making use of Young’s-type interference and single shot 

spectrometry at megahertz repetition rates [134, 135]. Such measurements clearly show the lack of 

coherence in noise-like pulse trains. Analysis of noise in pulse trains from mode-locked laser pulses is 

best illustrated by the work of von der Linde, where the power spectrum of the pulse train is shown to 

contain important information about the noise characteristics [136]. Periodic signals, as well as laser 

pulses, can be analyzed in terms of cyclostationary theory [137, 138]. Aspects such as jitter, amplitude 

and duration fluctuations can be detected in the frequency comb spectrum [139, 140]. 

The metric presented here and referred to as “fidelity” is best suited to characterize laser sources 

being used for nonlinear applications, using tools usually found in an ultrafast laser laboratory. The 

fidelity of a pulsed laser is an indicator of expected statistically-averaged laser performance. Fidelity is 

insensitive to intensity fluctuations, which are easily measured by a simple photodiode. Given two laser 

sources with similar TL pulse durations (based on averaged laser spectra), repetition rates and energy per 

pulse, the one with higher fidelity will lead to more efficient SHG and brighter multiphoton microscopy 

images. 

2.2.1 Theoretical concept 

It is tempting to tie expected laser performance to average pulse duration; unfortunately, measuring the 

average pulse duration of a noisy laser by conventional methods such as autocorrelation is not reliable 



40 

 

because of the aforementioned coherent spike. The duration of the spike depends on the coherence time 

 c  of the source, defined by the spectral width and shape of the pulse.  

Here we define fidelity based on the attenuation of a nonlinear optical process such as SHG as a 

function of added linear chirp, later we discuss other nonlinear optical processes such as third harmonic 

generation (THG). We introduce an expression that can be used in the laboratory to determine the pulse-

to-pulse fidelity function or curve as defined by Eq. (34): 
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where '' is the amount of chirp in the frequency domain, ''( )SHG
TheoryI   and ''( )SHG

ExperimentI   are the calculated 

and experimental normalized SHG intensity measurements as function of chirp. The intensities in the 

numerator are calculated assuming coherent noiseless pulses with a spectrum identical to the averaged 

laser spectrum being characterized. The denominator corresponds to averaged values measured for the 

second harmonic intensity of the laser source for the case, where the pulse has an amount ''  of linear 

chirp, divided by the second harmonic intensity when the output has no added chirp. The ratio between 

the averaged measurements makes the measurement insensitive to simple intensity fluctuations. Note that 

a noisy ensemble of pulses, with low fidelity, produces more SHG than one with high fidelity in the 

presence of a large chirp. This is because the low-fidelity source, on average, has pulses that are longer 

than the coherence time c  and, therefore, is less affected by chirp. Thus, a laser output with 1F   is 

highly coherent, while the one with 0F   is incoherent. The key is that Eq. (34) can be used to 

determine the practical performance of a laser, whilst avoiding the coherent artifact that is inherent to 

autocorrelation measurements. For large chirp values the intensity of nonlinear optical processes like 

SHG divided by the intensity of the same pulse when TL decays as ''1/ . Therefore Eq. (34) reaches 

asymptotically a value for large chirp values '' 2
c  . The definition above considers pulse trains that 
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average to Fourier-limited pulses, measurements on non-Fourier-limited pulses will be discussed later in 

the chapter. 

2.2.2 Numerical simulations  

Armed with a functional measurement for fidelity, we test a number of possible sources of noise that may 

be found in ultrafast lasers. For example, in mode-locked oscillators, random processes such as 

spontaneous emission, cavity-length fluctuations, or active beam alignment by a piezoelectric-actuated 

mirror cause fluctuations. In regenerative Ti:Sapphire amplifiers, the shot-to-shot variations may occur 

because of spontaneous emission and gain fluctuations from spectral turbulence inside the stretcher and 

compressor compartment or timing jitter associating with firing the Pockels cells. In all cases, we 

consider conditions that affect individual pulses but are difficult to detect by averaged measurements. In 

particular we considered (a) spectral jitter, where the spectrum experiences small random shifts towards 

shorter or longer wavelengths that average to zero; (b) random positive and negative chirp values that 

average to zero; (c) random high-order phase distortions that average to zero; (d) random phases on pulses 

that have random spectral amplitudes that satisfy a certain temporal window. The longer the temporal 

window used the lower the fidelity. Cases (a)-(c) can be found in oscillators, especially when operating at 

high pumping powers and in the presence of small air fluctuations. Case (d) is unusual for oscillators but 

has been found in the generation of ultrafast pulses from free-electron lasers [141] and has been used to 

simulate noisy pulses [124, 126]. For each simulation, we generate a train of 100 ‘noisy’ pulses, and 

calculate their corresponding averaged characteristics including the fundamental spectrum and the SHG 

spectrum as a function of linear chirp. From this data, we calculated their fidelity as a function of chirp 

introduced according to Eq. (34). For each case, we varied the noise magnitude to simulate output with 

fidelity values that ranged from 0.1 to 1.0. For all cases, we compared with ideal transform-limited 36 fs 

pulses. When calculating the train of noisy pulses we made sure that on average they had no phase 

distortion; that is, any pulse characterization method that measured their average phase would indicate 

they are transform limited. If one introduces linear chirp and collects the SHG spectrum at the same time, 
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one obtains a chirp-scan. Chirp scans have been shown to provide accurate pulse characterization, 

especially when one considers the linear chirp introduced as a reference phase [111, 112, 142, 143]. The 

chirp-scan, or multiphoton intrapulse interference phase scan, provides a direct measurement of the 

second derivative of the spectral phase [111]. Such scans are presented below for a set of ideal 36 fs 

pulses and for noisy pulses obtained by applying a random amount of positive or negative chirp, see 

Figure 24. The maximum SHG intensity at zero chirp observed for both cases indicates that both sets of 

pulses have no systematic spectral phase such as linear chirp or third order dispersion. The ensemble of 

noisy pulses, however, shows a much broader distribution of intensities because within the ensemble 

there are pulses with a wide range of chirp values. 

 

Figure 24. Numerical simulations of a MIIPS scan, where the SHG spectrum is plotted as a 
function of chirp, obtained for an ideal ensemble of coherent 36 fs transform-limited pulses with 
unit fidelity (a) and for an ensemble of noisy pulses with random amounts of positive and negative 
chirp (b). The SHG spectrum in both cases is the average of the entire ensemble of pulses. 

From the simulations shown in Figure 24, it is possible to calculate fidelity. We present such analysis for 

an ensemble of pulses having random magnitudes of positive and negative linear chirp such that the 

asymptotic fidelity equals 0.5. In Figure 25(a) we show how SHG intensity varies for ideal pulses (dashed 

line) and for the ensemble of noisy pulses (bold line) as a function of introduced linear chirp. Note that 

the noisy train of pulses is less sensitive to linear chirp. Figure 25(b) corresponds to the reciprocal 
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dependence shown in Figure 25(a) showing that for large chirp the dependence of SHG on chirp becomes 

linear. The fidelity curve and asymptotic value F , as defined by Eq. (34) is shown in Figure 25(c). 

 

Figure 25. Numerical simulations corresponding to Fourier-limited (dashed line) and noisy pulses 
(solid line) having a distribution of positive and negative chirps; see text. The dashed line in figure 
(c) indicates the asymptotic fidelity. 

We now examine in more detail signatures from different types of noise. For example, we illustrate 

spectral amplitude noise Figure 26(top), random spectral phase noise Figure 26(middle) and a mixture of 

phase and amplitude noise Figure 26(bottom). We find that the fidelity curve is distinctively different 

depending on the source of noise. Amplitude noise results in an averaged spectrum that is broader, which 

incorrectly could assume to correspond to shorter pulses. This leads to a sharp feature in the fidelity 

curve, see Figure 26(top). For the case of random phase noise, pulses are much less sensitive to small 

amounts of chirp given the additional phase modulation. This leads to the appearance of features below 

the asymptotic fidelity value, see Figure 26(middle). The fidelity curves are instrumental to determine if 

the source of noise is phase or amplitude spectral fluctuations (the spectrum changes from pulse to pulse). 

For completion, a case in which the noise comes from both amplitude and phase fluctuations is shown in 

Figure 26(bottom). In this case the central feature in the fidelity curve is broad.  
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Figure 26. Numerical simulations corresponding to Fourier-limited (dashed line) and noisy pulses 
(solid line) having (top) spectral jitter, (middle) random phase modulations, and (bottom) a 
mixture of phase and amplitude modulations. The dashed line in the third column indicates the 
asymptotic fidelity. 

It is important to determine how a fidelity value translates into practical applications such as two-photon 

excited fluorescence or SHG imaging. The correlation between fidelity (x-axis) and relative intensity of 

SHG or THG are plotted in Figure 27. We have found that the source of noise changes the dependence; 

therefore, we introduce Eq. (35). 

''
''

0
( )

nSHG SHG
TLI I F





       (35) 

where the SHG or THG attenuation experienced by the ensemble of pulses compared to a fully coherent 

source depends on the asymptotic fidelity value to the nth power. The asymptotic fidelity value can be 
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used to determine the effective attenuation or nonlinear optical signal caused by noise. The power 

dependence, n, in Eq. (35) depends on the type of noise and nonlinear optical process as shown in Figure 

27. For spectral amplitude noise, the SHG/THG intensity correlates with fidelity to the order n=0.5/n=1. 

For phase and amplitude noise, SHG/THG correlates with fidelity to the order n=0.6-0.7/n=1.5. For phase 

noise, SHG/THG correlates with fidelity to the order n=1/n=2. Measuring a fidelity curve, Eq. (34), 

reveals the dominant contribution to noise (phase or amplitude). The asymptotic fidelity value obtained 

for large chirp tells us, through the Eq. (35), by how much a nonlinear process such as SHG or THG is 

attenuated due to noise. 

 

Figure 27. Numerical simulations showing the power dependence of expected SHG (a) and THG 
(b) intensity on fidelity: A for amplitude noise, PA for phase and amplitude noise, and P for phase 
noise. 

Consider a pulsed laser output with 0.5F   being used for nonlinear optical imaging such as SHG or 

THG microscopy, it is important to know how the low fidelity value affects signal intensity. In the most 

common case of phase fluctuations, SHG/THG decreases to ½ and ¼ of the expected value for noiseless 

pulses, respectively. In the rare case of large spectral jitter, SHG/THG would decrease by a factor of 2  

and ½, respectively. In the case of mixed phase and amplitude noise, SHG/THG signal would be reduced 

by a factor of ~0.6 or ~1/3, respectively. 
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Fidelity measurements are also possible for pulse trains that do not average to Fourier-limited 

pulses. If the ensemble of laser pulses being measured has a net positive chirp, the MIIPS trace shifts to a 

negative chirp value. The opposite sign results because the maximum SHG is obtained when the net chirp 

of the laser is compensated by the chirp introduced by MIIPS. Numerically shifting the SHG intensity 

scan so that at all wavelengths the maximum SHG is centered at zero dispersion results in a plot similar to 

the MIIPS data shown in Figures 24(a) and (b), from which a value for fidelity can be easily obtained. 

Fidelity measurements can also be obtained for lasers having a combination of linear chirp and third-order 

dispersion (TOD). TOD causes a MIIPS trace to appear as a diagonal feature [111, 112], as shown in 

Figure 28(middle column). In Figure 28 if high order dispersion is uncorrected, then values for positive 

F and negative F chirp are quite different; however, simply shifting each spectrum to zero 

dispersion yields the correct value for fidelity. It should be clear that any combination of linear chirp and 

TOD can be easily treated by shifting as shown in Figure 28(right column) to obtain reliable fidelity 

measurements. If higher-order phase distortions are present it is necessary to measure and compensate 

these distortions using iterative MIIPS [111, 112] or other pulse shaper based method capable of 

compensating arbitrary phase distortions. Note that the MIIPS average spectral phase measurement and 

compensation are not affected by noise. The reported pulse duration by the MIIPS algorithm, which takes 

into account the laser spectrum, would be underestimated in the case of a laser with low fidelity. This 

highlights the importance of the proposed fidelity measurement. 
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Figure 28. 2D MIIPS traces for an ensemble of random pulses with average phase distortion 900 
fs2 and 2.7×104 fs3 starting with 30 fs TL pulses. Chirp is scanned ± 20000 fs2 (vertical axis), and 
the spectral range (horizontal axis) is 375 nm to 425 nm. First row illustrates coherent pulses with 
unit fidelity. Second row is for random pulses with an average pulse duration of 300 fs. First 
column is for no dispersion, the second column is with dispersion, and third column is obtained by 
numerically shifting the spectral line to zero chirp. The dashed white lines correspond to ± 9000 
fs2. Each simulation corresponds to 1000 random pulses, each measured as a function of 500 
different chirp values. 

2.2.3 Experimental measurements  

The experimental setup includes a Ti:Sapphire oscillator (Micra, Coherent, Inc.), a pulse shaper 

(FemtoFit, BioPhotonic Solutions Inc.) placed between the oscillator and amplifier, a Ti:Sapphire 

regenerative amplifier (Legend, Coherent, Inc.), home-built autocorrelator, focusing lens, nonlinear 

crystal (KDP crystal), blue filter (BG39) and spectrometer (Ocean Optics, USB 4000). The pulse shaper 

was used to measure and compensate the averaged dispersion of the laser pulses using MIIPS [111, 112], 

and to scan the linear chirp on the pulses. In Figure 29, we present experimental autocorrelation 
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measurements for regeneratively amplified pulses under three different conditions: (a) high fidelity, (b) 

spectral phase noise, and (c) presence of post pulses. For these measurements the two arms of the 

interferometer were crossed at the nonlinear crystal and the SHG was detected. As we can see from 

Figures 29(a)-(c), the intensity autocorrelations are comparable; autocorrelation measurements are 

insensitive to phase noise and to pre- or post-pulses. 

 

Figure 29. Non-collinear SHG autocorrelations for amplifier (a) without any distortions, (b) with 
airflow averaged 100 times, (c) with post-pulse. Note that autocorrelation is not sensitive to 
changes in pulse duration caused by spectral amplitude or phase noise. 

In Figure 30 we show fidelity measurements after pulse compression using MIIPS [112]. The values for 

F and F  were measured at the 10% normalized intensity level, see green dots, where the asymptotic 

value is reached and the signal to noise ratio is still good. From the plots we can conclude that laser pulses 

were compressed to TL duration and that the oscillator has a very good pulse-to-pulse reproducibility. 

The fidelity parameters, which are marked as green points, equal to 0.98 and 0.99 respectively. The pulse-

to-pulse stability was measured analyzing 22,000 waveforms with the oscilloscope. After statistical 

analysis of the peak signal values, the relative standard error was calculated and found to be ~0.3% for the 

fundamental signal and ~1% for the SHG signal. Based on the fidelity curve one can conclude that the 

major source of pulse-to-pulse instability in the oscillator is spectral phase fluctuations. 
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Figure 30. Fidelity measurements for a Ti:Sapphire oscillator (28 fs) when the pulses are fully 
compressed. The insets show the experimental and theoretical 2D SHG chirp scans. The fidelity 
asymptotic values, green dots, are 0.98 and 0.99. 

Fidelity measurements for amplified TL pulses after pulse compression are shown in Figure 31(a). The 

fidelity drops from >0.98 to ~0.95 after amplification due to fluctuations of spectral phase introduced by 

the amplifier. Note that these are some of the best values measured in our lab from our best amplified 

system. The most pronounced source of noise in the amplifier is the stretcher where the spectrum is 

dispersed and vulnerable to spectral phase noise. In order to amplify such noise, the cover for the stretcher 

and compressor was removed. For these measurements, 100 chirp scans were averaged in order to smooth 

the instantaneous SHG intensity fluctuations. The results from this measurement are shown in Figure 

31(b), where we see that the fidelity has dropped to 0.88. The pulse-to-pulse intensity fluctuations, 

measured with an oscilloscope, for these cases are ~1% for the fundamental and ~2% for the SHG signal. 

When the compressor and stretcher compartments are open the fluctuations increase to ~11% for the SHG 

signal only. The large difference between the fundamental and SHG signal confirms that the major source 

of noise is spectral phase fluctuations. 
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Figure 31. Fidelity measurements for compressed laser pulses after the regenerative amplifier (a) 
in the absence of distortions. Both positive and negative fidelity parameters equal to 0.95. (b) 
When the pulses are distorted by airflow in the stretcher and compressor. The fidelity parameters 
equal to 0.88 and 0.89, respectively. The pair of insets shows the experimental and theoretical 2D 
SHG chirp MIIPS scans respectively. 

Beyond noise, it is important to determine if an amplifier generates pre- or post-pulses. A post-pulse was 

generated by misadjusting the timing of the second Pockels cell in the amplifier. The noise statistics for 
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the amplifier output were 1% for fundamental and 2% for SHG signals, which implies pre- and post-

pulses cannot be detected by intensity fluctuations. Fidelity measurements for fully compressed amplified 

pulses that have a post-pulse are shown in Figure 32(a). Pre- or post-pulses show marked differences for 

positive and negative chirp and therefore a large difference in the fidelity values for positive or negative 

chirps. Figure 32(b) shows a comparison between the fidelity approach and a fast photodiode in 

measuring pre- and post-pulses in an amplifier. We find approximately similar sensitivity for both types 

of measurements. The inset shows how the oscilloscope waveform of the signal looks when the second 

Pockels cell delay time is set to 211.5 ns. The post-pulse can be seen at ~10 ns. Most commercial lasers 

have the same amount of dispersion in the regenerative amplifier per round trip, and therefore the 

appearance of pre- or post-pulses occurs near positive or negative 8,000 fs2, respectively. 

 

Figure 32. Fidelity measurements of a Ti:Sapphire amplifier with a post-pulse. The pair of insets 
in (a) shows experimental and theoretical 2D SHG chirp MIIPS scans. The fidelity parameters 
equal to 0.63 and 0.90 respectively (at the green dots). (b) Pre- and post-pulse detection using 
fidelity measurements and using a fast photodiode. The inset shows the oscilloscope waveform 
with a post-pulse ~10 ns after the main pulse. 

2.2.4 Discussion and conclusion 

We have performed fidelity measurements to characterize the random noise present in high repetition rate 

Ti:Sapphire femtosecond laser systems and have found that oscillators can be very quiet, with fidelity 

values approaching unity. On the other hand, we have found that regenerative amplifiers introduce 

spectral phase and amplitude bandwidth noise that reduces fidelity to ~0.95. By exploring situations that 
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decrease the fidelity of the amplified output, such as opening the stretcher to air and improper adjustment 

of Pockels cells, we showed that autocorrelation measurements for these situations fail to detect problems 

in the output. We demonstrate that fidelity measurements provide a robust approach to further 

characterize the output of ultrafast laser sources, especially for detecting spectral amplitude and phase 

noise, and for amplified systems to detect pre- or post-pulses.  
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Chapter 3 Standoff detection techniques. CARS spectroscopy 

The ability to remotely identify trace quantities of materials is an ongoing challenge of high 

priority for many applications such as terrestrial field testing in outer space [144], combustion diagnostic 

[145], pollution mapping in atmosphere [146], and detection of explosives [147]. The latter application, 

discussed in this chapter, is intended to provide greater safety for the operator because it doesn’t require 

direct or close contact with the materials under investigation like in the ion-mobility spectrometry (IMS) 

[148] or colorimetric kits [149]. Recent advances in the laser technology made a big step toward the 

developing of fast, label-free, noncontact, sensitive, selective, and safe systems for standoff chemical 

detection [147, 150-167]. Furthermore, the non-destructive acquisition of chemically resolved images 

would allow for follow up analysis by alternate methods and, when necessary, the collection of evidence.  

In the Dantus Research Group we have developed a non-contact no-reagents system operating in 

the eye-safe 1560-1800 nm wavelength range for standoff trace detection of chemicals and high speed 

imaging based on CARS spectroscopy. Experimental results are provided for a number of chemicals on a 

variety of surfaces at sub-g/cm2 concentration. Chemically specific images were collected at 0.06 ms per 

pixel. Results from this effort indicate that the combination of modern industrial fiber lasers and nonlinear 

optical spectroscopy can address next generation eye-safe trace detection of chemicals. 

 

 

 

 

 

 

 

 

This chapter has been adapted with permission from (Opt. Express 25, 5832-5840 (2015)). 
© 2017 Optical Society of America. 
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3.1 Experimental techniques for standoff detection 

A wide variety of approaches have been explored, a testament to the difficulty of identifying sub-

microgram per centimeter squared quantities of chemicals in the presence of a complex background on a 

variety of surfaces [147, 151]. Optical approaches, in turn, can be separated into two broad categories: 

linear and nonlinear. Linear processes include spontaneous Raman scattering, which is naturally enhanced 

for shorter wavelength lasers [158-161], IR absorption and diffuse scattering imaging spectroscopy [162-

166]. Nonlinear optical methods take advantage of the coherent properties of lasers to enhance second- 

and higher-order optical processes, as in stimulated Raman processes [152-156], or for ablation and 

ionization of the sample as in laser-induced breakdown spectroscopy (LIBS) [157]. Some of the 

techniques are complimentary to each other. For example, IR absorption and Raman spectroscopies relate 

to the vibrational molecular motion, but both techniques are characterized by different selection rules. 

The goal of all these efforts is to achieve fast (sub-second) imaging capable of detecting trace 

quantities of chemicals on a wide variety of surfaces and those which may be mixed in with many other 

chemicals. Ideally, this goal is achieved using a system that is eye-safe, or at least retina-safe. In this 

chapter, we have presented the development of a fast chemical-imaging system that shows great promise 

for eye-safe trace detection of chemicals, characterized by using wavelengths longer than 1400 nm 

according to the American National Standard for Safe Use of Lasers (ANSI) [168]. According to this 

document, the least amount of damage occurs due to the absorption of laser radiation in the vitreous body 

that protects the retina from exposure, see Figure 33. The lens in the eye does not focus the radiation, thus 

decreasing the thermal effect of water absorption. Exposure to the radiation in that spectral region may be 

harmful for the cornea and the lens, whereas the radiation in the region longer than 3 m damages 

primarily the cornea. 
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Figure 33. The sketch of an eye under the exposure to radiations from the eye-safe region (1550 
nm) and outside that region (800 nm). Radiation at 1550 nm is not focused and it is absorbed by 
the vitreous body, whilst radiation at 800 nm is transmitted and focused on the retina, causing its 
damage.  

Of the many spectroscopic methods available, infrared absorption, terahertz (THz) absorption, 

and Raman scattering can detect vibrational signatures useful for identifying specific chemicals in a 

complex chemical background. Vibrational features in Raman spectroscopy are naturally narrow (sub 

5 cm-1) with little or no background. Approaches based on absorption required the development of 

quantum cascade (QC) lasers, capable of producing very sharp lines that can be scanned in the 

millisecond time scale over vibrational bands of interest. Such lasers have made fast chemical imaging 

possible via backscatter or photothermal imaging [162-166]. Spontaneous Raman spectroscopy has the 

added advantage that it requires no laser tunability, but a disadvantage of having low efficiency (<10-6). 

The intensity of the Raman signal, namely Stokes signal, is directly related to the secondary radiation 

emitted by the time-dependent induced dipole moment, and proportional to the power produced by such 

antenna: 
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where N is the number of scattering molecules and 0I is the intensity of the incident radiation. The  

4th-power frequency dependence of spontaneous Raman signals arises from spontaneous emission, as 

described by Einstein’s coefficient for spontaneous emission Eq. (37), 
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 ,     (37) 

where   is the wavelength of light, 0  is the permittivity of a vacuum, h is the Planck’s constant, and 

21M is the transition dipole moment. This wavelength dependence has led to great interest in the 

development of UV-Raman spectroscopy for trace chemical detection. In particular, systems using 

wavelengths shorter than 260 nm have been shown to avoid fluorescent signals [169] which can 

overwhelm the Raman signal. Conversely, near-infrared wavelength lasers have been considered 

impractical because the spontaneous Raman signal from a 1550 nm laser would be 1477 times weaker 

than the signal from a 250 nm laser, based on the inverse 4th-power wavelength dependence. Stimulated 

processes, such as CARS, do not have the same wavelength dependence because they are stimulated by 

the field. As such, they are described by Einstein’s 12 21B B  coefficients for stimulated processes, see 

Eq. (37), which lack the inverse wavelength dependence: 

  
B21 

2 3c
30h2 M21

2
.     (38) 

One can thus deduce that longer wavelengths, such as the 1560 to 2000 nm region which is safest to skin 

and eyes [168], can be used for high sensitivity coherent Raman spectroscopy, avoiding the steep 

wavelength penalty of spontaneous Raman processes. Based on the above discussion, we use CARS for 

standoff detection of chemicals. Briefly, the CARS process (illustrated in Figure 34) involves coherent 

stimulated excitation of molecular vibrations by the pump and Stokes fields; the coherent vibrations 

formed in the ground state are probed by the probe beam. The resulting polarization results in the CARS 

emission. When broadband pulses are used, a Raman-like spectrum is obtained for all Raman transitions 

within the bandwidth of the pump and Stokes portion of the field, see Figure 34(b). 
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Figure 34. (a) Energy diagram showing how the redder wavelengths of the broadband laser 
spectrum act as both pump and Stokes to stimulate multiple Raman transitions (broad red arrows). 
The narrowband (green arrow) is the probe and leads to broadband anti-Stokes emission (broad 
blue arrow). (b) Broadband laser spectrum indicating how different portions act as pump P  , 

Stokes S  and probe probe . The diagram shows multiple Ω transitions probed simultaneously 

aS . 

Our approach involves coherent nonlinear spectroscopy, therefore we are interested in fields that 

coherently excite at certain energy levels,  , see Figure 34(a), through interaction with a broadband laser 

pulse: 

2 2( ) ( )* *( ) ( ) ( ) ( ) ii
id E E d A A e                 ,  (39) 

where ( )E   is the complex spectral field, i  is a particular vibrational energy level, ( )A   is the field 

envelope, and ( )   is the spectral phase of the pulse. When the spectral phase function ( )   equals zero 

for all frequencies, the integral in Eq. (39) achieves a maximum value due to constructive interference 

among all different frequency pairs in the bandwidth that drive a particular vibration with frequency   

coherently. A broadband source, Figure 34(b), can be used to obtain CARS signals from a single laser 

shot by using different spectral regions for the pump, Stokes, and probe [152, 154, 170]. 

In this process the probe beam is modulated by the coherent vibrations leading to emission 

proportional to the third-order susceptibility, (3) , which can be written as [171, 172]: 
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where RA  is the Raman scattering constant, Pi  and Si  are pump and Stokes frequencies respectively, 

R  is the line width and (3)
NR  is the nonresonant third-order susceptibility. Therefore, the induced third-

order polarization can be approximated by the expression [170]: 

(3) (3) (3)( ) ( ) ( )NR RP P P    ,      (41) 

where  
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are the third-order resonant and non-resonant polarization components; ( )PE  , ( )SE  ,and ( )probeE   are 

the spectral amplitudes of the pump, Stokes and probe pulses respectively.  

3.2 Nonresonant background 

The total measured signal is a complex interplay between those two components shown in Eqs. (42) and 

(43) and in general, can have a significant nonresonant background. The nonresonant signal is the 

intrinsic property of the medium and originates from its electronic structure. In particular, the oscillations 

of electron cloud around nuclei are independent from Raman resonance at beat frequency, P S  , as it 

is shown in Figure 35 by dashed line. 
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Figure 35. Coherent anti-Stokes Raman lines with (red) and without (blue) nonresonant 
background. 

The CARS signal with nonresonant background is stronger than the signal without the background. It is 

due to the mutual contributions of electronic motion from nonresonant component and induced scattering 

from Raman vibrational mode, provided that phase between these two processes is locked. Nonresonant 

background imposes the asymmetry and shift on the CARS signal making the lineshape difficult to 

interpret. To minimize the non-resonant background, we used a probe pulse with perpendicular 

polarization [173, 174]. We also narrowed the bandwidth of the probe and delayed it from the pump and 

Stokes to obtained well-resolved CARS spectra[154]. In a published comparison CARS was shown to 

produce a 105 -106 times greater signal than spontaneous Raman scattering [175]. 

3.3 Experimental setup and results  

The design of the laser system was predicated on the use of commercially available industrial fiber lasers, 

taking advantage of their compact size and reliability. We opted for wavelengths in the 1550-1800 nm 

range because this spectral region is considered the safest for eye and skin exposure [168], induce no 

fluorescence, and can be efficiently generated by an industrial fiber laser. We chose a fiber laser chirped-
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pulse amplified system (Cazadero, Calmar Laser) generating 1.5 μJ sub-500 fs pulses at a 2 MHz 

repetition rate, with a bandwidth of 12 nm at full-width half-maximum at 1546 nm central wavelength. 

The output from this laser was split into two orthogonally polarized arms; the layout of the setup is shown 

in Figure 36. One arm (narrowband) was sent to a delay stage. The second arm was coupled into a 

photonic crystal (PC) rod (aeroChrome, NKT Photonics) with a 100 μm core diameter and 45 cm length. 

The anomalous dispersion of the PC rod leads to significant spectral broadening due to soliton fission and 

the soliton self-frequency shift effect [176, 177]. A pulse shaper (MIIPSbox640, Biophotonic Solutions 

Inc.) was used to select the pump and Stokes bandwidth with a slit at the Fourier plane and to compensate 

for the residual spectral phase of the soliton via the multiphoton intrapulse interference phase scan, pulse 

characterization and compression method [56, 111]. The spectrum of the laser system acquired with an 

optical spectrum analyzer (HP70950A) after combining the broadband and narrowband parts is shown in 

the Figure 36 inset. The beam was focused on the sample with a 75 mm focal length achromatic lens (L1) 

with a ~75 μm beam spot size at the 1/e2 intensity level. A pair of galvanometer-mounted mirrors 

(GVS012, Thorlabs) was used to raster scan the focused beam on a surface. The scattered light was 

collected 50 cm away with 2" diameter short focal length lens. The Raman signal was filtered out by a 

band-pass filter and focused on a photodiode (DET10N, Thorlabs). The electrical signal was then 

processed by a 600 MHz boxcar integrator (Zurich, UHF-BOX Boxcar Averager) with automated 

background subtraction. In terms of eye safety, we used 200 mW of 1546 nm laser pulses at 2 MHz with 

~500 fs duration at the sample. The collimated beam diameter is ~3 mm, with a resulting power density of 

~2.8 W/cm2. According to [168], the maximum permissible exposure at this wavelength is 1 J/cm2, 

therefore accidental exposure to the full beam for a second or longer could damage skin or the eye’s 

cornea. Given that the person being exposed would feel the exposure, the time will likely be limited to a 

fraction of a second. Nevertheless, laser safety goggles with optical density (OD)>2 are recommended for 

system setup. For maximum safety, the system could be confined to a curtained region such as that used 

for x-ray scanning. 
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Figure 36. Experimental setup: L1, 2, are lenses; PBS is the polarizing beam splitter; PD is the fast 
photodiode. The inset shows a typical output spectrum after the second PBS. The delay stage and 
the scanning galvo-mirrors are not shown for simplicity. 

The broadband pulse drives a vibrational coherence of the ground state and the narrowband pulse induces 

the third-order polarization responsible for the CARS blue-shifted emission. Figure 37 shows the spectra 

of both the narrow and broadband laser driving fields together with a typical CARS signal from powdered 

sulfur. We attenuated the laser pulses by 5 orders of magnitude to show them in the same scale with the 

CARS signal in Figure 37. Note that spontaneous Raman signal is not observed. This confirms that 

coherent Raman signals are orders of magnitude greater than spontaneous Raman signals at these 

wavelengths.  

Initial experiments were carried out on sulfur powder, which has a strong Raman line at 217 cm-1 

corresponding to the symmetric bend (umbrella) vibrational mode. Sub-microgram sensitivity was 

obtained as confirmed by imaging micron-sized particles weighing hundreds of nanograms (ng). 
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Figure 37. Spectra of narrowband and broadband laser parts and typical CARS signal (sulfur 
Raman line at 217 cm-1). No spontaneus Raman signal is osberved from the narrowband pulses 
alone. The signal within the gray area corresponds to  Rayleigh scattering from the substrate, 
attenuated by an OD5 filter. The signal for wavelengths shorter than 1525 nm corresponds to the 
CARS signal. 

Quantitative assessment of speed and sensitivity of the system (shown in Figure 38(a)) was made by 

determining the number of laser shots (at 2 MHz) required for positive identification of micron sized 

particles of sulfur powder. Sample preparation is explained in Appendix B. We found that one-sigma 

(68.3%) is achieved at ~4 laser shots, two-sigma (95.5%) at 32 laser shots, and three-sigma (99.7%) at 

~128 laser shots. Our laser scanner prevented us from speeds exceeding 0.06 ms/pixel, corresponding to 

120 laser shots per pixel, however, a faster scanner would allow us to image several times faster. A single 

image of sulfur particles on a bare aluminum substrate obtained at the maximum speed is shown in 

Figure 38(c) and (d) without and with thresholding respectively.  
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Figure 38. (a) Dependence between positive identification rate versus number of laser pulses in 
log scale. It shows that three-sigma probability is achieved with 128 laser shots at 2 MHz, which 
takes 0.06 ms per pixel. (b) Reference 100x100 pxl, 3x3 mm image (averaging of 10 scans) of 
sulfur particles (<75 m diameter) on aluminum substrate, detecting the sulfur Raman line at 217 
cm-1 obtained at 0.125 ms per pixel. The 100x100pxl, 3x3mm image (single scan) of sulfur 
particles (<75 m diameter) on aluminum substrate, detecting the sulfur Raman line at 217 cm-1 
obtained at 0.06 ms per pixel without a threshold (c) and with a threshold (d). Total acquisition 
time (0.6 s). 

We imaged sulfur microparticles on an automotive panel, on the inside and outside surface of automotive 

glass, and on a nylon bag. The substrates were not prepared or cleaned for these measurements. Images 

2×2 mm at 100×100 pixels were made at 0.25 ms per pixel, see Figure 39. For these measurements, we 

prepared natural fingerprints that included sulfur powder with a range in mass from 100 to 400 ng or 

sprinkled sulfur powder over the substrate. We observed clearly the sulfur Raman line at 217 cm-1, 
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without fluorescent interference from the car body panel as it would following excitation by UV or visible 

wavelengths. 

 

 

Figure 39. Images of sulfur microparticles, 2×2 mm, 100×100 pixels, obtained at 0.25 ms per 
pixel. (a) Sulfur fingerprint on a metallic red car body panel, showing average of 10 scans; (b) on 
the front and (c) back surfaces of a 6 mm thick laminated windshield, showing average of 5 scans. 
Note that (c) has a blurred edge showing both laser beam and Raman signal travel through a 
windshield. (d) Sulfur microcrystals on nylon, showing average of 20 scans. The scale bar is 1 
mm. 
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Trace explosives detection included imaging potassium perchlorate crystals (KClO4) on an aluminum 

plate and a car windshield as shown in Figures 40(a) and (b) respectively. The CARS signal corresponded 

to the potassium perchlorate Raman line at 463 cm-1, which corresponds to a bending vibrational mode. 

We found the sensitivity for potassium perchlorate was lower than for sulfur, but we were able to detect 

one-microgram particles at 0.25 ms per pixel. Triacetone triperoxide (TATP) (C9H18O6) microcrystals 

sublimed from a canine training swab were deposited and imaged on automotive glass, see Figure 40(c). 

The CARS signal at 300 cm-1 corresponded to the C-C-C bending vibrational mode of TATP. 

 

Figure 40. Images of potassium perchlorate and TATP. Potassium perchlorate images at 1.5×1.5 
mm, 100×100 pixels obtained at 0.25 ms per pixel, showing average of 5 scans. (a) KClO4 on 
aluminum substrate with a threshold correction of 1 STDev above the mean, (b) on a car 
windshield (6 mm thick), no threshold correction. (c) Image of TATP microparticles at 2×2 mm, 
100×100 pixels at 0.25 ms per pixel on automotive glass (6 mm thick), showing average of 10 
scans. The scale bar is 1 mm. Red square indicates the scanned region. 

Detection results of ng quantities of sulfur are presented in the Figure 41. The system was 

optimized for the sulfur Raman line at 217cm-1 and was tested at two different scanning speeds, 

see Figure 41(c) and (d) for comparison. The picture of a sample is given in Figure 41(a). Given 
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that the sulfur density is 2.07 g/cm3 the estimated masses for the sulfur particles in the red circles 

were calculated: 0.5 μg, 0.15 μg, 0.1 μg, and 0.4 μg. 

 

Figure 41. The 100x100 pxl, 1.5x1.5 mm images of sulfur powder, CARS signal on sulfur Raman 
line at 217 cm-1. (a) Picture of sample; 1 mm scale from the ruler is shown in the bottom. (b) 
Image at 0.25 ms per pixel without threshold correction showing average of 20 scans, (c) with 
threshold correction and average of 20 scans. (d) Image at 2.5 ms per pixel with threshold 
correction and average of 10 scans. The particles shown by the circles correspond to crystals 
around 0.5 μg, 0.15 μg, 0.1 μg, and 0.4 μg from top to bottom and from left to right. 

The speed of our method relies on using a fast photodiode at the expected Raman shift of the 

chemical being detected. These single photodiodes are inexpensive and multiple photodiodes can be used 

at Raman shifts of interest. When a full Raman spectrum is desired, we are able to obtain a stimulated 

Raman scan over the available bandwidth [152, 154, 170], in such cases the acquisition speed is limited 
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by the spectrometer 1 kHz for a fast acquisition system to 1 Hz for an optical spectrum analyzer (OSA) 

with rotating optics. A CARS spectrum with the three prominent Raman lines (scissors bending mode, 

rock mode, and symmetric stretch mode, A, B and C respectively) of liquid CCl4 in a 1 mm cuvette is 

shown in Figure 42. The signal was collected in transmission by optical spectrum analyzer with a 1 Hz 

refresh rate. 

 

Figure 42. CARS spectrum of carbon tetrachloride. The different frequencies (A) 217 cm-1, (B) 
314 cm-1 and (C) 460 cm-1 correspond to the vibrational modes shown on the right. The 
wavelength axis (top) is not linear and is included for reference only. 

3.4 Conclusion 

In summary, an eye-safe laser based spectroscopic instrument capable of obtaining chemically resolved 

images of trace quantities has been demonstrated. A range of compounds deposited on a variety of 

unclean surfaces including bare metal, painted car panels, automotive glass, and nylon, were identified at 

a rate of 0.06 ms per pixel. This broadband CARS approach provides a Raman spectrum limited only by 

the bandwidth of the pump and Stokes spectrum, which, in this case, is limited to 540 cm-1. When the 

backscatter CARS signal is detected by a spectrometer or an optical spectrum analyzer, we can acquire a 

CARS spectrum; in the absence of a spectrometer we are able to obtain a spectrum with a single 

photodiode by scanning the phase of the input laser. Both approaches have been demonstrated in previous 
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work from our group [152, 154, 170], where a 1 kHz laser system was used to acquire CARS spectra with 

excellent signal to noise ratio even with a single laser shot. In the present case, the 2 MHz system should 

accomplish the same signal to noise in ~1 ms. This approach for standoff detection requires raster 

scanning of the laser over the substrate. Using an array of photodiodes to detect a limited number of 

Raman lines would greatly enhance detection capabilities. The array of photodiodes would provide 

sufficient spectroscopic information (a 16-point spectrum at key spectral lines), that would permit 

identification with discrimination against false positives. A successful standoff sub-μg/cm2 chemical 

sensing and imaging at high speed in the eye-safe spectral region on different substrates was 

demonstrated. Using an eye-safe industrial fiber based laser system greatly decreases the dimensions of 

the system making it a promising tool for implementing trace chemical detection. 
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Chapter 4 Femtosecond real-time probing of reactions 

Over the past two decades, developments in laser technology and computational resources have 

brought us to a new level of photonic control and understanding of the most fundamental processes in 

physics, chemistry, and biology. In this chapter femtosecond transition-state (FTS) spectroscopy of 

sodium iodide, NaI, was studied taking advantage of modern lasers and pulse-shaping to better map the 

low-lying electronic states, some of which form predissociative wells through curve crossings. High-level 

ab initio multi-reference configuration interaction calculations including spin-orbit coupling terms and 

using large correlation-consistent basis sets were used to arrive at accurate ground- and excited-state 

potential energy curves of NaI. Density matrix calculations employing vibrational wave functions 

determined from the ab initio X 0+ and A 0+ potentials are used to simulate time dependent wave packet 

dynamics of NaI pumped to the A 0+ state. 

 

 

 

 

 

 

 

 

 

 

 

 

This chapter has been adapted with permission from (“Femtosecond real-time probing of reactions 
MMXVII: The predissociation of sodium iodide in the A 0+ state,” Chem. Phys. Lett., in press (2017)).  
© 2017 Elsevier B.V. All rights reserved. 
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4.1 Introduction 

One of the initial publications on the femtosecond real-time observation of transition states in a chemical 

reaction [6] demonstrated how femtosecond laser pulses could open a window to explore the 

spectroscopic transformation of reagents into products. In the case of cyanogen iodide (ICN), dissociation 

of the I-CN bond occurred directly, see Figure 43. This bond breakage process does not always happen 

directly because there is a possibility of a crossing between the electronic states which results in 

interference. Observation of the wave packet oscillations during the dissociation of alkali halides [178] 

provided a clear example of predissociation, see Figure 44, showing that femtosecond pulses could reveal 

spectroscopic information that was very difficult to obtain by other methods. Among the alkali halides, 

sodium iodide became a paradigm molecule in investigating dissociation reactions after the development 

of femtosecond spectroscopy [179-184]. This, in turn, triggered substantial follow-up work further 

exploring, theoretically as well as experimentally, the dynamics of sodium iodide [185-191].  

 

Figure 43. Photodissociation reaction of cyanogens iodide (ICN) into iodine and cyanide. Top 
insets correspond to the dynamics of I-CN bond at different positions a, b, c, and d on the 
potential-energy curves. 
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Figure 44. Femtosecond dynamics of sodium iodide molecule. (a) Potential-energy diagram 
showing the crossing between the ionic and covalent curves. Direct excitation from ground-state 
potential to the quasi-bound potential, shown by arrow. Sodium iodide can dissociate into sodium 
and iodide atoms when on a covalent curve or it can be in a high-energy bound state and alternate 
between two curves. The wave packet evolution, red pulses, oscillates within the adiabatic well. 
(b) Coherent excitation of activated complex can probe oscillations of the wave packet with FTS 
method. 

A number of frequency- and time-resolved experiments have been aimed at mapping the ground 

and lower excited states of NaI. Nevertheless, the discrepancies in the description of the excited A 0+ 

state, especially near the bottom of the A 0+ well still remain. In this work a thorough examination of the 

lower vibrational energy levels in the A 0+ state and their predissociation dynamics have been carried out. 

Both time- and frequency- resolved measurements were analyzed and ab initio electronic structure 

calculation were performed. The recent major advances in laser technology, pulse shaping techniques, and 

computational resources allows us to provide the most accurate description of the lower electronic states 

of NaI, especially the A 0+ state, to date. First, we used the solid-state kilohertz repetition-rate Ti:Sapphire 

regeneratively amplified femtosecond laser that is much more stable than the 20 Hz system used by 

Zewail’s group in 1988, which had 8 different laser dye circulators, with solutions that had to be refreshed 

on a weekly basis. Secondly, we utilized a pulse shaper and MIIPS technique which is capable of 

measuring and compressing the pulses to their transform-limited duration automatically [40, 50, 192, 

193]. Thirdly, we used fast computers and better quantum chemistry algorithms compared to 1988. We 
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employ highly efficient version of the ab initio multireference configuration interaction (MRCI) 

methodology with the explicit inclusion of spin-orbit (SO) interactions, coupled with large and carefully 

optimized correlation-consistent basis sets, to arrive at accurate ground- and excited-state potential energy 

curves (PECs) of the NaI system. These energy curves are subsequently used to determine vibrational 

term values and wave functions. The MRCI method was chosen because it can be applied for highly 

accurate global potential energy surfaces calculations, for conical intersections and non-adiabatic effects.  

4.2 Experimental and computational details 

The experiments were performed using a regeneratively amplified Ti:Sapphire laser system (Spectra 

Physics, Spitfire) producing 40 fs pulses at a central wavelength of 798 nm with 0.8 mJ pulse energy at a 

repetition rate of 1 kHz. The experiments were run using the pump-probe method. The output pulses from 

the amplifier were split in a Mach-Zehnder interferometer with adjustable optical delay stage and were 

spatially recombined by a dichroic mirror, see Figure 45.  

 

Figure 45. Mach-Zehnder interferometer. BS is a beam splitter. 

The  pump pulse with a central wavelength of 399 nm and transform-limited 30 fs pulse duration was 

prepared from the output of the pulse shaper [58] followed by a second harmonic generation crystal. The 

probe pulse with a central wavelength of 798 nm and 45 fs pulse duration was derived from a partial 
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reflection of the beam prior to entering the pulse shaper. For all the experiments, the polarization angle 

between pump and probe pulses was set at magic angle 54.74° in order to avoid contributions from 

rotational motion dynamics. Sodium iodide was sealed in vacuum inside a quartz cell; the quartz cell was 

heated in a cylindrical oven to 873 K, see Figure 46. The entire oven was insulated by ceramic bricks in 

order to thermally insulate that region of the optical table and keep the nearby laser system stable. For 

pump-probe experiments, the pump wavelength was derived from the second harmonic of the Ti:Sapphire 

laser resulting in 3.107 eV (25,063 cm-1) pulses that reach the A 0+ state by a single-photon transition. 

The probe wavelength was the fundamental of the laser at 798 nm, promoting the excited wave packet 

through a one-photon resonance to states correlating with the Na + I dissociation channel corresponding 

to sodium doublet. The pump and probe beams were focused into the cell by a 225 cm focal length lens.  

 

Figure 46. Schematic of the optical setup used in pump-probe experiment on NaI dissociation.  

The fluorescence of sodium atoms (sodium doublet near 589.3 nm) was detected as a function of time- 

delay using a compact spectrometer (QE65000, Ocean Optics). Pump and probe laser intensities were 

attenuated until they had negligible contribution to the detected signal. For long time scans (greater than 

5 ps) we used a conventional optical delay line. For short time scans (less than 5 ps) we used the pulse 

shaper to scan the arrival time of the pump pulse. Power dependence measurements were carried out to 
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ascertain that the signal arises from linear excitation from the ground X 0+ state to the excited A 0+ state. 

For experiments where the pump spectrum was tuned, we took advantage of the pulse shaper to introduce 

a phase that would cause the SHG spectrum to become sharper and to tune it to different wavelengths 

because of multiphoton intrapulse interference [40]. 

The electronic structure calculations of the PECs were performed using internally contracted 

MRCI approach [194-196] based on the complete active-space self-consistent field (CASSCF) [197, 198] 

reference wave functions resulting from the state-averaged (SA) CASSCF calculations, incorporating SO 

interactions at the MRCI theory level. The calculations were performed on a dense augmented polarized 

valence correlation-consistent aug-cc-pVnZ basis sets with n= T, Q, and 5 were employed [199]. In 

addition to the electronic structure calculations, we determined the vibrational term values of the X 0+ and 

A 0+ states using the MRCI/AVnZ + SO PECs by numerically integrating the radial Schrödinger equation 

for the Na and I nuclei using the Numerov–Cooley algorithm [200] found in Le Roy’s Level 8.2 program 

[201]. 

4.3 Results 

Excitation at 399 nm (3.107 eV) and probing at 798 nm (1.554 eV) would have been inconceivable 20 

years ago given that the bottom of the A 0+ state was thought to be near 3.15 eV [7]. Furthermore, probing 

required a resonance with a state correlating with excited state sodium (Na*), approximately 2 eV in 

excitation energy. Nevertheless, such a transient is shown in Figure 47 with time-delay steps between 

pump and probe of 50 fs. We observe oscillations with a mean vibrational period of 907 fs, corresponding 

to 36.77 cm-1 vibrational spacing. The oscillatory motion decays with a biexponential having lifetimes of 

3.7 ± 0.3 ps ( = 0.45) and 21.2 ± 1.3 ps ( = 0.55), where is the pre exponential factor. Fast Fourier-

transform (FFT) and maximum entropy method (MEM) [202] analysis of the oscillations leads to the 

determination of the mean vibrational frequency of 1.1025 THz. High temporal resolution experimental 

data, shown in Figure 48, were obtained by using the pulse shaper to generate the time delay between 

pump and probe pulses. 
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Figure 47. Experimental FTS transient obtained with 399 nm pump and 798 nm probe laser 
wavelengths. The inset shows FFT and MEM analysis of the time-resolved transient showing the 
average vibrational state contributions. 

 

Figure 48. High resolution experimental FTS transient obtained with 399 nm pump and 798 nm 
probe laser wavelengths. In this case the probe laser was delayed by the pulse shaper in 15 fs 
steps. The inset shows the schematic of the relevant MRCI/AV5Z + SO potential energy curves 
contributing to the signal being detected. From this transient it is clear that probing takes place 
near the inner turning point of the A 0+ potential. 
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The shaper allows us to generate arbitrary time steps that can be as small as 10 attoseconds. In this case, 

we scanned the probe pulse with a step size of 15 fs. The scan was carried out up to the first 3 ps. From 

this scan, we confirm that the oscillation period of the wave packet is 908 fs and we further observe that 

the timing is consistent going back to time zero, when pump and probe pulses are overlapped. We take 

this fact to confirm that probing with 798 nm pulses takes place near the inner turning point of the wave 

packet, very close to the Franck-Condon (FC) region where excitation takes place. Furthermore, analysis 

of the intensity of the time-zero feature indicates that approximately 56% of the excited molecules reach 

the A 0+ state while the remaining 44% leaks through the crossing region. 

The predissociation time for NaI has been one of the key dynamics measured. At the energy of 

excitation in this study probing the lower-energy part of the A 0+ potential, the rate of escape from the 

A 0+ state is expected to be significantly slower than that found by Zewail using 311 nm pulses. Here we 

explore within a limited range the wavelength dependence of the escape rate. We used two different 

wavelengths of excitation, 395 nm (blue) and 402 nm (red) pump wavelengths, while the 798 nm probe 

laser wavelength and bandwidth were unchanged. Frequency tuning was achieved by introducing a 

sinusoidal function using the pulse shaper and this resulted in the modified spectrum [40]. Results from 

those measurements with different excitation spectra are shown in Figure 49. The energy difference 

between the two pulses corresponds to 471 cm-1. Biexponential fitting to the data finds a lifetime for the 

blue excitation of 2.2 ± 0.3 ps ( = 0.45) and 18.1 ± 1.1 ps ( = 0.55), while for the red wavelength the 

corresponding constants were 2.7 ± 0.5 ps ( = 0.45) and 20.0 ± 1.8 ps ( = 0.55). The difference in the 

predissociation rate amounts to 13%. FFT and MEM analysis show that the mean vibrational frequency 

that is associated with the blue pump is 1.102 THz whereas that with the red pump is slightly larger with a 

value of 1.104 THz. 
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Figure 49. Experimental FTS transient obtained with (a) 402 nm (red spectrum in the inset of (a)) 
and (b) 395 nm (blue spectrum in the inset of (a)) pump wavelengths and 798 nm probe laser 
wavelengths with exponential fitting. The inset of (b) shows the FFT (dashed) and MEM (solid) 
from the 402 nm (red) and the 395 nm (blue) pump wavelength. 
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The MRCI/AV5Z + SO calculations have yielded potential energy curves for the grounded state 

(X 0+), adiabatic potential curve for the state A 0+, and the state B 0+, see Figure 50. From an 

experimental point of view, it is useful to point out the large difference between the equilibrium bond 

lengths characterizing the X 0+ and A 0+ states, which is approximately 3.5 Å. For such a large difference 

between the respective re values, we can anticipate that the lowest vibrational levels of the A 0+ state are 

not accessible from the lowest vibrational levels of the X 0+ state. 

 

Figure 50. Potential energy curves of NaI obtained in the MRCI/AV5Z + SO calculations. 

In addition to the vibrational energies, we also calculated the corresponding vibrational wave 

functions. From these, we calculated FC factors and, using a density matrix formalism, simulated the 

nuclear wave packet dynamics in the A 0+ state. As anticipated, we have found that the large difference in 

re values characterizing the X 0+ and A 0+ PECs is so large that the FC factors for the excitations from the 
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lower v'' states in the X 0+ state to the lower v' states in the A 0+ state are extremely small. We multiplied 

the calculated FC factors from theory and used a Boltzmann distribution of the v'' states, taking into 

account that the experiment was conducted at 873 K, and found out that, on average, the majority of the 

excitations take place from v'' = 8–10 to v'= 70–90. By computing the aforementioned density matrix, we 

determined the effective wave packet dynamics in the A 0+ state and its evolution, which are shown in 

Figure 51. 

 

Figure 51. (a) Calculated wave packet dynamics using the density matrix formalism described in 
the text. Limited wave packet dephasing is observed given the low anharmonicity of the 
vibrational levels reached. (b) Pump-probe simulation of the wave packet dynamics with an 
additional exponential decay. (c) FC and Boltzmann population weighted transition probabilities 
between the ground and excited states given transform-limited pulses as used for obtaining 
experimental data in Figures 47 and 48. 

4.4 Discussion 

The NaI system and its predissociation have been studied in great depth for many years, especially after 

Berry published the initial PECs [203]. Zewail’s work [7, 178-182, 184] provided the first observation of 
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quantum beats during the predissociation and showed that by tuning the energy of the pump one could 

map the relevant PECs. It was observed that for pump energies above 3.6 eV the oscillation period 

increased, indicating very large anharmonicity associated with the outer turning point of the Coulomb 

potential. Below 3.6 eV, the period was found to be wavelength independent. The shape of the A 0+ state 

below 3.8 eV remained a mystery despite several time- and frequency-resolved spectroscopy 

measurements and ab initio calculations. This collaborative work with the Prof. Piecuch Research Group, 

Department of Chemistry at Michigan State University, combines technical and theoretical advances to 

provide important new information about the lower excited states of the NaI system, especially the A 0+ 

state. We have begun by combining the information about the FC factors involving vibrational wave 

functions determined from best ab initio X 0+ and A 0+ potentials obtained in the MRCI/ AV5Z + SO 

calculations, accounting for the Boltzmann distribution of the vibrational states in the X 0+ state at the 

experimental temperature, and the spectrum of the pump pulse. We have found that at the experimental 

temperature of 873 K the FC factors corresponding to the vibronic X 0+ (v'') →A 0+ (v') transitions with 

low values of v'' and v' are so small that such transitions can safely be neglected. Significant excitations 

occur only when v'' is 8–10. In this case, the maximum transition probabilities involve v'= 70–90 levels. 

According to calculations, the wave packet is formed at the internuclear distance of about 3 Å, having an 

excess energy above the bottom of the A 0+ well of about 3,200 cm-1. The calculations clearly indicate 

that the very large difference in re values characterizing the X 0+ and A 0+ potentials makes the v'= 0–60 

vibrational states inaccessible by a single photon excitation. These findings regarding vibrational levels in 

the A 0+ state accessible in the experiment are consistent with the photoabsorption cross sections 

calculated by Alekseyev et al. [187]. These findings are also relevant to the work of Tiemann and co-

workers, who thoroughly examined the bottom of the A 0+ well [204]. In Tiemann et al.’s work, results 

from different experiments and calculations were critically evaluated to arrive at the A 0+ potential that is 

very similar to the one calculated here. For example, the re value characterizing the A 0+ state determined 

by Tiemann et al. of 6.052 Å is in very good agreement with MRCI/AV5Z + SO calculations, which give 

6.260 Å. The avoided crossing between the X 0+ and A 0+ states resulting from MRCI/AV5Z + SO 
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calculations occurs at 6.8 Å, in good agreement with the previously reported information as well, while 

the energy gap between the two states at this distance is only somewhat larger than the values reported in 

Ref. [187]. 

Finally, the density matrix dynamics wave packet simulations based on MRCI/AV5Z + SO 

potentials, taking into account information about the spectra of pump pulses employed in these 

experiments and thermal population of the initial vibrational states in the X 0+ state, were carried out to 

simulate the observed wave packet dynamics in the A 0+ state. It was found that the wave packet 

evolution is very harmonic, which agrees with the fact that a very harmonic region of the A 0+ potential is 

excited (see Figure 51). This leads to reduced wave packet dephasing and the possible role it could play in 

determining the escape of the wave packet from the well. The dynamics calculations in this work are in 

very good agreement with experiment. The period obtained in the wave packet dynamics simulations 

based on the ab initio potentials, calculated in this work, is 850 fs (see Figure 51). This is only about 6% 

faster than the period found experimentally (see Figure 48). While this small difference can be attributed 

to the numerical precision of the calculations reported in this work, we believe that one of the main 

reasons for the observed discrepancy is the aforementioned strong interaction between the X 0+ and A 0+ 

states near the avoided crossing, which may translate into effective broadening of the A 0+ potential well, 

allowing the penetration of a wider range of Na-I distances by the wave packet during oscillations i.e., 

longer periods, while increasing the rates of escape. The relatively large rotational temperature of the NaI 

molecules after excitation may play a role here too.  

In this work, the programmable femtosecond pulses were utilized to obtain high-quality time-

resolved data, which were then used to guide theoretical calculations in the sense of determining what 

level of theory is required to reach reasonable agreement with experiment. Careful investigation of 

sodium iodide was performed, with a focus on the A 0+ state. The nature of this state and its contribution 

to the dynamics of the system is still interesting and not conclusively understood, despite intense efforts 

from a number of groups. The new insights from the present joint experimental and theoretical 
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investigation help to explain some of the mystery and perhaps more importantly lay the groundwork for 

future experiments directly probing the bottom of the A 0+ well. 
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Chapter 5 Conclusions and Outlook 

The work in this thesis is one more step towards understanding and controlling ultrafast laser 

matter interaction using recent advances in laser technology, photonic control devices, computational 

resources, and effective quantum chemistry algorithms. This chapter summarizes the research projects 

and main results presented throughout this dissertation. In particular, I studied 1) generation of 

rectangular-shaped pulses using phase-only modulation of fundamental spectrum, 2) two successive 

projects on the characterization of pulse-to-pulse stability of high-repetition rate pulsed laser sources, 3) 

an eye-safe approach for standoff trace detection of chemicals based on coherent Raman scattering, and 4) 

femtosecond transition-state spectroscopy of sodium iodide using modern lasers, pulse-shaping, and high-

level ab initio multi-reference configuration interaction calculations.  
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5.1 Square-shaped pulse generation 

An analytical solution was derived to generate square-shaped pulses in the time domain for essentially 

any spectrum using phase-only modulation. The experimental test of this approach was carried out on a 

Ti:Sapphire laser system producing 40 fs laser pulses with a Gaussian spectrum. We demonstrated the 

conversion of 40 fs pulses into pulses of 150 times longer duration with sharp front and trailing edges. 

This method does not cause any spectral bandwidth loss and is absolutely reversible. Square-shaped 

pulses have many applications, especially in the mitigation of self-action processes in optical fibers and 

effective pumping for OPCPA systems which, in turn, can be used for seeding free-electron lasers. 

Having an analytical solution for the spectral phase can be used for designing dispersive optics for 

stretching/compressing specifically manufactured for the particular spectral profile. 

5.2 Pulse-to-pulse stability measurements of high-repetition rate pulsed lasers 

We identified a parameter that could be easily measured to determine quantitatively the noise 

characteristics of a laser source. The measurement is based on the dependence of an integrated nonlinear 

optical process on a spectral phase, such as chirp, can be used to determine the expected performance of 

an ultrafast laser source. The proposed measurement is particularly useful when performance is 

compromised by random noise in the laser. The measurement bypasses autocorrelation based methods 

which are dominated by the coherence time of the pulses leading to a coherent spike. The fidelity 

parameter F  is expressed in terms of values that can be practically measured in the laboratory. 

Experimental measurements on a commercial Ti:Sapphire oscillator and a regenerative amplifier were 

presented. Fidelity measurements could be used to benchmark the performance of ultrafast lasers. In 

addition, fidelity can be measured actively and used as a feedback for active improvement of a laser 

source. We found that one is able to determine the physical mechanism (spectral amplitude or phase 

fluctuations) responsible for noise by examining the shape of the fidelity curve. We have provided a 

direct correlation between the fidelity value and the expected attenuation of second order processes such 
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as SHG, three-photon excited fluorescence, or THG. In the future, the fidelity measurements may be 

tested on other pulsed laser systems to determine the pulse-to-pulse stability. 

5.3 Coherent Raman spectroscopy for standoff detection 

Chemical identification of trace quantities of explosives is determined by coherent Raman spectroscopy. 

While spontaneous Raman spectroscopy has been used for chemical detection for decades, there are 

multiple advantages to our system. First, the system described in Chapter 3 uses an eye-safe laser 

operating at long wavelengths. Spontaneous Raman is very inefficient and the inverse wavelength to the 

fourth dependence makes it impossible to use at wavelengths longer than 1400 nm. Here, we show that 

stimulated Raman process does not have this wavelength restriction and is enhanced by approximately a 

factor of a million over spontaneous Raman. Therefore, this system provides robust signals at high-speed 

scanning rates. Second, the justification of the system performance is given in terms of Einstein’s 

coefficients of stimulated and spontaneous emission. Lastly, the system can detect various traces of 

chemicals on car panels, car windshields and nylon.  

Having demonstrated promise, we hope to extend the coherent Raman excitation bandwidth 

beyond the present 540 cm-1 limit and to increase selectivity by taking advantage of optical parametric 

amplification technology for the generation of a broad spectrum. We can multiplex several detectors to 

capture multiple CARS signals with every laser shot. Alternatively, we can use a fast spectrometer to 

acquire complete Raman spectra at kilohertz rates. Therefore, we believe our approach can serve as a fast 

screening of a wide variety of chemicals. If a CARS spectrum is needed for further identification the 

system can incorporate a spectrometer that could acquire such a spectrum in a fraction of a second.  

5.4 Femtosecond transition-state spectroscopy on sodium iodide 

Ultrafast photochemical dynamics in NaI were studied in Chapter 4 by detecting laser-induced 

fluorescence. The bond dissociation dynamics of NaI was described in detail. Photodissoiation dynamics 

were accomplished by using a short femtosecond pump pulse of ~ 30 fs to initiate a quantum mechanical 

wave-packet in the excited state and a 40 fs probe pulse used to promote the wave packet to an excited 
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state from which excited state sodium atoms fluoresce. The excited-state dynamics of the lower 

vibrational level A 0+, led to the observation of wave packet dynamics traversing the curve crossing 

region. One of the important extensions of the work will be to probe the wavelength region where the 

B 0+ state contributes to the wave packet dynamics. Excitation of the B 0+ state will also allow us to 

explore multi-pulse strategies to reach the bottom of the A 0+ well. 
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Appendix A: Matlab code for square-shaped pulse generation 

The Matlab code for the phase-only generation of a square-shaped pulse with pulse duration of T is 

presented below. In the numerical simulation, the duration, T, was chosen to be 3,000 fs. The method 

works well for a stretching ratio greater than 10. 

clc; 
clear all; 
  
ii=(-1)^(0.5); %imaginary unit 
lamda0=800; % central wavelength [nm] 
pi=3.14159; % constant    
c=300; % speed of light [nm/fs] 
taup=40; % initial pulse duation in FWHM [fs] 
tau0=taup*(2*(log(2))^0.5)^(-1); %Gaussian convolution factor, see G. Agrawal Nonlinear fiber optics 
2nd edition 
n=4096; %number of points 
  
%Defining the temporal range 
np=100; % factor for time axis range 
tmax=taup*np; % time axis range 
tmin=-tmax; 
dt=(tmax-tmin)/(n-1); % time step 
t=tmin+dt*(0:n-1); % time range 
  
GaussT=exp(-((t.^2)/(2*tau0^2))); % Gaussian pulse envelop 
Intt=GaussT.^2; % Gaussian intensity profile 
figure (1) 
set(gcf, 'Color', [1,1,1]); 
plot(t,Intt,'LineWidth',5) 
set(gca,'FontSize',16) 
xlim([-100,100]);  
title('Figure 1. Pulse intensity profile','FontSize', 16); 
xlabel('Time (fs)','FontSize', 16); 
ylabel('Intensity (arb.units)','FontSize', 16); 
%_____________________________________________ 
  
omega0=2*pi*c/lamda0; % the central frequency [rad]  
w=2*pi*(-n/2:1:n/2-1)/(dt*n);% frequency range centered at zero 
w=omega0+w; % frequency range centered at omega0 
Spec=fftshift(fft(GaussT)); % Fourier transform to obtain spectrum 
  
lamda=2*pi*c./w;% wavelength range  
Intw=(abs(Spec).^2)/max(abs(Spec).^2);% normalized spectrum 
figure(2) 
set(gcf, 'Color', [1,1,1]); 
plot(lamda,Intw,'r','LineWidth',5); 
set(gca,'FontSize',16); 
xlim([760,840]); % wavelength range for Ti:Sapphire laser 
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title('Figure 2. Spectrum of a Ti:Sapphire laser','FontSize',16); 
xlabel('Wavelength (nm)','FontSize',16); 
ylabel('Intensity (arb.units)','FontSize',16); 
  
Intw=fliplr(Intw);% spectral array is flipped to match frequency range 
  
Intw=Intw./trapz(w,Intw); % normalization 
MAXind=find(Intw == max(Intw(:))); % find index of the maximal value in spectrum 
coeff=3000; % desired pulse duration for square pulse [fs] 
  
Int1=cumtrapz(w,coeff*Intw); % first integral 
Int1=Int1-Int1(MAXind);% DC component subtracted 
  
  
Int2=cumtrapz(w,Int1); % second integral 
Int2=Int2-Int2(MAXind);% DC component subtracted 
  
figure(3) 
  
subplot(1,2,1) % plot first integral 
set(gca,'FontSize',16) 
set(gcf, 'Color', [1,1,1]); 
hold on 
plot(w,Int1,'LineWidth',5) 
title('Figure 3. First integral','FontSize',16); 
xlabel('Frequency (rad)','FontSize',16); 
ylabel('Signal (arb.units)'); 
plot(w,Intw*225-1500,'r','LineWidth',5); 
xlim([2.2,2.5]); 
hold off 
legend('First integral','Spectrum','FontSize',14); 
  
subplot(1,2,2) % plot second integral 
set(gca,'FontSize',16) 
set(gcf, 'Color', [1,1,1]); 
hold on 
plot(w,Int2,'LineWidth',5) 
title('Figure 3. Second integral','FontSize',16); 
xlabel('Frequency (rad)','FontSize',16); 
ylabel('Signal (arb.units)','FontSize',16); 
plot(w,Intw*15,'r','LineWidth',5); 
xlim([2.2,2.5]); 
hold off 
legend('Phase','Spectrum','FontSize',14); 
  
PhaseOmega=Int2; 
  
Eomega=(Intw.^0.5).*exp(ii*PhaseOmega); %  spectral field with a phase 
  
Et=fftshift(fft(Eomega)); % Fourier transform to time domain 
Intensity=((abs(Et)).^2)/(max(((abs(Et)).^2)));% Intensity profile 
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figure (4) 
set(gca,'FontSize',16) 
set(gcf, 'Color', [1,1,1]); 
hold on 
plot(t,Intensity,'b','LineWidth',5) 
title('Figure 4. Square-shaped pulse','FontSize',16); 
xlabel('Time (fs)','FontSize',16); 
ylabel('Intensity (arb.units)','FontSize',16); 
xlim([-2500 2500]); 
plot(t,Intt,'k','LineWidth',5) 
hold off 
legend('Stretched pulse','Initial pulse','FontSize',14); 
 
The results are shown in Figures (52)-(55). 

 

Figure 52. Temporal profile of the 40 fs laser pulse measured at FWHM.  
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Figure 53. Laser spectrum corresponding to a 40 fs laser pulse measured at FWHM with the 
central wavelength of 800 nm.  

 

Figure 54. The blue line corresponds to the first (left) and the second (right) integrals of the laser 
spectrum shown in Figure 53. 
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Figure 55. Square-shaped pulse profile in time domain (blue). Initial pulse (black) is shown for 
reference. 

The analytical solution proposed for the generation of the square-shaped pulses in Chapter 2 can also be 

applied in the generation of positively or negatively skewed pulses with a prominent trailing or leading 

pulse pedestal in the time domain. Such pulses can be utilized in studies related to the dissociative 

ionization [55]. This work by M. Nairat et al. showed that an ion yield can be significantly increased if 

one uses high-order spectral phase to generate a pulse temporal profile with a pedestal. At pulse 

intensities of less than 1015 W/cm2 the influence of the pedestal is negligible, but at higher power levels, 

as shown by U. Lev et al. [205], the pedestal facilitates the dissociation process by pre-aligning the 

molecule along the electric field. The Matlab code is shown below. 

clc; 
clear all; 
  
ii=(-1)^(0.5); %imaginary unit 
lamda0=800; % central wavelength [nm] 
pi=3.14159; % constant    
c=300; % speed of light [nm/fs] 



93 

 

taup=40; % initial pulse duation in FWHM [fs] 
tau0=taup*(2*(log(2))^0.5)^(-1); %Gaussian convolution factor, see G. Agrawal Nonlinear fiber optics 
2nd edition 
n=4096; %number of points 
  
%Defining the temporal range 
np=100; % factor for time axis range 
tmax=taup*np; % time axis range 
tmin=-tmax; 
dt=(tmax-tmin)/(n-1); % time step 
t=tmin+dt*(0:n-1); % time range 
  
GaussT=exp(-((t.^2)/(2*tau0^2))); % Gaussian pulse envelop 
Intt=GaussT.^2; % Gaussian intensity profile 
%_____________________________________________ 
  
omega0=2*pi*c/lamda0; % the central frequency [rad]  
w=2*pi*(-n/2:1:n/2-1)/(dt*n);% frequency range centered at zero 
w=omega0+w; % frequency range centered at omega0 
Spec=fftshift(fft(GaussT)); % Fourier transform to obtain spectrum 
  
lamda=2*pi*c./w;% wavelength range  
Intw=(abs(Spec).^2)/max(abs(Spec).^2);% normalized spectrum 
  
Intw=fliplr(Intw);% spectral array is flipped to match frequency range 
  
Intw=Intw./trapz(w,Intw); % normalization 
MAXind=find(Intw == max(Intw(:))); % find index of the maximal value in spectrum 
coeff=3000; % desired pulse duration for square pulse [fs] 
  
Int1=cumtrapz(w,coeff*Intw); % first integral 
Int1=Int1-Int1(MAXind);% DC component subtracted 
  
Int2=cumtrapz(w,Int1); % second integral 
Int2=Int2-Int2(MAXind);% DC component subtracted 
 
PhaseOmega=Int2; 
 
shift=40; 
PhaseOmega_no_l=PhaseOmega(shift:end); 
PhaseOmega_r=PhaseOmega(length(PhaseOmega)-shift:end)+(PhaseOmega(length(PhaseOmega))-
PhaseOmega(length(PhaseOmega)-shift)); 
PhaseOmega_leftShift=cat(2,PhaseOmega_no_l,PhaseOmega_r); 
PhaseOmega_leftShift=PhaseOmega_leftShift(2:end-1); 
  
Eomega_skewL=(Intw.^0.5).*exp(ii*PhaseOmega_leftShift); 
Et=fftshift(fft(Eomega_skewL)); % Fourier transform to time domain 
Intensity=((abs(Et)).^2)/(max(((abs(Et)).^2)));% Intensity profile 
  
figure (5) 
set(gca,'FontSize',16) 
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set(gcf, 'Color', [1,1,1]); 
hold on 
plot(t,Intensity,'b','LineWidth',5) 
title('Figure 5. Triangle-shaped pulse','FontSize',16); 
xlabel('Time (fs)','FontSize',16); 
ylabel('Intensity (arb.units)','FontSize',16); 
xlim([-2500 2500]); 
plot(t,Intt,'k','LineWidth',5) 
hold off 
legend('Negative skew','Initial pulse','FontSize',14); 
  
PhaseOmega_no_r=PhaseOmega(1:end-shift); 
PhaseOmega_l=PhaseOmega(1:shift)+(PhaseOmega(1)-PhaseOmega(shift)); 
PhaseOmega_rightShift=cat(2,PhaseOmega_l,PhaseOmega_no_r); 
  
Eomega_skewR=(Intw.^0.5).*exp(ii*PhaseOmega_rightShift); 
Et=fftshift(fft(Eomega_skewR)); % Fourier transform to time domain 
Intensity=((abs(Et)).^2)/(max(((abs(Et)).^2)));% Intensity profile 
figure (6) 
set(gca,'FontSize',16) 
set(gcf, 'Color', [1,1,1]); 
hold on 
plot(t,Intensity,'b','LineWidth',5) 
title('Figure 6. Triangle-shaped pulse','FontSize',16); 
xlabel('Time (fs)','FontSize',16); 
ylabel('Intensity (arb.units)','FontSize',16); 
xlim([-2500, 2500]); 
plot(t,Intt,'k','LineWidth',5) 
hold off 
legend('Positive skew ','Initial pulse','FontSize',14); 
 

The results are shown in Figures (56) and (57). 
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Figure 56. Positively skewed pulse profile in time domain (blue). Initial pulse (black) is shown for 
reference. 

 

Figure 57. Negatively skewed pulse profile in time domain (blue). Initial pulse (black) is shown 
for reference. 
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The algorithm of square-shaped pulse generation works for the non-Gaussian spectral shapes as well. As a 

proof of concept the spectrum shown in Figure 58 has a dip in the middle. The stretched pulse duration, T, 

is 3,000 fs.  

 

Figure 58. Non-Gaussian shape spectrum of a pulse. 

The Matlab code is shown below. 

clc; 
clear all; 
  
ii=(-1)^(0.5); %imaginary unit 
lamda0=800; % central wavelength [nm] 
pi=3.14159; % constant    
c=300; % speed of light [nm/fs] 
taup=40; % initial pulse duation in FWHM [fs] 
tau0=taup*(2*(log(2))^0.5)^(-1); %Gaussian convolution factor, see G. Agrawal Nonlinear fiber optics 
2nd edition 
n=4096; %number of points 
  
%Defining the temporal range 
np=100; % factor for time axis range 
tmax=taup*np; % time axis range 
tmin=-tmax; 
dt=(tmax-tmin)/(n-1); % time step 
t=tmin+dt*(0:n-1); % time range 
  
GaussT=exp(-((t.^2)/(2*tau0^2))); % Gaussian pulse envelop 
Intt=GaussT.^2; % Gaussian intensity profile 
%_____________________________________________ 
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omega0=2*pi*c/lamda0; % the central frequency [rad]  
w=2*pi*(-n/2:1:n/2-1)/(dt*n);% frequency range centered at zero 
w=omega0+w; % frequency range centered at omega0 
Spec=fftshift(fft(GaussT)); % Fourier transform to obtain spectrum 
  
lamda=2*pi*c./w;% wavelength range  
Intw=(abs(Spec).^2)/max(abs(Spec).^2);% normalized spectrum 
 
Intw=fliplr(Intw);% spectral array is flipped to match frequency range 
shift=100; 
Intw=(abs(Spec).^2)/max(abs(Spec).^2); %normalized spectrum 
%--------Generate spectrum with a dip------------------------ 
Intw_l=Intw(1:shift); 
Intw_rightShift=1.2.*cat(2,Intw(shift+1:end),Intw_l); 
Intw2=Intw_rightShift+Intw; 
Intw2=Intw2/max(Intw2); 
shift=30; 
Intw2_r=Intw2(length(Intw2)-shift+1:end); 
Intw2=cat(2,Intw2_r,Intw2(1:length(Intw2)-shift)); 
%------------------------------------------------------------ 
coeff=3000; % desired pulse duration for square pulse [fs] 
Intw2=Intw2./trapz(w,Intw2); % normalization 
Intw2=fliplr(Intw2); 
MAXind2=find(Intw2 == max(Intw2(:)));% find index of the maximal value in spectrum 
MAXind2=MAXind2-40; 
  
Int12=cumtrapz(w,coeff*Intw2); % first integral 
Int12=Int12-Int12(MAXind2);% DC component subtracted 
  
Int22=cumtrapz(w,Int12); % second integral 
Int22=Int22-Int22(MAXind2);% DC component subtracted 
  
PhaseOmega2=Int22; 
  
Eomega2=(Intw2.^0.5).*exp(ii*PhaseOmega2); %  spectral field with a phase 
  
Et2=fftshift(fft(Eomega2)); % Fourier transform to time domain 
Intensity2=((abs(Et2)).^2)/(max(((abs(Et2)).^2)));% Intensity profile 
  
figure (8) 
subplot(1,2,1); 
set(gca,'FontSize',16) 
set(gcf, 'Color', [1,1,1]); 
plot(lamda,Intw2,'r','LineWidth',5); 
set(gca,'FontSize',16); 
xlim([720,880]); % wavelength range for Ti:Sapphire laser 
title('Figure 8. Spectrum ','FontSize',16); 
xlabel('Wavelength (nm)','FontSize',16); 
ylabel('Intensity (arb.units)','FontSize',16); 
subplot(1,2,2); 
set(gca,'FontSize',16) 
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set(gcf, 'Color', [1,1,1]); 
plot(t,Intensity2,'b','LineWidth',5) 
title('Figure 8. Square-shaped pulse','FontSize',16); 
xlabel('Time (fs)','FontSize',16); 
ylabel('Intensity (arb.units)','FontSize',16); 
xlim([-2500 2500]); 

The result is shown in Figure 59. 

 

Figure 59. Stretched pulse profile for the spectrum shown in Figure 58. 
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Appendix B: Sample preparation and substrates 

Sulfur (octasulfur, S8). To control the particle size we used 100 m and 50 m size sieves, and 

selected the particles that were between 50-100 m. The resulting particles were deposited on a substrate 

by fingerprinting, by sprinkling on a surface or pressing down onto a surface. Pictures of the substrates 

are presented in Figure 60. 

Potassium perchlorate (KClO4). Stock solid salt was crushed to small crystals, with sizes ranging 

from 100 µm to 500 µm. The resulting crystals were pressed down onto a substrate. 

 

Figure 60. Substrates used in this work: a) Aluminum block. b) Car windshield (laminated glass) 
with protective polymer interlayer, total thickness 6 mm. c) Car body plate with red metallic paint. 
d) Nylon fabric. 
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TATP (C9H18O6). Triacetone triperoxide impregnated microspheres were gently heated to 150°C 
for four minutes. The TATP sublimed crystals were sprinkled on a piece of car windshield. 
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