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ABSTRACT

TOKEN-BUS NETWORK PERFORMANCE ENHANCEMENTS

By

M. A. Anura P. Jayasumana

Token passing is an access scheme used in Local Area Networks,
which allows multiple stations to share a communication channel without
conflict. In token-bus networks, the right of access to the bus |is
passed from station to station by means of a control packet, known as
the token. A major disadvantage of the tokem bus is the overhead
involved in passing the token. This overhead has a significant effect
on the performance of the network, especially when the offered load is
low, the traffic distribution among stations is asymmetric or when
priority schemes are implemented. This research investigates
alternative methods for enhancing the performance of the token-bus
network,

A channel-access scheme, called the token—-skipping scheme, is
described, which preserves the advantages of the token—passing bus
while significantly reducing the overhead required to pass the token.
For example, for throughputs up to about 0.65 of the bandwidth, a

network with 100 nodes with Poisson arrivals and symmetric traffic



distribution among the nodes, has a mean delay of less than half that
of 8 similar network using the standard token-passing channel-access
scheme. An analytical model is developed to predict the behavior of
the token-skipping scheme under the following conditions: Poisson
arrival of messages, symmetric traffic distribution among the nodes and
exhaustive service descipline. Simulation results are used to validate
the analytical model. The token—-skipping channel-access protocol has
been used to enhance the performance of the IEEE 802.4 priority scheme,
while ensuring upward compatibility with the proposed standard.
Simulations show this modified scheme to be superior in terms of
performance to the IEEE 802.4 scheme under a wide variety of load
conditions. In addition, this protocol has been used to implement a
priority scheme, which is bhierarchically independent in performance
among packets of different classes and fair among packets of the same

class.
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CHAPTER 1

INTRODUCTION

During the past decade, local area networks have become one of the
fastest expanding fields in computer and communication research. There
are several factors which notiv;te this expansion, Technological
advances have resulted in the availability of inexpensive,
sophisticated computing devices., It is desirable to interconmect all
the devices in a given site to provide for flexible use of facilities,
share resources and to improve overall performance. Local ares
networks also offer the possibility of interconnecting equipment
manufactured by different vendors.

Interconnection topology and channel-access protocol are two major
characteristics of a local area network (LAN). This research program
will investigate the performance of a token-bus architecture, which
nses~ the bus topology and token—passing accessing scheme. In the
token—-bus architecture, all the nodes are connected to a common bus and
the access to the bus is governed by a token which is passed
sequentially from node to node. The node which possesses the token is
allowed the use of the bus. Token-passing channel-access scheme
gurantees the right of access to each node in the network within a

predefined period of time. This deterministic nature is a critical



quality for certain applications such as process control and other real
time tasks. Token-passing bus is emerging as the LAN standard for
industrial enviromment due to its reliability and the deterministic
property.

A LAN used in an office eaviromment intercomnects devices such as
terminals, disk drives, micro—, mini- and main—-frame computers and
memory banks. In an industrial enviromment, it may interconmect
devices such as alarms, robots, process control equipment, computers
and memory banks. A LAN in general interconnects devices with diverse
characteristics and requirements. The LAN should be capable of meeting
the traffic handling requirements of each device connected to it. IEEE
802.4**supports the different traffic requirements by offering four
priority classes. It is the responsibility of the station management
to allocate a fractiom of bandwidth to each class of traffic. The
traffic generated by a device can be characterized by its message
length and the intermessage arrival time. For analytical purposes, the
arrival process can be assumed to be a Poisson process. The message
length could be fixed or have a distribution. It is possible to have
more than one type of messages arriving at a node. The performance of
the token-bus will depend on the number of nodes, the rate of arrival
of traffic of each class at each node and the network management. The
previous studies on tokem-bus architectures involve the delay and
throughput considerations in the presence of a single class of traffic

3,6,19,25,317,33,



The goals of this research are to provide a better understanding
of the capabilities and limitations associated with a local area
network in handling traffic classes with diverse requirements and
characteristics, and thereby increase the efficiency of information
transfer. The specific tasks are outlined below:

1. Identify the limitations of token—-bus network in handling

different classes of traffic.

2. Devise a priority mechanism, that would allow the tokem-bus to
meet the requiremoents of different classes of traffic
efficiently. In devising the priority scheme, the qualities
defined inm Section 2.1, i.e.,, hierarchical independences,
fairness, robustness and low overhead should be considered.
This will require investigating network management issues
involved in handling classes of traffic with different
requirements, such as what global information should be
exchanged between nodes, how can this information be collected
and used efficiently and how can the broadcast nature of the
token—-bus architecture be exploited for efficient network
management,

3. Investigate the performance of the token-bus architecture for
different classes of traffic. The performance measures will
include the delay—throughput characteristics and the offered

load vs. throughput characteristics for the network.
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This research work is aimed at improving the understanding of
limitations and capabilities of & token-bus mnetwork in handling
different classes of traffic. It will provide the designer of a
token-bus network with a priority scheme that would allow stations with
different requirements to be connected to the mnetwork efficiently.
This research program also provides the user of a tokem—bus LAN with
improved performance by providing efficient communication between
devices connected to the metwork.

The basic concepts associated with token—bus architecture and LANs
in general are discussed in Chapter 2. In Chapter 3, a channel-access
scheme called token-skipping scheme is presented, which preserves the
advantages of token—-passing bus, while enhancing its performance.
Chapter 3 also describes how to implement priority functions when the
token—skipping scheme is used. An analytical model for the
token-skipping scheme is described in Chapter 4. Chapter 5 contains
simulation results comparing the token—skipping channel-access protocol
and the priority schemes with the proposed IEEE 802.4 channel-access
protocol. It also compares the analytical model with results obtained
via simulation. Chapter 6 contains a summary of this research work and

some future research possibilities.



CHAPTER 2

BACKGROUND

This chapter is devoted to reviewing the background information
related to this research work. The basic concepts associated with LANs
are discussed in Sectiom 2.1. In Section 2.2, the proposed standards
for the token—bus architecture is outlined. Section 2.3 describes

pérformance evaluation techniques for local computer networks.

2.1 LOCAL. AREA NEIWORKS

A local area network can be considered as ome of the three types
of general communication networks, the other two being "long haul
communication networks” and “I/0 bus communication networks”'‘, A
communication network can be regarded as a set of nodes joined by a set
of links which carry information between mnodes. Each communication
path between a source and a destination is called a channel and a link
may contain several channels. The three types of communication
networks differ mainly on the 1length over which they have to carry
information. I/O bus networks, which typically connect dependent
components of a computer system (e.g., conmect a processor with
terminals, bulk memory devices, etc.) span distances of up to about 100

meters. Long haul networks have links which have lengths greater than



few hundred meters (e.g., connect different computers at branch offices
of a company). The nodes in a local area network are separated by
distances in the order of 10 m to 10 km. They often carry bursty data
and use packet communication. Digital Private Branch Exchanges are a
class of circuit switched local area networks, vwhich are capable of
bhandling voice and dats. Burr’ defines a local area network as a
network, where the end-to—end propagation delay is large compared with
a single bit transmission duration and small compared with the message
transmission duration.

There are two major applications for local area networks. LANs
may be wused to comnect together a collection of hosts, terminals, and
peripherals in a limited geographic ares and also to allow them to
access a remote host or other networks. In order to communicate, each
device needs only to connect to the LAN at one place, vwhereas in the
absence of an LAN, each device will need a separate comnection to the
device it wants to communicate with. The second ares of applications
of LAN’'s is in distributed processing. The current trends in hardware
costs favor the use of a number of smaller machines to a single 1large
machine to obtain a given computing power., It is also possible to have
machines dedicated to specific functions, e.g., file storage, data base
management and terminal handling, commected together using a local ares
network. The dedicated units will enhance the efficiency of the

distributed system.



The geographic characteristics of a 1local area network allow
inexpensive high bandwidth transmission media such as coaxial cables
and twisted pairs to be used. The high bandwidth and 1low delay of
LAN's can  be exploited to simplify the control structure of
communication protocols because it relaxes the requirement of
minimizing the length of control or overhead information in a packet®,

The major elements of a LAN may be classified into three groups:
a transmission medium, interface units and a set of protocols. Most
LAN's currently in operation use coaxial cable or twisted pairs as the
transmission medium. When coaxial cables are used, the LAN can use
broadband or baseband signalling. Baseband networks have the advantage
of simplicity and 1low cost, while broadband networks have a higher
bandwidth, which can be ns;d to achieve higher throughput or to support
simul taneous transmissions of data, video and voice. Optical fiber is
another option that is currently being investigated®®, It can support
data rates as high as 1 Gbps and has advantages such as immunity to
electromagnetic interference??,

The interface unit, used to connect a node or a device to the
transmission media, can be viewed as having two parts: a network
oriented part that performs the transmission control functions required
by the network, and a host specific part that fits into the I/0
structure of the particular device or host and controls the exchange of
data between the node and the network dedicated portion of the

interface.



The set of protocols implemented in the devices and interface
units connected to the network conmtrols the transmission of information
from one node to another via the bhardware elements of the mnetwork.
Stack, et al.’? define protocols as the procedures and comventions used
to regiment the -event progression required for orderly, mutually
understood interaction between processes. The requirements that have
to be met by protocols include flexibility (to accomodate new uses and
features), ocompleteness (to properly respond to all the relevant
network conditions), deadlock avoidance, error detection and recovery,
priority mechanisms, communication network feature compatibility, and
acceptable throughput and delay performances.

To reduce the design complexity, the networks are designed
hierarchically as a series of layers, each layer performing a small set
of closely related functions. The LAN manufacturers closely follow a
reference model, called the Open Systems Interconmection (ISO-0SI)
model, developed by the International Standards Organization, which
defines seven layers and the function of each layer®?:**:?7,

Two design parameters, the topology and the channel-access
protocol, together with the transmission medium, characterize a local
ares network. The network topology <refers to the pattern of
interconnection nused to connect the mnodes of the LAN. Three
topologies, star, ring and bus, are widely used in LANs. The star
topology relies om a central node for the control of its operation,
The central node may be a packet switching device or a circuit

switching device such as a Private Branch Exchange (PBX). Digital



PBX's allow the integration of voice and data on a single network. The
ring topology connects its nodes in a closed network and circulates all
messages in one direction. Often, messages are amplified and repeated
at each node they pass through.

This research will deal with the bus topology. In a bus network,
all the nodes are connected to a common bus such as a coaxial cablg or
a twisted pair. A node connected to the bus can listen to all the
transmissions by other nodes and read omly those that are intended for
it. Most modern LANs use either the ring topology or the bus topology
because they do not rely on a central node. Both these networks need a
channel-access progocol to determine which node may transmit at a givea
time,

There are ; number of channel-access protocols that have been
proposed for the wuse in LANs. They can, however, be classified into
three basic groups: fixed assignment (dedicated) protocols, random
assignment (contention) protocols and demand assignment protocols
33,30, In fixed assignment protocols, the channel bandwidth is
allocated to stations in a static manner., Time Division Multiplexing
(TDM) and Frequency Division Multiplexing (FDM) belong to  this
category. In random assignment protocols, a node transmits a message
at a time determined by itself using the information available to that
node. ALOHA and Carrier Sense Multiple Access (CSMA) protocols belong
to this type. The demand assignment protocols use the communication
channel explicitly to carry comtrol information issued by the nodes and

used by them to determine the access order of the shared channel,
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Unlike fixed assignment protocols, demand assignment protocols temd to
utilize the bandwidth more effectively by not assigning the chanmel to
idle nodes. Unlike the random access protocols, they also avoid waste
of bandwidth due to collisions. The access protocol used in this
research, token passing, belongs to the group of demand assigmment
protocols.,

The token-passing scheme, being a deterministic scheme, gives an
upper bdound on the delay a node has to undergo before transmitting a
message. This allows it to be used in factory automatiom, process
control and other real time applications. Unlike coatention protocols,
the token passing is not limited by 2 maximum data rate. Of the number
of topologies and channel-accessing schemes that can be used in LANs,
the IEEE 802 standards comittee has proposed to standardize three

13 and

channel-accessing schemes: CSMA/CD*?*,  token-passing bus
token-passing ring.

Different types of devices, used for different applications are
connected to am LAN. These devices bhave diverse requirements and
unless their messages are handled differently, depending omn their
needs, some applications will not have their needs met and some
resources on th§ network may be used in a very inefficient manmer.
This prolem is handled by the use of different classes of service®:®¢,
The datalink layer supports the service class requirement by a priority
scheme, in which the packets of a higher priority class are dynamically

allocated a higher bandwidth than the packets with a lower priority.
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Rom and Tobagi?® outline the requirements of an acceptable priority
scheme as

1. Hierarchical independance of performance - The performance of
the scheme as seen by messages of a given priority class
should be independent of the 1load in the 1lower priority
classes.

2. Fairness within each priority class - The packets of the same
priority c¢lass should be able to contend equally on the
channel bandwidth.

3. Robustness — The operation and performance of the priority
scheme should be unaffected by errors in station information.

4. Low overhead - The overhead required to implement the priority

scheme should be minimal.

2.2 IEEE 802.4 STANDARDS FOR THE TOKEN-BUS

Proposed IEEE 802.4 standard is compatible with physical and data
link layers of the ISO-OSI reference model as shown in Figure 2.1. The
data link layer is divided into two sublayers Medium Access Layer (MAC)
and Logical Link Control Layer (LLC). Proposed IEEE 802.4 standards®’
specify the functions of physical 1layer and the MAC sublayer, the
transmission medium, and the interfaces between the transmission medium
and the physical layer, physical layer and MAC sublayer, MAC and LLC
sublayers, the station management and MAC layer, and the station

manasgement and physical layer. IEEE 802.2%?% specifies the 1logic 1link
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control layer. A bdrief description of the token—bus scheme (as
specified in IEEE 802.4) is given below.

In the token-passing access method, a token controls the right to
access to the physical medium. When a station receives the token, it
becomes the temporary master of the network and has the right to
transmit one or more messages subject to the comstraints imposed by the
priority scheme discussed below. If the node does not bhave any
messages to send or when its token-holding time expires, the token is
passed to the next station. This creates a logical ring as shown in
Figure 2.2, around which the token passes. Hemce, in the steady state,
in the absence of noise, there will be alternate data and token
transfer phases. The logical ring maintainance responsibilities such
as ring initialization and lost token recovery are distributed among
all token using stations of the network.

The MAC sublayer is respomnsible for recognizing and accepting the
token and passing the token to the next station. The responsibilities
of the LLC sublayer include the initiation of control signal
interchange and organization of data flow®, Three different physical
layer entities are specified in proposed IEEE standard 802.4%%:

1. Phase Continuous Frequency Shift Keying on an omnidirectional
bus with a data rate of 1 Mbps, the data being Manchester
coded;

2. Phase Coherent Frequency Shift Keying on an omnidirectional

bus with data rates of 5§ Mbps and 10 Mbps;
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3. Multilevel Duobinary Amplitude Modulation/Phase Shift Keying

with data rates of 1 Mbps, 5§ Mbps, 10 Mbps.

The proposed IEEE 802.4 standards provide an optionmal priority
mechanism, The priority of each frame is indicated when the LLC
sublayer requests the MAC sublayer to send a data frame. The MAC
sublayer offers four levels of priority classes, called "access
classes”. There is a separate queue for frames in each class to wait
pending transmission. Any station not having the priority optionm
transmits overy data frame with the highest priority value. The object
of the priority scheme is to use the network bandwidth to transmit the
high priority frames and send low priority frames when there is
sufficient bandwidth available.

The priority scheme works as follows: Any station, which receives
the token, transmits frames of the highest priority class in a time not
exceeding some maximum time called the high-priority token—hold time
set by the station management. This high—-priority token—hold time
period prevents any single station from momopolizing the mnetwork.
After sending the high priority frames, it starts servicing the queue
of the next access class, Each access class at a node is assigned a
"target-token-rotation time”. For the three lower access classes, the
station measures the time it takes for the tokem to circulate around
the logical ring. If the token returns to the station in less than the
target-token—rotation time, the station is allowed to send frames of
that particular access class until the target-—token—rotation time has

expired. If the target-token—rotation time has expired by the time the
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token returns, the station is not allowed to send frames of that access
class. The fraction of bandwidth that will be allocated to various
classes is controlled by the target-token—rotation time for each access
class. The responsibility of setting these values lies with the

station management.

2.3 PERFORMANCE EVALUATION OF LOCAL AREA NEIWORKS

There are two major approaches for performance evaluation of a
local area  network: direct measurement and modeling. Direct
measurement is accurate, but is not possible during design stages and
also involves considerable human and machine costs. Due to the
broadcast nature, a passive monitor can do the measurements without
affecting the performance of a tokem-bus network. In modeling, a model
is developed by identifying the system components and component
attributes (state variables) and the rules of interaction between them
to predict the performance. Franta and Chalmatac®®, Reiser?’, Sauer
and Chandy®’ and Tobagi et al.’® describe the modeling and measuring
techniques used in LANs,

Some parameters which are used to evaluate the performance of an
LAN are defined below. Channel throughput is defined as the fraction
of the bandwidth of the channel utilized in transmitting packets of
data. Channel capacity is the maximum possible value of the channel
throughput that can be achieved with the protocols employed in the LAN.

Delay is defined to be the delay experienced by a message following its
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arrival at a node until its successful transmission. Ease of adding
and deleting stations, reliability and extendability are some
qualitative measures used in performance evaluation of LANs.

Analytic models, simulation models and hybrid (of simunlation and
analytic) models are used to predict the performance of LANs. The
major 1limitation of analytic models is the need to use formal
descriptions of interactiom rules. Queuing theory and theory of
stochastic processes are often used tools for analytical modeling
1,17,18,38 Simulation techniques are used in cases where the
interaction between states of the system are analytically intractable,
Simulation is also used for validation of analytical models based on
simplifying assumptions.

Queuing theory is a tool often used for analyzing networkN
performance. A queuing system can be characterized by

1. the interarrival time distribution;

2. the service time distribution;

3. the number of servers;

4. the queuning discipline (FIFO etc.); and

5. the amount of buffer space in the gqueue.

Generally, the mathematical tractability requires that the message
arrival ©process be based on infinite or finite source processes such
that the interarrival time t is an exponential random variable, 1i.e.,

having a distribution function

Prob[ v £ t ] = 1 - o Mt (2.1)
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A is the mean message arrival rate. In such a process, called the
Poisson process, the number of arrivals is Poisson distributed, i.e.,

the probability of k arrivals in an interval t is given by’

Pp(t) = (A)E o72t / k1, (2.2)

This is the so called infinite source model. In the finite source
model, the arrival rate depends on the number of messages curreatly in
the system. The service time of a packet refers to the time the packet
transmission takes once the transmission is started. This depends on
the packet length., If the packet size is fixed, the service time is
‘constant.

Performance analysis of the token—bus access scheme is very
similar to that of a polled access scheme. In token-bus, poll cam be
considered as passing from node to node instead from a central node
issuing a poll. The performance of such a system is analyzed by

Reiser??

assuming that when a station receives a poll, the eatire
buffer is emptied.

Arthurs and Stuck? have analyzed the polling scheme with both
finite source model and infinite source model for the arrival
statistics. They have obtained expressions for the mean delay, mean
throughput and the channel utilization for both exhaustive service
i.e., the buffer is emptied when the node receives the token, and

nonexhaustive service. EKuehn®® has dealt with multiqueue systems with

nonexhaustive cyclic service. He provides an approximate analysis of
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multiqueune system H(‘)/Gll with batch Poisson input, general service
times, general overhead times and a single server operating under a
cyclic strategy with nonexhaustive service queue. Pack and Whitaker?*
have compared & number of variants on polling in &  multidrop
communicstion context. Stuck’® has calculated the maximum mean
throughput rates in local area metworks.

Konheim and Meister'’ have analyzed the polling scheme used in
communication networks under equal traffic distribution among the nodes
and exhaustive service. The results of this analysis of polling scheme
;avo been vused to analyze other demand assignment access protocols in
Local Computer Networks®:2*,2?,34,3¢  The basic relationships for
polling scheme derived by Konheim and Meister®® are reviewed in the
rest of this section, Consider a communication system consisting of N
buffered nodes connected using a single communication channel. The
nodes are polled in sequence and the data is removed from the node
buffer. Vhen the buffer has been emptied, i.e., exhaustive service,
the channel is used for system overhead for an interval called the
reply interval. The system then continues with the poll of the mnext
node. Traffic is assumed to be identically distributed among the nodes
and the reply intervals have a random length. The packet size is
assumed to be constant and each packet carries onme message.

The time axis is assumed to be divided into slots of size A, Each
slot is able to carry ome data unit, Let xgi’ be the number of data
units entering the ith mnode during the jth slot. Xgi) are

non-negative, integer valued, independent and identically distributed



random variables with mean p and variance o2

respectively. A poll of
each of the N nodes is called s cycle, i.e., a cycle consists of N
consecutive service intervals during which the channel is made
available to remove data from the nodes. Each service interval is
followed by a reply interval. Let ni.j be the reply interval in the
jth ocycle following the service interval of the ith node. Ri,j are
positive, integer valued, independent and identically distributed
random variables which are also independent of the dats arrival
processes., Let r and 82 be the mean and the variance of the reply

interval. Then from Konheim and Meister'’, wheam r ¢ « and Nu < 1, the

stationary expected cycle length T and its variance A% are given by

T = [N/ -ww ] (2.3)
and
8 = [ 8N/ a-wa-No ]+ [e?¥ 7 a-wa-n? ] (2.4)

The stationary expected queuing and transmission delay undergone by

messages, D, is given by

D = 1+[ 822 ]+ [ o®N 7 20-80) ]

+[ 1+ N7 2w Ja-wra. (2.5)

All the times being given in terms of slot times.
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The above results are now used to predict the behavior of a system
with Poisson arrival of messages. The following notation is used:

A —— Mean packet arrival rate at a node in packets per packet time,
This is also equal to the variance of the number of packets arriving at
8 node within a packet time for the case where packet arrival follows
Poisson distribution,

N —— Number of nodes in the network;

S — The total throughput normalized with respect to the bandwidth;

8, = Slot time normalized with respect to the packet time i.e., a slot
time is equal to a, packet times. Slot time is a small unit of time
which is used to express the mean and variance of the tokem—passing
time;

r —— Mean time to pass the token between two stations in terms of slot
times;

82 -~ Variance of the token-passing time (8 is given in slot times);

T, —— Token—transmission time in slot times;

Trw —— Response window duration in slot times.

The following results are derived®® using Konheim and Meister’s”’
analysis, for the case where message arrivals at a node follows Poisson
distribution, i.e., probability that k packets arrive at a node in t
packet times is given by Equation (2.2). Hence the mean number of
slots required to serve the data arriving in ome slot pu and its

variance o are given by

B = A (2.6)
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2 = Ala,. (2.7
Under stationary conditions, i.e., r ( = and Nu ( 1,

S = N\ . (2.8)
Using (2.6),(2.7) and (2.8) in (2.5), (2.3) and (2.4) respectively, we
obtain the following results, When r ¢ = and NA ¢( 1, the statiomary

expected delay (queuing and transmission) normalized with respect to

the packet time is givenm by3??

D = 1+ [ 823. !/ 2r ] + [ S / 2(1-8) ]

+ (ag/0)[ 1-8/N J[1 + Ne/ca-s) . (2.9)

The stationary expected ocycle 1length T and its variance AT,

normalized with respect to the packet time are
T = Nra, / (1-8) (2.10)

and

22 = [ 822/ -/ a-s) |+ [ raesN/ - a-9)? ] 21
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The above analysis provides the mean delay undergome by messages
and the mean and variance of the cycle time when the packet arrival
process is Poisson, the load is equally distributed among the nodes and

under exhaustive service of messages.



CHAPTER 3
PERFORMANCE ENHANCEMENT OF TOKEN-PASSING BUSSES

A major disadvantage of the token-bus local ares ne twork
architecture is the bandwidth used to pass the token through idle
stations. This has a significant effect on the performance of the
network when the traffic is asymmetrically distfibnted among the nodes
and/or when the offered load is low. When priority schemes such as the
IEEE 802.4 scheme are implemented, a statiom receiving the token may
not transmit any messages due to the constraiﬁts iﬁposed by the
priority scheme. The token—skipping scheme described im Section 3.1
enhances the performance of the network by allowing the token to bypass
most of the nodes which would not use the token to transmit any
packets., Sectionm 3.2 describes how the IEEE 802.4 priority scheme is
modified by using the token—skipping scheme to achieve better
performance characteristics. Sectiom 3.3 describes a priority scheme
that posseses such characteristics as hierarchical independence of
performance among different classes of packets and fairness among

packets of the same class.

24
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3.1 THE TOKEN-SKIPPING SCHEME FOR BUS NEIWORKS

In the standard token-passing channel-access scheme, the token
passes from node to node in a logical ring as shown in Figure 3.1. The
major disadvantage of this scheme is the need to pass the tokem through
idle stations. The overhead required for this could be minimized by
allowing the token to skip idle stations. In the proposed scheme, this
is done by allowing the token to be passed along a chord of the logical
ring in the absence of messages at the stations bypassed by the chozd.
First, foew toerms nused to describe the token-skipping scheme are
defined. In the definitions below, an asterisk (*) used as a
superscript indicates that the same terminology is used in the IEEE
802.4 scheme'’ with identical meaning.

The token carries the following informatiomn in addition to the
preamble, cyclic redundancy code and delimiters,

SA‘

—— The source address;
DA® — The destination address;
M — A one-bit flag, which indicates the presence of untransmitted

packets at the source node of the token.

The term respomse window refers to the maximum time, Tr". during

which a station expects to hear the response from another stationm

following the transmission of a freme. It is given by

T = T, + 2¢T, + T

v P (3.1)
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where, Tb

delay (i.e., the time a station requires to receive and respond to a

'. T,‘ and T‘-‘ are the round trip propagation delay, station

query by another station) and a safety margin to assure proper
reception of a response, respectively.

Each station is assumed to contain the following information:
TS®* — This station, i.e., its own address;
BRS* — Address of the mext stationm along the logical ring (called NS
elsevherel?);
PS® —- Address of the previous station on the logical ring;
CS —— Address of a station at the other end of a selected chord passing
through TS;
R —— Ring flag, a ome-bit flag indicating whether the tokem should be
transferred along the logical ring or alomg the selected choxd, i.e.,
to CS.
TS, PS and RS are used and initialized the same way as proposed in the
1IEEE 802.4 scheme’, 1In the token-skipping scheme, a station maintains
the value of CS, the chord station, to be the address of a statiom
within a logical distance S, along the 1logical ring, which had
untransmitted messages during the last cycle of the token, If there is
no such node, it points to the node at a logical distance S;. This
value of CS is called the extreme value of CS and is demoted by CS’.
8. is a constant, called the maximum skip distance. The maximum number
of idle stations that are skipped by a token is limited to (Sm -~ 1) and

hence its valune directly affects the performance of this scheme. CS’

may be initialized by one of the following schemes:
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When a station adds on to the 1logical ring it selects its
chord station, CS’ to be the same as the next station RS along
the logical ring. Periodically, a mnode would transmit a
special frame, which would cause the stations in the network
to set their ring flags. So in the mnext cycle, the token
would travel from station to station along the logical ring,
which may be tracked by the stations on the network to find
out CS’, the address of a station at a distance S,
Yhen a station adds on to the logical ring, it transmits a
special control frame with the address of its successor on the
logical ring, RS and the value of Sm. Following this, the
next S.l nodes will respond by transmitting their addresses one
by one. This allows the new node to determine the address of

the station at a distance S,.

Figure 3.2 shows the logical ring, together with the extreme set of

chords for a network with N nodes with addresses 0,1,...N-1.

In the token—skipping scheme, the token may be passed from one

station to another in one of three ways:

1.

Explicit token passing along the ring: If R=1 then a
station sets SA =TS and DA = RS in the token during token
transmission. In this case, the token is accepted by the next
station, RS along the logical rinmng.

Explicit token passing along a chord: If R= 0 then a station
sets SA =TS and DA = CS. Now the token is followed by a

response window., Any station that lies between SA and DA,
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having messages to transmit, will respond with a burst during
this window. An idle window indicates that all the stations
bypassed by the chord are idle, and hence the station at the
other end of the chord, DA will accept the token. Yhen
CS = RS, no response window is used since CS and TS are
adjacent and no other station is skipped.

3. Implicit token pass along the ring: In the above case, a2 busy
response vwindow prevents DA from accepting the tokean. The
station following SA, RS om 1logical ring will accept the
token. This is possible because each station knows the

address of previous station on the logical ring.

Vhen an attempt to pass the token along a chord fails, it is accepted
by the station next to the source station of the token. In this case
all stations bypassed by the chord will set their R flags, implying
that the token now has to move along the ring until a station with a
message is encountered. The ring flag R at a station is cleared when
the station transmits a token or a message appears on the bus. Figure
3.3 shows an example of the token path under this scheme.

A major advantage of a broadcast medium, such as a bus, is the
fact that all transmitted information camn be received by all the
stations in the network. This fact is made use of in wupdating the
selected logical chord or address of CS for each station, The value of
CS at each station is dynamically nupdated with every token pass

acording to the following rules:
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Figure 3.3 An example of the path of the tokem in the token—-skipping
scheme.
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1. Vhen a token with M = 1 sppears on the bus, it indicates that
the source station SA of the the token has untransmitted
messages, so each station will see whether SA is bypassed by
its selected chord, i.e., whether SA lies in between TS and
CS. In this case.‘it updates its C8 to be SA . This is
illustrated in Figures 3.4a and 3.4b.

2. Vhen a token with M = 0 appears on the bus, each station
compares the source address SA of the token with the CS of the
station, If they are equal, then the station knows that its
CS no 1loanger has messages in its buffer and it resets the CS
to its extreme value CS’. Figures 3.5a and 3.5b illustrates
this for a network with N nodes with addresses 0,1,...N-1,

respectively.

Thus each station selects its CS to be the closest station which
had a message in its buffer at the time it last transmitted the token.
However, the maximum number of stations that are allowed to be bypassed
by a chord is 1limited to (S; - 1). Hence if there are no stations

having a message within a logical distance S a station will select

me
the station at a distance S to be its CS. Note that the limiting case
S, = 1 corresponds to the standard token—bus scheme. A formal
description of the token—skipping scheme is given in Appendix A.

The performance of this scheme for a given load depends on Sm, the
maximum skip distance. The maximum number of idle stations that the

token can attempt to skip is limited to (S; - 1). If the length of a

chord is s (1< s £8), the time saved, T, by a successful token



e T A natn it AP S et Eos SRS S o

—
A /
AN V4
\\ Y
N 7
N 7
~N P
a) S~ - -
- J Q-——)'j—-—-—i X - & = — I —_—— -
\ 2 7/
N /
N 7
~ -~
~ -

b)

Figure 3.4 Updating of chords following the transmission of a token

with M=1 by station X
a) before token transmission,
b) after token transmission.



' 'x ! i
-———— J-S, = X -=r-— J - ———=
m 1} i
N il
\\\ ,//
a)
— —
-————— . J-Sm === X [‘-—%i—--ﬁ J -————=
‘\ . % 3
\\ //
N P
\\ //
\\ ///
b) T

Figure 3.5 Updating of chords following the transmission of a token
with M=0 by station X
a) before token transmission,
b) after token tramsmission.



35

pass along a chord is given by

T, =(s~1)T,-T (3.2)

v
where Tt is the time required for the token to be transmitted and T,
is the response window time given by Equation (3.1). The time lost,
Tl' by an unsugcessful token passing attempt is
Ty = Trye (3.3)

If s, the length of a chord is small, the advantage to be gained
by a successful token pass along a chord is small. However, as s
increases, there will be a higher chance of the intermediate stations
having messages awaiting transmission, In general, for a moderate
load, increasing Sn can be expected to provide a decrease in the
queuing delay due to the savings in the number of token passes.
Further increase in Sm, however, will cause an increase in the delay
due to increase in the number of unsuccesful token—passing attempts.
The optimum value of S, can be expected to decrease with increased load
for symmetric traffic distribution among stations. In cases where the
number of idle stations is high, for example when few of the stations
are responsible for a large portion of the traffic the modified scheme
should fare even better due to its ability to skip idle statioms,

In this protocol, the exceptions such as multiple tokens, lost

tokens, station failures etc., can be handled the same way as in the
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standard token-passing scheme®’, In Chapter 4, an amalytical model is
doeveloped for this scheme under exhaustive service descipline. Section
5.1 contains results of simulations of this scheme under non exhaustive
service of messages and compares it with the standard tokem-passing
scheme. In Section 5.2, the analytical model is compared with

simulation results under exhaustive service of messages.

3.2 A MODIFIED PRIORITY SCHEME FOR TOKEN-PASSING BUSES

This section describes how the token—skipping concept is used to
modify the IEEE 802.4 priority scheme to achieve a better performance.
A node in a network using the IEEE 802.4 priority scheme may not
transmit packets due to two reasoms: It does not have any packets to
transmit or the constraints imposed by the priority scheme does not
allow packets to be transmitted. However, the token has to pass
through each node irrespective of whether they are able to transmit
packets or not. Token-skipping scheme can be used to allow the token
to skip those stations that would not transmit messages upon receiving
the token.

In the description below, P classes of messages are assumed with 0
and P-1 corresponding to the 1lowest and the highest priority
respectively. In this scheme, the message flag M of the token
indicates the presence of untransmitted packets of highest priority
class at the source node of the token. Hence the logical chords are

selected so that they point to the closest node along the logical ring



37

which had untransmitted packets of the highest class of priority during
the last cycle of the token. If there is no such node within a logical
distance S-, the chord is selected to point to the node at a logical
distance S .
The priority scheme makes use of the following times:
HPTHT® — High-priority token—hold time;
TRT(i)®, i=0,.,.P-2 — Target—token—rotation time for Class i;
TOL(i), i=0,...P-2 —— Tolerance for Class i.
Each station using the priority scheme also has the following
timers:
TRTIM(i)®, i=0,...P-2 — Token-rotation timer for Class i;
THT® — Token-hold timer.
These timers control the number of packets a station transuiti upon
receiving the token as explained below.
A node is said to be ’active’ if
1. The node has untransmitted packets of the highest priority
class, or
2. The node has untransmitted packets of Class i, i=0,...P-2 and
the residue of the token—rotation timer of Class i is greater

than the tolerance of Class i, i.e.,

TRTIM(i) > TOL(i). (3.4)

The basic difference between this scheme and the IEEE 802.4

priority scheme 1lies in the way that the token is passed among
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stations, Here, the token may be passed from ome station to another in
one of three ways described in Sectiom 3.1: explicit token passing
along the logical ring, explicit tokem passing along a 1logical chord
and implicit token passing along the logical ring., However, only the
active stations bypassed by the chord are allowed to respond during the
response window following an attempt to pass a token alomng a chord.

The IEEE 802.4 scheme uses only the first method, i.e., the
explicit token passing along the 1logical ring, to pass the token,
Consequently, the token has to pass through all the stations of the
logical ring in a given cycle, inspite of the fact that some nodes may
not have packets to transmit and some of them may be restrained from
transmitting packets by the priority scheme. In the modified scheme,
the token is able to bypass most such nodes, resulting in anm improved
channel utilization.

The priority mechanism operates very similarly to that proposed in
IEEE 802.4 scheme’, The token—hold timer (THT) and the token—rotation
timers ( TRTIM(i), i=0,...P-2 ) at a station, all rum concurreatly
counting downward from an initial value to zero, at which point they
stop counting and are said to be expired. Each access class also has a
queue of frames to be transmitted. When a node receives the tokea, it
first transmits the highest priority packets for a time not exceeding
the 1limit set by HPTHT, the high-priority tokem-hold time. Next, the
station serves the token-rotation timers and queues from bhigher to
lower priority classes as follows: The residual value of the

token-rotation timer, TRTINM(i), is loaded into the token-hold timer,
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THT, and the tokon-totagion timer is loaded with the
target-token—rotation time, TRT(i), for that class. If the THT is not
expired, the station transmits packets of the curremt class until the
packets are exhausted or the THT expires. VWhen either event occurs,
the station begins to service the next lower priority class. After the
lowest class is serviced, the station performs any required 1logical
ring maintenance functions and passes the token according to the method
outlined above. When a tokem is successfully passed along a chord, the
stations bypassed by that chord reload the token-rotation timers with
target tokem-rotation times. A formal description of the priority
scheme is given in Appendix A.

When S, = 1, CS, the neighbor along the selected chord, and RS,
the neighbor along logical ring, for a given station are the same, and,
hence, the scheme is identical to the proposed IEEE 802.4 scheme. This
requires the tokem to pass through every station in a given cycle,
resulting in a lower bandwidth utilizationm.

In Section 5.3, the performance of the modified priority scheme is
compared with the priority scheme of the IEEE 802.4 using simulation
results. This priority scheme lacks the properties of hierarchical
independence and fairmess as discussed in Chapter 2. In the next
section, we define a new priority scheme which possesses these

properties.
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3.3 THE TOKEN-SKIPPING PRIORITY SCHEME FOR TOKEN-PASSING BUSES

In the token-passing access scheme, the control of the bus is
passed from station to station by means of & token. The nodes of a
token-bus network can be arranged inm a logical ring according to the
order of addresses. In the normal token—passing scheme, this coincides
with the path followed by the token’, 1In the presence of messages of
different priorities, we may assume that the logical ring consists of
soveral layers, one layer for each priority class. Figure 3.6 shows a
four—layer logical ring corresponding to four distinct priority classes
of messages.

Hierarchical independence can be achieved if the token is passed
among the stations as follows: In the absence of higher classes of
traffic, the token will move in the lowest layer of the logical ring.
Vhen messages are present in a higher layer, the tokem will go to that
layer, transmit those messages and return to the lower layer at the
same node at which it 1left the lower layer. The token may service
messages of more than one class before returning to the original layer.
An example of the path of the token is shown in Figure 3.7. Fairness
is achieved because the right of access in a given priority class
(layer) is passed in the order of addresses along the logical ring.
Thus, if the conventional token-passing scheme is used, where the token
is passed by a node to its neighbor, the tokem will have to pass
through a large number of idle nodes. And this may drastically affect

network performance. By allowing the tokenm to skip idle statioms, this
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A four—layer logical ring.
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overhead can be reduced. The scheme described below is aimed at
achieving the above goals.

P classes of messages are assumed with O corresponding to the
lowest priority and P-1 to the highest priority. VWithin each layer,
token passing (intra-layer token passing) is carried out according to
the token—-skipping scheme described in Section 3.1, which has
substantially improved delay throughput characteristics over the
standard token-passing scheme, dus to its ability to skip idle modes.
The priority scheme involves the transfer of the token between
different layers (inter—layer token passing).

This scheme requires each station to have a ring flag and a chord
station for each class of packets, i.e.,

CS(i), i=0,...P-1 — Address of a station at the other end of a
selected chord passing through TS;

R(i), i=0,...P-1 — Ring flag, a ome-bit flag indicating whether the
token should be transferred along the 1logical ring or along the
selected chord, i.e., to CS(i).

In order to find out the highest class of packets available in the
stations connected to the network, s control frame, priority assessment
frame (PAF) is used. It carries the current priority level and is
followed by several response windows. For example, a PAF with priority
(P-3) is followed by up to two response windows, In the first, any
station having a class P-1 packets will respond. If this is not busy,
a second response window follows, in which any station with class (P-2)

packets will respond.
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The priority scheme makes use of the following flags at each node:
MW(i), i=1,...P-1 — Messages Waiting flag indicates the presence of
untransmitted packets of the ith class at other nodes comnected to the
network, This is cleared each time the node sends the token of class i
or is bypassed by one. This flag is set whenever another station sends
a token with the M(i) flag bit of the token set,.

MT(i), i=1,.,..P-1 — Messages Transmitted flag indicates whether or not
any packets of class i were transmitted by any station during the last
cycle of the token. This is used to make the scheme robust under
errors in case of multiple stations having TCON flags (described below)
set, This is also reset when the node sends or is bypassed by a token
of class i. It is set whemever a packet of class i appears on the bus,
TCON(i), i=1,...P-1 — Token Converted flag is set when the station
converts a lower priority tokem to ith priority. When a node with
TCON(i) = true sends a token with priority i, it sets the M(i) bit of
the token. This ensures that the token does not skip the station that
converted the token to class i. A mnode with TCON(i) = false will set
the M(i) bit of the token only if it has untransmitted packets of class
i in its buffers. This is reset when the token is converted back to
the previous priority.

PPR(i), i=1,...P-1 — This is a storage location called the previous
priority. Whenever a node converts the token to priority i, the
priority of the current token is stored in PPR(i). TCON(i) and PPR(i)
enables the tokem to be returned to the previon; ring at the same node

which converted it to a higher priority.
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Each station has a timer PAT (Priority Assessment Timer). Each
station wupdates the PAT timer to its initial value, Inter—Priority
Assessment Time (IPAT), which is the same for each node of the network,
following the appearance of a priority assessment frame, PAF, on the
bus. When this timer expires, the node curreantly holding the token
opens a Priority Assessment Period (PAP) by broadcasting a PAF. This
allows the messages of higher priorities to acquire the token.
However, if the curreant priority is the highest, this timer is ignored.
The upper bound on the time the higher classes of messages have to wait
before requesting the token depends om IPAT.

When a node receives a token (of priority I), the following
priority scheme procedure is executed.

1. If any packets of class I are present, send packets of class I

until one of the following comditions ococurs:

1.1 Packets of class I are exhausted.

1.2 N(I) packets are transmitted, where N(I) is the maximum
number of packets of class I that may be transmitted once
the token is received.

1.3 VWhen I is not the highest priority, the Priority
Assessment Timer, PAT, expires.

2. The token is transferred from one layer to anmnother, i.e.,
priority of the token is changed, if one of the following
three situations occurs:

2.1 I is not the highest priority, and the token has
circulated in the curreat (Ith) layer more than the time
limit set by the PAT, i.e. PAT has expired.

2.2 The token returns to the node which converted the token
to the current class and finds that no packets of class I
are waiting at any node (i.e., MW(I) is false) or if =no
packets of class I were transmitted during the last cycle
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of the tokem (i.e., MT(I) is false). The last condition
provides robustness against situations when multiple
nodes erroneously have their TCON(I) flags set. In this
sitvation set the priority to the previous priority,
i.e., clear TCON(I) flag, set the priority to PPR(I), the
priority of the tokem before it was converted to this
class.

2.3 The station finds that no packets of current class are
waiting, and none was transmitted during the last cycle
of the token. This conditiom would not normally occur
and is wused to guard against the case of failure of the
node which generated the tokeam of class I, i.e., the one
with TCON(I) set, getting disabled.

For any of the above cases, the highest class with messages

waiting is determined by transmitting a Priority Assessment

Frame, PAF. If any of the response windows are busy, i.e.,

packets of a higher priority class are opresent, set the

priority to the corresponding value, i.e., set TCON(H) flag,
where H is the highest priority class in which the packets are
present, as determined by the PAF. Store the curremt priority

in PRP(H), i.e., PRP(H) = I. The new priority is H.

3. Send the token along the layer corresponding to the current

priority using the intra-layer token-passing scheme described

earlier,

Figure 3.8 gives an example of the channel activity under this
scheme. In general, the channel will see a repetition of a sequence
consisting of a PAF followed by packet and token transmissions of a
single class. A transmission period of class I, TP(I), is defined as a
continuous time period durimg which omly the packets and tokens of

class I are transmitted. They are separated by Priority Assessment
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Periods (PAPs), and their duration is upper bounded by

TP(I) { IPAT + TMSG(I), I=0,...P-2 (3.5)

where IPAT is the inter—priority assessment time and TMSG(I) is the
maximum length of a packet of <class I. For the highest class of
priority, the transmission period, TP(P-1), lasts as long as it |is
required to transmit all the messages of that class., A PAP is followed
by a transmission period of the highest priority class for which
messages are present. .

In this chapter, we defined a new channel-access scheme for
broadcast networks, which preserves the advantages of the token-passing
channel-access scheme, but requires less overhead in terms of bandwidth
for token-passing. In Chapter 4, an analytical model is developed for
the token-skipping scheme. Chapter § contains results of the
analytical model and simulation models for the token—skipping scheme as

well as the two priority schemes described above.



CHAPTER 4

AN ANALYTICAL MODEL FOR THE TOKEN-SKIPPING SCHEME

In Chapter 3, a channel-access scheme for broadcast networks was
described. It preserves the advantages of token passing while reducing
the overhead required to pass the token., In Sectiom 2.3, the analysis
of polling scheme developed by Konheim and Meister'® was explained. In
this chapter, we develop an analytical model for the token—skipping
scheme under exhaustive service descipline. In Section 4.1, the
analysis of the polling scheme given in Section 2.3 is summarized. In
Section 4.2, this analysis is extended for the standard token—passing
scheme. An analytical model for token—-skipping scheme is developed in

Section 4.3.

4.1 ANALYSIS OF THE POLLING SCHEME

In this section, the notation and the basic assumptions used for
modeling the polling scheme are restated and the results are
summarized. Consider a network consisting of N buffered nodes
connected using a single communication channel. The model in Section

2.3 used the following assumptions:

49
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1. The load in the network is equally distributed among the
nodes;

2. MNessage arrival at a node follows a Poisson distribution;

3. Packet time is coastant;

4. The nodes are polled in sequence;

5. VYhen a node is polled, the data is removed from the node
buffer. When the buffer has been emptied, i.e., exhaustive
service, the channel is wused for system overhead for an
interval called the reply interval;

6. The reply intervals are independent and identically
distributed with mean r and variance 52, and are also

independent of the message arrival process.

The following notation is used:
A —— Mean packet arrival rate at a node in packets per packet time;
N —— Number of nodes in the network;
S —— The total throughput normalized with respect to the bandwidth;
8, —— Slot time normalized with respect to the packet time i.e., a slot
time is equal to s, packet times. Slot time is s small unit of time
which is used to express the mean and variance of the token-passing
time;
r — MNean time to pass the token between two stations in terms of slot
times;
82 — Variance of the token—-passing time (8 is given in slot times);
Tt —— Token-transmission time in slot times;

T,y — Response window duration in slot times;
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D — Mean delay (queuing and transmission) undergome by packets,
normalized with respect to the packet transmission time.

From Section 2.3, when r ( = and NA ( 1, the throughput of the
network is given by

S = NA (4.1)

and the stationary expected delay normalized with respect to the

packet time is given by

D =1+ [8%a,/2: ]+ [ 57209 ]
+ /[ 1-s/8 J[1 + n/ -9 ] (4.2)

The stationary expected cycle length T and its variance AT,

normalized with respect to the packet time are givem by

T = Nra, / (1-8) (4.3)

82 - [ 8202 / -8/ 1-9) |+ [ raesN/ -s/M (-2 ] (4.4)

Under Poisson distribution, the probability that k packets arrive at a

node in a time interval of t packet times is given by
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Pr(t) = (a)k 7Pt / x1, (4.5)

In the next section, we extend this analysis to model the standard
token—passing scheme. In Section 4.3, an analytical model is
developed for the token—skipping scheme under exhaustive service

descipline.

4.2 ANALYSIS OF THE TOKEN-PASSING SCHEME

In the standard token—passing scheme, the tokem is passed from
node to node in a sequence. This is equivalent to polling each node
in the network in a sequence. Hence the analysis of Section 4.1 can
be used for the token—-passing scheme, with the time required to pass
the token from one node to the mnext corresponding to the reply
interval. Assuming the time required for passing the tokem to the

next station be a constant, 'l't slot times. i.e. ,

r = Tt (4.6)
and
82 = 0. (4.7)

Hence, from Equation (4.2), when NA ¢ 1, the mean delay D, undergone

by messages is given by



D = 1+[s/20-9 ]

+ ag/2)] 1- s/N][1 + N/ (1-9) ] (4.8)

In the next section, we develop an analytical model for the

token—skipping scheme.
4.3 ANALYSIS OF THE TOKEN-SKIPPING SCHEME

In the token—-skipping scheme, the token is not passed from mnode
to node in a sequence. However, the tokenm is allowed to skip nodes
only if they do not have any messages. For the purpose of analysis,
this can be considered as equivalent to polling each of the nodes
bypassed by the chord along which the token is passed. Hence we may
consider passing of the token from a node to another node at a logical
distance s, along a logical chord, in a time T, as being equivaleat to
passing the token through each of the skipped stations sequentially,
with each token pass requiring T/s time units. Now we can use the
model of Section 4.1 to analyze the token-skipping scheme, under
exhaustive service of messages. However, the assumption that the
token—-passing times are independent, identically distributed and also
independent of the message arrival processes is not strictly valid in
this case.

Four approximations are used in the analysis of the
token—-skipping scheme. The first is the assumption that the

token—passing times are independent and identically distributed. The



other three approximations are used in calculating the mean
token—passing time and are described later. The first approximation
allows the equations derived in Section 2.3, and given in Section 4.1
to be readily used for the analysis of the token—skipping scheme.
First the mean and variance of token—passing time among the nodes have
to be found.

As we consider the case of exhaustive service, the chord along
which the token is passed always points to the node at a distance S.
from the source station, where S. is the maximum skip distance. The
token-skipping scheme under exhaustive service can be briefly
explained as follows. Following the transmission of messages, a node
will send a token addressed to a station at a logical distance Sn.
This is followed by a response window during which any mnode that is
bypassed by the token, which has messages to be transmitted, will
respond. If there are no such stations, i.e., the response window is
idle, the destination node will accept the token. However, if the
response window is busy, then the node next to the source station on
the logical ring accepts the token. Now the token travels along the
logical ring until the node with messages is encountered.

Let Py be the probability that an attempt to pass the token along

a chord is successful, i.e.,

Pg = Prob[An attempt to pass the token

along a chord is successfull. (4.9)
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In the analysis below, only the case where S_ 2 2 is considered.
For S- = 1, the results are same as for the standard token—passing
scheme given in Section 4.2. In order to calculate the mean and
variance of the token—passing times, consider the path of the tokea in
the two cases where an attempt to pass the token along a chord
succeeds and fails.

1. An attempt to pass the token is successful. This event has a
probability p,. In this case, shown in Figure 4.1, the token
is passed to a station at a distance S, in a time (T +Tg,).
Hence the token can be assumed to have passed through each of
the inte?vening stations with a token—passing time of
(T4 +Try) / Sp-

2. An attempt to pass the token along the 1631ca1 chord is
unsuccessful. This event has a probability of (l—ps). In
this case, shown in Figure 4.2, the token is passed on to the
next station in a time (T,+T_. ). Then the token travels
along the logical ring until a node with messages present 1is
found. This stationb is at a distance between 1 and (S,-1)
from the source station. Here, the second approximation is
made, which is, the distance token travels along the logical
ring is Sn/2. This means one token pass occurs with time
(Tt+Trw) followed by (S;/2 -1) token passes requiring a time
Tt each. Since this is an approximation, this can be assumed
for both even and odd values of S;. In the actual case

however, the token may travel a distance anywhere between 1
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Figure 4.1 A successful attempt to pass the tokemn along a logical
chord.
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Figure 4.2 An unsuccessful attempt to pass the tokem along a logical
chord.
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and (S -1) before encountering a node with untransmitted
messages. Approximating this by (S./Z) seems to yield fairly
socurate results, especially for small S_. For the case

Sp = 2, this is exactly the case.

Hence the stationary probability distribution p(R) of the

token-passing time, R, is given by

[ PgSy / [(1+p,) (Sy/2)] when R = (To+Tg,)/Sy

(1-pg) / [(1+p,) (8,/2)] when R = (T +T.)
p(R) = (4.10)

(1-pg) [(Sy/2)-11 / [(1+p,) (Sy/2)] when R = T,

0 el sewhere.

Hence the mean and variance of the token—passing time are given

r o= [ Tyt paTe +(1-p) S/ DT, |/ [ (85/2) (A4pg) ] (4.11)
and

82 = [ Ipg(TerTo)2/Sy] + (1mp )1 (T ? +((8y/2) - 1T31]

1 [aepgrsg/2] - 2. (4.12)
Rearranging (4.11),

pq =[(A-1x]/[B+r1x] (4.13)
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where,

A = T, + 2T, /Sy (4.14)
and

B = T, -2T,/S,. (4.15)

Now it remains to find p,, the probability of success in passing
the token along a chord. Consider the case of node 0 attempting to
pass the token to the node S, as shown in Figure 4.1.

From Equation (4.9),

Pg = Prob[Success of an attempt to pass the token alomg a chord]

= Prob[No statiom bypassed by the chord has packets].

Since the message arrivals at nodes are independent of each other,

i=S -1
Py = {=1 Prob[no packets arrived at node i

since the last token passed it]

i=8 -1
i=1

1=

Prob[no packets arrived at node i in a time Ti]

where Ti is the time elapsed since the token last passed node i. T,
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also is the time the token required to go through the last (N-i)

nodes. Using Equation (4.5),

P, = ]-T i::-l oxp[-lTi]

i.‘u »
i=8 -1
Py = exp[-x 21.:‘ T; ]. (4.16)
Here we make our third approximation, namely,

Ty = [ (T+Ap)(N-1) / N ] . (4.17)

i.e., the time it takes the token to go through the last (N-i) nodes
is approximated by (T+Ay)(N-i)/N. The stationary average time it
takes the token to circulate around the 1logical ring is T, which
yields the stationary expected value of T; to be T(N-i)/N. However,
use of this value has a tendency to over estimate Pg. The selection
of T; as in Equation (4.17) yields fairly accurate results as seen by
the simulation results given in Section 5.2. T and AT are given by

Equations (4.3) and (4.4) respectively as
T = Nra, / (1-8) (4.3)

and
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22 = [ 22/ a-sma-s) |+ [ raesn/ a-sima-9? | s

Except for very small values of 8, e.g., S ¢ .1, the first term in
Equation (4.4) can be neglected compared to the second. Henmnce, we

approximate Ay by

82 = [ ragsN/ (1-s/M(1-9)2 ]. (4.18)
Solving Equations (4.3), (4.16), (4.17) and (4.18), we get

p, = okaerily (x'/D] (4.19)

where k and k’ are given by

E o= [ Lsm sy 288y 7 200-9) ] (4.20)

k' = [ (S/N) / a,(1- S/N) 1. (4.21)
Hence, using Equations (4.12) and (4.19) yields

ookagrll+ (/)21 | ey, (4.22)
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Summarizing, we have

okagzllt (/0?1 | iy (Ben) (4.22)
where

A = T, + 2T, /Sy (4.14)
B = T, -2T,/S, (4.15)
= [ [(S/N) (8y-1) (2N-Sp)] / 2(1-8) ] (4.20)
and

k' = [ (S/N) / a,(1- S/N) 1. (4.21)

Hence, knowing the parameters T,, T.,, S, and N, for a given value of
S, Equations (4.14), (4.15), (4.20) and (4.21) can be used to evaluate
the constants A, B, k and k' respectively. Now Equation (4.22) can be
solved numerically to yield r, the mean token-passing time. This
value of r can be used to calculate p;, the probability of success in
passing a token along a chord and the variance of the token—passing

time using Equations (4.13) and (4.12) given below.
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Pg =[A-1z]/[B+rs] (4.13)

82 = [ [pg(Te*Try)2/Sp] + (1-pg) [ (Ty+Try)*%2 +((Sy/2) - VT3]
I [aepg)8g/z] - 2 (4.12)

Now Equation (4.2) can be used to find the stationary expected queuing

delay of the metwork.

D =1+[8%, /2 |+[ 58/ 20-9 ]

+ (ag/)[ 1-8/8 J[1 + Ne/(a-3) ] (4.2)

In this chapter, we developed an analytical model for the
token—-skipping scheme under the following assumptions:

1. The traffic is symmetrically distributed among the nodes;

2. The packet arrival at nodes follow Poisson distribution;

3. Fixed packet size;

4. Exhaustive service of messages.

In the next chapter, we present simulation results comparing the
token-skipping scheme and the proposed priority schemes with the IEEE
802.4 channel-access protocol. In Section 5.2, the results from the

analytical model are compared with those obtained using simulations.



CHAPTER §
RESULTS AND INTERPRETATION

Chapter 3 defined the token—-skipping channel-access scheme for
broadcast networks and two methods by which priorities can be
implemented using the token—-skipping scheme. In Chapter 4, an
analytical model was developed for the token-skipping scheme under
exhaustive service éf mossages. In this chapter we present simulation
results comparing the token-skipping channel-access scheme with the
IEEE 802.4 channel-access scheme and also conpnring‘ the analytical
model with simulation results. Message arrival at nodes is assumed to
follow a Poisson process. The set of nodes forming the logical ring is
assumed to be statiomary, i.e., the simulation does not consider the

case where stations switch on and off the logical ring.
5.1 TOKEN-SKIPPING SCHEME UNDER NON-EXHAUSTIVE SERVICE OF MESSAGES

In this section, we provide results of simulations to compare the
token-skipping scheme and the IEEE 802.4 scheme under round robin
service descipline, i.e., each node is allowed to transmit only one
packet of data upon the reception of the token. Poisson arrival of
messages at each station is assumed. The network parameters used for
the simulation are given in Table S.1. These parameters wore selected

64
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Table 5.1 Network parameters used for comparing the token—skipping
scheme and the IEEE 802.4 channel -access scheme with
round-robin service descipline.

Number of stations, N = 50 and 100
Bandwidth of the bus = 1 Mbps

Bus length = 1 km

Round trip propagation delay = 10 ps

Message length (fixed) = 1000 bits

Size of response window = 25 us

Token transmission time = 100 ps

Maximum skip distance =1, 3, § and 10
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based on the values proposed in the IEEE 802.4 standards®? and other
publications related to local area networks*:'*®. The token—skipping
scheme and the IEEE 802.4 scheme are compared using the speedup factor
defined as the ratio of the mean delays undergone by messages in IEEE
802.4 scheme and the token—skipping scheme. Two networks, one with 50
stations and the other with 100 stations, were simulated. The maximum
skip distance, S. was selected to have values 1 (corresponding to the
standard token bus), 3,5 and 10. Simulation was carried out for two
types of traffic distributions among stations.

1. Symmetric traffic distribution: The mean message arrival rate
at each station is assumed to be the same. The variation of
mean delay vs. the throughput for N = 50 and 100 are shown in
Figures 5.1 and 5.2 respectively with the corresponding
speedup factors given in Table 5.2.

2, Asymmetric traffic distribution: In this case, 20% of the
stations (selected consecutively) were responsible for 80% of
the traffic offered to the network., Figures 5.3 and 5.4 show
the delay throughput characteristics for the cases N = 50 and
100 respectively. The corresponding speedup factors are given

in Table 5.3.

The token-skipping scheme provides speedup over the standard
token—-passing scheme for all the values of Sm > 1 for throughputs up to
about 80%. At higher 1loads under symmetric traffic, the standard
token-passing scheme fares better. When the number of idle nodes in

the network is high, e.g., at 1light 1load or under assymetric load
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Table 5.2 Speedup factors under symmetric traffic distribution.
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Table 5.3 Speedup factors under asymmetric traffic distribution.

SPEEDUP FACTOR

THROUGHPUT N = 50 N = 100

Sp= 3 [Spy= 5 |Sp= 10 | Sp= 3 |Sy= 5 [Sy= 10

.25 2.2 2.9 3.4 1.9 2.2 2.3
.50 2.4 3.2 3.6 2.2 2.6 2.9
.65 4.3 6.0 6.6 3.9 5.0 5.3
.15 7.4 | 12.1 | 14.3 13.3 { 20.0 | 21.4
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distribution among mnodes the token-skipping scheme provides a high
speedup factor. For example, simulation results show a speedup of 20
on a network with 100 stations at a throughput of 75% under the
asymmetric load distribution,. The increase in speedup with the
increase in 1load under the assymmetric traffic distribution is due to
the rapid increase in delay associated with the standard token—passing
scheme nunder these circumstances. This can be attributed to the fact
that at a given time there are more idle nodes in assymmetric case than

under symmetric load distribution.

5.2 TOKEN-SKIPPING SCHEME UNDER EXHAUSTIVE SERVICE OF MESSAGES

In this section, we compare the delay—throughput characteristics
of the token-skipping scheme nunder exhaustive service descipline
obtained via simulations and the analytical model developed in Chapter
4. The network parameters used for this purpose are shown in Table
5.4. The traffic is sssumed to be symmetrically distributed among the
nodes with packet arrivals following a Poisson process., Figures 5.5,
5.6 and 5.7 show the delay—throughput characteristics for a network
having 50 nodes when the maximum skip distance is 3, § and 10,
respectively. Figures 5.8, 5.9 and 5.10 shows the corresponding
results for a network with 100 nodes. These results show that the
analytical model is able to predict the delay undergone by messages
with reasonable accuracy when the ratio Sm/N is small, As S

increases, the results of the analytical model tend to diverge from the
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Table 5.4 Network parameters used for validating the analytical model

. for the token—skipping scheme.

Number of statioms, N = 50, 100
Number of priority classes, P = 4
Bandwidth of the bus = 1 Mbps
Length of the bus = 1 km
Round trip propagation delay, T = 10 pus
Packet length, including header = 1000 bits
Size of response window, T = 20 pus
Token transmission time = 100 ps
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simulation results. This can be attributed to the assumptions made in
deriving the analytical model. However, selecting a large value for S‘
will degrade the performance of the network. Hence this analytical
model can be used to predict the performance of the network for

practical values of S for a given network.
5.3 MODIFIED PRIORITY SCHEME FOR TOKEN-PASSING BUSSES

Here, we present the results of a simulation of the IEEE 802.4
priority scheme and the modified priority scheme described in Section
3.2 for a network with four classes of messages present, All the
simulations given in this section have made use of the network
parsmeters given in Table 5.5. Poisson arrival of messages at each
node and class is assumed. And traffic distribution among stations is
assumed to be symmetric.

The following notation is used in this sectiom.

G(i) — Offered 1load in Class i normalized with respect to the
bandwidth;

G — Total offered load (normalized) = 21 G(i);

8(i) — Throughput of messages of Class i normalized with respect to
the bandwidth;

S —— Total throughput of the network (normalized) = Ei S(i) ;

T(i) — Mean delay (queuing + transmission) undergone by messages of

Class i normalized with respect to packet time,



Table 5.5 Network parameters used for comparing the modified

82

scheme with the IEEE 802.4 priority scheme.

Length of the

Packet length,

Tolerance of

Number of stations, N
Number of priority classes, P
Bandwidth of the bus

bus

Class O,
Class 1,
Class 2,
Class O,
Class 1,
Class 2,

Round trip propagation delay, T
including header
Size of response window, T
Token—transmission time
High-priority tokem—hold time, HPTHT
Target-token—rotation time for

v

TRT(0)
TRT(1)
TRT(2)
TOL (0)
TOL(1)
TOL(2)

50
4

1 MNbps
1 km

10

1000 bits

20

100 pus

1000

10000
15000
20000
120
120
120

ns

us

ns

ns
ps
us
us
us
us

priority
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The delay-throughput characteristics are given in Figure 5.11 for
each class, T(i) vs. S8(i), i=0,...3. This simulation assumed that all
the four classes have the same traffic intensity, i.e.,
G(0)=G(1)=G(2)=G(3)=G/4. The variation of total throughput, S, vs.
offered load, G, for this case is shown in Figure 5.12.

Figure 5.13 shows the delay-throughput characteristics whem all
the messages belong to a single class., It gives the simulation results
of the cases where all the messages belong to Class 3 ( i.e,,
G(0)=G(1)=6(2)=0 and G(3)=G ) and where all the messages belong to
Class 1 ( i.e., G(0)=G(2)=G(3)=0 and G(1)=G ),

Simulation of the case when the traffic is equally distributed
among the different classes, shows that the modified priority scheme
provides a significant improvement in delay-throughput characteristics
for all the classes of messages compared to the IEEE 802.4 scheme. The
total throughput of the modified scheme is always greater than or equal
to that of the IEEE 802.4 scheme, and under certain conditions it is
larger by as much as 0.15 of the bandwidth. This is to be expected
since, in the IEEE 802.4 scheme, the token passes through a large
number of nodes without sending a packet due either to the mnode not
having any packets or the token-rotation timers (TRTIM's) of the
classses of messages present being expired. In the modified scheme,
the token skips most such nodes.

The simulation of extreme cases, where messages present belong
only to one of the four classes (Figure 5.13), also show the modified

scheme to be superior with higher throughputs and 1lower delays. The
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only case where the modified scheme fares worse than the IEEE 802.4
scheme is when all the messages belong to the highest class of priority
and the traffic intemsity is very high. But this too may be remedied
by lowering the value of S, under such conditions. In fact, vwhen
S =1, the two cases yield identical results. Another fact appareat
from Figure 5.13 is that the delay—-throughput characteristics, when all
the messages belong to a single class, is dependent on the priority
class. However, this dependence is much less in the modified scheme
than that in the IEEE 802.4 scheme. The delay undergone by messages is
independent of the class to which they belong for throughputs up to
about 0.7 in the modified scheme compared to 0.4 in the IEEE 802.4
scheme, In IEEE 802.4 scheme, the maximum throughput that is achieved
when all the messages belong to Class 1 is about 0.22 lower than that
when all the messages belong to the highest priority class. In the
modified scheme, this difference is only about 0.06.

The modified scheme requires the use of a response window
following the transmission of a token along a chord. The additiomal
hardware required to implement this would be minimal as the IEEE 802.4
scheme also makes use of the concept of response windows for ring
initialization and maintenance. Since the scheme uses oaly one
response window, it does not have the synchromization problems
associated with the virtual token—passing protocols"". In the
modified scheme, each node is required to have two state variables, CS
and R, in addition to those present in the IEEE 802.4 scheme.

Initialization and maintenance of these require additional hardware.
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The proposed scheme is compatible with the IEEE 802.4 standard in
that, a node implementing this scheme can be comnected to a network
having IEEE 802.4 nodes, by setting the parameter S- to be unity, and
by having provision to send the token without the M flag bit. A node
with IEEE 802.4 specifications would also fit in to a network following
the modified scheme if one of the bits of the tokem cam be allocated to
be the M flag. Such a node will always set the M flag, and,
consequently, it will get the token in each of the cycles of the token,

Simulation of the token—skipping scheme without the priorities has
shown that the advantages to be gained by tokea—skipping is high when
the number of nodes is high or under asymmetric traffic distribution
among nodes. The same can be expected in case of the modified priority

scheme too.

5.4 TOKEN-SKIPPING PRIORITY SCHEME FOR TOKEN-PASSING BUSSES

In this section, results of simulations comparing the
token-skipping scheme described in Section 3.3 and the IEEE 802.4
priority scheme are presented. All the simulations given in this
section have made use of the network parameters givem in Table 5.6.
Poisson arrival of messages at each node and class is assumed. And
traffic distribution among stations is assumed to be symmetric. In the
absence of schemes to get the optimum values that can be used for
timers in IEEE 802.4 scheme and, for inter—priority assessment time

(IPAT), maximum skip distances and number of packets allowed to be
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Table 5.6 Network parameters used for comparing the token-skipping
priority scheme with the IEEE 802.4 priority scheme.

Number of stations, N = 50
Number of priority classes, P = 4
Bandwidth of the bus = 1 Mbps
Length of the bus = 1 km
Round trip propagation delay = 10 ups

Packet length, including header = 1000 bits
Size of response window, T, 20 ps
Token transmission time 100 pus
Number of packets that are allowed to be
transmitted per token, N(I), I=0,...3 = 1

Priority assessment frame time = 100 ps
Inter—priority assessment time, IPAT = 2500 us
Maximum skip distance of
class 0, S, (0) = 1
class 1, S; (1) = 3
class 2, S;(2) = 7
class 3, S, (3) = 11
High-priority token-hold time, HPTHT = 1000 us
Target-token-rotation time for
class 0, TRT(O) = 10000 pus
class 1, TRT(1) = 15000 us

class 2, TRT(2) 20000 ps
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transmitted per tokem in TSPS, these values were selected to make the
comparison as meaningful as possible. High-priority token~hold time
for IEEE 802.4 scheme is selected to be equal to ome packet time
because in the token-skipping scheme, only ome packet per token is
allowed. The values for target—tokem—-rotation times have been selected
to preserve a certain degree of hierarchical independence without
adversely affecting the performance of messages of lower priority
classes. There is some disparity in that according to the parameters
selected, IEEE 802.4 scheme may transamit more than one packet per
token, while the token—skipping scheme does not.

The delay-throughput characteristics of each class for the case,
where all the four clgsses have same traffic intensity, i.e.,
G(0)=G(1)=G(2)=G(3)=G/4, are given in Figure 5.14. The token-skipping
scheme provides a lower delay, compared to IEEE 802.4 scheme, for the
highest class of messages. This is to be expected due to the
hierarchical independence of TSPS. However, to make way for the higher
priority messages, the delay in lower priority classes has increased.
For messages of class 2, it provides a lower delay for throughputs up
to 0.3. The IEEE 802.4 scheme offers a better quality of service to
messages of class 2 in the range of 0.3-0.35. Note that for a class,
wvhen the delay is fimnite, the throughput and the offered 1load are
equal. Similarly, TSPS provides a lower delay for class 1 messages up
to a throughput of about 0.1 while the IEEE 802.4 scheme provides =
better service in the range 0.1-0.22. The messages of lowest priority

have a lower delay in the IEEE 802.4 scheme. By increasing the value
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of the PAT in the token-skipping scheme, it is possible to reduce the
delay of the lower priority classes at the expense of the delay of the
higher priority class. The total throughput vs. the offered load is
given in Figure 5.15. In this case, the IEEE 802.4 scheme has a
throughput which is about 0.06 higher than the token—skipping scheme at
high traffic intensities.

In order to study the behavior of the token—skipping priority
scheme, a2 network where only the messages of classes 1 and 3 were
present was simulated. The delay—throughput characteristics for the
messages of class 3, T(3) vs. 8S(3), when the offered load in class 1,
G(1) is held constant is given in Figure 5.16. This shows that,
independent of the load in class 1, for throughputs of less than 88%,
the messages of class 3 undergo less delay than the messages of a
similar standard token-passing network. Figure 5.17 shows the
delay-throughput characteristics for messages of class 1, T(1) wvs.
S(1), when the load in class 3, G(3), is held constant. Note that the
throughput in this case includes only that of class 1 messages, whereas
the actual throughput is the sum of the throughput in class 1 and that
of class 3. Here the proposed token—-skipping scheme shows a
significant improvement over the IEEE 802.4 scheme. In both schemes,
as the traffic in the higher priority class increases, the delay in the
lower priority class increases due to the channel bandwidth being used
by messages of higher priority.

The TSPS and IEEE 802.4 priority schemes can now be compared with

respect to the Rom and Tobagi’s performance criteria®® givem in Chapter
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2. The IEEE 802.4 scheme cannot be made to functiomn in a completely
hierarchically independent way through parameter selection. A certain
degree of hierarchical independence can be achieved by using very low
values for target-token—rotation times. However, this will drastically
affeot the delay—-throughput characteristics of messages of lower
priorities. In the token-skipping priority scheme presented here,
complete hierarchical independence can be achieved by setting IPAT
equal to the packet time. This will cause the highest priority present
in the network to be determined following each message transmission,
In the simulations, IPAT was assumed to be oqual to 2.5 packet times.
Hence, it is not completely hierarchically independent. For example,
from Figure §5.16 it is seen that at a throughput S(3) = 0.2, a change
in load of class 1 from 0.0 to 0.4 causes a change in delay of class 3
by 1 packet time. For IEEE 802.4, it changes by almost 4 packet times.
Even with such a difference in the degree of hierarchical independence,
the delay of both class 1 and class 3 messages of the IEEE 802.4 scheme
are much worse than that of the TSPS.

The IEEE 802.4 scheme is not fair for the messages belonging to
the lower classes of priority. In extreme cases, it is possible for
messages of one class at a particular node to get blocked while
messages of the same class at another node get transmitted. However,
fairness is built into the token-skipping scheme, since, for a given
class, the access is always passed to each node along the logical ring.

The priority scheme is robust since no errors in the state

information used by the priotity scheme can drastically affect the
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system performance. The priority scheme itself guards against errors
in TCON flags. Also, any error in PPR will oamly result in the token
being transferred to the incorrect layer. This will 1last only until
the PAT expires. Brrors in MW and MT flags will result im the token
being transferred a little later or little before the tokem is duwe to
be transferred between layers, affecting only the fairness of the
scheme,

The last of Rom and Tobagi’s performance criteria for priority
schemes is that the overhead has to be kept at a minimum. At first, it
appears that the priority assessment frame and circulation of tokema in
each layer separately in the token—skipping method, causes an increase
in the overhead, in terms of the bandwidth used. However, in the IEEE
802.4 scheme, it may happen that the token has to pass through a large
number of nodes without transmitting the messages of 1lower priorities
present in those nodes. This overhead is reduced in the token—skipping
scheme by allowing the tokem to skip the mnodes, which do not have
messages of the curreamt priority. It is not possible to say that omne
scheme has a lower overhead compared to the other. The overhead will
depend, among others, on the parameters selected and the distribution
of load among nodes and classes. As seen from simulation results for
the case where all the four classes have the same traffic intemsity,
the net throughput of the token—skipping scheme is lower by about 0.06.
However, in the case when there are only two classes of messages in the
network, the token—skipping scheme handles messages of both classes at

a lower delay compared to the IEEE 802.4 scheme. The TSPS will,
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however, require additional hardware/software at the nodes to implement
the priority scheme.

In this chapter, we compared the performance of the tokem—skipping
scheme, and its priority implementations with the proposed IEEE 802.4
channel-access scheme. The modified priority scheme, which has the
IEEE 802.4 scheme as a special case, and is upward compatible with the
proposed standard seems to provide a significant improvement in
performance. The token—-skipping priority scheme, under certain
circumstances, sacrifices throughput in order to achieve hierarchical

independence and fairness.



CHAPTER 6

SUMMARY AND CONCLUSIONS

This research work was aimed at providing a better understanding
of the capabilities and the limitations of a token-bus local area
network in handling different classes of traffic and to develop s
scheme which would allow it to handle different classes of traffic
efficiently. The specific tasks addressed were as follows:

1., identify the linitayions of the token-bus network in handling

different classes of traffic;

2. devise a priority mechanism, that would allow the token-bus to
meet the requirements of different classes of traffic
efficiently;

3. 1investigate the performance of the token—-bus architecture for

different classes of traffic.

The work completed under each of these tasks is summarized below.

A major limitation of the token-bus architecture for 1local area
networks can be identified as the overhead associated with passing the
token through idle nodes. This is especially significant at 1light
loads and when the load distribution among nodes is asymmetric. The
proposed IEEE 802.4 standards*’ for token-bus networks define an

optional priority mechanism for token-passing bus networks. In this

99
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scheme, for each class of messages, oach node measures the time the
token takes to circulate around the logical ring and retura to it.
But, the transmission of packets of lower priorities are allowed only
if this time is less than a predetermined value called the
target—token—rotation time (TRT). This may cause the token to pass
through a large number of stations without transmitting any messages,
thus degrading the performance of the mnetwork. If the overhead
required to pass the token through those nodes, that would not be able
to transmit messages, can be reduced, we should be able to emnhance the
performance of this network architecture.

The token—skipping channel-access scheme developed in this
research is aimed at reducing the overhead involved in passing the
token, vwhile retaining the advantages of the token-passing
channel-access scheme. It makes use of the broadcast nature of the bus
to allow the tokem to skip most of the nodes which would not make use
of the token to transmit packets. In Section 3.2, the token—skipping
channel-access scheme was used to modify the proposed IEEE 802.4
priority scheme. This results in a significant improvement in
performance under a wide variety of load conditions. It is possible to
implement this priority scheme while ensuring upward compatibility with
the IEEE 802.4 standard. In Section 3.3, a new priority scheme called
the token—skipping scheme was presented. This scheme possesses a high
degree of hierarchical independence in performance among different
classes of packets, and fairness among packets of the same class, two

major attributes eoxpected from a priority scheme. However, it
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sacrifices throughput under certain load conditions in order to achieve
these attributes.

The third task was to study the performance of the token—-passing
bus for different classes of traffic. Ve compared the performance of
the proposed schemes, i.e., the token—skipping channel-access scheme,
the modified priority scheme and the token—skipping priority scheme
with the IEEE 802.4 scheme using simulation studies. Simulation of the
token—skipping scheme shows, for example, that a network with 100
nodes, with Poisson arrival of messages and a symmetric traffic
distribution among the nodes has a mean delay of less than half that of
a similar network using the standard token-passing scheme. Simulations
slso show that the modified priority scheme uses the bandwidth of the
bus more efficiently than does the IEEE 802.4 priority scheme. The
modified scheme handles packets of each of the priority classes with a
lower mean delay and has a higher throughput under 2 wide variety of
load conditions. The token-skipping priority scheme makes use of the
bus to exchange information required to achieve hierarchical
independence and fairness. This may cause the throughput to degrade
under certain load conditions., The simulation of & network with 50
nodes and four classes of packets, with traffic equally distributed
among the nodes and the classes, show the maximum throughput achieved
with the token—skipping priority scheme to be lower than that with the
IEEE 802.4 priority scheme. However, when the traffic belongs to only
one of the four classes, it provides a better service in terms of the

throughput and the delay.



102

The analytical model developed in Chapter 4 can be used to predict
the performance of the token—skipping scheme when the following
conditions are satisfied: Poisson arrival of messages, symmetric
traffic distribution among the stations, constant message size and
exhaustive service descipline. Although these assumptions restrict its
use, tﬁo model still may be used to approximate a more general network.
For example, it has generally been observed that the differemnce due to
the service descipline, i.e., exhaustive vs. nonexhaustive, is very
small if the traffic is uniformly distributed among the nodes®., This
model yields acgcurate delay—throughput characteristics when the ratio
of maximum skip distance to the number of nodes is low. This, however,
corresponds to the values of the maximum skip distance, which are
practical, as a high value for maximum skip distance results in s
degradation of performance except under very light offered loads. The
analytical model allows the analysis of the network for a variety of
parameter settings at a relatively low cost compared to simulations.
It also provides a qualitative relationship between different
parameters and variables.

The schemes developed in this research work offers a means of
enhancing the performance of the token—-bus networks while retaining its
advantages, such as its deterministic nature and reliability. It
requires additional hardware/ software complexity at the individual
nodes. Further study is required to compare the cost of this overhead
with the improvement in performance. This investigation comnsidered

only the noiseless operation of the nmetwork. It also assumed a static
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set of nodes. Further investigations could be made as to how this
scheme will behave when noise is present and when the set of nodes in
the network is not static. Moreover, the modified priority scheme and
the token-skipping priority scheme should be compared with the IEEE
802.4 priority scheme under more practical offered loads, such as a
typical load in a factory floor computer network., This would allow the
advantages gained by this new scheme to be compared with the cost of
implementing it. If the benefits outweigh the cost, the mnext step

could be the actual implementation of this protocol.
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APPENDIX

FORMAL DESCRIPTION OF THE TOKEN-SKIPPING PROTOCOL

AND THE PRIORITY SCHEMES

A formal description of the token—-skipping channel-access scheme,
the modified priority scheme and the token—skipping priority scheme is
given below. The following notation is used:

TS —— Address of this station;

PS —— Address of the previous statiom on the logical ring;

RS —— Address of the next statiom on the logical ring;

CS —- Address of a station along a selected logical chord;

CS’'-— Address of the station at the other end of the extreme chord,
this has to be initialized by an initialization procedure;

SA -- Source address of the token;

DA —— Destination address of the token;

R -- Ring flag;
M -- Message flag.

I. THE TOKEN-SKIPPING SCHEME

The token-skipping channel-access mechanism can be implemented by
four concurrent procedures at each station. The procedures
CHORD-SELECTOR and TOKEN-HANDLER are invoked by the transmission of a
token by any station, The procedure RING-SELECTOR, invoked by a
message transmission by any station, resets the R flag following a
message transmission, MASTER, invoked by TOKEN-HANDLER is responsible
for message transmission. TOKEN-HANDLER  takes care of token

transmission and reception. The CHORD-SELECTOR is responsible for
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updating the logical chords using the M flag of the token. The four
procedures are described below. The value of CS’, is determined by an

initialization procedure.

Procedure CHORD-SELECTOR
{ Invoked by the appearance of a token on the bus)
{ Changes the chords so that they point to the closest statiom }
{ with messages of the highest priority within a distance s_ }
Begin
If ( SA=CS ) then
If (M =0 ) them CS := CS'
else
If ( SA lies between TS and CS ) then
It (M=1) then CS := SA
End.

Procedure MASTER
{Invoked by the TOKEN HANDLER )}
Begin
Send up to N packets
{ N is the max. no of packets
allowed per station per token}
End.

Procedure RING-SELECTOR

Begin
{Invoked by the appearance of a message on the bus)
1f Message on bus then R:=0;

End.
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Procedure TOKEN-HANDLER

{Invoked by the appearance of a token on the bus }
{Implements explicit and implicit token passing along}
{ring and explicit token passing along chords.)}

Begin
If (TS is between SA and DA) then
Begin
If (buffer not empty) then send burst
else listen;
If (resp. window idle) then terminmate;
R:= true;
If (PS <> SA) then terminate;
If (buffer not empty) then
Begin
MASTER;
R:=false; SA:=TS; DA:= CS
Eand
else
Begin
SA:=TS; DA:=RS
End;
If (buffer not empty) then M:=1
else
M:=0;
Send Token
End
else
Begin

If (TS<>DA) then terminate;
If (PS<>SA) then
If (Resp. window busy) then terminate;
If (buffer not empty) then
Begin
R:=false;
MASTER
End;
SA:=TS;
If R then DA:=NS
else
DA:=CS;
If (buffer not empty) them M:=1
else
M:=0;
Send token
End
End.
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II. THE MODIFIED PRIORITY SCHEME

The modified prioritized token-passing access scheme can be
explained by the following five procedures implemented by each of the
nodes. Procedures TOKEN-HANDLER and CHORD-SELECTOR are invoked by a
token transmission by any node. Procedure MASTER is called by the
TOKEN-HANDLER when a station =zreceives the token. RING-SELECTOR is
invoked by a message transmission by any station. The procedure CLOCK
updates the timers used in the priority scheme. The following notation
is used:
P — The number of priority classes;
HPTHT -—- High-priority token—hold time;
TOL(i), i=0,...P-2 -— Tolerance for class i;

TRT(i), i=0,...P~-2 — Target token-rotation time for class i;
TRTIM(i), i=0,...P-2 — Token-rotation timer for class i.

Procedure MASTER
{ Invoked by the TOKEN-HANDLER upon receiving the token)
Begin

{ Service queues starting with the highest priority)

{ and sends the token }

THT := HPTHT;
For J := P-1 to 0 do
Begin

While ( THT > 0 and Packets of class J present ) do
Send packets of class J;
If (J > 0 ) then THT := TRTIM(J-1);
TRTIM(J) := TRT(J)
End;

{Send the token to the next node}
SA := TS;
If ( Packets of Class P-1 preseant) then M := 1
else
M :=0;
If R then DA := RS
else
DA := CS;
Transmit Token;
R := false
End.
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Procedure TOKEN-HANDLER

{Invoked by the appearance of a token om the bus }
{Implements explicit and implicit token passing along)
{ring and explicit token passing along chords.)
Begin
If ( TS is bypassed by the token) then
Begin
Active := false;
If (Packets of Class P-1 present) them Active := true
else
For I := 0 to P~2 do
If( Packets of Class I present and TRTIM(I) > TOL(I)) then
Active := true;
If ( Aotive ) then Send a burst
else
Listen;
If (Response Window not busy) then
For I := 0 to P-2 do

TRTIN(I) := TRT(I)
else

R := true;
If ( PS = SA ) then

Begin
Accept Token;
MASTER
End
End
else

If ( TS = DA ) then
If ( PS = SA ) then
Begin
Accept the token;
MASTER
Ead
else
Begin
Listen;
If ( Response window not busy ) then
Begin
Accept the token;
MASTER
End
End
End.
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Procedure RING-SELECT
{Invoked by the appearance of a data packet on the bus}
Begin
R := false
End

Procedure CLOCK
{Invoked by a clock every octet time}
Begin
If ( THT > 0 ) them THT := THT - 1;
For I := 0 to P-2 do
If ( TRTIN(I) > 0 ) Then TRTIM(I) := TRTIM(I) -1
Eand.

Procedure CHORD-SELECT
{ Invoked by the appearance of a token on the bus}
{ Changes the chords so that they point to the closest station }
{ with messages of the highest priority within a distance Sp }
Begin
If ( SA=CS ) then
If (M =0 ) them CS := CS'
else
If ( SA lies between TS and CS ) then
If (M=1) then CS := SA
End.

III. TOKEN-SKIPPING PRIORITY SCHEME

This scheme can be implemented using six procedures. The
procedures TOKEN-HANDLER and CHORD-SELECTOR are similar to those
described for the token—skipping scheme, except now they operate
similarly on P different layers. P is the number of priority classes
of messages. These two procedures, together with the procedure MASTER
facilitates the token passing within each layer. TOKEN-HANDLER and
CHORD-SELECTOR are invoked by the appearance of a tokem on the bus and

the procedure RING-SELECTOR by the appearance of a message on bus. The
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procedure MASTER is called by the TOKEN-HANDLER once a mnode receives
the token and becomes the bus master. It takes care of message
transmission as well as the transfer of the tokem between layers. Two
other procedures, PAF-HANDLER triggered by the appearance of a PA frame
on the bus and FLAG-UPDATE, invoked by a successful token pass along

the bus, update timers and the flags. The following notation is used:

M(i), i=0,...P-1 — Message flag for class i;

MW(i), i=1,,..P-1 —— Messages waiting flag for class i;

MT(i), i=1,...P-1 — Messages transmitted flag;

N(i) = Maximum number of packets of class i that are allowed to be
transmitted per station per token;

P —- Number of priority classes of messages;

PAF -- Priority assessmoent frame;

PAT -- Priority assessment timer;

TP — Priority of the token;

TCON(i), i=1,...P-1 —Token convert flag indicates the station that
converted the tokem to class i;

PPR(i), i=1,...P-1 — The priority of the token before it was
converted to priority i.

Procedure FLAG-UPDATE
{ Invoked by a successful token pass}
Begin
If (TS=SA or TS is bypassed by the token) then
MW(TP) :=false;
MT(TP) :=false;
else
For I:=1 to P-1 do
If M(I) then MW(I):=true
End.

Procedure RING—-SELECTOR
{Invoked by the appearance of a message on the bus}
Begin
R(TP) := false;
MT(TP) := true
End.
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Procedure MASTER
{Invoked by the TOKEN-HANDLER upon receiving a token)
Begin
Send packets of Class TP until
[ Packets of class TP are exhausted
OR N(TP) packets are transmitted
OR (TP()>P-1 AND PAT has expired) ];
If [ TP<(OP-1 AND PAT has expired ] then
Begin
{Find the highest priority of messages
present, H by transmitting a PAF}
Send PAF;
If H)TP then
{Transfer the tokem to the new layer)
TCON(H) :=true;
PPR (H) :=TP;
TP:=H
Ead
else
If [ TCON(TP) AND ( (NOT MW(TP)) OR (NOT MT(TP)) )
OR ( NOT MT(TP) AND NOT MW(TP) ) ] then
{If the token is back at the statiom which comverted
it to the current class and (no messages are waiting
Or no messages were transmitted)
or (no messages are waiting and
no messages were transmitted) )
Begin
If (TCON(TP) OR (NOT MT(TP) AND NOT MW(TP) ) ) then
Begin
{Transfer the token to previous layer)
TCON(TP) := false;
X:= TP;
TP:= PPR(X);
PPR(X):=1;
End;
{(Find the highest priority of messages
present, H by transmitting a PAF}
Send PAF;
If H)TP then
{Transfer the token to the new layer]
TCON(H) :=true;
PPR(H) :=TP;
TP:=H
End
End.
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Procedure PAF-HANDLER
{Invoked by the appearance of a PAF on the bus}
Begin
{Update PAT)}
PAT:=]IPAT;
For I:= P-1 down to TP do
If messages of class I preseant then
Begin
Send burst;
terminate
End
else
Begin
Listen
If response window busy then
terminate;
End
End
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