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ABSTRACT
COMPUTATIONAL DESIGN ALTERNATIVES

WITH
MICROPROCESSOR-BASED SYSTEMS

By
Sigurd Leland Lillevik

For a microprocessor-based system, the computational section
reduces to combinations of four elemental computational design alter-
natives (CDA's). The described research examines and characterizes
these CDA's and develops a structured approach to computational section
design which incorporates a rigorous, theoretic foundation.

The DIRECT CDA incorporates a single microprocessor (uP) and
memory, so it executes adds and multiplies in software. Next, the sec-
ond CDA contains a uP, memory, and arithmetic unit (AU). This AU CDA,
then, performs multiplies in hardware. For the third, a uP, memory,
and calculator chip (CALC) comprise the CALC CDA, and it executes adds
and multiplies with the CALC chip. Finally, several uP's and memories
in a Master/Slave arrangement implement the multiple-pyP (muP) CDA. It
applies the concept of parallel execution, but performs all adds and
multiplies in software (like the DIRECT).

A common set of attributes facilitates comparison of CDA's.
Using such attributes, Multiattribute Utility Theory (MUT) assesses a
numeric quantity, the utility, to represent each CDA's usefulness.

Thus, design involves selecting the CDA with the greatest utility.
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When attributes satisfy eight axioms plus utility and preferential inde-
pendence definitions, utility assessment embodies an additive utility

function; i.e.,

N
u(x) = I kiui(xi) = utility
i=]1
X = (xl, Xys Xgseees xN) = consequence
N = number of attributes

ui(xi) = marginal utility of attribute x

N

ki = gcaling constants, where I k, = 1.
=1 L

i

Application of MUT to three examples--linear regression, matrix
inversion, and fast Fourier transform computations--illustrated the use
of the additive utility function and led to CDA characterization. Here,
a consequence consists of an ordered-triplet whose components correspond
to the precision, execution-time, and cost of a CDA; thus, N = 3, For
ingtance, the first example produced the following marginal utilities:
DIRECT = (60, 00, 100), AU = (00, 100, 53), CALC = (100, 19, 00), and
myP = (33, 97, 62). The above function with weight vector k=
(0.3, 0.3, 0.3) finds a weighted average of marginal utilities; DIRECT =
55, AU = 51, CALC = 40, and muP = 64; hence, the '"best" design consists
of the muP CDA. In characterizing the CDA's, the examples revealed that
the AU exhibited fastest execution-time. Also, the muP's parallel execu-
tion surpassed the DIRECT's speed even though they both implement com-
putations entirely in software. But this increase varies significantly
with the type of example and the severity of the Master's overhead pro-
gram. The CALC executes slower than the DIRECT or muP for single/double-

precision, but faster for triple/quadruple-precision. All costs climb
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with greater problem dimensions due to increased data (not program)
memory, yet the muP costs grow more rapidly because of repetitive hard-
ware and software. Finally, costs vary little with changes in precisionm.
So designers will be able to synthesize more advanced uP-based
systems through judicious use of these elemental CDA's, their character-
istics, and MUT. Also, these characteristics indicate that new LSI
devices should include enhanced computational features. With MUT method-
ology developers can now examine and characterize future uP-based systems

as technology advances.
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CHAPTER I INTRODUCTION

Technological advances made within the electronics industry
during the early and mid 1970's stimulated the rapid development and
broad acceptance of microprocessor-based systems. Today, these systems
span a wide range of applications with considerable variation in compu-
tational requirements. To meet these requirements, the electronics in-
dustry introduced a host of large-scale integrated (LSI) devices that
perform diverse computations; for example, linear regression, matrix
inversion, and fast Fourier transform computations. Even though a plethora
of hardware/software computational design alternatives confront today's
system designer, no structured approach exists for theﬁ to sythesize
optimal computational sections. So the purpose of the research reported
here is to investigate and characterize computational design alternatives
(CDA's), and to develop a more rigorous and structured approach to de-
sign which incorporates a firm, theoretic foundationm.

Using the resﬁlts of this research, designers of micfoprocessor-
based (uP-based) systems will be able to synthesize advanced systems with
improved performance. Second, these results will benefit LSI chip design-
ers by influencing what properties they will embody in the next generation
of devices. Since some features assist computations while others detract,
these new LSI devices will contain the desirable characteristics and min-
imize the action of the undesirable ones. Third, the results of this
study will assist developers of uP-based systems by providing them with

1



the methodology to investigate and characterize future systems as tech-
nology advances. Because the theoretic development begins at the axiom
level, they may easily modify the methodology to fit their particular
goals.
Throughout the research reported here the study achieves several
objectives as delineated below:
1) survey the present semiconductor market for LSI devices that
facilitate computations,
2) generalize the properties of such devices,
3) identify a basic set of elemental computational design alter-
natives,
4) determine common attributes for each member in the set,
5) find techniques to evaluate such attributes,
6) develop a decision mechaniém for comparing CDA's which uses
these attributes,
7) 1illustrate the use of this decision mechanism with represen-
tative and contemporary engineering applications, and
8) use the examples to characterize the properties of each CDA
in the elemental set. |
To meet these objectives, the study only considers elementary hardware/
software tradeoffs because of straightforward and tractable -analysis.
But since the overall methodology remains the same with optimal, or
advanced, hardware devices and software algorithms, no loss in general-
ity occurs.
In Chapter II a survey of today's semiconductor market identifies
those devices and their characteristics that facilitate computations.

Specifically, the discussion focuses on uP's, solid-state memories, and



LSI support chips. These results establish the motivation and rationale
for the entirelinvestigation. With these devices, Chapter III defines a
basic set of elemental CDA's which when combined may realize the computa-
tional section of a generalized uP-based system. To facilitate comparison
of each member in this set, it determines attributes common to the members
that reflect the important features, qualities, and characteristics of
each CDA, and it describes techniques to evaluate them. Next, Chapter IV
presents a decision mechanism for selecting the "best'" CDA which uses the
attributes found in the previous chapter. And this involves eight axioms
upon which the theoretic foundation rests, several independence definitioms,
and a central theorem which delineates a specific decision functionm.
Finally, the three examples in Chapter V--linear regression, matrix inver-
sion, and fast Fourier transform computations--use the results of the pre-
vious two chapters to clarify the techniques used to evaluate attributes,
and to elucidate the specifié decision function in selecting the '"best"
CDA. Additionally, this chapter explores the effect of altermative algbr-
ithms. Not only do these examples typify representative and contemporary
engineering problems, but they vary widely in their mathematical complex-
ity. During this process the applications exemplify the overall proced-
ure of this investigation and, moreover, they lead to conclusions which

characterize each CDA.



CHAPTER II CHARACTERISTICS OF COMPUTATIONAL DEVICES

Recent advances in processing technology led to LSI devices
that exhibit enhanced features at low cost. Consequently, uP-based sys-

tems now function in a myriad of applications which range from medicine(l)

) 3) (6) And other ex-

to communications to agricultu§;(3_ to business.
amples abound. Many uP-based systems require advanced mathematical cap-
abilities and a multitude of computational design alternatives may accom-
plish these calculations. In this chapter a survey of today's semicon-
ductor market identifies those LSI devices and their characteristics that
facilitate computations. Specifically, the discussion focuses on the per-
formance trends of uP's, solid-state memories, and LSI support chips in
the light of present technology. These results establish the rationale

and motivation for the investigation reported in the remaining Chapters.
2.1 Microprocessors

In 1972, the Intel Corp. introduced a 4-bit word length, 10

7 Other

usec. cycle-time, p-channel uP to the electronics industry.

firms soon followed suit with uP's of their own. This original device

required three distinct power-supplies and a two-phased clock to exe-

cute its 45 instructions, and a complete microcomputer entailed about

4 chips. Soon, a second generation device entered the semiconductor

market which exhibited nearly twice the performance of its predeces-
(8)

sor. By using the then recently developed n-channel technology,

4



which achieved higher density and increased speed, it displayed a 5 usec.
cycle-time, an 8-bit word length, and an instruction set of 80. Further
advantages included single power-supply operation, and only a single-
phase clock. And a mere 2 chips configured a complete microcomputer.
Presently, the semiconductor market maintains a third generation uP

9, 10) This circuit

which, again, doubles its forerunner's performance.
uses advanced n-channel or integrated-injection logic (IZL) technology,
attains a 1 usec. cycle~-time for an 8 or 16-bit word length, and sells

for about $10.00; it includes an instruction repertoire of a minicomput-
er (well over 100). Yet a more important addition involves on-chip mem-
ory and input/output (I/0) logic which significantly reduces package count
and, thus, costs. Consequently, today's semiconductor market truly sup-
ports a "one-chip" microcomputer with many advanced features.

An analoguous trend which parallels these metal-oxide semiconduc-
tor (MOS) advances saw bipolar "bit-slice" uP's exploit the speed-power
characteristics of low-power Schottky transistof-transistor logic (TTL).
Unlike MOS uP's these devices do not contain a microprogram programmable
logic array (PLA) and, hence, the user provides the microprogram;(ll-13)
this allows the use of any desired instruction set. With pipelined arch-
itectures they produce 125 nsec. cycle-~times, and many small computer
firms now offer bit-slice, uP-based minicomputers as either new products
or upgraded replacements.(la)

From this discussion it becomes clear that the uP business is
extremely competitive, which generally forces product lines to expand

rapidly. Often, by the time a uP-based system reaches the marketing

phase it contains obsolete parts and components.



2.2 Solid-State Memories

As with pP's and bit-slice devices, technological advances have
remarkably altered both the price and performance of solid-state memor-
ies. Over the past several years average prices (millicents-per-bit)
dropped at an annual rate of 35% and densities (bits-per-chip) increas-

ed 602 annually.(ls’ 16)

For example, memories cost about $0.01 per bit
and a typical chip contains from 1,000 to 8,000 bits. Consequently, mem-
ory system prices plunged while speed increased (e.g., 1 usec. access
times). Memories fall into two main divisions depending on the "access-
ibility" of an arbitrary location. Random access (or parallel) implies
that any memory address may follow the other, but for sequential (or ser-
ies) memories each address occurs in a specific order.(17’ 18) For se-
quential memories, the CCD and bubble show much promise and may eventu-
ally replace the electromechanical serial memories such as disks, tapes,
drums, etc. Although they now cost-slightly more than the others, they
contain no moving parts to wear out and exhibit faster access times.(lg)
Three additional subdivisions further classify memory types:
ROM/RAM, static/dynamic, and MOS/bipolar. First, ROM stands for read on-
ly memory and RAM for random access memory but, unfortunately, common
terminology connotes RAM with read/write memory. So both ROM and RAM
consist of random access memories where a yP can only read from a ROM,
and can either read from, or write to, a RAM. Also, ROMs differ from
RAMs in that they retain their contents during power-down (nonvolatile),
whereas RAMs lose their contents (volatile). Additionally, ROMs occur

in both mask and field programmable types.(zo)

For the first, before man-
ufacturers "cook" the semiconductor they alter the circuit to contain the

correct contents. With field programmable ROMs the end user applies



specific voltages and currents to the chip that define its contents.
In general, this process purposely destroys part of the circuit, but

ROMs with a new kind of FAMOS memory cell can be reprogrammed.(ZI)

They
contain a quartz window which when exposed to the correct ultra Violet
(uV) light resets the memory for the next programming cycle.

Second, with static memories information remains in bistable
flip-flops, but with dynamic memories information becomes the charge, or
lack of charge, on a semiconductor capacitor and, hence, needs continued
refresh due to nonideal leakage resistance. Although dynamic memories
operate at higher speeds and consume less power than statics, still they
may necessitate more costly auxiliary components such as multiple power
supplies or critical clock circuits.(zz) Third, the MOS/bipolar class-
ification refers to the process technology used to manufacture the mem-
ory. With p-channel MOS memories their characteristics include low cost,
excellent packing density, but slow speed; n-channel MOS properties basic-

ally differ in speed; i.e., slightly faster.(23)

Another MOS technology,
complementary-metal-oxide semiconductor (CMOS), employs both p and n-chan-
nel transistors and exhibits reduced power consumption with an increased
speed-power product, but at the expense of less density and greater costs.
As with all bipolar processes, Schottky TTL enjoys fast circuit operation

and plays a dominant role in the digital 1ndustry.<24)

But it dissipates
considerable power and occupies much silicon area for decreased densities
and high cost. Perhaps an excellent compromise technology, bipolar 12L
reveals good speed and density at less power dissipation and cost than
Schottky TTL.(ZS) Therefore, many types of solid-state memories exist
with widely differing characteristics, and to select one for an applic-

ation involves careful consideration of several tradeoffs.



2.3 LSI Support Chips

The uP's described in Section 2.1 offer only general purpose in-
struction sets that often contain few sophisticated (or specialized) op-
erations: particularly, I/0 and arithmetic. To incorporate these auxil-
iary functions would require additional pins on the chip, and most manu-
facturers limit themselves to 40 (for economical yields) which eliminates
such special operations (time-multiplexing the pins causes reduced speed
and complex timing). Yet some firms concentrate on standard '"support
‘chips" that facilitate these external functions; e.g., data communica-
tion, data conversion, operator interaction, computation, etc.

Specifically, computational support chips deal with the arith-
metic and trigonometric functions not found in uP's today. For example,
new and creative algofithms(26’ 27) helped semiconductor firms produce
multiply circuits with 8-bit, 100 nsec., 1W operation that sell for about

(28, .29)

$100.00, And with an eye toward floating-point formats and oper-

ations, a 24-bit, 200 nsec., 5W multiply chip obviates the need for mult-

iple-precision algorithms.(Bo)

A remarkably versatile support chip con-
tains both 16 and 32-bit, fixed and floating-point, arithmetic and trig-
onometric functions where all transfers occur over an 8-bit, Sidirection-
al bus and in one 24-pin package.(31)
The ubiquitous calculator chip, when interfaced to a uP, pro-
vides extremely powerful processing power with literally no software dev-
elopment.(32’ 33) Additionally, they incorporate both fixed and floating-
point formats, but function slowly (typically 50 msec. for an add). Be-
cause they often require multiple power supplies, logic-level shifting
circuits, and special encoding/decoding hardware, implementation costs

involve around $200.00.(34)



The support chips for computations just described only illus-
trate the wave of new LSI function modules created by technology advan-
ces. Furthermore, many people predict the concept of LSI software where
ROMs contain complete program packages tailored for some specific

(35, 36)

goal. Here, program ROMs matched with unique hardware arrange-

ments drastically reduce software development time.

2.4 Summary

From the preceding survey of today's semiconductor market it
becomes clear that many LSI devices facilitate computations. Represent-
ative characteristics of uP's, solid-state memories, arithmetic units,
and calculator chips (see Table 2.1) illustrate the enhanced features and
low cost of present devices. So with these characteristics a designer of
uP-based systems may synthesize CDA's to perform advanced mathematical
computations. Thus, this table of specific values defines the character-

istics of LSI devices used throughout the remaining chapters.



10

Table 2.1 Representative characteristics of computational devices

a) uP's b) Solid-state memories
8-bit word length 1-8k bits/chips
8 usec. cycle-time 1 usec. assess-time
$10.00 cost $0.01/bit cost

c) Calculator devices d) Arithmetic units
multiple-precisiﬁn 8-bit word length
word-length
50 msec. execution-time 100 nsec. execution-

) time

$200.00 cost $100.00 cost



CHAPTER III COMPUTATIONAL DESIGN ALTERNATIVES

With the numerous LSI devices available to designers today, syn-
thesis of advanced CDA's involves careful and tedious evaluation of sev-
eral tradeoffs. This chapter defines a basic set of elemental CDA's
which use the representative devices delineated in Chapter II. To fac-
ilitate comparison of each member in this set, it determines attributes
common to each member that reflect the important features, qualities,
and characteristics of each CDA, and it develops techniques to evaluate
them. So synthesis of advanced CDA's now reduces to judicious combina-

tions of these basic members.

3.1 Elemental CDA's

A generalized uP-based system may consist of several sectionms,
each with specific and unique responsibilities (see Fig. 3.1). In such
a system each section communicates to the others over a common system
bus. The "computation" section functions to accomplish some distinct
arithmetic calculation which the particular application requires. Be-
cause of technological progress, various combinations of hardware and
software may implement the needed computation. Thus, a computational
design alternative (CDA) represents: the specific combination of hard-
ware and software required to accomplish a particular computation.

All "computational" sections of a yP-based system can be decom-

posed into four "elemental" CDA's, each with their own different

11
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combination of hardware and software to accomplish computations. First,
the DIRECT CDA consists of only a yP and memory connected via the sys-
tem bus as shown in Figure 3.2. This CDA describes the simplest tech-
nique to execute arithmetic operations. Since the memory contains arith-
metic (add, subtract, multiply, and divide) subroutines, the DIRECT CDA
performs all computations in software. Next, the second CDA employs a
uP, memory, and an arithmetic unit (AU) (see Fig. 3.3), all joined by the
system bus. The AU CDA differs from the DIRECT CDA in how it achieves
multiplies and divides. For the AU CDA it writes the two operands (num-
bers) into AU buffers, starts the multiply or divide operation, and simply
reads back the result. But the AU CDA, like the DIRECT CDA, performs
both add and subtract instructions totally in software. The third CDA
incorporates a calculator chip to accomplish arithmetic computations as
depicted in Figure 3.4. Here, the CALC CDA consists of a uP, memory,

and the calculator chip, all linked by the system bus. Within the mem-
ory its program must simulate depressing the keys as with a hand held
calculator; it must also read back the results and decode them when the
requested function finishes.

The final elemental CDA applies the concept of simultaneous, or
parallel, execution: it executes sections of the problem simultaneous-
1y, then adds the partial results together for the completed an-
swer.(37-40) Because of this concept the multiple-microprocessor (muP)
CDA involves several uP's and memories in a Master-Slave arrangement as
i1llustrated in Figure 3.5. Each Slave memory contains a replica of the
DIRECT CDA memory, arithmetic subroutines, and performs all computatiomns

in software (like the DIRECT CDA). Yet the Master's memory includes no

arithmetic subroutines; instead, it holds an '"overhead" program
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uP Memory

SYSTEM BUS

Figure 3.2 Block diagram of the DIRECT computational design altermative.

Arithmetic
WP Memory Unit
< 3 I I -
SYSTEM BUS

Figure 3.3 Block diagram of the AU computational design alternative.

HP Memory Calculator
- I 1 1 i
SYSTEM BUS

Figure 3.4 Block diagram of CALC computational design alternative.
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responsible for routing data and preliminary results from Slave to Slave,
and for forming the completed result.

The above muP CDA Master/Slave arrangement does not necessarily
produce optimal results; an architecture designed for a unique problem,
or class of problems, can potentially decrease execution-time and reduce
costs. But the proposed mpyP CDA does present a simple, general-purpose
architecture that solves many problems well and, additionally, lends it-
self to straightforward analysis.

For each elemental CDA a unique mixture of hardware and soft-
ware accomplish computations. Thus, the properties of each CDA vary con-
siderably. So judicious combinations of the four CDA's (DIRECT, AU, CALC,

and muP) will realize the computation section of a uP-based system.

3.2 Attributes

Comparison of a group of objects occurs through evaluation of
a common subset of characteristics, or properties. Moreover, the select-
ed subset of attributes must reflect the important features and qualities
of each member. When comparing a set of CDA's, several attributes sat-
isfy these requirements: precision, execution-time, cost, power dissi-
pation, circuit complexity, programming language, circuit reliability,
packaging demands, maintenance schedule, etc. Too few attributes res-
ults in incomplete examination of the objects while too many attributes
may cause unnecessary confusion. For the above list, all but the first
three attributes depend strongly on the remainder of the uP-based sys-
tem and, thus, fail to depict attributes indigenous to the CDA's. But
precision, execution~-time, and cost represent convenient and illustra-

tive attributes for demonstrating the principal characteristics of CDA's.
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3.3 Precision

Two common number representations, fixed-point and floating-
point, both identify discrete values on the real-number line. For the
fixed-point format an implied binary-point always lies between two spe-
cific bits in the word, and with floating-point numbers the binary-point
varies (this requires storage of the position). In the research reported
here, all numbers conform to the fixed-point format. Thus, precision in-
volves the quantity of 8-bit memory words used to form a particular num-
ber; e.g., p = 1 for single~precision, p = 2 for double precision, etc.
Since the uP's perform two's complement arithmetic, all numbers corre-

spond to multiple-precision, fixed-point, two's complement quantities.

3.4 Execution-Times

Execution-time determines the number of seconds needed to com-
plete a specific computation. Since addition/subtraction and multipli-
cation/division both correspond to complementary arithmetic and digital
logic functions, the execution-time of an addition roughly equals a sub-
traction and a multiplication roughly equals a division. These assump-
tions greatly facilitate analysis of execution-times. Thus, if the num-
ber of adds and multiplies can approximate the execution-time of an ap-
plication program, then these values multiplied by the time to perform
an add and multiply sum to give the execution-time. Symbolically, let

A, = number of adds

b
M1 = number of multiplies
a, = add time
m, = multiply time

Ti - Aiai + Mimi = execution-time (3.1)
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where,

1, DIRECT CDA

2, AU CDA

3, CALC CDA, and

4, myP CDA.

In Equation 3.1 the specific CDA architecture dictates expressions for

a, and m,, while the algorithm of the application program configures con-
stants Ai and Mi'

Multiple-precision arithmetic operates on each word of the num-
ber individually to prodﬁce the final result; e.g., consider the mult-
iple-precision add floﬁchart in Figure 3.6. Here, corresponding words
of the two operands add to produce the partial sum and the carry ripples
through from word to word. Since each pass through the loop involves
about 10 instructions, then for

to = cycle-time (8 usec.)

P = precision, and

a = lOpto. (3.2)
Also, the AU and mpP CDA's employ identical add algorithms, so

a, = 10pto, and (3.3)
a, = 10pto. (3.4)
But with the CALC CDA each operand requires decoding and encoding from
binary to BCD formats, and each arithmetic operation demands "digit en-
try" (simulation of key depresses) and "function" time (see Fig. 3.7
and 3.8). Decoding/encoding tasks and the answer reads occur in usecs.,
but when compared to the digit entry and function delays (msecs.) they
contribute no significant time to the add, or multiply, execution-times.
To determine the approximate number of digits sent to the calculator

chip each two's complement number roughly ranges in magnitude * 28p-1,
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Figure 3.6 Multiple-precision addition flowchart.
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Figure 3.7 '"Operation'" flowchart for CALC CDA.
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Figure 3.8 "Number-entry" flowchart for CALC CDA.
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and on the average the number decoded falls in the middle, 28p-2. For

1 < p < 4 these numbers contain around 2p decimal digits; e.g., if p =

8p-2 = 26 = 64, then the uP sends 2 decimal digits to the calcu-

1l and 2
lator chip. With these ideas the execution-time of a multiple-precision
add instruction for the CALC CDA becomes

t, = digit entry time (40 msecsg.)

ta = "add" function time (90 msec.), and

a; = 2(2p + l)te + t. (3.5)
Equations 3.2 through 3.5 yield estimates for the multiple-precision
add times of all CDA's and Figure 3.9 illustrates these values for var-
ious precisions. In this figure the most noticable observation concerns
the difference in add-time "magnitudes': nearly an order of 3.

By reducing the mathematical operation of multiplication to re-
petitive adds, the product becomes the multiplicand added to itself the
multiplier number of times. For a p-precision, two's complement, fix-
ed-point binary number multiplied by another, the result yields a 2p-
precision product. Thus, the DIRECT CDA (without a hardware multiply)
can use the algorithm depicted in Figure 3.10. The 2p-precision adds
contribute, using Equation 3.2, 20pt° time and on the average (see the
development of Eq. 3.5) this occurs 281’-2 times each multiplication;
i.e., the multiple-precision multiply

m = (20pt ) (2°P7%)

4p-lt

= 80p2 o (3.6)

And since the muP CDA uses the same software,

- 4p-1
m, 80p2 to. 3.7)

With the AU CDA the problem changes dramatically due to its 8-bit by
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C==D)
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Product=0
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NO L =0?
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Figure 3.10 Multiple-precision multiply flowchart for DIRECT CDA.
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8-bit hardware multiply. If the uP needs two I/0 instructioms to write
the parameters into the AU, one to wait for the multiply to finish, and
two to read the 16-bit product, then one single-precision multiply re-
quires (Sto) time. But for multiple-precision numbers the task becomes
much more difficult; consider the notation:

A= (ap + a + ... + al) = multiplier

p-1

B = (bp + bp_ + ... + bl) = multiplicand, and

1
C = AB

+ ... +ab
p p-1 P 1)

+ (ap_lbp + ap-lbp-l + ... + ap_lbl) + ...

+ (albp 4+ a + ... + albl),

= (ab +a
PP

lbp-l
= product.
Thus, multiple-precision multiplies for AU CDA involve p2 single-preci-
sion multiplies (partial products) and p2 2p-precision adds (see Fig.
3.11); combining,
m, = p>(5t.) + p>(20pt )
2~ P o P P%
= 5p2( + 4p)t,. (3.8)
For the CALC CDA the analysis of Equation 3.5 directly applies to find-
ing the multiple-precision multiply time; only the "multiply" function
replaces the "add" function time; i.e.,
te = digit entry time (40 msec.)
tm = "multiply" function time (120 msec.), and
m, = 2(2p + 1)te + tm. (3.9)
So Equations 3.6 through 3.9 give estimates for the multiple-
precision multiply times of all CDA's, and Figure 3.12 illustrates

these values for various precisions. From this figure the most strik-

ing feature pertains to the rapid rise of the DIRECT multiply time;
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Figure 3.11 Multiple-precision multiply flowchart for AU CDA.
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for p = 1 it lies below the CALC, by p = 2 it equals the CALC, and for

P > 3 it exceeds the CALC considerably. Such action results from the
repetitive adds which comprise the DIRECT multiply time. Also, the AU
multiply time remains the fastest because of its hardware multiply, but
it increases quicker than the CALC. This event occurs due to the larger
number of AU multiplies required with greater precision, than the incre-
ment in digit entries for the CALC CDA. Now, once the constants Ai and
Mi have been found for an application, Equation 3.1 with Table 3.1 can
give an estimate of the execution-time for each CDA.

In this section the flowcharts for various multiple-precision
add and multiply instructions provide only the basic outline. Among the
functions added to an implemented algorithm include initialization, zero
and sign checks, overflow/underflow detection, etc. But these extra du-
ties do not contribute significantly to the overall execution-time, nor

do they represent more than second and third-order terms in the execu-

tion-time Equations 3.2 to 3.9.
3.5 Costs

The monetary expense incurred with each CDA could include sev-
eral components, many of which depend on the remainder of the uP-based
system, so this development focuses on the semiconductor parts cost.
For all CDA's two principal terms add to give the total cost, one cor-
responds to an elemental (or basic) CDA cost and the other to an appli-
cation dependent cost:

C = elemental CDA cost

ei
Cai = agpplication cost, and
Ci = Cei + Cai; 1<1i<4; (3.10)

= total cost (in $'s).
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First, the elemental cost term Ce relates to the basic expense of pro-

i
curing a CDA and its mathematical subroutine's memory. And three main

factors comprise C

ei’
IOi = I/0 device cost
R1 = mathematical subroutine's cost
CPUi = yP cost, and
Cei = IOi + Ri + CPUi; 1 <1ic<a. (3.11)

Second, the application cost term Cai pertains only to the added ex-
pense of the application memory. This involves two terms, one for pro-

gram memory and one for data storage:

0o = cost per word ($0.08)

P, = program memory

o
"

data memory, and

Q
[

wo(Pi + pDi); 1<1c<a4. (3.12)

Because term Ce in Equation 3.10 does not depend on the application it

i

can be determined now, yet term Ca must be deferred until an applica-

i

tion program is defined. Hence, the three terms 101, R,, and CPUi in

i’
Equation 3.11 need evaluation for each CDA.
For the DIRECT CDA the I/0 devices and uP costs involve simple

estimates; since no I/0 devices reside on the bus IO, = $0.00 and, to-

1
day, an estimate for CPU1 = $10.00. But estimating R. involves much more

1
analysis and approximation. From Figure 3.6, the multiple-precision add
flowchart, if each step involves about 1 word of memory, then 30 words
corresponds to a reasonable estimate of the number of words for the in-
struction. Similarly, the multiply instruction illustrated in Figure 3.10

uses the add instruction so the number of words roughly equals 20. A

summation of these values yields 50 words and doubling this to account
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for the subtract and divide subroutines results in 100 words. So 100
words at a cost of w, = $0.08 per word gives R1 = lOOw° = $8.00.

With the AU CDA the expense of the AU changes I0,; today, a

2

reasonable estimate of IO2 = $100.00. sStill, CPU, remains the same

2
as CPUl, or CPU2 = $10.00. Following the procedure which determined R,
the add instruction contributes 30 words while the AU multiply instruc-
tion (see Fig. 3.11) attaches an addition 45 words. Together, they sum
to 75 words which when doubled for the subtract and divide subroutines

give 150 words; this sets R, = 150“6 = $12.00.

2

Next, the CALC CDA, like the AU CDA, embodies an expensive I/0
device (the calculator chip) and a contemporary estimate for this term
assigns 10, = $200.00. Yet the CPU estimate continues at CPU3 = $10.00.
With this CDA the exact same flowchart, see Figure 3.7 and 3.8, can acc-
complish all arithmetic subroutines because only the function code (a
parameter) need change from instruction to instruction; e.g., from add
to multiply. These figures suggest that about 50 words can retain the
program, and R3 = SOWb = $4.00.

Analysis of the last CDA, the muP alternative, for the Ce4 term
parallels the DIRECT CDA except in quantity. Since the muyP CDA repli-
cates the DIRECT CDA hardware and software, and if it engages S Slaves,
then IOA = $0.00, R6 = SRl’ and CPU4 1 The CPU4 term mult-
by (S + 1) because the Master uP creates an additional term.

= (S + 1) CPU

iplies CPU1

Thus, Table 3.2 delineates the estimates for IOi, Ri’ CPUi, and

C,q for all CDA's, 1 < 1 < 4, based on 1978 device costs. From this
table the elemental cost of the muP CDA grows rapidly as the number of
Slaves increases. It surpasses the AU CDA by S = 6 and the CALC CDA by

S = 12, Also, the contribution of R, to Cei for the AU and CALC CDA's

i

is insignificant because of the expensive IOi term.
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3.6 Summary

The preceding sections defined a basic set of four elemental

CDA's: DIRECT, AU, CALC, and muP. In addition, they identified three
important attributes--precision, execution-time, and cost--which facil-
itate comparison of these elemental CDA's. Precision involves the quan-
tity of 8-bit words used to represent a number, execution-time the num-
ber of seconds to complete a computation, and cost the dollar value of
LSI devices used. Equations 3.1 and Table 3.1 determine execution-time,
while Equation 3.10 and Table 3.2 specify cost (both use precision as a
parameter). For execution-time and cost, these values result from terms
indigenous to each CDA and from application derived terms. Using elemen-
tary multiple-precision flowcharts for arithmetic operations, the chapter
estimates these indigenous terms. Such an approach offers straightforward
and tractable analysis. In Chapter V, the text presents techniques to
estimate these application terms, and illustrates the effect of alterna-
tive algorithms on the DIRECT and muP CDA's performance; but first, Chap-

ter IV presents a decision mechanism for selecting the "best" CDA.
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Table 3.1 Add and Multiply execution-times for various CDA's.

i 1
4p-1

10pt _ 80p2*P e

10pt 5pZ (1+p) t

pt_ P (1+4p)E_

2(2p+1)te + t

2(2p+1)te + t

4p-1
10pto 80p2 t,
Table 3.2 Estimates of Ce for various CDA's.
IOi Ri CPUi Cei
. $8.00 $10.00 $18.00
$100.00 $12.00 $10.00 $122.00
$200.00 $4.00 $10.00 $214.00
- $(s8)9.00 $(S+1)10.00 $(s8)19.00

+ 10.00



CHAPTER IV MULTIATTRIBUTE UTILITY THEORY

Using the attributes--precision, execution-time, and cost--this
chapter describes a decision mechanism for selecting the "best'" CDA en-
titled Multiattribute Utility Theory (MUT). This begins with several
definitions that explain the notation used throughout the remaining sec-
tions. Next, the chapter presents eight axioms upon which the theoretic
foundation of MUT rests, and it shows that the above attributes satisfy
these axioms. In addition, it verifies that the attributes also fulfill
the assumptions of a specific decision function; i.e., an additive util-
ity function. Finally, this chapter describes techniques to assess this
specific decision function. Thus, these concepts provide a decision
mechanism for selecting the "best' CDA using attributes precision, exe-

cution-time, and cost.

4.1 Multiattribute Utility Theory Definitioms

As a guide to notation several definitions are explained that

will be used in the sections that follow.(al)

Definition 4.1l: Consequence Space

Let consequence space, denoted X = xl

represent a rectangular subset of a finite N-dimensional

X Xz x X3 XeooX XN,

Euclidean space.

Definition 4.2: Consequence

Let the consequence x, denoted x = (xl, Xps Xgseees xN),

depict a specific point in consequence space where

33
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belongs to X,.

5 i

Definition 4.3: Attribute

Let the attribute x, correspond to a particular value of

i

dimension Xi; e.g., X, belongs to Xi'

Definition 4.4: Consequence Set

Let the consequence set C, denoted C = {El, 22’ §3,..., xM},

consist of the set of M consequences.

Definition 4.5: Relation

For consequences x, and x,, the relation X, > X, means that x

i 3 —_— 1 3 i
is preferred to Ej' Similarly, ii < Ej means ii is not prefer-
red to Ej’ and ;i = Ej means ;1 is equally preferred to ;j'

Definition 4.6: Operation

1 and ;j and probability a,

0 <a <1, the operation w = aﬁi + (1 - u):-::l

consequence Ei with probability o and consequence x, with

3

For mutually exclusive consequences x

represents the

probability (1 - a).

Definition 4.7: Utility

Let the utility of consequence x, denoted u(x), describe a

scalar quantity which indicates the usefulness of consequence

X.

Definition 4.8: Marginal Utility

Let the marginal utility of attribute X denoted ui(xi), des-

ignate a scalar quantity which indicates the usefulness of

attribute xi.
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4.2 Utility Existence Axioms

The theoretic structure of MUT rests on a foundation composed

(42)

of eight axioms. Von Neumann and Morgenstern have shown that if a

consequence set satisfies these axioms, then there exists a numerical
utility for each member of the set. Formally, let ;i’ ij’ and ;k denote
any three members of the consequence set, and for 0 < a,B8 < 1:
Axiom 4.1

One and only one of the following three relations must hold;

X, > X,, X, <X,, OT X, = X_ .

i j° 1 ] i h
Axiom 4.2
1f x; > xj and xj > X then X, > X .
Axiom 4.3
If xy > xj, then Xy > ax, + (1 - a)xj.
Axiom 4.4
1f x, < xj, then X, < ax, + (1 - a)xj.
Axiom 4.5
If x, > x, > ik’ then there exists an & such that ax, +

i
Q- 0.);k > ij'
Axiom 4.6

I1f x1 < x:l < xk, then there exists an a such that axi +

a - a)ik < ij.
Axiom 4.7

= (1 - a)x, + ax,.

+ 1 - a)x 3 1

The operation ax

i 3

Axiom 4.8

The operation a(B:-ci + (1 - B)Ej) + (1 - a);ij = a8§i + (1 - aB)ij.
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Theorem 4.1
If a consequence set satisfies the preceding eight axioms,

then a numeric utility exists for each member of the set.

When MUT is applied to selecting CDA's the consequence set con-
tains exactly four members (one for each CDA) with three common attri-
butes (precision, execution-time, and cost). Thus, M = 4 and N = 3,
Axiom 4.1 deals with the "completeness" of the consequence set. This
assumption rules out the possibility that; i) neither of two CDA's is
preferred, while ii) both CDA's are undesirable. In Axiom 4.2 the as-
sertion considers the "transitivity" of preferences; e.g., if one CDA
is preferred to a second which is preferred to a third, then the first
CDA is preferred to the third. This property is quite plausible and
commonly accepted. For Axiom 4.3 if CDA one is preferred to two, then
it will always be preferred to the combined event because CDA two can
occur with probability (1 - o) (Axiom 4.4 states the dual of Axiom 4.3).
Now, if CDA one is preferred to two and two is preferred to CDA three as
in Axiom 4.5, then for some o (sufficiently large) the combined event is
preferred to CDA two. Here, a provides a likely base for the numerical
estimate of the preference for CDA one to two, over CDA two to three
(Axiom 4.6 states the dual of Axiom 4.5). These Axioms, 4.5 and 4.6,
provide credible "continuity" assumptions. In Axiom 4.7 the statement
claims that the order of combined events may vary; this follows, accord-
ingly, since the constituents result from alternate events. Finally,
Axiom 4.8 states that combination events composed of CDA constituents
may proceed in two successive steps or one complete operation. Such a

"distributive" property is usually accepted as standard practice.
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4.3 Additive Utility Functions

Axioms 4.1 through 4.8 guarantee that utilities exist for all
members of the consequence set C, still the exact functional form remains
unknown. In general, a utility function involves multidimensional oper-
ations on the attribute values, but under certain conditions this func-
tion reduces to a much simpler form composed of many unidimensional
functions; symbolically,

ux) = f {ul(i), uz(i), u3(§),..., uN(i)}. (4.1)

Consider the following definition:

Definition 4.9: Utility Independence

Let XI = Xl Xeo.X xi—l X x1+l XeooX XN’ and let x7 be a member

of ii. Then,<§i is utility independént of ii if ones prefer-

ence order over lotteries on i; with fi-held fixed does not

depend on the fixed amount p

i
(43) has shown that if'ii is utility independent of X

Keeney n

for all dimensions, then Equation 4.1 takes a '"quasi-additive'" form.
Theorem 4.2

If X, is utility independent of i? for i=1, 2, 3,..., N, then

i
_ N N N
u(x) = k 44 (x )+ L z u, (x )u (x,)
1=1 1=1 j=i+l F13%1 0%
N N N
+Z z z ij (x )uj(xj)u (x ) +..., (4.2)
i=]1 j=i+l m=j+1
where k s+.+ are scaling constants.

ij ijm
For the three attributes--precision, execution-time, and cost--lotter-
ies over any attribute will not vary as the specific values of the

remaining attributes change; e.g., more precision is always preferred
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to less, less execution-time to more, and less cost to more. Thus,

since ii is utility independent of i? for all dimensions, then Equation

4.2 holds.
Yet in Equation 4.2 seven scaling constants must be evaluated,
many of which represent the affect of '"cross-product" terms between

(44) has shown that under an additional con-

dimensions. Again, Keeney
dition these "cross-product" terms drop out.

Definition 4.10: Preferential Independence

Let XIT = Xl XeooX xi—l x xi+l XeeoX Xj_1 X xj+l XeooX XN’

and let EEE be a member of ii?' Then ii x'§3 is preferentially
independent of ii; if ones preference order over lotteries on ii b4
—j with ii? held fixed does not depend on the fixed amount of
*13°
Theorem 4.3
If ii is utility independent of<i? for omne 1, and‘ii X is is
preferentially independent of‘iij for all j # 1, then
_ N
u(x) = I
{=1 kiui(xi) (additive), or (4.3)
N
1+ ku(x) = 7 {1+ kkiui(xi)} (multiplicative), (4.4)
i=1
where k and the ki are scaling constants, 0 < ki <1 and k > -1.
N N
In Equation 4.3 I k, =1, and in Equation 4.2 if I k, > 1 then
i i
i=1 i=1
N
-1 <k<0 and if ¥ k, <1 then k > 0,
1=1 1

Equation 4.3 represents an additive utility function since the



39

utility equals a weighted sum of marginal utilities, while Equation 4.4
depicts a multiplicative utility function because the utility equals a
weighted product of marginal utilities. To distinguish between these

(45)

two equations Keeney offers the following corollary:

Corollary 4.1

1 -2 -1

Let ;1 s X5 s xj , and X 2 be distinct values of X, and X,,

h| i h|
and let x— take on some constant value. Define Gamble A as

1]
-1 -1 2 =2

(xi s X, ;IE) or (;1 s X, » ;IE) each with probability 0.5,
-1 -2 - -2 -1 =

and Gamble B as (xi s X, sz) or (xi s Xy » ng) each with

probability 0.5. If one is indifferent to Gamble A and B,

then Equation 4.3 holds (additive).

For use of either Equation 4.3 or 4.4 the consequence set must
satisfy the preferential independence assumption in addition to the util-
ity independence assumption of Theorem 4.2. The preferential indepen-
dence assumption states that the indifference curves between two dimen-
sions do not vary as the other dimensions change. With indifference
curves(46) a contour runs through a reference point which indicates the
boundary between desired and undesired attribute pairs as in Figure 4.1.
As the fixed amount ;IT changes the other attributes change, but the
indifference curve remains constant. Hence, both conditions of Theorem
4.3 hold and the utility function adheres to the form of Equation 4.3
or 4.4. .

In Corollary 4.1 assume x 1, Eiz and ijl > §j2, then Gamble A

i
is between a preferred consequence (§11, §j1’

consequence (212, x 2, ;IS) which both occur with probability 0.5. Sim-

EEED and a non-preferred

ilarly, Gamble B is between two consequences that both contain a prefer-

red and non-preferred attribute and which occur with probability 0.5.
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For attributes precision, execution-time, and cost neither Gamble A nor
Gamble B represent a preferred wager and, consequently, Corollary 4.1
specifies the additive utility function of Equation 4.3. Thus, the util-
ity function for the CDA's of Chapter III consist of a weighted sum of
individual marginal utilities.

In this section the use of an additive utility function assumed
both utility and preferential independence: two strong assumptions.

Fortunately, Dawes, et al.(47) (48)

and Einhorn, et al. point out that
even modest deviations from utility and preferential independence rarely
affect the ultimate number u(x) and, even iess, the rank ordering of the
u(x) values (utilities). They report that with monotonic attributes—
where more is preferred to less, or less is preferred to more--the two
independence assumptions cause little trouble. So for monotonic attri-
butes precision, execution-time, and cost, the utility and preferential

independence assumptions are plausible and, if not to an approximation,

acceptable.
4.4 Marginal Utility Functions

As with the utility of a consequence, the marginal utility of
an attribute indicates its usefulness relative to the other attribute
values. Since the precision attribute describes a discrete variable ;ts
marginal utility must consist of a discrete function. And for the exe-
cution-time and cost attributes, both continuous: variables, the marginal
utilities require continuous functions. Other qualities desirable of
marginal utility functions include a common numerical range; any inter-
val will suffice but a convenient choice is 0 f_ui(xi) < 100. Finally,

marginal utility functions should preserve the proportional distance
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between attribute points; e.g., values twice as far apart should denote
marginal utilities twice as far apart.

Using the previous ideas Edwards(ag)

has proposed the follow-
ing procedure for determining marginal utility functions. First, the
most and least desirable values and attribute are found and, then, a
simple straight line is defined which yields 100 for the most desirable
attribute and 0 for the least desirable attribute. This procedure yields
the marginal utility functions for the attributes precision, execution-
time, and cost.
Precision

Let p denote the precision where p = 1 for single-precision,

p = 2 for double-precision, etc;

u = (p-1) 333 1<pc<s. (4.5)

Execution-time

Let T signify the execution-time, and Tmax and Tmin the maxi-

mum and minimum values, respectively;

(T -7
max
u, = 100. (4.6)
(Tmax - Tmin)

Cost

Let C indicate the cost, and C and C
B max

nin the maximum and

minimum values, respectively;

(Cmax -0
u. = 100. 4.7)

Hence, for any set of CDA consequences Equations 4.5 through 4.7 convert
the attribute values to marginal utilities, and Equation 4.3 forms the

utility of each consequence as a weighted sum of its marginal utilities.
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So the best member, or members, of the consequence set consist of those
alternatives with the largest utility.
Not all attributes possess linear marginal utility functions as

(50)

suggested in this section, and Raiffa presents several techniques to

(51) shows that

assess nonlinear marginal utility functions. But Edwards
for monotonic attributes the straight-line procedure produces a close,
first-order approximations to the nonlinear approach with sample correl-
ation coefficient 0.99. Since precision, execution-time, and cost all

represent monotonic attributes, the linear approximation in this Section

is credible and acceptable.
4.5 Summary

In this chapter, Multiattribute Utility Theory (MUT) adapted
to selecting the "best" CDA, provides a decision mechanism which uses
the attributes precision, execution-time, and cost. Here, MUT assigns
a numeric quantity to each CDA which indicates its usefulness with
respect to the other alternatives in the consequence set. Since the
above attributes satisfy Axioms 4.1 through 4.8, Theorem 4.1 guarantees
that utilities exist for all consequences. Furthermore, because the
attributes also fulfill the utility and preferential independence assump-
tions of Theorem 4.3, the additive utility function holds which forms
the utility of a CDA as a weighted sum of its marginal utilities (Egs.
4.5 through 4.7 convert attributes to marginal utilities). In the next
chapter, three examples illustrate the procedure for obtaining marginal
utilities and, moreover, the use of this additive utility function. So

the "best" alternative consists of the CDA with the largest utility.



CHAPTER V APPLICATIONS

In this chapter, three examples illustrate the results of the
previous two chapters; they clarify the techniques used to determine
attribute values and for typical consequence sets they elucidate use of
an additive utility function. These examples-—-linear regression, matrix
inversion, and fast Fourier transform computations--exemplify the over-
all procedure of this investigation and, moreover, they lead to conclu-
sions which characterize each CDA. Not only AO these applications typi-
fy representative and contemporary engineering problems, but they vary
widely in their mathematical sophistication. First, a discussion of

the general approach follows below.
5.1 General Approach

The general approach to using MUT applied to selecting CDA's
involves five principal steps (see Fig. 5.1). First, the application
must be defined; this includes stating all assumptions and conditions
under which the computation remains valid. Then, the computation is
expressed using detailed and complete notation. Since some parameters
may vary their potential effect upon the computation must be considered.
Next, the most difficult step in Figure 5.1 concerns determining-the
attribute values; i.e., precision, execution-time, and cost. To accom-
plish this, begin by preparing a program flowchart which implements the
computation using a series approach. And by examining it for sections

44
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(j ENTER j)

Define
the
Application

l

Determine
Attribute
Values

'

Find the
Marginal
Utilities

Form the

Utilities

'

Select
the
Alternative

Q CEXIT )

Figure 5.1 General approach to selecting a computational design alternmative.
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which may be executed simultaneously, or in parallel, construct a second
program flowchart which implements a parallel approach (Master and
Slaves). All but the muP CDA uses the parallel approach to assist in
finding attribute values. From these flowcharts the total number of
eleﬁentary operations; e.g., adds/subtracts and multiplies/divides, or
constants Ai and Mi’ can be estimated for each CDA. By multiplying
these terms by the multiple-precision add and multiply times (see Eq.

3.1 and Table 3.1), a, and m,, the execution-times are found as follows:

i
'I'i = Aiai + Mi mi.
Again, the two flowcharts can be used to estimate both the program and

data-storage memory requirements, Pi and D, respectively, for each CDA.

i
They yield the application cost term (see Eq. 3.12), Cai’ as follows:

Cai = wb(Pi + pDi)’

and together with the elemental CDA cost term (see Eq. 3.1 and Table
3.2), Cei’ give the total cost of each alternative:

Ci - cei + Ca

i'
To determine program storage memory requirements consider the contribu-

tions of an arbitrary loop and subroutine call:

loop
LDR COUNT /REG = COUNT
NEG /REG = -COUNT
LOOP —-—

INC /REG = REG + 1
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JNZ LOOP /REG = 0?7, NO JMP LOOP

subroutine call

LD1 AD1 /OPERAND 1 ADR
LD2 AD2 /OPERAND 2 ADR
LD3 AD3 /RESULT ADR
CALL SUB

Thus, for estimating P, each loop and each subroutine call contribute

i
four words.

In the third step of Figure 5.1 the attribute values are con-
verted to marginal utilities as explained in Chapter IV. Precision, a
discrete variable, obeys a discrete function, while execution-time and
cost, both continuous variables, follow a linear transformation. And
for all attributes the marginal utilities lie within the same interval;
i.e., [0, 100]. The next step invokes an additive utility function
(shown to be valid in Chapter IV) upon the marginal utilities; it forms
the utility of each CDA as a weighted sum of it's marginal utilities.
Hence, prior to the use of this function a "Decision Maker'" must assess
the value of the weights, or ki's, subject to the condition that
N
151 ki = 1, Finally, the last step of Figure 5.1 concerns selecting the

CDA with the largest total utility. Or if more than one alternative is
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to be selected, then choose those with the greatest utility. By varying
the consequence set, some alternatives may result in equal utilities
which indicate the "break-even" point between those CDA's. Also, dif-

fering values of the k,6's produce new utility values which illustrate

i
the "sensitivity" of a CDA to each attribute dimension; thus, the util-

ities in the dimension of emphasized ki increases, while the others

decrease.
5.2 Linear Regression Example

In this example a set of N ordered pairs {(xi, yi)l i=1, 2,

(52)

3,...,N} are fit by the method of least-squares to a straight line

y = b° + blx. The solutions to the normal equations

nbo + b1 Exi = Zyi,

2
bo in + bl in = inyi,

yield the unknown constants b and bl; i.e.,

n Ixy, (in)(zyi)
bl ) NI 2 _ (Zx )2
X 1
b -z_yj.‘. - bz—xl
o N 1 N°

For this example it is assumed the x's are fixed variables and the y's

independent random variables having normal distributions and with com-
2

mon variance o .

The series program flowchart contains six principal steps and
no major loops (see Fig. 5.2). To estimate the total number of adds and
multiplies, A1 and Mi’ the contributions of each step can be summed as
shown in Table 5.1. These terms, when multiplied by the multiple-pre-

cision add and multiply times, combine to give the series execution-time
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<: ENTER ;)

<:> EXIT :)

A= in —
B = inz —
C =1y, __
D= inyi
Bl= H -
BO= c—n;*A

Step-1

i Step-3

Step-4

Step-6

Figure 5.2 Linear regression series flowchart.
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Table 5.1 Estimates of Ai’ Mi (1 # 4) for Example-l.

Step Adds- Multiplies
1 N -

2 N N

3 N -

4 N N

5 2 5

6 1 2

Totals Ai = (4N + 3) Mi = (2N + 7)

Table 5.2 Estimates of A,, M, for Example-l.

4 4

Step Adds Multiplies
1 3N -
2 2N -—
3 N N
4 4 -
5 2 5
6 1 2

Totals A4 = (6N + 7) M4 = (N+7)
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Ts = Ti = (4N + 3)ai + (2N + 7)mi; i# 4. (5.1)

By examining Figure 5.2 it is possible to identify those sections of the
series flowchart which can be executed simultaneously, or in parallel.
Specifically, four slaves can perform Steps 1 to 4 once they receive
the correct x's and/or y's. The responsibility of the Master then be-
comes data routing, not data computing as shown in Figure 5.3 and 5.4.
Again, the total number of adds and multiplies can be found by summing
the contribution of each step in the parallel flowchart as detailed in
Table 5.2. By multiplication of these terms by the multiple-precision
add and multiply times the parallel execution-time is found as

Tp =T

4 " (6N + 7)a4 + (N + 7)m4. (5.2)

(Note: the "SLAVES BUSY" term can be deduced from Figure 5.5)
An important result occurs by defining R, the ratio of series
to parallel execution-time as

T

- —
R=7
P

(53)

and assuming m, = 8a,. From Equations 5.1 and 5.2

i i

(4N + 3)a, + N+ 7) (8a) ,
R=Ton + Ta, + (N + 7) (8a,)

_ 20N + 59,
14N + 63

and as N grows large

1im R = 22 = 1.43;

N+ w 14
this represents a maximum decrease in execution-time by a factor of 1.43

due to simultaneous, or parallel, execution. Although the Slaves
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(_om= )

/Sl, s2, SS-xyZ — — Step-1
/:3, S4=y, /L — =] Step-2

Slaves
Busy?

A=S1, B=S2, -
C=S3, D=S4 — 1 step-4

N*D - A*C

NB - AR~ — —]SterS

—Bl%
BO-Q%]'—A p— — —1Step-6

(mr )

Figure 5.4 Linear regression parallel flowchart: Master.
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<:7 ENTER :)

L=-N, I=0
B=20

B= (x+I)2 + B

I=I+1

L=L+1

NO

L = 0?

YES

<: EXIT j)

Figure 5.5 Linear regression parallel flowchart: Slave-2.
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execute in parallel, the Master's overhead involves vast data routing
and, thus, a limit to the reduction in execution-time. If the sampled-
data originated with the Slaves, then R would decrease.

When determining the application memory cost, Cai’ all sub-
routine calls (adds/subtracts and multiplies/divides) require four words
of program storage and each loop demands an additional four words of
program storage. As with execution-time, the series and parallel pro-
gram flowcharts (Fig. 5.2, 5.4) assist in estimating the application
memory cost. Similarly, the contributions of each flowchart step add
together to yield the final result. Table 5.3 outlines the steps and
their contributions for the series flowchart; these terms combine as
follows:

Cai =W [80 + p(2N + 6)]; 1 # 4. (5.3)

But for the muyP CDA (i = 4) the slaves create additional terms of pro-
gram and data memory storage. Figure 5.5 depicts a worst-case slave
flowchart, Slave Two, which illustrates the additional contributions due
to the four slaves. Adding these terms to the Master's terms gives (see

Table 5.4) the application memory cost Ca4; i.e.,

C, 6= v, [112 + p(7N + 6)]. (5.4)

a4

Combined with the results of Chapter III Equations 5.1 through
5.4 produce the set of attribute values for this example (see Fig. 5.6
through 5.13). Similarly, the techniques of Chapter IV convért these
values to marginal utilities and, finally, to utilities as shown in
Tables 5.5 and 5.6.

From inspection of the figures and tables, several conclusions
become clear. First, the AU CDA always possesses the fastest execution-

time due to its hardware multiply and divide. For all cases, the muP
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Di (i # 4) for Example-l.

i’
Step Program Data
1 8 N+1
2 12 1
3 8 N+1
4 12 1
5 28 1
6 12 1
Totals Pi = (80) Di = (2N + 6)
Table 5.4 Estimates of P4’ for Example-l.
Step Program Data
1 16 N
2 12 N
3 -— -
4 4 4
5 28 1
6 12 1
Slaves (4) 40 5N
Totals

P4 = (112)

D6 = (IN + 6)
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Figure 5.8 Triple-precision execution-time versus sample size for

Example-1.
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Figure 5.9 Quadruple-precision execution-time versus sample size

for Example-l.
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CDA shows reduced execution-time when compared to the DIRECT CDA even
though they perform multiplies and divides in software. Here, R = 1.5
which agrees well with the calculated value and, thus, confirms the
validity of the m, = Bai assumption. Also, the DIRECT/muP CDA's for

P = 1, 2 execute faster than the CALC, yet for p = 4 this reverses
because of the repetitive adds associated with the software multiplies
and divides. All costs rise with larger N due to additional data-stor-
age memory, especially after 103 samples, but the muP costs go up high-
er (more memory needed). From Table 5.5, for weight vector E;, the mu?
CDA represents the "best'" CDA for the typical consequence set and small
problem dimensions (i.e., 101 samples). Similarly, Table 5.6 reveals
that the AU CDA depicts the "best" CDA for large problem dimensions (i.e.,
10S samples). As the k,'s vary, the CDA's with strong marginal utilities

i

in the dimension of the emphasized k, show increased utility, and the

i
rank ordering of the CDA's changes accordingly. For example, in Table
5.5 the CALC CDA exhibits the greatest "sensitivity" to the precision
dimension as the weight vector changes from E; to'Ei; i.e., its utility
varies from 40 to 82, respectively. Also, the DIRECT and muP CDA's

(for E;) in Table 5.6 correspond to "break-even" alternatives.

5.3 Matrix Inversion Example

For the second application a square, nonsingular matrix A of

order N is inverted. A standard approach, that of Guassian elimina-

(54)

tion is used; this technique performs a sequence of elementary row

1]:

operations on the partitioned matrix [A, I] to yield the matrix [I, A”
where I is the identity matrix.
The series flowchart for this technique includes two principal

steps imbedded within two major loops as shown in Figure 5.14. Here,
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Figure 5.14 Matrix inversion series flowchart (Gaussian Elimination

technique).(ss)
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Step-l replaces row I with itself divided by the pivot entry a(I, I):
hence, the pivot entry becomes unity. Once completed, Step-2 uses row

I to reduce the remainder of column I to zeros. Together with the two
loops, Steps 1 and 2 transform the left submatrix to the identity matrix

1

and the right submatrix to the inverse of A; i.e., [I, A ]. To estimate

the total number of adds and multiplies, A, and Mi’ sum up the contri-

i
bution of each step and multiply this by the number of times through
each loop (see Table 5.7). These terms, when multiplied by the multi-
ple-precision add and multiply times, combine to give the series execu-
tion-time

3

2
'1‘s Ti 2N"(N - l)ai + 2N"m,; 1 # 4. (5.5)

i;
Equation 5.5 agrees with published results.(56)
By examining Figure 5.14 it is possible to identify those sec-
tions of the series flowchart that can be executed simultaneously, or
in parallel. Since Step-2 only requires the results of Step-l, N slaves
can perform Step-2 simultaneously and the Master flowchart now involves
just one loop (see Fig. 5.15 and 5.16). Again, to find the total number
of adds and multiplies sum the contribution of each step in the parallel
flowchart as detailed in Table 5.8. (Note: for an estimate of the
"SLAVE BUSY" term use Figure 5.17) Multiplying these results by the
multiple-precision add and multiply times yields the parallel execution-

time

2 2
Tp 'I‘4 = 2N" (N + l)a4 + 2N m, . (5.6)

Again, the ratio of series to parallel execution-times produces an indi-
cation of the decrease in execution-time due to simultaneous, or paral-
lel, execution. Using Equations 5.5 and 5.6 with the assumption

o, = 8ai
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Table 5.7 Estimates of Ai’ Mi (1 = 4) for

Example-2.
Step Adds Multiplies
1 - 2N2
2 PN - 1) NN - 1)
2 3
Totals Ai = 2N“(N - 1) Mi = 2N

Table 5.8 Estimates of A4, M4 for Example-2.

Step Adds Multiplies

1 2N? —

2 28 (N - 1) -

3 ZNZ 2N2
Totals A4 = 2N2(N + 1) M = 2N2
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Figure 5.16 Matrix inversion parallel flowchart: Master
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Figure 5.17 Matrix inversion parallel flowchart: Slave-J.
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NN - 1), + 2N3(8a1)

Ts
R'— - .
T 2 2

P 2N (N + l)ai + 2N (8ai)

_18N -2 .
2N + 20

And as N grows large,

1imr =289,

N+ o 2
the execution-time decreases, at best, by a factor of 9. Since this
problem yields a greater R than Example-1l, it exhibits greater parallel
traits and, thus, better fits simultaneous execution concepts. Again,
the Master's overhead must pass a new row to (N - 1) Slaves for each
column and, eventually, this action becomes more time consuming than the
parallel execution of the Slaves.

In determining the application memory cost, Cai’ all subroutine
calls (add/subtract and multiply/divide) require four words of program
storage and each loop demands an additional four words of program stor-
age. By using the flowcharts of Figures 5.14 through 5.17 the estimates
for the program and data storage can be determined by summing the con-
tributions of each step. Table 5.9 delineates the steps and their con-
tribution for the series flowchart; combining terms

2
Cai wb(28 + p2N7); 1 ¥ 4. (5.7)

But for the muyP CDA (i = 4) the N slaves create additional program and
data storage requirements. When added to the Master's terms (see Table
5.10) they sum to give the muP application memory

c, = v, [4(3N + 5) + p2N(N + 1)]. (5.8)

a4

Finally, the results of Chapter III and Equations 5.5 through



75

Table 5.9 Estimates of Pi’ Di (1 # 4) for Example-2.

Step Program Data
1 12 an%
2 16 —
Totals P, = 28 D, = 2N°
i i

Table 5.10 Estimates of P4’ D4 for Example-2.

Step Program Data
1 8 2N
2 12 -
3 — -
2
Slaves (N) 12N 2N

Totals P4 = 4(3N + 5) D" = 2N(N + 1)
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5.8 combined to produce the set of attribute values for this example
(see Fig. 5.18 through 5.25). Additionally, the techniques of Chapter
IV convert these values to marginal utilities and, lastly, to utilities
as shown in Tables 5.11 and 5.12.

Again, these figures and tables expose several important CDA
features. The AU CDA continues to perform the task fastest while the
muP CDA always beats the DIRECT CDA. But as N increases the last two
execution-times separate and for even small N, R = 5 already. Similar-
ly, for p = 1, 2 the CALC CDA shows the slowest speed and for p = 4 the
order changes; i.e., the CALC CDA finishes before either the DIRECT or
myP CDA's. With respect to costs, they do not change as dramatically
as in Example-l because the program and data-storage memory require-
ments do not rise as sharply. Still the muP costs grow exceedingly
fast as N changes due to the increased number of Slaves as reflected in
the elemental cost term ce&' For both typical consequence sets and
weight vector E;, the tables reveal that the muP CDA represents the
overall, '"best" CDA. In Table 5.11 for Es, the DIRECT and muP CDA's
illustrate "break-even" utilities; i.e., 87 and 86, respectively. Thus,
these CDA's correspond to equally useful alternatives. And finally,
Table 5.12 for weight vector Eé, shows the "sensitivity" of the AU CDA
to emphasis in execution-time; it increases from 52 (with i;) to 86, or

by 34.
5.4 Fast Fourier Transform Example

In this final example an input sequence x(n) is transformed

from the discrete time domain to the discrete frequency domain X(m)

(57)

using the fast Fourier transform (FFT) algorithm of the discrete
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Fourier transform (DFT). If it is assumed that the input sequence is real

and even, then the DFT yields

N-1 2mmn
X(m) = I x(n) cos { N }, (5.9)
n=0
X
N-1
= I x(@W", where (5.10)
n=0
N =  number of samples,
x(n) = input sequence, and
X(m) = transform sequence.
Using matrix notation Equation 5.10 becomes
X = Wx;
but if N = ZL, then W can be factored into L terms,
— L — -
X = (= Wi) X. (5.11)
i=]1

This feature éreatly reduces the execution-time of the DFT by minimiz-
ing the number of multiplies. Figure 5.26 illustrates the series pro-
gram flowchart.

The series flowchart contains three principal steps within three
basic loops. Much of the algorithm deals with altering loop control
variables which do not demand a large part of the total execution-time.
Additionally, the process defined in Step-l must find the weight coeffi-
cient WIE which involves a cosine function as in Equation 5.9. A Mac-

laurin series expansion of the cosine yields

x2 x4 x6
cosX'l--i-i-+z-!-+a+Rn, (5.12)
Rn = remainder.

Thus, Step-l1 can use this expansion to determine the weight coefficient
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Figure 5.26 FFT series flowchart (Cooley, Tukey technique).
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WIE. To complete the matrix multiplication of Equation 5.11, Steps 2 and

3 perform the required multiplies and adds. As with the other examples,
the contributions of each step sum to give the total number of adds and

multiplies (terms A, and Mi)° But since the CALC CDA contains the cosine

i
function in hardware, the contributions of Step-1 (or Eq. 5.12) reduces
to a simpler form. Table 5.13 outlines the steps and their contribution

for A Mi; i =1, 2. When multiplied by the multiple-precision add and

i’
multiply times these terms produce

'1‘s = Ti =- [2N1032N + 6(N - 1)]ai

+ [NlogzN + 18(N - l)]mi; i=1, 2. (5.14)

(59)

Equation 5.14 agrees with published results. Similarly, Table 5.14

depicts the estimates of A3 and M3 which give
Ts - T3 = [2NlogzN + 27.2(N - l)]a3

+ [NlogzN]ms. (5.15)

By examining Figure 5.26 it is possible to determine those sec-
tions of the series flowchart that can be executed simultaneously, or in
parallel. Since Steps 2 and 3 only require the weight WIE, N slaves can
perform these tasks and the Master flowchart now contains far less mult-
iplies (see Fig. 5.27 and 5.28). Again, to find the total number of adds
and multiplies sum the contribution of each step in the parallel flow-
chart as detailed in Table 5.15. (Note: for an estimate of the '*SLAVES
BUSY" term use Fig. 5.29) Multiplying these results by the multiple-pre-

cision add and multiply times yields the parallel execution-time

Tp - T4 = [(6N + l)logzN + 6(N - 1)]a4

+ [1ogzN + 18(N - 1)]mh (5.16)
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Table 5.13 Estimates of Ai’ Mi (1 =1, 2) for Example-3.
Step Adds Multiplies
1 6(N - 1) 18(N - 1)
2 - NlogzN
3 2N1032N -
)
Totals Ai = 2N1032N + 6(N - 1) Mi = NlogzN + 18(N - 1)

Table 5.14 Estimates of A_, M, for Example-3.

3’ 73
Step Adds Multiplies
1 27.2(N - 1) -
2 - NlogzN
3 2N1032N -
Totals A3 = 2N1032N + 27.2(N - 1) M3 = NlogzN

Table 5.15 Estimates of A,, M, for Example-3.

4> 4
Step Adds Multiplies
1 6(N - 1) 18(N - 1)
2 2N1032N -
3 4N1032N -
4 logzN logzN

Totals A4 = (6N + l)logzN + 6(N-1) M4 = logzN + 18(N - 1)
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Figure 5.28 FFT parallel flowchart: Master.
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Figure 5.29 FFT parallel flowchart: Slave M.
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When the ratio of series to parallel execution-times is determined, it
gives an indication of the decrease in execution-time due to simultaneous

execution. Using Equations 5.14 and 5.16 with the assumption m, = 8ai

Ts [2N1032N + 6(N - 1)]a + [NlogzN + 18(N - 1)](Sa )
[(6N + l)logzN + 6(N - l)]a + [(1032N + 18(N—l)](8a )

R=s —

10Nlog,N + 150(N - 1)
= (6N + 9)Iog,N + 150(N - 1)

For large N,

lim R _ 10 = 1.66,

N> 6
the execution-time decreases, at best, by a factor of 1.66. Like
Example-1l, parallel execution does not reduce the execution-time consi-
derably because the Master's overhead demands much time. But if it did
not calculate weight coefficients, i.e., the number of samples is known
a priori; then the Master's overhead would lessen for a larger R.

When determining the application memory cost, Cai’ all sub-
routine calls (add/subtract and multiply/divide) require four words of
program storage and each loop demands an additional four words of program
storage. As with execution-time, the program flowcharts (Fig. 5.26
through 5.29) assist in estimating the application memory cost. Simi-
larly, the contributions of each flowchart step add together to yield
the final result. Table 5.16 outlines the steps and their contribution
for the series flowchart; these terms combine as follows:

Cai = W6[44 + p(N+8)]); 1 # 4. (5.17)

But for the muyP CDA (i = 4) the N slaves create additional program and
data storage requirements. When added to the Master's terms (see Table

5.17) they sum to give the muP application memory
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Table 5.16 Estimates of P,, D, (1 = 4) for Example-3.

b S §

Step Program Data

1l 24 N+ 8

2 12 -—

3 8 -
Totals Pi = 44 Di =N+ 8

Table 5.17 Estimates of P,, D, for Example-3.

4’ 74

Step Program Data

1 24 8

2 4 -

3 4 -

4 - -
Slaves (N) 8N N

Totals Pi = 8(N + 4) D, =N+ 8
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c, = Wo[(32 + 8N) + p(N + 8)]. (5.18)

a4

Lastly, the-results of Chapter III and'Equations 5.14 through
5.18 combine to produce the set of attribute values for this example
(see Fig. 5.30 through 5.37). Using the techniques of Chapter IV, these
values are converted to marginal utilities and, moreover, to utilities
as shown in Tables 5.18 and 5.19.

As with the other examples, these figures and tables illustrate
several points. Again, the AU CDA displays the fastest speed and the
muP always exhibits quicker execution-time than the DIRECT CDA. And for
N= 27, R = 1.6 which agrees well with the prediction. Similarly, the
DIRECT/muP CDA's lag behind the CALC CDA in speed for p=1, 2; still
it surpasses them for p = 3, 4. With respect to costs, the muP CDA
begins high and for modest N ends up extremely high due to all the
additional Slaves (term Cea). Costs for the DIRECT CDA climb faster
than the AU and CALC CDA's because the application memory term (Cal)
begins to dominate the elemental cost term (Cel). In Table 5.18 for
weight vector E;, the DIRECT and CALC CDA's correspond to "break-even"
utilities; i.e., 55 and 56, respectively. Also, for the typical conse-
quence set in Table 5.19 the CALC CDA depicts the overall, "best'" CDA
k = E;) by quite a large score (by 20 utility values). This results
from the large expense of the mpP CDA and large problem dimensions (27
samples). Finally, Table 5.18 illustrates the "seﬁsitivity" of the
DIRECT CDA to the cost attribute; as i'changes from'E; to §5’ the DIRECT

CDA's utilities vary from 55 to 87, or by 32.
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5.5 Additional Design Considerations

For the previous three examples, the overall results depend on
both the specific software algorithms used and the hardware devices and
architectures selected. Because the research project reported here con-
siders only nominal values for the above, the overall results of these
examples may shift dramatically with alternate approaches. But design
engineers need only combine their specific approaches with the methodology
to discover the changes. In this section, an alternative software
algorithm illustrates this procedure.

Often, several algorithms may implement a specific task and each
displays widely differing characteristics; e.g., execution-time, memory

demand, hardware overhead, etc.(60)

Consider the effect of an improved
multiply algorithm to reduce execution-time for the DIRECT and muP CDA's
(terms n, and ma). Only a reduction in add times or the number of adds
will decrease multiply times, and since a reduced add time only requires
a faster puP, the standard 'shift-and-add" algorithm improves the number

of adds.(Gl)

For a p-precision number this requires approximately 8p
shifts and an average of 4p, 2p-precision adds. Using Equation 3.2 as
the 2p-precision add time and assuming that the p-precision shifts

require p cycle-times,

m = 4p(20pt ) + 8p(pt )

= 88p2t°, and (5.19)

o = 88p2t°. (5.20)

4

These equations reveal a dramatic improvement in the multiple-precision
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multiply times for the DIRECT and muP CDA's as shown in Figure 5.38.
Here, the decrease varies with precision; i.e., the greater the precision,
the greater the improvement. And by p = 5 the DIRECT CDA actually
executes faster than the AU CDA. |

To illustrate the overall improvement in execution-time with
an application, the above equations used with Equations 5.5 and 5.6
form the series and parallel execution-times for matrix inversion (see
Fig. 5.39). This figure demonstrates a decrease in execution-time by
roughly three orders of magnitude for triple-precision. Finally, the
techniques of Chapter IV convert these attribute values to marginal
utilities and utilities as depicted in Table 5.20. Comparison of this
with Table 5.11 (the original table) shows great increase in the DIRECT
and myP CDA's marginal utilities due to improved execution-time. Conse-
quently, the marginal utilities of the CALC CDA drop because it now
possesses the slowest execution-time. As before, the "best'" CDA varies

as the weight vector k changes.
5.6 Summary

From careful analysis of the attribute values for the preceding
three examples, several trends and conclusions can be deduced. With
respect to execution-time, the AU CDA always performs the task the fastest
because it contains a hardware multiply and divide. But the results of
Chapter III predicted this would occur.

Next, the muP CDA invariably surpasses the DIRECT CDA in execu-
tion-time yet they both accomplished adds and multiplies in software.
Although this decrease varies significantly from example to example, it

primarily depends on the degree of ''parallelism' indigenous to the
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specific computation and the severity of the Master's overhead. By extend-
ing the idea of parallel (or simultaneous) operation, even the AU CDA can
realize a decrease in execution-time.

For single-precision problems the CALC CDA computes its tasks
the slowest. Now, as precision increases the CALC CDA execution-times
fail to grow as fast as the other CDA's (specifically, the CDA's with
software multiplies); thus, it becomes faster than the DIRECT/muP CDA's.
Since the CALC CDA Qlways finds the answer to a fixed number of digits,
greater precision only requires additional digit entries, and this con-
tributes little to the execution-time.

As the problem dimensions increase the total costs grow for all
CDA's due to the extra data memory (not program memory) demands. And
for the muP CDA costs enlarge dramatically faster than the other CDA's
because of repeated hardware and software. Thus, parallel execution can
potentially create enormous costs. |

This chapter provides typical consequence sets, marginal utili-
ties, and utilities for various'weight vector E; i.e., Ea =
(0.3, 0.3, 0.3), k; = (0.8, 0.1, 0.1), k, = (0.1, 0.8, 0.1), and k, =
(0.1, 0.1, 0.8). The first does not emphasize any attribute and, thus,
corresponds to the average, while the other three emphasize one attribute
at a time. For all examples, the typical consequence sets contain alter-
natives with equal utilities (for some k), or "break-even" CDA's. These
CDA's represent equivalent alternatives with respect to the others in the
consequence set. When the weight vector k varies, the utility of CDA's
with strong marginal utilities that correspond to emphasized k dimensions
increase, while CDA's with weak marginal utilities decrease. This fol-
lows mathematically since the "sensitivity'" of the additive utility func-

tion to a change in k, yields the marginal utility; i.e.,

i



Finally, this chapter explores the overall effect of an alterna-
tive multiplication algorithm for the DIRECT and muP CDA's. As precision
increases, the degree of improvement increases; e.g., for p = 1 the
instruction execution-time magnitudes differ by roughly two orders of
magnitude, but for'p = 5 it increases to five orders of magnitude. When
applied to the matrix inversion example, this algorithm reduces the
computation execution-time by three orders of magnitude for triple-
precision. With respect to utilities, the improved multiplication
instruction increases the utilities of the DIRECT and muP CDA's, while
it decreases the CALC CDA's utility because of slow speed. So the overall

effect involves shifting the DIRECT and muP CDA‘s utilities higher.



CHAPTER VI CONCLUSIONS

Continued advances in semiconductor device processing technol-
ogy led to LSI devices with enhanced performance at reduced cost. Con-
sequently, microprocessor-based (uP-based) systems now function in a
myriad of application areas with widely differing computational complex-
lities. Since numerous LSI devices may accomplish these advanced calcula-
tions, ﬁany designers follow ad hoc approaches to synthesizing computa-
tional sections. So the purpose of the research reported here was to in-
vestigate and characterize these computational design alternatives (CDA's)
and ﬁo develop a more rigorous and structured design approach which in-
corporates a firm, theoretic foundation.

Using the results of this study, designers of uP-based systems
will be able to create advanced systems with increased performance.

For example, careful use of these CDA characteristics may lead to in-
creased execution-time at lower costs. Second, these results will benefit
LSI chip designers by influencing what properties the next generation of
devices will possess. Because some properties aid computations and

others hinder, the new devices will contain the desirable traits and min-
imize the action of undesirable ones. Third, the methodology developed in
this study assists developers of uP-based systems by providing them the rig-
orous theoretic foundation to investigate and characterize future systems

as technology advances. Since this development begins at the axiom level,
they can easily modify the methodology to suit their specific orientation.
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Within the research reported here, the investigation attained
several objectives. First, it surveyed the present semiconductor market
for LSI devices which facilitate computations and it generalized their
key properties. With these devices, it defined a basic set of elemental
CDA's which may be combined to realize the computation section of a gen-
eralized yP-based system. To provide for comparison of these members,
it determined common attributes and techniques to evaluate them. Next,
the investigation developed a decision mechanism for selecting the "best"
CDA using these attributes. Finally, through three representative and
contemporary engineering examples, it illustrated the use of this deci-
sion mechanism; in the process, it characterized the properties of each
CDA. By satisfying these objectives, the investigation achieved the
overall purpose of the research project.

During this investigation the research project reached several
principal results. First, it defined a basic set of four elemental CDA's:
DIRECT, AU, CALC, and muP. The DIRECT CDA consisted of a uP and memory
connected via the system bus. This CDA described the simplest technique
to execute a calculation because the memory contained all arithmetic sub-
routines. Next, the second CDA employed a uP, memory, and an arithmetic
unit (AU) all joined by the system bus. It differed from the DIRECT CDA
in that it performed multiplies and divides with the AU. The third CDA
incorporated a uP, memory, and calculator chip to accomplish arithmetic
operations. With this memory, the program must simulate depressing the
keys as with a hand held calculator, and it must read back the answers
and decode them when the requested function finishes. Finally, the mpP
CDA applied the concept of simultaneous, or parallel, execution: here,

a Master uP directs several Slave uP's to execute sections of the
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problem together, then it adds the partial results for the completed an-
swer. Thus, each Slave memory contained a replica of the DIRECT CDA
memory, yet the Master's memory held an "overhead" program.

To facilitate comparison of these CDA's, the investigation
identified and used three common attributes: precision, execution-time,
and cost. Precision involves the quantity of 8-bit words used to repre-
sent a number; hence, all numbers corresponded to a multiple-precision,
fixed-point, two's complement format. For execution-time, this value
gave the number of seconds needed to complete the requested computation.
If the number of add and multiply instructions indicates the execution-
time, then these values, multiplied by the time to perform each instruc-
tion, add to give the execution-time. With costs, this quantity repre-
sented the dollar value of LSI devices used in a CDA. Two terms combined
to produce the total cost; one resulted from the basic expense of pro-
curing a CDA, and the other pertained to the additional expense of the
application memory. For both execution-time and cost, these values oc-
curred from terms indigenous to each CDA and from application derived
terms. Multiple-precision flowcharts for arithmetic operations assist-
ed in estimating these indigenous terms. The CALC CDA add time exceed-
ed the other CDA's (all the same) by three orders of magnitude; i.e.,
msecs. compared to psecs. For multiplies the CALC CDA exhibited roughly
1 sec. operation, while the AU CDA functioned in about 1 msec. But the
DIRECT and muP CDA's varied considerably with precision since repetitive
adds implemented the multiply; i.e., they ranged from msecs. to 3.5 mins.

With respect to indigenous costs, the DIRECT CDA differed from
the AU and CALC CDA's by roughly one order of magnitude less ($100's com-

pared to $10's), and the muP CDA varied dramatically with the number of
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Slaves. For more than 12 Slaves, the muP CDA represented the largest
indigenous cost.

Next, the investigation considered a viable decision mechanism
to select the "best" CDA which used the above attributes: Multiattri-
bute Utility Theory (MUT). Here, MUT assigned a numeric quantity, the
utility, to each CDA which indicated its usefulness with respect to the
other alternatives. Because the attributes satisfied eight axioms, and
utility and preferential independence definitions, the decision mechanism
reduced to an additive utility function; i.e.,

3

u(x) = I k,u, (x,) = utility (6.1)
gmy 1171

N

= (x;, %X,, X;) = consequence

= execution-time, x, = cost

= precision, x 3

2
ui(xi) = marginal utility function

k, = scaling constant, where g k, = 1,
i=1
Here, marginal utility functions converted specific attributes of a dim-
ension to a numeric quantity which represented its usefulness. So, the
utility of a CDA involved a weighted sum of their marginal utilities, and
the "best" CDA consisted of the alternative with the greatest numeric
utility.

By analyzing three examples, the investigation clarified the tech-
niques used to evaluate attributes, and it elucidated use of the additive
utility function. These applications--linear regression, matrix inver-
sion, and fast F;;rier transform computations--exemplified the overall

procedure of this research project and, moreover, led to conclusions that

characterized each CDA.
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For the linear regression example, a typical consequence set in-
cluded the following marginal utilities: DIRECT = (60, 00, 100), AU =
(00, 100, 53), CALC = (100, 19, 00), and muP = (33, 97, 62). With the
weight vector k = (0.3, 0.3, 0.3), Equation 6.1 formed the utility of
each CDA as the average of its marginal utilities; i.e., DIRECT = 55,

AU = 51, CALC = 40, and muP = 64. Since the mpP CDA possessed the larg-
est utility, it represented the '"best" CDA in the above consequence set.
As the values in the weight vector changed, the utility of CDA's with
sumgmmmduuudutthnmetom&mn&Edmmumsm-
creased, while the others decreased, and the "best" CDA varied accord-
ingly. So determining the weight vector k involves important evaluation.
Similarly, the other examples strengthened these results.

In characterizing the CDA's, the three examples revealed that
the AU CDA always exhibited the fastest execution-time because of its
hardware multiply and divide instructions. For the DIRECT and muP CDA's,
which both perform adds and multiplies in software, the muP's speed in-
variably surpassed the DIRECT CDA due to its simultaneous, or parallel,
execution. But this increase varied significantly from example to exam-
ple, and it primarily depended on the degree of "parallelism" found in
the specific example and the severity of the Master's overhead. With
respect to precision, the CALC CDA represented the slowest CDA for sin-
gle-precision, yet as precision increased it becomes faster than the
DIRECT and muP CDA's and still slower than the AU CDA. Since the CALC
CDA always finds the answer to a fixed number of digits, greater preci-
sion only requires extra digit entries and this contributes little to
the execution-time. As the problem dimensions grew, so did the total

cost of all CDA's because of additional data (not program) memory demands.
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For the mpyP CDA, costs enlarged dramatically because of its repeated hard-
ware and software. Finally, precision changes did not alter the costs
significantly since the memory requirements of the problem dimensions
dominate those of added precision.

As with any research project, the investigation reported here
points toward several areas of additional study. For example, rather
than characterize CDA's through three specific applications, perhaps a
generalized algorithm would induce broader conclusions. If integer N
measures the size, or dimension, of a generalized algorithm, then the
time complexity, T(N), expresses the number of seconds required to com-
plete the task. Similarly, the space complexity of the algorithm, S(N),
denotes the number of memory words needed to execute the task (this
quantity relates closely to the attribute cost). So for fixed execution-
interval and memory size, such expressions could give limits to the pro-
blem dimensions for an entire class of problems.

Besides extending this research project to match technological
growth, the fundamental concepts of MUT could be used to investigate and
characterize various muP systems in detail. With enhanced throughput,
improved reliability, increased system response, and modular expansion
capabilities, the muyP arrangement deserves much attention. Still a
flock of problems exist which need careful research before implementa-
tion progress can occur. But MUT paves the path since it can facilitate
analysis of both hardware and software.

Finally, since the methodology developed in this research pro-
ject does not assume any specific hardware devices or software algorithms,

it could aid a parametric study of either these two topics. Such
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investigations may lead to optimal design strategies for uP-based

systems which consider both hardware and software tradeoffs.
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