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This work explores the capabilities of a self-structuring two-port network. Based on the idea of a self-structuring antenna, a self-structuring two-port network utilizes switches to dynamically reconfigure itself using intelligent search algorithms such as genetic algorithms (GA). This allows for the S-parameters of the self-structuring two-port network to be adjusted to match, ideally, any desired set of S-parameters. A combination of simulations and experiments were carried out to characterize such a network. It was found that the constructed prototype exhibited significant loss of power yet no one mechanism could be identified either through simulations or experiments as the most significant mechanism. Steps were taken in the experimental setup to mitigate the power loss with relatively little improvement. Given the loss of power, the capabilities of the manufactured self-structuring two-port network were investigated using both random and GA based searches. Results from the random search suggested that the lowest losses for the network are over the frequency range of approximately 750 MHz to 1.5 GHz . Random search results suggested that switch combinations exist for matching various types of loads and to create an adjustable attenuator among other applications. Through the use of a GA certain applications were investigated further. Accepting the system power loss, the network was fairly successful in matching arbitrary loads. The network was also used successfully to create an arbitrary attenuator with losses larger than normally observed in the network. Due to the high power loss observed in both simulations and in experiments, further research should be directed to creating a two-port network with lower losses. Doing so would allow for further exploration of this topic.
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## Chapter 1

## Introduction

This thesis presents a self-structuring two-port network that is capable of being adjusted to perform as various two-port devices including matching networks, filters, and attenuators. Such a network is based upon the principles of a self-structuring antenna.

The primary goal of this thesis is to explore the capabilities of a self-structuring twoport network. This thesis chronicles the work carried out by the author while exploring and experimenting with a manufactured self-structuring two-port network. The research was carried out with radio frequency (RF) applications in mind but applications certainly go beyond just transmitters and antennas. Perhaps the application furthest from RF is for power factor correction in power distribution systems. Within the realm of RF applications, this work has implications in numerous areas. Currently there is a very strong interest in reconfigurable filters, especially using microelectromechanical systems (MEMS) technology. A MEMS implementation of a self-structuring two-port network is desirable due to the demand for small, multi-frequency radio systems in cellphones and other devices. Section 2.2 further discusses the current state of research in the MEMS field further. Besides a MEMS implementation, a self-structuring two-port network is desirable in situations when an RF system is working under changing conditions. The ability to adjust to these changes without a technician present is very advantageous. The author's work in this thesis serves as a
investigation into the operation and capabilities of a self-structuring two-port network while lying the foundation for others to implement application specific designs.

Chapter 2 of this thesis presents a more thorough examination of self-structuring antennas and their influence on this work followed by a discussion of two-port devices and a brief look at reconfigurable two-port devices. Finally, the self-structuring two-port network is presented for the reader.

Chapter 3 contains results from simulations of the network. Prior work performed by a visiting scholar who first investigated the network is discussed, followed by results from further simulations. Much of the work done in the new simulations focuses on system losses.

Experimental results are presented and discussed in Chapter 4. First the prototype unit is fully presented, followed by results from a random search of possible states. Next, results from genetic algorithm based searches are presented. The chapter concludes with experiments investigating system losses.

A conclusion and topics for future work are presented in Chapter 5.
An appendix is provided that describes how calibration kits may be downloaded to the HP 8753D network analyzer and how new kits may be defined.

Throughout this thesis, certain types of figures are used repeatedly. One such figure is a plot of S parameters. A two-port network has four S parameters: $\mathrm{S}_{11}, \mathrm{~S}_{21}, \mathrm{~S}_{12}, \mathrm{~S}_{22}$. Because of their physical meaning, these are often paired as $S_{11}$ and $S_{22}$, and $S_{12}$ and $S_{21}$. $S_{x x}$ parameters describe how the complex voltage reflected back at a port while $\mathrm{S}_{x y}$ parameters describe how the complex voltage transmitted from port $y$ to port $x$. S parameters are most often plotted following these pairings in dB and degrees. Finally, simulations results typically include a plot of efficiency versus frequency. Efficiency in this case is defined based on power radiated over power delivered to the antenna. In this case, the antenna is the two-port network.

## Chapter 2

## Background and Literature Review

### 2.1 Self-Structuring Antennas and Systems

A self-structuring antenna (SSA) is a type of antenna that is able to adapt to changes in the environment as well as to change performance characteristics such as radiation pattern or input impedance. An SSA is made up of wire segments or patches (collectively known as an antenna template) with numerous switches placed in between the segments, a sensor, and a controller with a search algorithm [1, 2]. Figure 2.1 shows a typical self-structuring antenna.

Switches are used to electrically connect or disconnect pieces of the antenna template, thereby changing properties of the antenna. In the context of an SSA, a state is defined as a particular permutation of opened and closed switches.

Self-structuring antennas have been investigated in numerous conference papers, journal articles, and theses [1-16]. A thorough review of SSAs as an antenna class and an exploration of possible search techniques are presented in $[4,6]$ (a review of the somewhat related topic of frequency-reconfigurable antennas is presented in [17]). Topics of particular interest to this thesis are self-structuring patch antennas [11] and automatically tunable cavity resonator systems [15].

Figure 2.1: Schematic diagram of a self-structuring antenna.


### 2.1.1 Self-Structuring Patch Antenna

It has been shown in previous research that shorting posts may be used to adjust the operating frequency of a patch antenna [18-21], allow multi-frequency operation [20, 22, 23], adjust the input impedance [23] and/or reduce the size of the patch [20,24-28]. Authors utilize various approaches to the analysis of these effects. Cavity model theory was one of the first techniques used [22], followed by an extension of nonuniform transmission line theory [19]. Finally analytic methods were dropped due to complexity while computational methods increased in popularity $[24,29]$. Effectively the shorting posts are used to adjust the fields in the substrate between the patch and the ground plane. Multiple posts allow more degrees of freedom in how the fields are effected and thereby more degrees of freedom to control the behavior of the antenna [25].

A self-structuring patch antenna is presented in $[10,11]$. This patch uses an array of switch-controlled shorting posts to control the performance and characteristics of the patch antenna. All posts are permanently connected to the surface of the patch. When a switch is opened, the shorting post is not connected to the ground plane. When a switch is closed, the shorting post is connected to the ground plane through the switch, effectively behaving like a shorting post used in other research [18-28] to allow, for example, adjustment of the operating frequency or multi-frequency operation.

Figure 4.4 in [11] shows the shorting pin soldered to a disk pad isolated from the ground plane by an annular slot. Figure 2.2 shows a similar setup used in the self-structuring two-port network with the addition of a perimeter shorting post.

As in other patches that utilize shorting posts, the cavity fields are perturbed by the posts, especially when the posts are connected to the ground plane. Unlike most other patches [1831], the SSA patch has a large number of shorting posts, 32 posts in [14]. Typically other patches have shorting posts that are placed after careful analysis and design in order to effect the fields in a certain manner; see [21]. The SSA patch in [14] has a large number of posts which results in an extremely large number of switch states, i.e. $2^{32}$ states. This makes

Figure 2.2: Photograph of shorting pin soldered to a disk pad isolated from the ground plane by an annular slot. The switch, control wires and a perimeter shorting post are also seen. For interpretation of the references to color in this and all other figures, the reader is referred to the electronic version of this thesis.

analysis impractical, so posts are placed based on patterns, symmetry (or antisymmetry), experience, and a limited analysis of certain states.

### 2.1.2 Automatically Tunable Cavity Resonator System

The extent to which a cavity may be tuned using SSA principles was investigated in [15]. In this paper twenty-six "L" shaped wires with segments of various lengths and orientations were placed inside of a cavity extending away from one wall. These were then connected to the cavity wall through switches. Figure 1 of [15] shows a schematic drawing of the automatically tunable cavity resonator system and Figure 2.3 shows the prototype resonator placed inside of an anechoic chamber for testing. It was shown that it is possible to change the resonant frequency of the cavity by selecting different states without changing the physical dimensions of the cavity or by using other existing tuning methods. It was also shown that the cavity could be retuned to the original resonant frequency if the cavity fields were perturbed by an object that was placed into the cavity.

The combination of the SSA patch and tunable cavity resonator concepts points towards the idea of creating a general self-structuring two-port network using on a copper clad substrate.

### 2.2 Two-Port Networks

Typical two-port devices include matching networks, filters, attenuators, and phase shifters. There has been extensive research done on making these devices reconfigurable. One of the main driving forces behind this research has been the need for mobile devices to operate at multiple frequencies. Early two-port devices used varactors and potentiometers [32], whereas recently microelectromechanical systems (MEMS) have been heavily used [33-40]. Two commonly researched devices are the matching network and the filter.

Matching networks are used to transfer the maximum power possible when an impedance

Figure 2.3: Automatically tunable cavity resonator system placed inside of an anechoic chamber for testing.

mismatch exists. Maximum power is transferred when a port presents an impedance that is the complex conjugate of the load attached to said port.

A matching network may take various forms. When impedances are known, resistors, capacitors, and inductors may be used provided that the frequency is within the operating range of these devices. Another option is to use transmission lines to transform an impedance or to use tuning stubs attached to another transmission line. Both discrete components and transmission lines have been implemented in adjustable value configurations, e.g. varactors and sliding loads. This allows for tunable matching networks to be created [34-38, 41-43]. These are commonly found in applications where loads are often changed or effected by outside factors, or when the input impedance of an antenna varies significantly across an operating band.

Currently most MEMS based matching networks use MEMS switches to place tuning stubs or capacitors in shunt with a transmission structure, usually a coplanar waveguide or slow wave structure [33-39, 41-47]. Some devices use other MEMS elements such as varactors.

Filters are typically adjusted in a similar manner as above when used at the microstrip or smaller scale. Various valued components are switched into and out of the circuit to achieve the desired results [32, 40, 48-56]. Often the type of filter (low-pass, high-pass, or band-pass) is not able to be changed; instead, the center frequency, bandwidth, and shape of the filter are the adjustable parameters. Recent work is beginning to make switching between types of filters possible without discretely building each type of filter [54-56].

Before MEMS came into widespread use, a common approach was to use a dual-mode microstrip filter [48]. A band-pass filter is demonstrated in [48] that utilizes the degenerate modes found in a dual-mode microstrip to tune the filter. Figure 1 of [48] shows the layout of the filter. This filter uses a meandered loop with equivalent sides to form a resonator. The key to the filter is the small square of metal added to the top-right, inside corner of the resonator as shown in the figure. By adjusting the size of the added metal, i.e. adjusting $d$,
the amount of coupling between degenerate modes may be varied. This leads to variations in mode splitting which creates the band-pass filter. The filter presented in [48] makes use of modal interaction which may play a role in the operation of self-structuring patch antennas and self-structuring two-port networks. A downside to this filter, however, is that it is not reconfigurable.

The work presented in [56] allows for one structure to be reconfigured and tuned as either a bandstop or band-pass filter. The circuit in [56] makes use of mutual coupling between two cavities and the impedance transformation properties of transmission lines. By asymmetrically tuning the cavities, the coupling can effectively be changed to switch the filter from a bandstop to band-pass filter and vice-versa. Tuning of a cavity is achieved by mechanically deforming the cavity using a piezoelectric actuator. An exploded view of the filter is shown in Figure 7 of [56]. This paper along with [53] are two of the few papers to utilize cavity perturbation to affect the response of a filter at this scale or smaller. Cavity perturbation is used in a self-structuring two-port network to effect transmission characteristics. A self-structuring two-port network is advantageous over the filters presented in $[53,56]$ as the network could be switched to other devices as needed whereas the filters in $[53,56]$ will always be filters.

### 2.3 Self-Structuring Two-Port Network

A self-structuring two-port network is based on an extension of SSA principles. The goal is to use the reconfigurable nature of this two-port to create various types of two-port devices.

Using a design similar to an SSA patch antenna, the two-port adds a second port to the patch structure and permanently connected shorting posts around the perimeter . Using thirty-two switched controlled posts, there are $2^{32}$ or 4,294,967,296 possible states.
2.4 shows a prototype self-structuring two-port network. On the right is port one, on the left is port two, and at the top is the ribbon cable used to control the switches. Switch control

Figure 2.4: Prototype self-structuring two-port network.

and shorting post operation is the same as in the self-structuring patch antenna prototype. The switches can be seen laid out on the top of the network with control cables running to the middle two pins of each switch. One side of the switch is connected to the top surface of the network while the other side of the switch connects to a shorting post. The shorting post is soldered to a piece of the top surface which has a ring of copper removed from around it. Finally, perimeter shorting posts can be seen along the perimeter of the network. These are used to keep power from radiating out of the sides, thereby acting like an antenna.

### 2.4 Power Balance

When a matching network presents a matched load at all ports, the maximum power will be transferred to or from the matching network. What is not taken into account in this description is how much power is lost in the network, known as the insertion loss of the network. It is possible that given a matching network that is too lossy, less power would be
delivered to the load than when no matching network is used. In order to determine how much power is being lost in a matching network, the power balance of the network should be examined. Power balance is a way to express the percentage of input power lost by the network.

Networks may be active, lossless or lossy with regard to power balance. Insertion loss quantifies the difference between power received at the load and the source power. It is expressed as a positive number when power is absorbed.

Take $a_{n}$ and $b_{n}$ as the amplitudes of the waves entering and exiting port $n$ of a microwave network, respectively. The average power entering a port is given by $P_{i}=\frac{1}{2} a_{n} a_{n}^{*}$ and the average power leaving a port is given by $P_{O}=\frac{1}{2} b_{n} b_{n}^{*}$. If power is applied to port 1 , then the average source power is the sum of power entering and leaving, i.e. reflected from, port 1. Regarded input power as positive, then the power leaving port 1 is a negative quantity. The average source power is then given by

$$
\begin{equation*}
P_{S r c}=\frac{1}{2}\left(a_{1} a_{1}^{*}-b_{1} b_{1}^{*}\right) \tag{2.1}
\end{equation*}
$$

According to the conservation of energy, power entering a system must equal the sum of power lost in and power leaving the system,

$$
\begin{equation*}
P_{\text {src }}=P_{\text {out }}+P_{\text {lost }} \tag{2.2}
\end{equation*}
$$

For a two-port network with power applied to port $1, P_{\text {out }}=\frac{1}{2} b_{2} b_{2}^{*}$. Substituting this expression into Equation 2.2 and dividing by $P_{\text {in }}=\frac{1}{2} a_{1} a_{1}^{*}$ gives

$$
\begin{equation*}
\frac{\frac{1}{2}\left(a_{1} a_{1}^{*}-b_{1} b_{1}^{*}\right)}{\frac{1}{2} a_{1} a_{1}^{*}}=\frac{\frac{1}{2} b_{2} b_{2}^{*}}{\frac{1}{2} a_{1} a_{1}^{*}}+\frac{P_{\text {lost }}}{P_{\text {in }}} \tag{2.3}
\end{equation*}
$$

S-parameters are defined as

$$
\begin{equation*}
S_{m n}=\left.\frac{b_{m}}{a_{n}}\right|_{a_{k}=0, k \neq n} \tag{2.4}
\end{equation*}
$$

where $m$ and $n$ may be equal. Equation 2.3 can therefore be written as

$$
\begin{equation*}
1-S_{11} S_{11}^{*}=S_{21} S_{21}^{*}+\frac{P_{l o s t}}{P_{i n}} \tag{2.5}
\end{equation*}
$$

Equation 2.5 is called the power balance equation and is generally given as an inequality [57]

$$
\begin{equation*}
1-S_{11} S_{11}^{*} \geq S_{21} S_{21}^{*} \tag{2.6}
\end{equation*}
$$

If a system is lossless, then

$$
\begin{equation*}
\mathrm{S}_{21} \mathrm{~S}_{21}^{*}+\mathrm{S}_{11} \mathrm{~S}_{11}^{*}=1 \tag{2.7}
\end{equation*}
$$

An active network, such as an amplifier, may appear to be lossless or have gain, i.e. the inequality in (2.6) may be switched to a less than or equal to sign. This is due to an external power source that is not typically included in the power balance equation.

In this work the term power balance is used to describe the term $-P_{\text {lost }} / P_{\text {in }}$ in the equation $-P_{\text {lost }} / P_{\text {in }}=S_{11} S_{11}^{*}+S_{21} S_{21}^{*}-1$. In some cases, it may be expressed as a percentage given by $-\left(-P_{\text {lost }} / P_{\text {in }}\right) \times 100 \%$. Throughout this thesis, power balance is calculated as $\left|\mathrm{S}_{11}\right|^{2}+\left|\mathrm{S}_{21}\right|^{2}-1$ or equivalently $\mathrm{S}_{11} \mathrm{~S}_{11}^{*}+\mathrm{S}_{21} \mathrm{~S}_{21}^{*}-1$. The exact definition used is typically included in the label of the ordinate axis. Using this definition, a net power loss results in a value between minus one and zero while a net power gain results in a value greater than zero.

## Chapter 3

## Simulations of a Self-Structuring Two-Port Network

In 2007, Chien-Hsien (Jay) Lee was a visiting scholar from National Taiwan University in the Electromagnetics Research Group at Michigan State University (MSU). As his research project, Lee began studying the self-structuring two-port network. He designed a circuit based on Lynn Greetis' self-structuring patch antenna [10,11] and conducted simulations in order to find suitable post placements and evaluate the performance of the network as a filter. Acceptable results from simulations led to the construction of a prototype unit. Experimental results showed high system losses, hence further simulations were undertaken by the author to evaluate the performance of the prototype.

### 3.1 Initial Investigation and Simulations

Simulations of the two-port network were carried out using FEKO Suite 5.2, a commercial method of moments EM solver provided by EM Software and Systems [58]. The genetic algorithm (GA) optimizer GA-FEKO [59] was used to optimization switch states.

A design similar to a patch SSA was first simulated. In order to keep the network from radiating, shorting posts were placed around the perimeter of the network. These posts
essentially create the side walls of a cavity. Lee then investigated appropriate board size and thickness, various methods of feeding the network, and the placement of the switchcontrolled shorting posts. An infinite ground plane was used so that the half-space Green's function could be used thereby reducing computational complexity. This made the use of a genetic algorithm for optimization practical.

A major goal of Lee's research was to learn how the frequency response of the network could be adjusted or tuned. This mainly took the form of searching for various types of filter responses. Searches were performed using either random searches or genetic algorithm based searches. Figure 3.1 shows the response of the circuit configured as a band pass filter, found using a GA, centered at $\mathrm{f}_{0}=5.005 \mathrm{GHz}$. This center frequency may be moved or tuned across a range of frequencies by changing the switch state, as demonstrated by Figure 3.2, over the band 4.90 GHz to 5.05 GHz .

### 3.2 Power Balance Simulations

As discussed in Section 2.4, the experimental setup exhibited an unexpectantly high power loss, even after various mitigation techniques were applied. A new series of simulations was carried out in an attempt to better understand the loss mechanisms involved in this project. These simulations were run in a newer version of the FEKO Suite than previously empoyed and used a finite ground plane. As the objective was to investigate power losses in the experimental system, the physical and material properties from the constructed self-structuring two-port were used, see Section 4.1.1 for specific values. The increased computational complexity of this model was acceptable because optimization was unnecessary. While short solution times were not required, extremely long solution times were undesired as well. As such, the medium density mesh included in CAD FEKO was used.

Figure 3.1: GA optimized band pass filter centered at $\mathrm{f}_{0}=5.005 \mathrm{GHz}$.


Figure 3.2: Demonstration of the ability to tune the center frequency of a bandpass filter over the frequency range of 4.90 GHz to 5.05 GHz .


### 3.2.1 FEKO Suite 6.1 Upgrade

Previous simulations were carried out in FEKO Suite 5.2. While learning FEKO, the author noticed that when simulating cavities and patch antennas, antenna efficiency was larger than one hundred percent. This was observed in multiple simulations including the patch antenna example included with FEKO Suite 5.2. This example, when run in FEKO Suite 6.1, provided acceptable results. It is suspected that something in the configuration of the solver used in version 5.2 was changed since the time that Lee ran the GA optimization simulations.

The author visited the EM Software and Systems booth at the 2011 IEEE APS/URSI conference in Spokane, WA. After discussing this problem with them, FEKO Suite 6.1 and a trial license were obtained. Besides changes in the computational engine, other changes included a redesign of CAD FEKO, the GUI based model input program. This allowed for the creation of models and simulations without the direct editing of a card file. It should be noted that card files may still be used in the new version.

### 3.2.2 List of Simulations

Below is a brief description of the simulations run to investigate power losses in the experimental setup. All simulations were calculated at twenty-six frequencies between 700 MHz and 1.5 GHz ( 32 MHz step) except in post-cavity-lossy-15 as noted. TLY5 is the name of the Taconic circuit board used to construct the experimental network, see Section 4.1.1.

- free-cavity - PEC cavity with a free space interior
- lossless-cavity - PEC cavity with a lossless TLY5 interior
- lossy-cavity - Copper cavity with a lossy TLY5 interior
- no-sides-lossless-cavity - PEC top and bottom with a lossless TLY5 dielectric
- no-sides-lossy-cavity - Copper top and bottom with a lossy TLY5 dielectric
- post-cavity-lossless - PEC top and bottom with a lossless TLY5 dielectric and perimeter shorting posts
- post-cavity-lossless-walls - PEC cavity with a lossless TLY5 interior and perimeter shorting posts
- post-cavity-lossy - Copper top and bottom with a lossy TLY5 dielectric and perimeter shorting posts
- post-cavity-lossy-15 - Copper top and bottom with a lossy TLY5 dielectric and perimeter shorting posts at thirteen frequency points between 1.5 GHz and 1.884 GHz (32 MHz steps)
- post-cavity-lossy-walls - Copper cavity with a lossy TLY5 dielectric and perimeter shorting posts
- rings-reduced - Copper cavity with a lossy TLY5 dielectric, perimeter shorting posts, and sixteen switched shorting posts


### 3.2.3 Cavity Simulations

Three cavities were simulated to investigate the properties of a cavity having the same dimensions ( $42 \times 27 \times 0.5 \mathrm{~cm}$ ) as the self-structuring two port network. All cavities had two ports placed in the same locations as on the constructed two port network. The first cavity simulated, free-cavity, consists of PEC walls and a free space interior. Results from this simulation are shown in Figures 3.3 and 3.4. One can see that the cavity demonstrates reciprocity as do all simulations. Seen in the plots for efficiency and power balance are nonrealistic values (negative efficiencies and net power gain). These values, or errors, are on the order of hundredths of a percent. These errors are most likely numerical artifacts because of the relatively small active power. Even with these errors, it is easy to see that power is maintained in the system as expected.

Figure 3.3: Free cavity report.



Figure 3.4: Free cavity power balance report.


The second cavity, lossless-cavity, had PEC walls and a lossless TLY5 interior dielectric with a relative permittivity of $\epsilon_{r}=2.2$. Results from this simulation are shown in Figures 3.5 and 3.6. The graph of antenna efficiency shows that no power is lost due to radiation. Figure 3.6 shows that no power is lost. Again though, there are errors in the calculations as the power balance is larger than 0 , representing a net power gain.

The third cavity, lossy-cavity, was designed to have system losses. It consisted of $17.78 \mu \mathrm{~m}$ thick, i.e. $1 / 2 \mathrm{oz}$, Copper walls on all six sides and a lossy TLY5 interior dielectric with a relative permittivity of $\epsilon_{r}=2.2$ and a loss tangent of $\delta=0.0010$. Results from this simulation are shown in Figures 3.7 and 3.8. Here one is able to see that the simulations exhibit no unrealistic values. This improvement can most likely be attributed to the added loss. A technique used early on in computational electromagnetics was to add small amounts of loss in order to account for slight divergences in the solution. It is possible that the two previous simulations were causing problems for the FEKO solver, for which the loss helped in this case. This is plausible because the FEKO solver in FEKO Suite 5.2 had significant error for the same and simpler cavity simulations. Very little power was lost in this simulation due to radiation; however, at some frequencies up to twenty-five percent of the power was lost. While it is expected that some power would be lost, this amount is more than expected. Examination of the output files revealed that most of the power was lost in the dielectric and metal, but a primary loss mechanism was not pinpointed.

### 3.2.4 Coplanar Simulations

In order to show how much power is lost through the sidewalls, the sidewalls were removed from the cavities. This is important to evaluate in order to determine the effectiveness of the perimeter shorting posts.

Only two simulations with TLY5 dielectric were used for this new set of simulations and for the remaining simulations. The two TLY5 dielectric models from the previous section were modified for use in these simulations. As mentioned above, the four side walls of each

Figure 3.5: Lossless cavity report.


Figure 3.6: Lossless cavity power balance report.


Figure 3.7: Lossy cavity report.


Figure 3.8: Lossy cavity power balance report.

cavity were removed to create a coplanar structure. All other parameters and geometries remained unchanged.

Figures 3.9 and 3.10 show the results for the lossless dielectric simulation, no-sides-lossless-cavity. Unlike the results presented in the last section, the active and loss power are noticeably different. Looking at the plot of efficiency shows that at four frequencies, over twenty percent of the delivered power is radiated, and at one of those four frequencies, over sixty-five percent is radiated. Figure 3.10 shows that at almost all frequencies, over ten percent of the power is lost.

The results from the lossy simulation, no-sides-lossy-cavity, are shown in Figure 3.11 and 3.12. While the results vary from the lossless case, the behavior is similar. As the power loss is similar in both simulations, one can see that without walls, the primary loss mechanism is radiation. This same observation was made by Lee and resulted in the two port network having perimeter shorting posts.

### 3.2.5 Perimeter Post Simulations

The thirty-eight perimeter shorting posts were added to the lossless and lossy TLY5 cavity and coplanar simulations. In addition, the lossy TLY coplanar simulation was run at frequencies above 1.5 GHz . Together, these simulations demonstrated the effectiveness of the shorting posts and point towards loss mechanisms other than radiation.

Figures 3.13 and 3.14 show the results from a lossless TLY5 coplanar simulation with perimeter shorting posts, post-cavity-lossless. It is easily seen that power is lost due to radiation and other loss mechanisms. Figures 3.15 and 3.16 show the results from a lossless TLY5 cavity simulation with perimeter shorting posts. In this simulation, one sees behavior similar to that of the lossless-cavity simulation. There is essentially no radiated power while the overall power balance is almost zero. Here, errors in the numerical solver cause power generation.

Figures 3.17 through 3.20 show the results from a lossy TLY5 coplanar simulation with

Figure 3.9: no-sides-lossless-cavity report.


Figure 3.10: no-sides-lossless-cavity power balance report.


Figure 3.11: no-sides-lossy-cavity report.


Figure 3.12: no-sides-lossy-cavity power balance report.


Figure 3.13: post-cavity-lossless report.


Figure 3.14: post-cavity-lossless power balance report.


Figure 3.15: post-cavity-lossless-walls report.


Figure 3.16: post-cavity-lossless-walls power balance report.

perimeter shorting posts, post-cavity-lossy. The first two figures cover the usual frequency range while the last two figures show an extended range from 1.5 GHz to 1.8 GHz . As expected, the system exhibits loss from both radiation and other loss mechanisms. The perimeter shorting posts appear to behave less like a wall as the distance between shorting posts becomes significantly greater than a wavelength. A higher overall power loss is noted suggesting that in general power loss increases with frequency. This behavior is no surprise as this is typical with most materials.

Figures 3.21 and 3.22 show the results from a lossy TLY5 cavity simulation with perimeter shorting posts, post-cavity-lossy-walls. Due to the addition of walls to form a cavity, the radiation efficiency has decreased to almost zero. Power loss is reduced but still present. These results suggest that the perimeter shorting posts only effect power loss through radiation.

Figure 3.17: post-cavity-lossy report.


- Active Power -_ Loss Power



Figure 3.18: post-cavity-lossy power balance report.


Figure 3.19: post-cavity-lossy-15 report.


Figure 3.20: post-cavity-lossy-15 power balance report.


### 3.2.6 Switched Shorting Post Simulations

Finally a simulation, rings-reduced, was run that involved sixteen of the thirty-two switched shorting posts. The posts and annular rings were simulated with no switch, effectively simulating an all open state. Material properties and geometry were the same as in post-cavitylossy. Only sixteen posts could be simulated due to computational costs. Figures 3.23 and 3.24 show the results from this simulation. These results suggest a decrease in power loss as compared to prior simulations. Further, it demonstrates that, especially in comparison to radiated loss from the sides of a coplanar two port network, the annular rings contribute very little to the power loss.

### 3.3 Conclusion

Various simulations were carried out to study the self-structuring two-port network. Initial simulations consisted of lossless materials and an infinite ground plane. The goal was to explore the capabilities of the network in a timely manner. These simulations also provided guidance when it came time to manufacture a self-structuring two-port network. Results from these initial simulations demonstrated the ability to create a filter with a tunable center frequency.

New simulations were carried out after unsatisfactory performance of the manufactured self-structuring two-port network during experiments. The goal of these simulations was to determine sources of significant power loss. Actual physical dimensions and material properties were used in an attempt to model the constructed network. Overall, no one loss mechanism was identified as significant. Perimeter shorting posts and copper tape around the edges was shown to be effective at reducing radiated power. Radiation from the rings around the shorting posts was not significant. These simulations suggested that while dielectric losses were present, they were not sufficient to cause the losses observed in experiments.

Figure 3.21: post-cavity-lossy-walls report.



Figure 3.22: post-cavity-lossy-walls power balance report.


Figure 3.23: rings-reduced report.
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Figure 3.24: rings-reduced power balance report.


## Chapter 4

## Experimental Investigation

A prototype self-structuring two-port network was constructed and used to experimentally explore the network as a two-port device. The initial investigation was a random search of a small percentage of the possible switch configurations. Genetic algorithm based searches were then used to explore the characteristics of the network. Results from this stage of experimentation suggested a high-loss network. Mitigation was performed to reduce radiation losses. Random and genetic algorithm searches were carried out post-mitigation. Continued power loss points to an inefficient two-port network.

### 4.1 Hardware

Before leaving MSU, Chien-Hsien Lee manufactured the two-port network used in the experiments for this thesis. Its construction is described below. A photograph of the completed prototype is shown in Figure 2.4, reprinted here as Figure 4.1 for the reader's convienence.

### 4.1.1 Two-Port Network

The self-structuring two-port network was constructed on a $42 \times 27 \times 0.5 \mathrm{~cm}$ Taconic TLY-5 double-sided circuit board (relative permittivity, $\epsilon_{r}$, of 2.20 , dissipation factor, $\delta_{t}$, of 0.0010 ).

Figure 4.1: Prototype self-structuring two-port network. Reprint of Figure 2.4.


A copy of the letter stating the parameters of the board is shown in Figure 4.2.
Figure 4.3 is a schematic of the network. A $36 \times 21 \mathrm{~cm}$ rectangle centered on the board was subdivided into a $3 \times 3 \mathrm{~cm}$ grid. Thirty-eight perimeter shorting posts were placed around the outside of this rectangle at grid intersections. Throughout the rectangle, thirtytwo switch controlled shorting posts were placed on the grid along with two SMA female panel mount connectors. Using the perimeter post in the bottom left corner of Figure 4.1 as the origin, Table 4.1 gives the coordinates of each post and port.

Figure 4.2: Material parameters of the circuit board used to create the self-structuring twoport network prototype provided by Taconic.
$\begin{array}{ll}\text { PART \# / CLAD: } & \text { TLY-5-2000-CH/CH } \\ \text { SIZE: } & \text { Laminate } \\ & 15 \times 18\end{array}$

SPECIFICATION: TLY-5-2000-CH/CH

| LOT No: | V0932/60 |
| :--- | :--- |
| QTY: | 1 |
| DT: | $.2020-.2027$ |
| DK: | 2.20 |
| DF: | .0010 |
| PEEL: | $8.64 \#$ |
| CLAD: | $1 / 2$ OZ ED COPPER |

Figure 4.3: Schematic view of self-structuring two-port.


Table 4.1: Pin and port placement taking the bottom left perimeter pin as the origin.

| Element | $x(\mathrm{~cm})$ | $y(\mathrm{~cm})$ | Element | $x(\mathrm{~cm})$ | $y(\mathrm{~cm})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bottom, Left Corner |  | -3 |  |  |  |
| of Board |  |  |  |  |  |
| Perimeter Post 1 | 0 | 0 | Port 1 | 33 | 12 |
| Perimeter Post 2 | 0 | 3 | Port 2 | 3 | 9 |
| Perimeter Post 3 | 0 | 6 | Switched Post 1 | 33 | 3 |
| Perimeter Post 4 | 0 | 9 | Switched Post 2 | 30 | 3 |
| Perimeter Post 5 | 0 | 12 | Switched Post 3 | 30 | 9 |
| Perimeter Post 6 | 0 | 15 | Switched Post 4 | 27 | 3 |
| Perimeter Post 7 | 0 | 18 | Switched Post 5 | 27 | 9 |
| Perimeter Post 8 | 0 | 21 | Switched Post 6 | 27 | 12 |
| Perimeter Post 9 | 3 | 21 | Switched Post 7 | 27 | 15 |
| Perimeter Post 10 | 6 | 21 | Switched Post 8 | 27 | 18 |
| Perimeter Post 11 | 9 | 21 | Switched Post 9 | 24 | 6 |
| Perimeter Post 12 | 12 | 21 | Switched Post 10 | 24 | 12 |
| Perimeter Post 13 | 15 | 21 | Switched Post 11 | 25 | 18 |
| Perimeter Post 14 | 18 | 21 | Switched Post 12 | 21 | 6 |
| Perimeter Post 15 | 21 | 21 | Switched Post 13 | 21 | 12 |
| Perimeter Post 16 | 24 | 21 | Switched Post 14 | 21 | 18 |
| Perimeter Post 17 | 27 | 21 | Switched Post 15 | 18 | 15 |
| Perimeter Post 18 | 30 | 21 | Switched Post 16 | 18 | 18 |
| Perimeter Post 19 | 33 | 21 | Switched Post 17 | 3 | 18 |
| Perimeter Post 20 | 36 | 21 | Switched Post 18 | 6 | 18 |
| Perimeter Post 21 | 36 | 18 | Switched Post 19 | 6 | 12 |
| Perimeter Post 22 | 36 | 15 | Switched Post 20 | 9 | 18 |
| Perimeter Post 23 | 36 | 12 | Switched Post 21 | 9 | 12 |
| Perimeter Post 24 | 36 | 9 | Switched Post 22 | 9 | 9 |
| Perimeter Post 25 | 36 | 6 | Switched Post 23 | 9 | 6 |
| Perimeter Post 26 | 36 | 3 | Switched Post 24 | 9 | 3 |
| Perimeter Post 27 | 36 | 0 | Switched Post 25 | 12 | 15 |
| Perimeter Post 28 | 33 | 0 | Switched Post 26 | 12 | 26 |
| Perimeter Post 29 | 30 | 0 | Switched Post 27 | 12 | 3 |
| Perimeter Post 30 | 27 | 0 | Switched Post 28 | 15 | 15 |
| Perimeter Post 31 | 24 | 0 | Switched Post 29 | 15 | 9 |
| Perimeter Post 32 | 21 | 0 | Switched Post 30 | 15 | 3 |
| Perimeter Post 33 | 18 | 0 | Switched Post 31 | 18 | 6 |
| Perimeter Post 34 | 15 | 0 | Switched Post 32 | 18 | 3 |
| Perimeter Post 35 | 12 | 0 |  |  |  |
| Perimeter Post 36 | 9 | 0 |  |  |  |
| Perimeter Post 37 | 6 | 0 |  |  |  |
| Perimeter Post 38 | 3 | 0 |  |  |  |
|  |  |  |  |  |  |

Each port had a 0.127 cm diameter hole drilled for it. All posts, perimeter and switchcontrolled, had 0.1 cm diameter holes drilled for them. An annular ring of copper with an inner diameter of 1.4 cm and width of 0.1 cm was removed from around each switchcontrolled shorting post on the top surface of the device. This was done in order to isolate the post from the rest of the surface.

Coto 5 V reed relay switches were used to control the switched posts. Switches were affixed to the network using clear tape. Typical time required to mechanically close a switch is $350 \mu \mathrm{~s}$ and $100 \mu \mathrm{~s}$ to open [60]. The two inside pins on each relay are the control pins and the two outside pins are the switched pins. Switches are not polarized. Each pad and associated switch are covered with electrical tape. Control wires are potted about one inch from the switch. Dow Corning 748 noncorrosive silicone sealant (McMaster-Carr \#74915A654) was used as the potting compound. The entire top side of the network is covered with copper tape in an effort to minimize radiation. See Section 4.4.4 for more details.

Placed on the bottom side of the circuit in each corner is a rubber foot. For most experiments, the network was kept in a shallow cardboard box lid. This was done for ease of transportation, setup, and storage. An extra layer of insulation was included for protection from test equipment and surfaces.

Switch control is accomplished through a National Instruments PCI-DIO-96 digital input/output (DIO) board. The board has ninety-six DIO spread connections across two 50 -pin ribbon cables. Pins 49 and 50 on each cable are $+5 \mathrm{~V}_{\mathrm{DC}}$ and ground, respectively. Each DIO pin can supply 2.5 mA ; however, each switch requires 250 mA . To supply this current, Toshiba TD62783APG source driver chips are used. Each chip is capable of simultaneously driving eight outputs. The cable carrying pins $1-50$ is connected to a circuit board which has an external power supply and four source driver chips. The outputs of these drivers are connected to the network through a 4.5 in long, 64-pin ribbon cable which carries a signal and ground for each switch. This short cable is split in half with a ferrite on each
half and then one large ferrite around the entire cable. The ribbon cable's connector is glued to the edge of the network, female side up so that the control wires for each switch can be plugged into the connector as seen in the top of Figure 4.1.

Mechanical problems often arise in the connection between the ribbon cable and the switches. The most common problems are the following: one or both control wires for a switch may come out of the connector, the control pins on the switches may break, or the wires need re-soldered to the switches. Often, attempting to fix one problem will cause another one of these problems. These mechanical problems have been observed by the author with all SSA prototypes at MSU that utilize ribbon cable control and/or discrete Coto switches. Another common problem exhibited by most prototypes is a relatively short lifetime for the ribbon cable connectors, both male and female. Often times, the plastic side walls of the male connectors will break and the pins will become bent after repeated connections. This is due to the difficulty in connecting and disconnecting ribbon cables. Female connectors are difficult to assembly and crimp properly leading to the connector not staying together. Caution must be exercised when working with ribbon cables.

Future investigations should consider using different connectors and control methods to reduce mechanical failures in experiments.

Mechanical problems on the network board were mitigated in two ways. First, control wires were mechanically potted near the switches to provide strain relief and to protect the switch pins. Second, control wires were hot glued to the ribbon cable connector after verifying that the switch was operational. The switches were checked again after all control wires were hot glued.

A few words regarding the Dow Corning sealant used as the potting compound are offered. Setting time is one problem; working time is around 1 hr , with complete curing occurring in approximately 24 hrs . This relatively lengthy time means that whatever is being potted must be able to support itself or have a support system during this period. Hot glue, on the other hand, requires only a few seconds or tens of seconds of support. The downside of hot
glue is that it does not adhere to copper tape well. The Dow Corning sealant was selected for multiple reasons including being non-corrosive, non-conductive, giving off few fumes, its ability to bond to all materials of interest, and having a relatively low cost-to-volume ratio.

There are multiple methods used to check for proper switch operation. The simplest check is to listen for the switches to operate. The next check should be performed routinely, especially after an experiment has been moved or any control cables adjusted. Each switch is turned on (either individually or all at once) and the output voltage measured. When operating properly, the voltage should be between 3.50 V and 3.75 V , optimally 3.64 V for the constructed control board and network. If the output is 5 V , there is most likely an open circuit somewhere. The first place to check is the connection between the ribbon cable and the switch control wires. Then the switch pins should be checked. If the output is 0 V , disconnect DC power and look for a short. Leaving power applied may cause the driver to heat up considerably. This leads to another testing procedure which is to check the drivers for high heat. When functioning properly, the drivers should not feel warm.

Over the past three years of working with the Toshiba driver chips, there has only been one time that a chip quit functioning. In this case the defective output would always be at 5 VDC with no current to operate the switch. It was determined to be malfunctioning after switching the orientation of the output ribbon cable (i.e. pin 32 became pin 1) and also after switching SSA devices.

### 4.1.2 HP 8753D Network Analyzer

Measurements were taken using an HP 8753D network analyzer controlled by a National Instruments USB-to-GPIB converter (product name: NI GPIB-USB-HS). The analyzer was calibrated using an HP 85052D Economy Mechanical Calibration Kit (DC to 26.5 GHz , 3.5 mm ) for most experiments. The calibration table for this calibration kit is not readily available in a format usable by the HP 8753D. Using VNA Cal Kit Manager [61], the calibration table for the HP 8510C was edited and then downloaded to the network analyzer.

Appendix 5.3 contains the procedures for editing and downloading the cal kit table to the HP 8753D.

When adapters of various types were used in the same experiment, such as when connecting to a large horn antenna having an N-type connector, the analyzer was calibrated using the 3.5 mm cal kit and then an SMA-to-N type connector attached to the port requiring it. The effect of this adapter is assumed to be negligible. Using existing cal kit definitions and VNA Cal Kit Manager, it is possible to create a cal kit for an SMA connection on one cable and an N type connection on the other cable.

### 4.2 Selection of States

States for random testing are determined from a state file, not a dynamic random number generator. The state file is parsed sequentially for as many states as needed. The file used throughout the research for this thesis consisted of one hundred thousand unique states that were generated by a National Institute of Standards and Technology (NIST) random number generator. The file begins with states for all switches open, all closed, and each switch closed individually and then has the one hundred thousand random states. Overall, there are one hundred thousand thirty four states in the file, stored as a text file with each state on a line. Each state is encoded as a thirty-two character long string of 0's and 1's. States are read like a binary number with switch 32 corresponding to the left most bit and switch 1 corresponding to the right most bit.

A file of random states is used instead of a random number generator for multiple reasons. First, it lends repeatability to experiments. While each experiment is not random when compared to others, the states used are random. Second, using a NIST generated list ensures a statistically random sample. Third, a set file reduces programming complexity as states do not have to be generated. Finally one is able to use the random state file as a means to associate results with states since the random state file is static. The random state file has
only three repeated states: 0x5D124738, 0xCFBF5D29, and 0xF013B91A. Repeated states can be found using the terminal command sort file-name | uniq -d.

### 4.3 LabView Software

Data accquisition and experiment control were carried out using software written in National Instruments' (NI) LabView environment [62]. LabView allows for easy interface between NI hardware and many other devices using various protocols. The ECE shop at MSU has developed numerous LabView applications for use in the teaching labs. Because of this and the availability of an NI USB-to-GPIB adapter, LabView was selected for this project.

LabView is programmed by creating a block diagram of the program. Blocks essentially represent functions with data being passed between blocks by wires. This design philosophy encourages programs that use a parallel flow instead of a sequential flow.

LabView provides many ready-to-use blocks for both common and uncommon tasks, e.g. plotting. Program development in LabView requires a change in mindset and forces the programmer to change his normal programming style. In addition, proper layout of a program in LabView can be difficult to achieve as the "automatic cleanup" feature often makes the program more difficult to follow. It is often difficult to get an overview of a large LabView program because LabView programs are represented as having three dimensions (height, width, and depth) where in a traditional program such as FORTRAN, $\mathrm{C}++$, or Matlab the program really only has a length. The depth of a LabView program is often displayed in structures such as conditional loops. Only one condition can be displayed at a time. As is common in almost all languages, data types can be confusing at first. While attempting to remove this confusion, LabView has created its own problems with data types.

LabView's strongest attribute is the large, local library of functions available to the user that in other languages would have to be written by the programmer or sought out in a remote code library. Interfacing with various hardware devices is somewhat simplified in LabView.

Also fairly straightforward is data import and export. Mathematical processing of data can be cumbersome, however, as anything beyond simple arithmetic requires a complicated implementation.

Another strength of LabView is the debugging process. LabView provides many ways to track data through a program, provides breakpoints, and very thorough "syntax" checking. The LabView integrated development environment (IDE) gives the user immediate feedback on type mismatches and improperly connected wires.

While the IDE provides helpful debugging features, these features are probably the only helpful thing about the IDE. There is no way to zoom in or out on a block diagram in order to get an overview of the program. Rearranging the block diagram via cut-and-paste or drag-and-drop is implemented, but functionally does not work. Insertion of blank space for visual reasons or for development reasons is extremely difficult. Formatting or layout of the block diagram for ease of reading, programming, and understanding is difficult if not properly done from the beginning.

LabView has great potential; however, programming anything beyond a very basic application involves many hurdles, most notably the IDE itself. Future research should consider using Matlab or another programming language.

The newly acquired Agilent ENA E5071C has Microsoft Visual Basic installed natively. Future data acquisition and automation will most likely be carried out in Visual Basic.

The various programs created using LabView to run experiments are described below.

### 4.3.1 Random Search

The first program created performs a random search experiment. Using the NIST generated random number pool, the program sets a switch state and then records the measured Sparameters before setting the next state.

To begin, the user configures the network analyzer through the software. Parameters that may be adjusted include start and stop frequency, number of points, averaging, IF
bandwidth, power level, communications time-out, and the GPIB address of the network analyzer.

Next the user selects the NIST random pool file to be used and the folder to which data should be saved. The user then enters how many random states to read from the beginning of the file, the amount of time allowed for the switches to settle before a reading is taken, and the type of experiment. Experiments may be one of three types: setup, testing, or valid. Setup and testing are used for debugging purposes while a valid type experiment is used when data is to be recorded and stored. Finally, the user may enter any annotations regarding the experiment.

Besides running experiments, the user may configure the network analyzer and then enter a state and take a reading for that state. This allows for data from individual states to be selectively gathered.

Once the program is started, the current iteration number and state are displayed. The state is shown as a binary number and also using a series of thirty-two LED type indictors. A progress bar shows the percentage of the experiment which has been completed. At the bottom of the window, the magnitude and phase for measured S-parameters are displayed.

When an experiment is run, the software creates a folder for that experiment. This folder will be a subdirectory of either a folder titled "Valid" or "Other" depending on if the experiment is setup as a valid experiment or either a setup or testing experiment, respectively. These directories are placed in the folder selected when setting up the experiment. The folder for each experiment is titled $m m-d d$-yyyy- $\{v, s, t\}$ where $m m$ - $d d$-yyyy is the date on which the experiment was started and the suffix tells the type of experiment: valid, setup, or testing. Within the folder, data files have the same prefix. Appended to this prefix is either -config, -freq, -sxx, or -swr. Each of these files stores the experiment configuration, the frequency list, S-parameter data ( $x x$ tells which parameter), or standing wave ratio (SWR) data, respectively. Each line of an S-parameter file stores the data for one state. Each data point has a real and imaginary value separated by a comma. Data points are then separated

Listing 4.1: Sample configuration file, 5-26-2009-1152AM-v-config.txt.

```
Date: 5/26/20091
```

Time: 11:52 AM ..... 2
Number of States: 1 ..... 3
Start (Hz): $7.000000000000000 \mathrm{E}+08$ ..... 4
Stop (Hz): $1.500000000000000 \mathrm{E}+09$ ..... 5
Num Points: 26 ..... 6
Avg Factor: 1 ..... 7
IF BW (Hz): $3.000000000000000 \mathrm{E}+03$ ..... 8
Power (dBm): $1.000000000000000 \mathrm{E}+01$ ..... 9
Settle Time (ms): 30 ..... 10
VISA Timeout (ms): 30000 ..... 11
Annotations: ..... 12
Antenna to t-line to caled port. No 2 port network. ..... 13
Finish Time: 5/26/2009 11:52 AM ..... 14
by commas. If S-parameter data is imported into Excel as a .csv file, there will be twice the number of columns as frequency points and the same number of rows as states. Frequency files are a comma separated list of frequency points stored on one line.

Listing 4.1 lists an example configuration file. This file contains entries that describe the configuration of the network analyzer, start and end dates and times, and any annotations that were made by the user.

### 4.3.2 Standing Wave Ratio

A variation of the above program was created to evaluate the SWR observed when using the two-port network. The program measures $S_{11}$, calculates the $S W R$ and stores both the $S_{11}$ and SWR data.

### 4.3.3 Genetic Algorithm

To find an optimized state for the self-structuring two-port network, a genetic algorithm (GA) was implemented in LabView. This program was based on the random search program. As such, a great deal of the interface, configuration, and output files are the same.

A genetic algorithm uses the evolutionary principle of survival of the fittest to find an optimized solution. The GA used in this thesis were guided primarily by [63] and previous work done at MSU by Raoul Ouedraogo in $[13,16]$. Figure 4.4 is a flowchart of the GA used in this thesis. This GA minimizes the cost function rather than maximizing the fitness.

Figure 4.4: Genetic algorithm flow chart.


Initially the user configures the network analyzer. Once configured, the program allows the user to set parameters for the experiment and for the genetic algorithm. Currently genes are only paired using random pairing. Future versions may include pairing methods such as top-to-bottom; roulette wheel-weighted random; roulette wheel-cost weighted; and tournament selection.

The first version of this program only optimized at one frequency. The second version is able to optimize at multiple frequencies. When multiple frequencies are desired, the user selects which frequencies to optimize, enters a goal value for each frequency in dB and indicates whether the final value is to be lower than, higher than, or equal to the goal value.

The cost function must be edited in the block diagram because of the limitations of LabView. The cost function, $f_{c}(\cdot)$, is given by

$$
f_{c}\left(S_{x y, 1}, S_{x y, 2}, \ldots, S_{x y, n}\right)= \begin{cases}\sum_{i=1}^{n} S_{x y, i}-g_{i}, & \text { if } d i r_{i}=-1  \tag{4.1}\\ \sum_{i=1}^{n}\left|S_{x y, i}-g_{i}\right|, & \text { if } d i r_{i}=0 \\ \sum_{i=1}^{n} g_{i}-S_{x y, i}, & \text { if } d i r_{i}=+1\end{cases}
$$

where $x, y \in\{1,2\}, S_{x y, i}$ is the S-parameter at the $i^{t h}$ frequency, $n$ is the number of frequencies to be optimized, $g_{i}$ is the goal at the $i^{t h}$ frequency, and $d i r_{i}$ is the direction for optimization at the $i^{\text {th }}$ frequency. If $d i r_{i}=-1,0,+1$, then the value is optimized to be less than, equal to, or greater than the goal, respectively.

GA experiments output an additional file with the suffix -states.txt. This is a list of evaluated states in an order that corresponds to the order of results in other files for that experiment.

Figure 4.5: Experimental setup for initial random search experiment.


### 4.4 Random Search

Initial experiments used a random search to explore the capabilities of the two-port network. This random search consisted of setting a switch state and recording the S-parameters before moving onto another state.

### 4.4.1 Initial Investigation

Characterization of the self-structuring two-port network began by measuring all four Sparameters for thirty thousand states at twenty-six frequencies between 700 MHZ and 1.5 GHz, i.e. in 32 MHz steps. Switches were allowed to settle for 30 ms before S-parameter measurements were taken. The experimental setup is schematically shown in Figure 4.5. This experiment is stored as dataset 5-20-21-2011-combine.

Figure 4.6 through Figure 4.13 show plots of magnitude and phase for all four S-parameters. Each frequency point from each state is plotted as a ' + '. One can see that most states have an insertion loss greater than 10 dB . In the middle of the measured frequency band, $\left|\mathrm{S}_{11}\right|$ and $\left|\mathrm{S}_{22}\right|$ of -20 dB were easily reached while at either end of the band it was difficult to reach -10 dB . Phase values ranged from $-180^{\circ}$ to $+180^{\circ}$ for all S parameters except for $\mathrm{S}_{11}$ where the phase primarily ranged from $-180^{\circ}$ to $0^{\circ}$.

Figure 4.6: Random search results, $\mathrm{S}_{11}$ magnitude, 5-20-21-2001-combine.


Figure 4.7: Random search results, $\mathrm{S}_{11}$ phase, 5-20-21-2001-combine.


Figure 4.8: Random search results, $\mathrm{S}_{12}$ magnitude, 5-20-21-2001-combine.


Figure 4.9: Random search results, $\mathrm{S}_{12}$ phase, 5-20-21-2001-combine.


Figure 4.10: Random search results, $\mathrm{S}_{21}$ magnitude, 5-20-21-2001-combine.


Figure 4.11: Random search results, $\mathrm{S}_{21}$ phase, 5-20-21-2001-combine.


Figure 4.12: Random search results, $\mathrm{S}_{22}$ magnitude, 5-20-21-2001-combine.


Figure 4.13: Random search results, $\mathrm{S}_{22}$ phase, 5-20-21-2001-combine.


Figure 4.14: Wideband horn antenna matching experimental setup.


### 4.4.2 Matching a Wideband Horn Antenna

One possible use for a self-structuring two-port network is as a matching network. In order to explore using the network as a matching network, a American Electronic Laboratories' wideband, 500 MHz to 6 GHz , horn antenna was connected to port 2 of the self-structuring two-port network while the network analyzer was connected to port 1. The LabView random search program was used to explore all one hundred thousand states in the NIST generated pool in addition to each switch operated by itself and all switches open and closed together for a total of 100,034 states or $0.0023 \%$ of all possible states. Data was taken at twenty-six frequencies between 700 MHz and 1.5 GHz in 32 MHz steps. Switches were allowed to settle for 30 ms . The experimental setup is shown in Figure 4.14.

Figure 4.15 shows the SWR of the wideband horn antenna without the self-structuring two-port network as a solid red line, data set 5-26-1152AM-v, and the SWR for all explored states as blue '+'s, data set 5-25-2009-1123AM-v. Figure 4.16 only shows SWR values between one and eight. The majority of states produce an SWR that is higher than the original SWR of the antenna. It is also clearly seen that there are many states that produce an SWR below that of the unmatched antenna expect at 1.43 GHz . These results seem very promising at first glance; however, the data only shows how much power is reflected back to the analyzer from the input of the matching network. What is not known from this data is how much power is making it to the antenna versus being lost by the self-structuring two-port network.

Figure 4.15: Random search of possible states and original unmatched antenna performance.


Figure 4.16: Random search zoomed in.


Figure 4.17: Maximum and minimum observed power balances.


### 4.4.3 Power Balance of Self-Structuring Two-Port Network

The power balance for the self-structuring two-port network was calculated for each state in the initial random search dataset, dataset 5-20-21-2011-combine. It should be noted that in this case, the power balance is calculated as $S_{11} S_{11}^{*}+S_{21} S_{21}^{*}$ giving values of zero for complete loss and one for no loss. Figure 4.17 shows the maximum and minimum values for this data set and Figure 4.18 shows the average values for this dataset as solid blue lines. The minimum and maximum values are the extremes for all measured points at each frequency, independent of other values from the same state. The other data series plotted in these figures will be discussed in Section 4.4.4.

Figure 4.18: Average observed power balances.


One can see that the self-structuring two-port network is on average very lossy. The best performance seen in the 5-20-21-2011-combine dataset is a power balance of $94.6 \%$ at 1.244 GHz while the worst performance was $2.5 \%$ at 1.084 GHz .

It was unclear at this point in the research as to what loss mechanisms were playing the most significant roles.

### 4.4.4 Mitigation techniques

In order to increase the efficiency, and thereby, the usefulness of the self-structuring two-port network, various attempts were made to reduce the loss of the network. Because the design and construction of the network are similar to those of a patch SSA, it was thought that radiation was the primary loss mechanism. In order to reduce the radiated emissions from the network, copper tape was first applied to the edges of the board with the thought that the perimeter shorting posts were allowing the network to radiate. The maximum and minimum power balances for this case are plotted in Figure 4.17 and the average value plotted in Figure 4.18 as dotted green lines.

As the power loss was still very high, the shorting post pads and switches were insulated with electrical tape before the entire network was covered with a layer of copper tape. After measuring the losses, a second layer of tape was applied in an effort to close any gaps that might have existed in the first layer. Figure 4.19 shows the network after copper tape was applied. The maximum and minimum power balance for the first and second layer of tape are plotted as red, dash-dash lines and black, dash-dot lines, respectively, in Figure 4.17. The average values are plotted in Figure 4.18 using the same line styles.

Figures 4.17 and 4.18 suggest that the application of the copper tape does have some effect on the network; however, the effect is not a noticeable improvement with regards to the power balance of the network. This suggests that power is lost through a mechanism other than radiation.

Another possible source of power loss is common-mode current on the control cables.

Figure 4.19: Copper covered self-structuring two-port network.


Three toroids were placed onto the control ribbon cable in order to reduce the commonmode current. The cable was split in half with a toroid placed around each half. The third toroid was placed around the entire ribbon cable. This setup can be seen at the top of Figure 4.19. Analysis of the power balance after application of the toroids did not show a significant reduction in power loss.

Given that the network is typically lossy, it is necessary to determine at what frequencies are associated with the highest loss and which are associated with the lowest loss. This was indirectly evaluated by finding the lowest reflection value $\left(\min \left(\mathrm{S}_{11}\right)\right)$ and the highest transmission values $\left(\max \left(\mathrm{S}_{21}\right)\right)$ at each frequency across all measured states. Figure 4.20 shows the best transmission and reflection values found in a random search, dataset 6-23-2010-090PM-v. The difference between theses two values is shown in Figure 4.21. Values greater than 0 suggest that the network transfers more power than it reflects. The largest values tend to be below 3 GHz with two relatively wideband areas from 750 MHz to 1 GHz and 1.9 GHz to 2.2 GHz . These bands are most useful when transmission is a desirable characteristic of the two-port network.

### 4.5 Genetic Algorithm Based Search

Keeping in mind that the network is fairly lossy, several experiments were undertaken to optimize the self-structuring two-port network as a matching network with various loads and as an attenuator. The LabView based GA described in Section 4.3.3 was used. The parameters and results from the GA optimizations are shown in Table 4.2.

Figure 4.20: Best $S_{21}$ and $S_{11}$.


Figure 4.21: Difference between maximum transmission and minimum reflection.


Table 4.2: Genetic algorithm search parameters and results.

| Dataset | Best State | Cost |  | $\begin{aligned} & \overparen{\oplus} \\ & \begin{array}{c} 0 \\ 0 \\ \dot{\Delta} \\ \dot{0} \\ \dot{\sim} \end{array} \end{aligned}$ |  |  |  |  |  | $\begin{aligned} & \dot{0} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6-30-2010-950PM-v-config.txt | 0xFED66FBE | 96.67 | -10.79 | 1.72 | -13.16 | -6.93 | 750-1000 | -2 | 0.10 | 0.75 | 16174 |
| 7-1-2010-147AM-v-config.txt | 0xCE299D61 | 100.59 | -11.14 | 3.07 | -16.14 | -7.84 | 1400-1500 | -2 | 0.10 | 0.75 | 16251 |
| 7-2-2010-231PM-v-config.txt | 0x07BA1662 | 487.50 | -46.32 | 2.71 | -51.87 | -43.50 | 1400-1500 | -2 | 0.10 | 0.75 | 14773 |
| 7-2-2010-851PM-v-config.txt | 0x87373662 | 484.45 | -46.04 | 2.48 | -51.05 | -43.67 | 1400-1500 | -2 | 0.15 | 0.80 | 14317 |
| 7-6-2010-1032AM-v-config.txt | 0x5001C3DE | 619.82 | -58.35 | 5.47 | -65.81 | -48.63 | 1900-2200 | -2 | 0.10 | 0.70 | 17401 |
| 7-8-2010-155PM-v-config.txt | 0x86B8D4F2 | 636.14 | -59.83 | 3.08 | -64.45 | -55.16 | 1400-1500 | -2 | 0.10 | 0.70 | 16079 |
| 7-8-2010-613PM-v-config.txt | 0x3F6D640A | 8.35 | -19.85 | 1.08 | -21.57 | -17.70 | 750-1000 | -20 | 0.10 | 0.75 | 16293 |

- All GA searches were optimized at eleven, linearly spaced frequency points in the specified range.
- All GA searches used a population size of 250 individuals and a maximum of 200 generations.
- New individuals were created using random pairing, mutated one bit.
- The top $10 \%$ of the population was not mutated.
- All searches reached the maximum number of generations before reaching the goal cost.


### 4.5.1 Optimized transmission

To begin optimization, each port of the self-structuring two-port was connected to the network analyzer as shown in Figure 4.5. Two optimizations were performed, the first from 750 MHz to 1 GHz (dataset 6-30-2010-950PM-v) and the second from 1.4 GHz to 1.5 GHz (dataset 7-1-2010-147AM-v). A goal of -2 dB was set for all frequency points.

Figure 4.22 shows one of the lowest cost states, 0xFED66FBE. This figure shows that the goal of -2 dB across the band was not met. As this state was found through optimization, this results suggests that the network will typically have about 10 dB of insertion loss. This particular state had an average insertion loss of $\mu=-10.79 \mathrm{~dB}$ and a standard deviation of $\sigma=1.72 \mathrm{~dB}$. A similar result is seen in Figure 4.23. This response shows a larger range of transmission values than in the lower frequency band; however, the general value of 10 dB remains ( $\mu=-11.14 \mathrm{~dB}, \sigma=3.07 \mathrm{~dB}$ ).

These results point to the manufactured self-structuring two-port network having an insertion loss of at least 10 dB for frequencies below 1.6 GHz . The author believes that when optimized as in these results, losses caused by changes in the states are reduced leaving only losses that result from the construction and physical properties of the network. This conclusion is supported by the random search results as shown in Figure 4.10. The lowest insertion loss found across the band during the random search was roughly 10 dB .

### 4.5.2 Spiral Antenna

In the previous section, the self-structuring two-port network was used to match $50 \Omega$ loads on each port. In order to provide a more challenging and realistic experiment, a spiral antenna was connected to Port 2 of the network as shown in Figure 4.25. A picture of the spiral antenna used in this experiment is shown in Figure 4.24. Port 1 of the network analyzer was connected to Port 1 of the network while Port 2 of the analyzer was connected to the wideband horn antenna used in Section 4.4.2.

The solid blue lines in Figure 4.26 and Figure 4.27, show the transmission through the

Figure 4.22: Optimized transmission with $50 \Omega$ loads, 750 MHz to 1.0 GHz , dataset 6-30-2010-950PM-v.

## Optimized Transmission



Figure 4.23: Optimized transmission with $50 \Omega$ loads, 1.4 GHz to 1.5 GHz , 7-1-2010-147AM-v.


Figure 4.24: Spiral antenna used for input impedance matching experiments. Large numbers on the ruler are inches.


Figure 4.25: Experimental setup schematic for spiral antenna measurements and optimization.

system when the spiral antenna was connected directly to the analyzer. The dashed lines in these figures show the transmission when the self-structuring two-port network was optimized for transmission. Figure 4.26 is from two different optimizations, dataset 7-2-2010-231PM-v is Matching State 1 using state 0x07BA1662 and dataset $7-2-2010-851$ PM is Matching State 2 using state $0 \times 87373662$. Figure 4.27 uses 7-6-2010-1032AM-v and shows the transmission for state 0x5001C3DE. One can see that even after optimization, the insertion loss of the network is still relatively high.

### 4.5.3 Dipole Antenna Transmission

Further transmission testing was conducting using a dipole antenna. The experimental setup is similar to that used for the spiral antenna in Section 4.5.2 and is shown in Figure 4.28.

Results of the optimization at 1.4 to 1.5 GHz , dataset $7-8-2010-155 \mathrm{PM}-\mathrm{v}$, are shown in Figure 4.29. As was seen before, the network exhibits an insertion loss of roughly 10 dB . The original transmission shape was closely followed. This is promising because it suggests that the network is able to be used as a matching network albeit with a fairly consistent insertion loss.

Figure 4.26: Spiral antenna transmission optimization results at 1.4 GHz to 1.5 GHz .


Figure 4.27: Spiral antenna system transmission, 1.9 GHz to 2.2 GHz , dataset 7-6-2010-1032AM-v.


Figure 4.28: Experimental setup schematic for dipole antenna measurements and optimization.


Figure 4.29: Dipole antenna throughput results, dataset 7-8-2010-155PM-v.


Figure 4.30: 20 dB attenuator optimization results.


### 4.5.4 Attenuator

A self-structuring two-port network may be used to create other types of devices besides matching networks. The use as an adjustable attenuator was evaluated using the setup shown in Figure 4.5. An attenuation value of 20 dB was set as the goal. This value was selected because it was larger than the typical insertion loss of the self-structuring two-port network.

Figure 4.30 shows the final optimized state, $0 \times 3$ F6D640A. One can see that after optimization, an attenuator with $20 \pm 2 \mathrm{~dB}$ was created. In this frequency range, the average value is $\mu=19.85 \mathrm{~dB}$ with a standard deviation of $\sigma=1.08 \mathrm{~dB}$.

Optimizations to create a filter were not carried out.

### 4.6 Switch Investigation

The high loss of power observed in experiments, even after mitigation attempts, dictated that further loss mechanisms be investigated. Simulations, as described in Section 3.2 were used for computational investigation. Experimentally, the power behavior of the Coto switches was investigated.

### 4.6.1 Individual Switch Properties

A $50 \Omega$ microstrip line was manufactured to measure the S-parameters of the switches. The circuit board with the switch used for testing is shown in Figure 4.31. A $+5 \mathrm{~V}_{\mathrm{DC}}$ power supply was used to open and close the switch. The full two port S-parameters for the switch were measured in both open, Figure 4.32, and closed, Figure 4.32, states. The power balance for an open and closed switch is plotted in Figure 4.34.

These results suggest that a significant amount of power is being lost in the switch. It is believed that these losses come mostly from coupling into the control wires and into the relay coil inside the switch. As power loss is additive, the sum of these losses added across thirtytwo switches has the potential to drastically effect the performance of the self-structuring, two-port network.

### 4.6.2 Switch Removal from Experiment

Due to the relatively high losses observed in the relay switches, the effect of these switches while connected to the network was investigated. First the copper covering was removed and the two port was measured in an all open state. These results are plotted in Figure 4.35. Next, the switches were disconnected from the shorting posts, but left connected to the control wires and the top side of the board. This configuration was then measured and the results are shown in Figure 4.36. The power balance from this experiment is shown in Figure 4.37. The difference between the unsoldered switches and the open state is shown in

Figure 4.31: Switch testing microstrip setup.


Figure 4.32: S-parameters of an opened relay switch.



Figure 4.33: S-parameters of a closed relay switch.



Figure 4.34: Power balance of a relay switch.


Figure 4.35: S-parameters for state $0 x 00000000$.



Figure 4.36: S-parameters with switches unsoldered from shorting posts.



Figure 4.37: Power balance for switches unsoldered from shorting posts.


Figure 4.38 and with a limited frequency range of 700 MHz to 1.5 GHz in Figure 4.39 . As can be seen in these figures, there seems to be no significant difference between having and not having the switches soldered to the shorting posts. This either means that power was not being lost through the switches or that power was coupling into the switches through the control wires and the other leg of the switch which had remained soldered to the top of the two-port.

To investigate further, the switches were completely removed (electrically) from the twoport. Control wires and most switches were disconnected from one another but remained on

Figure 4.38: Difference in power balance for between open state and unsoldered switches.


Figure 4.39: Limited frequency range for the difference in power balance for between open state and unsoldered switches.

Power balance difference (Connected - Unsoldered)

the board due to the potting used to secure them earlier in experiments. The S-parameters for this setup are shown in Figure 4.40 and the power balance for the network is shown in Figure 4.41. As is seen in the figure, there is still significant power loss even after the switches have been disconnected. This suggests that, while the switches may have been a sink for some power, the switches did not contribute significantly to the overall performance of the two port network. At this time, no one power loss mechanism has been identified as most significant. Instead, it is thought that a combination of various mechanisms leads to the high losses observed.

Figure 4.40: S-parameters with no switches connected to the two-port network.



Figure 4.41: Power balance with no switches connected to the two-port network.


## Chapter 5

## Conclusion

### 5.1 Conclusion

This work has explored the capabilities of a self-structuring two-port network. A combination of simulations and experiments were carried out to characterize the network.

It was found that the constructed prototype exhibited significant loss of power. Research was undertaken to explore this topic further. While various loss mechanisms were identified, no one mechanism could be pinpointed as the most significant. Steps were taken in the experimental setup to mitigate the power lost with relatively little improvement.

Bearing in mind the lossy nature of the network, the capabilities of it were investigated using both random and genetic algorithm based searches. Results from the random search suggested that the lowest losses for the network are over the frequency range of approximately 750 MHz to 1.5 GHz . It was in this frequency range that most experiments were performed. Random search results suggested that switch combinations existed for matching various types of loads, given the insertion loss of the network. Results also pointed to the ability to vary the insertion loss to levels below that caused by power loss.

Using a genetic algorithm, select applications of the self-structuring two-port network were investigated. One such application was for the optimization of transmission through
the network. Accepting the system power loss, the network was fairly successful in matching arbitrary loads. The network was also used successfully to create an arbitrary attenuator with losses larger than normally observed in the network.

While the results obtained are promising, the actual performance of the manufactured two-port network is, overall, disappointing. Due to the high power loss observed in both simulations and in experiments, further research should be directed to creating a two-port network with lower losses. Doing so would allow for further exploration of this topic.

### 5.2 Contributions

This work has made various contributions to the scientific community. First, the work has been presented at the APS/URSI conference in 2009 and 2010 [64, 65]. It was also presented at the 2010 Graduate Academic Conference at Michigan State University [66]. and through numerous posters.

### 5.3 Topics and Suggestions for Future Study

After completing this work, it is the opinion of the author that the following items should be considered for, or when conducting, future work:

- Future investigations should consider using different connectors and control methods to reduce mechanical failures in experiments. If ribbon cables continued to be used, proper crimping tools should be purchased. Extreme care should always be exercised when connecting and disconnecting ribbon cables in order to extend their usable life.
- Any future prototype should consider redesigning how switches are connected to the control wires. Aspects of the design to be considered include switch orientation, methods of affixing the switch to the surface, methods of shorting the circuit under test, methods of connecting to the circuit under test, methods of connecting the control
wires to the switch pins, stress relief of control wires, and routing of the control wires. Designers should consider the harsh environment experienced in a laboratory setting including repeated stresses.
- The driver IC circuit should be updated to include a circuit that continually monitors and gives feedback on the condition of each output. An example of this is to have an LED that is one color when the output is within a given range to show that the switch is functioning; is another color in order to show that the output is staying high, i.e. the switch is not connected; and is a third color to show that there is a short in the control wires.
- When using SMA and N type connectors, a cal kit should be created from the Type N cal kit, HP 85032B, and the SMA cal kit, HP 85052D.
- Future investigations should consider using a substrate with different properties in an attempt to reduce the insertion loss.
- Future investigations should be considered that study how phase is effected by the network.
- Consideration should be given to constructing a self-structuring two-port network using MEMS techniques. This would considerably decrease the size of the network while hopefully decreasing losses.
- A very interesting potential application for a self-structuring two-port network is for power factor correction on the power grid. The power factor of a device is the ratio of the real power to the apparent power delivered to the device. The best performance is reached when the power factor is unity. For most consumers, the power factor of a device, or even their house, is not a major concern. For industrial customers the power factor is important. Often times such customers attempt to correct their power factor by installing what are essentially large capacitors or inductors.

Future research should consider creating a self-structuring two-port network capable of operating on the power grid.

- In the future a microstrip based self-structuring two-port network could be constructed. This may take the form of placing switches in a network of microstrip lines. These lines may be laid out out in a pattern similar to the templates used in early SSA's [1, 2].


## Appendix

## HP 85052D Economy Mechanical

## Calibration Kit, DC to 26.5 GHz ,

## 3.5 mm

This appendix outlines procedures for editing and downloading the definitions for the HP 85052D Calibration Kit to the HP 8753D Network Analyer. This procedure is done using VNA Cal Kit Manager [61] and is written for version 2.10. The procedure can be adopted to define any calibration kit for the network analyzer such as a combined SMA and N type kit. Refer to the user manual of the cal kit [67] for more information and calibration tables.

1. Open VNA Cal Kit Manager
2. Open the 85053 D calibration kit definition from the Agilent_85052D.ckm file found in the same directory as the VNA Cal Kit Manager program
(default location: C:/Program Files/vNA Cal Kit Manager 2/
Agilent_85052D.ckm)
3. Save the file under a new name: File->Save As...
4. Go to the Standard Definitions tab
5. In the Standard Type column of the table, select none for standards \#5 through \#8
6. Copy the entries for standards $\# 9, \# 11$, and $\# 13$ to standards $\# 3$ through $\# 5$
7. Select none for standards $\# 9, \# 11$, and $\# 13$
8. Select the Class Assignments tab
9. Select 8753D/E from the VNA menu at the top of the program window
10. In Column A of the Class Assignments table, enter 2, 1, 3, 2, 1, 3, 5,5,5,5, 3, 3 for rows S11A through Response \& Isolation
11. Under the Cal Kit Properties tab, enter a label for the calibration kit definition and update the description
12. After make sure the 8753D is turned on, select Check GPIB from the GPIB menu. A window saying GPIB Check Passed and HEWLETT PACKARD, 8573D, $0,6.14$ should be displayed. Click OK. If it is not, ensure that the GPIB interface between the computer and the analyzer is properly setup.
13. Select Send Kit to VNA from the GPIB menu. This can also be done using the button on the toolbar.
14. A success window should show up after transfering the cal kit to the VNA. Click OK
15. On the 8753D, select the SAVE USER KIT soft key
16. Press the CAL button on the front of the 8753 D
17. Select CAL KIT
18. Select SELECT CAL KIT
19. Select USER KIT
20. Press the CAL button on the front of the 8753 D
21. The Cal Kit Label entered in the definition should now be displayed under the CAL KIT soft key item
22. Calibrate using the standard procedures
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