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ABSTRACT
CHANGES IN ATMOSPHERIC CIRCULATION OVER EUROPE AND THE
RELATIONSHIP TO TEMPERATUhE EXTREMES IN BULGARIA
By
Galina Stefanova Guentchev
Large-scale atmospheric circulation pattemns over Europe and their
relationships to extreme temperature events in Bulgaria were investigated. The
major goals were to 1) develop a classification scheme of sea-level pressure
circulation pattemns, 2) identify changes in temperature extremes during the
second half of the 20" century, and 3) determine the circulation patterns
associated with the temperature extremes. A comprehensive two-tier
classification of the atmospheric circulation for the European/North-Atlantic
domain was developed using principal components and cluster analysis. One tier
of the classification comprises ‘supertype’ pattems and is appropriate for
baseline analysis of circulation frequency and persistence. The second, more
detailed, tier consists of ‘circulation types’ and can be used to address applied
research questions. Changes in the frequency of the supertypes during 1951-
2004 were evident for all seasons except for spring. In general, the supertypes
dominated by anticyclones or positive anomalies increased in frequency and
persistence, whereas the supertypes dominated by cyclonic features decreased
in frequency and persistence.
Significant changes in indices of temperature extremes at several

locations in Bulgaria have occurred in two sub-periods of the 20" century, defined
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as the early (1951-1979) and late (1973-1999) sub-periods. In 1951-1979,
negative trends were observed in the magnitude of the extreme maximum
temperature in fall, annual and summer daily temperature range, number and
duration of heat waves, average length of cold spells, and number of cooling
degree days, for example. A positive trend was observed in the magnitude of the
annual and springtime extreme minimum temperature. For most indices, trends
for the late sub-period have opposite signs compared to those for the early sub-
period. In addition, projected return levels were higher for indices derived from
maximum temperature and lower for those derived from minimum temperature,
for the late period compared to the early period.

A comparison of the circulation types with the temperature extremes
indicated that heat waves in summer occur when Bulgaria is located within an
unorganized zone of higher pressure or a thermal low, while cold spells occurred
during northerly or easterly airflow. The derived classification presents useful

insights on the circulation responsible for temperature extremes in Bulgaria.
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Chapter 1 - Introduction
Climate fluctuations affect extensive regions if not the entire planet.

Examples since the pre-industrial era (the 1880s) are the warming observed in
the 1940s and the cooling of the 1960s. However, the last decades of the 20"
century and the beginning of the 21 century are characterized by a warming
trend that is unprecedented in recent history. Global mean temperature is
estimated to have increased by 0.74°C from 1906 through 2005 (IPCC FAR,
2007). Moreover, the trend over the last 50 years is almost twice as large as that
for the last 100 years (0.13°C/decade, IPCC, FAR, 2007). The observed
increases in mean temperature on global and regional scales could affect the
occurrence of extreme temperature events. Since the relationships between the
means and the extremes of a distribution are nonlinear, even a small change in
the mean can result in a large change in the frequency of temperature values
over specified thresholds (Meams et al., 1984).

Many researchers (e.g., Easterling et al., 2000a) are concerned that
changes in the frequency and intensity of the extreme weather and climate
events could greatly affect human society and the environment. Society and the
natural environment have adjusted to the mean climate and can tolerate well a
limited range of deviations around the mean (Salinger and Griffiths, 2001).
Human and natural systems, however, are less able to adapt without stress and
damage to increasingly extreme climatic conditions (Salinger and Griffiths, 2001).
In addition, over the last decades, human society has become more vulnerable to

extreme weather (Kunkel et al., 1999) since population has increased in areas
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susceptible to extremes such as extreme temperature events (Easterling et al.,
2000b). In recent years, catastrophic extreme temperature events have occurred
resulting in high human mortality rates (Easterling et al., 2000a). These include,
for example, the heat waves in Europe in 1994 and 1995, the U.S. heat wave of
1995, and the intense heat wave in western Europe in 2003. Thus, research on
temperature extremes and their regional and local implications is of utmost
importance, especially for areas identified as being vulnerable to climatic
extremes. It is imperative to explore not only the historical characteristics and
changes in temperature extreme events, but also the underlying factors which
affect the spatial and temporal distribution of these extremes.

Temperature extremes occur as a result of the interaction between large-
scale atmospheric circulation and the local characteristics of a place (for
example, topographical features and altitude). To better understand the
underlying causes for the occurrence of temperature extreme events, it is
important to identify the circulation patterns associated with these events. In
addition, baseline knowledge of the historical temporal and spatial variations of
temperature extremes has to be established in order to relate the observed
changes in atmospheric circulation to trends in the frequency and intensity of
temperature extremes, and also to be able to assess potential future changes in
these extremes. To address the questions about the relationships between the
atmospheric circulation and temperature extreme events, an atmospheric
circulation catalogue is needed which is spatially and temporally relevant to the

area of interest and to the period of study.
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The area of interest in this research is the Balkan Peninsula, and more
specifically Bulgaria. This choice was prompted by the fact that the Balkans were
singled out in the Third Assessment Report (TAR) by the Intergovernmental
Panel on Climate Change (IPCC) as one of the areas where more adverse
impacts of potential climate change could be expected due to lesser adaptive
capacity resulting from a lower level of economic development (Cramer et al.,
2001). Bulgaria is undergoing a difficult transition from a centrally planned
economy towards an open market economy, and the difficulties encountered
during this transitional period may be aggravated even more by the adverse
impacts of temperature extremes. Furthermore, the country is located on the
transition between two climate zones, temperate continental in the north and
Mediterranean continental climate in the south, which contribute to the
complexity of the temporal and spatial distribution of temperature extremes and
of their relationships with atmospheric circulation. Hence, an important focus of
the current study is to identify atmospheric circulation patterns which favor the

occurrence of temperature extreme events in Bulgaria.

1. Major research objectives and specific questions
The broad goal of this research is to better understand the changes in

atmospheric circulation and temperature extremes in Buigaria. The study has
three major objectives.
The first major objective is to develop a Europe-wide classification scheme

that can be applicable to different research agendas and various regions in
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Europe. Although atmospheric circulation catalogues are currently available,
these classifications are not appropriate for investigating the relationships
between atmospheric circulation and temperature extremes in Bulgaria. Most of
the existing classifications were developed for limited areas spatially, often
located far from Bulgaria. Examples include: a) the Hess-Brezowsky subjective
catalogue (1969) which emphasizes circulation conditions over central Europe; b)
the Lamb airflow types (1972) and the automated version of Lamb’s classification
(Jones et al., 1993) which focus on the British Isles; c) Péczely classification
(1957) that was derived specifically for Hungary; d) Schiiepp’s synoptic
classification (1979) of circulation patterns for the Alpine region; e) the Plaut and
Simonnet (2001) classification of wintertime circulation for France, the Alps and
western Europe; and f) the classification of Esteban et al. (2006) for western
Europe. In addition to these classification schemes, two relatively recent
classifications were developed for areas located close to Bulgaria. These
classification schemes, however, are defined in terms of sea level pressure
distribution and airflow anomalies specifically over Greece (Maheras et al.
(2000) and/or combine location-specific surface air mass conditions with the
airflow characteristics (Kassomenos et al. 2003).

Given the lack of available classifications relevant to Bulgaria, a circulation
catalogue needed to be developed in order to be able to address the
relationships between circulation and temperature extremes in Bulgaria.
However, instead of deriving circulation patterns applicable only to research

relative to Bulgaria, a broader objective emerged. That is, to develop a
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comprehensive, generalized classification for use for various research agendas
and different regions in Europe. The need for a Europe-wide classification is
supported by the fact that the variety of existing classifications hampers greatly
the comparison of research outcomes between studies. A unified framework is
needed, instead, for a consistent approach to studies considering relationships
between circulation patterns and local or regional climates in Europe. The
importance of this issue is further emphasized by the existence of a current
project under the auspices of the European Science Foundation regarding the
“Harmonization and applications of weather type classifications for European
regions”. The main purpose of this project is “to achieve a general numerical
method for assessing, comparing and classifying typical weather situations in

European regions” (COST action 733, http://www.cost733.org/).

Specific questions ensuing from the first major objective of this study are:
o What are the main circulation patterns that characterize the climate
of Europe during each season?
¢ How has the frequency and persistence of the circulation patterns
changed during the historical period?

The second major objective is to identify changes in the temporal trends of
temperature extreme events in Bulgaria during the later half of the 20" century.
On a continental scale, significant changes in temperature and temperature
extremes have occurred during the 20™ century in Europe. The annual mean
temperature over the continent has increased about 0.95°C during the last 100

years (EEA, 2004). The number of cold and frost days has diminished, while the
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frequency of hot summer days (defined as temperature above 25°C) and heat
waves has increased for the continent as a whole (EEA, 2004). Differences are
evident when sub-periods are considered. For example, Klein Tank et al. (2003),
using 86 stations around the continent, determined that during the cooler 1946-
1975 sub-period, the frequency of warm extremes (defined as maximum and
minimum temperatures above the 90" percentile) decreased. At the same time,
the frequency of the cold extremes (defined as maximum and minimum
temperatures below the 10" percentile) did not change, which resulted in lower
temperature variability in Europe. Subsequently, in 1976-1999 the rate of
increase of warm extremes was much greater than the rate of decline of the cold
extremes for the entire continent, inducing a further rise in temperature variability
(Klein Tank et al., 2003).

Historical changes in the temperature extremes have also been observed
during the 20™ century on a regional scale. Daily maximum and minimum
temperatures have increased with the minimum temperature changing at a
higher rate than maximum temperatures in both northern Europe (based on data
from 11 stations) and central Europe (based on data from 9 stations), thus
resulting in a decline in the diurnal temperature range (Heino et al., 1999). In
addition, the number of frost days has declined in northern and central Europe
(Heino et al., 1999). Other regional changes include a decrease in the length of
the cold season in central Europe as estimated from one station in Poland and
two in Hungary (Domonkos and Piotrovicz, 1998). At a finer spatial scale, the

number of frost days has declined, and the duration of heat waves has
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increased, at the maijority of stations in western Germany (Hundecha and
Bardossy, 2005).

In terms of current and past climate, no research to date has explicitly
investigated historical trends in temperature extremes in Bulgaria. Specific
research questions, related to the second major objective, are:

¢ Are the temperature series obtained from Bulgarian temperature
stations homogeneous and suitable for trend analysis and the
analysis of return levels?

e What are the historical changes in temperature extreme events in
terms of past trends and changes in projected return levels?

The third major objective is to determine the circulation patterns
associated with the occurrence of temperature extremes in Bulgaria.

Although some references to connections between climate in Bulgaria and
atmospheric circulation characteristics exist (e.g., Velev, 1996, 1998), the
relationships between circulation patterns and temperature extreme events have
been largely neglected. Some associations, however, between large-scale
atmospheric circulation patterns over parts of Europe and temperature extremes
of countries neighboring Bulgaria, have been established. For example,
wintertime extreme cold temperature events at three stations in Hungary
occurred under anticyclonic conditions, while warm temperature anomalies
occurred with circulation patterns with southerly or westerly flow (Domonkos,
1998). In summer, over the same region, extreme warm anomalies occurred

under anticyclonic conditions, while extreme cold anomalies were more likely
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with circulation patterns characterized by northerly airflow. Extreme cold events
at 11 stations in south-central Europe occurred under a variety of airflow patterns
including easterly airflow, northerly airflow and anticyclonic conditions, while
warm extreme events occurred with southerly airflow or persistent anticyclones
(Domonkos et al., 2003), Similarly, almost 75% of the heat waves at Prague-
Klementinum, Czech Republic, occurred when an anticyclone was present over
central Europe or over Fennoscandia, or during southwesterly or southeasterly
airflow (Kysely, 2002a). Periods with summertime extreme high temperatures at
12 stations in nearby Greece occurred under westerly or northwesterly airflow or
anticyclonic conditions (Katsoulis et al., 2005).
The specific research questions, related to the third major objective, are:
e Which are the circulation patterns contributing to the occurrence of
temperature extreme events in Bulgaria?
¢ How do the changes in the frequency or persistence in the
circulation patterns relate to the changes in the temperature
extreme events?
¢ How does the atmospheric circulation classification derived as part
of the first major objective perform when addressing a specific
research question regarding the relationships between circulation

patterns and temperature extremes in Bulgaria?
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2. Physiographic overview of Bulgaria
Bulgaria is situated on the Balkan Peninsula in southeast Europe between

approximately 41° - 44° N and 22° - 29° E. The country is bounded to the north
by Romania, to the east by the Black Sea, to the southeast by Turkey, to the
southwest by Greece, and to the west by the Republic of Macedonia and Serbia
and Montenegro (Figure 1-1). The area of Bulgaria is 110,993 sq km (NSI, 2004).
Bulgaria's topography is quite diverse. The average altitude in Bulgaria is 470

meters (source: http://www.exploitz.com/Bulgaria-Topography-cg.php). Although

the topography varies across the country, more than two-thirds of the land area is
made up of plains, plateaus, or hilly land at an altitude less than 600 meters. The
remainder is made up of mountainous topography with elevations in some
locations greater than 1,500 meters.

The main features of the topography form latitudinal belts represented
(from north to south) by the Danube Plain, the Predbalkan mountains, the Stara
Planina (Balkan) mountains, the Zadbalkan valleys, the Upper-Tracian lowland,
and the Rhodopi mountains (Figure 1-1). To the east of the Upper-Tracian
lowland are the Sakar and Strandja mountains located in the southeastern most
part of Bulgaria. Several medium high mountains as well as the high mountains
of Rila and Pirin are located in the southwestern comer of Bulgaria. The Stara
Planina mountain range separates the country into almost equally sized Northern
Bulgaria and Southern Bulgaria, and serves as a natural barrier to the intrusion of
cold air into the southern half of the country. The Rila and Rhodopi mountains
are considerable obstacles to the advection of warm air into the northern half of

Bulgaria.
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Figure 1-1 - Map of Bulgaria,

from - source: The Times

.grida.. T vel3/id 1264.
Atlas of the World, UNEP GRID-Arendal.

The climate of Bulgaria is strongly influenced by its latitudinal extension,
the altitude of the various regions, topographic features, proximity to large water
bodies and the predominant atmospheric circulation (Koleva et al., 1996). The
country is situated on the transition between the temperate continental climate
and the Mediterranean climate. Much of Bulgaria (predominantly the territory to
the north of the Stara Planina mountain and some of the valleys and mountains
in southwest Bulgaria) has a temperate continental climate. The average January

temperatures vary between -1°C and -8°C with the latter measured at the highest
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mountain peaks. Mean July temperatures vary from 8-9°C at the high mountain
peaks, to 18-20°C in the valleys of southwest Bulgaria, to 22-24°C in the Danube
Plain. A transitional zone is located in the middle of the country separating the
temperate continental and the continental Mediterranean climates. The mean
January temperatures in the transitional zone are between -1.5°C and 1.5°C,
somewhat higher than those of the temperate continental zone. The mean July
temperatures in the zone of transition are between 22°C and 24°C. The southern
and southeastern parts of the country are characterized by a continental-
Mediterranean climate. The average monthly temperature for January at all
lowland stations (below 600 m) is above freezing. Some areas in this zone have
the highest mean July temperatures in the country. For example, mean July

temperatures in the Struma Valley are around 25°C (Velev, 1990).

3. Organization of the dissertation

The dissertation is organized around the three major research objectives
described above. Each chapter includes: a) an introduction that presents the
specific research questions and elaborates on their significance; b) a
background/literature review that summarizes the relevant past research; c) a
discussion of the methodology; d) a presentation of the research findings; e) a
discussion section that presents the results from this study in terms of relevant
literature; and f) a conclusion section. Chapter 2 describes the derivation of a
classification scheme of the atmospheric circulation for the European continent
and the analysis of the frequency and persistence of the circulation patterns.

Chapter 3 is concerned with the homogeneity analysis and the investigation of
11
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the changes in the temperature extremes in Bulgaria using trend analysis and
extreme value analysis. Chapter 4 includes the analysis of the association

between the frequency and trends in the circulation patterns and those of the
temperature extremes in Bulgaria. Chapter 5 contains the overall conclusions

and the directions for future work.
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Chapter 2 — Atmospheric circulation classification for
Europe

1. Introduction

The main centers of action' and elements of the atmospheric circulation
that influence the European climate are the mid-latitude westerlies, the Icelandic
Low, the Azores High, the Siberian High, the Mediterranean cyclones and the
Asian thermal Low. It is well established that the main circulation features
demonstrate seasonality of occurrence and/or intensity over Europe and the
North Atlantic. The westerlies result from the strong pressure differences
between the tropical and the polar regions. These winds steer the cyclonic and
anticyclonic synoptic systems, thus affecting the everyday local weather over the
continent, and are more than twice as strong in winter than in summer (Barry and
Chorley, 2003). Although the Azores High and the Icelandic Low are evident on
sea level pressure (SLP) maps throughout the year, the Azores Anticyclone is
most prominent and expands over the largest area during summer
(Sahsamanoglou, 1990). In contrast, the Icelandic Low displays highest intensity
during winter (Serreze et al., 1997). The Gulf of Genoa is a seasonal
cyclogenesis area producing the most intense Mediterranean cyclones in winter
(Maheras et al., 2001). Another seasonal center is the Siberian Anticyclone
which is active and well developed during the winter months. A center of action
evident on the SLP maps in summer is the extension of the Asian thermal

cyclone over the Arabic Peninsula and the Persian Gulf.

! Semi-permanent highs or lows that appear on mean charts of sea level pressure (SLP),
Glossary of Meteorology, 2000, p. 122.

13
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The impact of the large-scale atmospheric circulation on the temporal and
spatial variability of the local weather has long been of great interest. The
atmospheric circulation patterns over Europe have been examined by a number
of authors in the past (Hess and Brezowsky, 1969; Lamb, 1972, for example). In
recent years, resurgence of the research focusing on relationships between
atmospheric circulation and local climate has occurred due to increased concern

about observed and future climate changes.

1.1. Existing atmospheric circulation classifications
The two main approaches to circulation classification are: a) a manual

approach which depends on the subjective assessment of the researcher and
was widely used before the advent of computers; and b) a computer-assisted
approach, which is faster to apply and the results of which are reproducible. The
manual approach is based on visual comparison of thousands of SLP and/or
upper-level weather maps. The computer-assisted, sometimes referred to as
objective, approach is based mostly on statistical grouping methods but also
require subjective input during different stages of the classification process. Well
known examples of the manual, or subjective classifications are the Hess-
Brezowsky classification (1969) and the Lamb’s Airflow Types (1972) for Europe.
In addition, some other subjective classifications, e.g., the Schiiepp’s synoptic
classification (Stefanicki et al., 1998) or the Péczely macrocirculation types
(Domonkos, 1998) exist for Europe. The computer-assisted approach
encompasses a variety of methods. Goodess and Palutikof (1998) differentiate

between: a) automated classifications based on existing subjective circulation-
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types catalogues (e.g. the Lamb catalogue), where parameters used to
distinguish between types are represented via mathematical equations or
numerical values within a given range; and b) classifications based on statistical
grouping methods (i.e. principal component analysis, principal component
analysis and cluster analysis, neural networks, to name a few).

The Hess-Brezowsky (1969) Grosswetterlagen classification emphasizes
the circulation patterns over central Europe. The catalogue was expanded
recently (Gerstengarbe and Werner, 1993; Gerstengarbe et al., 1999) and covers
the period 1881-1998. The circulation patterns were derived using SLP and 500
hPa geopotential height (Z500) maps for an area extending approximately
between 40° W — 25° E and 40° — 70° N. The classification is nested. The authors
distinguish three major groups of circulation (zonal, half-meridional and
meridional), subdivided into ten major types (Grosswettértypen, GWT) which
comprise a total of 29 types (Grosswetterlagen, GWL). Any circulation type
(GWL) persists for at least 3 days. The GWL classification was revised in recent
years and is considered to be homogeneous (Gerstengarbe et al., 1999), i.e., no
artificial biases or trends are present. A major disadvantage of this catalogue is
its limited spatial extent. More specifically, the circulation types are not relevant
to Bulgaria because a portion of the country falls outside the easternmost
boundary of the Hess-Brezowsky classification.

The Lamb (1972) ‘airflow types’ over the British Isles were derived by
subjectively classifying SLP weather maps according to pressure distribution,

wind direction and observed weather. The catalogue was expanded by Hulme
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and Barrow and covers the period 1881-1995 (Hulme and Barrow, 1997). The
area considered in this classification extends between 10° W — 2° E and 50° —
60° N. Eight major directional types were determined based on airflow over the
British Isles, and each was further subdivided into anticyclonic, cyclonic and
unspecified categories. The anticyclonic category includes days with a high
pressure area dominating over the British Isles; the cyclonic consists of the days
with a depression crossing or stagnating over the British Isles; and the
unclassified category depicts weak and chaotic patterns (Barry and Carelton,
2001). Limitation of the Lamb classification scheme, according to O’'Hare and
Sweeney (1993), is its inability to categorize complex and transitional synoptic
circulations. In addition, the authors point out that the size of the synoptic
systems affects the weather patterns over the British Isles. For example, while
large scale systems would generally bring uniform conditions over the British
Isles, smaller scale cyclones would bring contrasting conditions to different
regions.

Additional subjective classifications focused on limited areas in Europe.
The Péczely classification of macrocirculation types (Péczely, 1957; updated by
Karossy, 1987), developed for the period 1901-1991, was based on the locations
of cyclonic and anticyclonic SLP centers closest to Hungary (Domonkos, 1998).
Schiiepp’s synoptic weather types (1979) were derived for the central Alps for
1945-1994 based on the surface pressure distribution, geostrophic wind
direction, upper-level wind speed and direction, and the height of the 500 hPa

surface. Unlike the Hess-Brezowsky classification, Schiiepp’s synoptic weather

16



types Of
(Stefan

f
Cohisor
thresho
al. (199
the Bt
Lamb's
and Pa
They fo
patemns
the schy

$
C0mbin;
Palterns
and Gre
e that
that Othy
Estena
(KaSSOn
d“a’acte

S8 of t



types only take into account the meteorological conditions on the considered day
(Stefanicki et al., 1998).

An objective classification scheme was developed by Jenkinson and
Collison (1977) which uses rules for pattern differentiation based on chosen
threshold values of sea-level airflow and vorticity over the British Isles. Jones et
al. (1993) used the scheme to classify SLP air flow direction and curvature over
the British Isles from 1880 to 1989, and to compare the objective scheme to
Lamb’s airflow types. The same objective scheme was also applied by Goodess
and Palutikof (1998) to classify SLP data for 1956-1989 for southeast Spain.
They found that the threshold values used for differentiation of circulation
patterns over the British Isles may not be appropriate for other regions. Hence,
the scheme is not easily transferable.

Several researchers have applied principal component analysis (PCA) in
combination with cluster analysis to derive classifications of SLP or upper-air
patterns for western Europe (Plaut and Simonnet, 2001; Esteban et al., 2006)
and Greece (Kassomenos et al., 2003). Disadvantages of these classifications
are that some are limited to one season (e.g., Plaut and Simonnet, 2001), and
that others have limited spatial extent covering only western Europe or Greece
(Esteban et al., 2006; Kassomenos et al., 2003). Also, some classifications
(Kassomenos et al., 2003) combine synoptic conditions with surface air mass
characteristics at single location (for example, Athens, Greece) which limits the

use of that classification to the location for which it was derived.
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The spatial methods of topology and geometry to define high and low
points in a circulation field have also been used to derive atmospheric circulation
catalogues, such as the automated classification of SLP and 500 hPa
geopotential height (Z500) for Greece created by Maheras et al. (2000).
Accordign to the authors, the advantage of the method is that it can be used for
any region and to classify circulation at any level of the atmosphere.
Disadvantages are that: a) the method is not absolutely objective; and b) the
results of the classification and the frequencies of the circulation types might be
influenced by trends in the data (Maheras et al., 2000).

In sum, the classifications available to date offer incomplete
representations of the circulation conditions over Europe because they are
focused on limited areas (Hess-Brezowsky, 1969; Lamb, 1972; Schiepp, 1979;
Maheras et al., 2000, for example). Also, most of the existing patterns catalogues
cover periods extending only through the 1990s, or were developed for only
specific seasons (e.g., Plaut and Simmonet, 2001). In addition, some proposed
classification schemes (Jenkinson and Collison, 1977) are not easily transferable
to other regions. A problem with some of the earlier classifications is, also, that
they were too detailed to be used to address some research questions or trends
in cyclonic and anticyclonic airflow. In these cases, researchers often subjectively
grouped the detailed circulation types into larger groups. Since the grouping of

circulation patterns is study specific the results are difficult to compare.
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1.2. Objectives
The limitations of the existing classification catalogues and schemes

directed the current study towards the development of a new circulation
classification that is applicable for the entire continent but general enough to be
appropriate for different research agendas. A standard approach would also
allow for comparison. The main objective of this part of the study is to develop a
comprehensive atmospheric circulation classification for Europe which will be
used to compare the changes in circulation patterns and their relationships to
temperature extremes in Bulgaria. An additional objective is to investigate the
frequency, persistence and trends of the derived circulation patterns over

Europe.

2. Data sources and Study area
The circulation classification was based on SLP data in order to elucidate

the main circulation features that influence the temperature extreme events in

Bulgaria. Daily mean SLP data from the NCEP/NCAR Reanalysis (Kalnay et al.,
1996, Kistler et al., 2001) were used. The Reanalysis data have a 2.5 ° latitude x
2.5° longitude spatial resolution. The data were obtained from the NOAA-CIRES

ESRL/PSD Climate Diagnostics branch website at http://www.cdc.noaa.gov. The

reanalysis database contains global analyses of atmospheric fields based on
data from land surface observations, ship, rawinsonde, pibal, aircraft, satellite
and other sources. The historical data (January 1, 1948 to present) gathered in
this database are quality controlled and assimilated using a frozen (i.e., kept
unchanged over the reanalysis period) “state-of-the-art analysis/forecast system”
(Kalnay et al., 1996, Kistler et al., 2001). The output variables are classified in
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four classes according to the extent to which they are influenced by the
observations or the model. For example, mean SLP and geopotential height are
“A” variables and are strongly influenced by observed data.

The reanalysis data used in the study extends from January 1, 1951 until
December 31, 2004. The study period was determined by the availability of
temperature observations for Bulgaria (starting in 1951), since an important
component of this research is the investigation of the relationships between
temperature extremes in Bulgaria and large-scale circulation patterns.

In addition, daily 500 hPa geopotential height (Z500) data were also
obtained from the NCEP/NCAR Reanalysis. The Z500 data were used to
compare the consistency between the derived patterns at SLP and the upper-
level circulation features.

The study area, represented by 777 grid points (21 latitudinal rows by 37
longitudinal columns), is enclosed between 40° W and 50° E, and 20° N and
70°N (Figure 2-1). This areal extent was chosen to capture the major circulation
features over the European continent and is comparable in size and location to
that used in previous studies (Slonosky et al., 2000; Goodess and Jones, 2002;
Jones et al., 1999; Quaderelli et al., 2001; Wibig, 1999; Maheras et al., 1999;

Trigo et al., 2004, Huth, 2000; etc.).
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Figure 2-1 A SLP composite map illustrating the total study area

3. Methods
The combination of a principal component analysis (PCA) and a cluster

analysis is one of the most frequently and successfully used classification
approaches in climatological research. PCA and cluster analysis were used also
in this study. The region of interest encompasses mostly mid-latitude areas,
which are characterized by diverse and vigorous atmospheric circulation during
most of the year. Because of the dissimilarity in circulation characteristics for the
separate seasons, the PCA and the cluster analysis were applied to seasonal
datasets, where winter comprised December, January and February, spring
included March, April and May, summer June, July and August, and fall was

represented by September, October and November.

3.1. Principal Component Analysis
Principal Component Analysis (PCA) is a technique that identifies

“patterns of simultaneous variation” (von Storch and Zwiers, 1999, p.293). PCA

21



was used in the study to decrease the dimensionality of the data as well as to

elicit the primary circulation modes of variability.

3.1. a. Input data preparation
There is divergence in the climatological literature on whether raw data,

anomalies or standardized data (normalized anomalies) should be used in a PCA
for a subsequent classification. Many authors have used anomalies (Quadrelli et
al., 2001; Tomozeiu et al., 2002; Trigo et al., 2004; Hannachi et al., 2006;
Preisendorfer 1988; etc.). Another large group of researchers have applied PCA
to normalized anomalies or standardized data (Esteban et al., 2005; Maheras et
al., 1999; Maheras et al., 2004; Xoplaki et al., 2000; Yarnal, 1993, among
others). Huth (1995) argues that when using anomalies in PCA “the time-mean
pattern is unclassifiable, and patterns close to the time mean are classified
unreliably” (p. 1565). Wilks (1995) indicates that unstandardized anomalies “tend
to exaggerate the importance of departures in high-variability regions, and mask
the importance of anomalies in low-variability regions” (p. 86). Bjornsson and
Venegas (1997) point out that “strictly speaking you can find EOFs without
removing any mean” (p. 8).

Disagreement exists also about the type of standardization or scaling of
the data. Circulation data are usually normalized either by time or by space. Time
scaling was used, for example, by Quadrelli et al. (2001), Tomozeiu et al. (2002),
Maheras et al. (1999), Hannachi et al. (2006), Bjornsson and Venegas (1997),

Maheras et al. (2004), Xoplaki et al. (2000), Huth (1995), Preisendorfer (1988),
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and space scaling was applied by Esteban et al. (2005), Bretherton (2000), Trigo
et al. (2004), and Yarnal (1993), to name a few. Space standardization scales all
the grid points to have the same variance, although stationarity will not be
attained if analysis is done on an annual basis as the data will still display
seasonality. Time standardization results in a stationary process since all the
days are forced to have the same variance for each grid point. The spatial
differences of the high and low latitudes, i.e. the “space” variability, are retained.
Normalized (or standardized) anomalies were used in this study. This
choice was prompted by the concern that unstandardized anomalies tend to
amplify or to obscure the importance of departures in regions with diverse
variability. The normalized anomalies were obtained by subtracting from each
value the sample mean of the SLP series and dividing by the sample standard
deviation. Initially, the SLP daily data were standardized separately by time and
by space. PCA analyses were run on both datasets and compared. The outcome

of this comparison is discussed later in the text.

3.1. b. Mode of decomposition and dispersion matrix
Although six possible modes of decomposition exist for PCA (Rummel,

1967), in synoptic climatology the most commonly used modes are “P” and “S”
(Yarnal, 1993). P-mode analyzes a set of variables changing over time and is
used mainly for synoptic typing, whereas S-mode focuses on one variable
varying over space and is applied in map-pattern classification and

regionalization (Yarnal, 1993). In some recent publications, Huth (1995, 2000)
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recommended the use of PCA in a T-mode (where the gridpoints are the rows
and the daily patterns are the columns) for the classification of circulation
patterns. In a later study (Huth, 2001), however, he indicated that the application
of T-mode PCA to very large data sets is difficult, probably because of the
disproportionately larger number of variables in comparison to the number of
cases.

Given the objectives of this study, the SLP data were subjected to a PCA
using an S-mode decomposition, where the rows were the days or cases and the
columns were the gridpoints or the variables. Another consideration in this
decision was the very large data set for the study period, which eliminated the
choice of a T-mode PCA.

S-mode PCA can be performed on different types of similarity matrices,
although most often correlation or covariance matrices are used. The majority of
previous studies concerned with the frequency and persistence of circulation
types have used correlation matrices (Slonosky et al., 2000; McGinnis, 2000;
Jones et al., 1999; Esteban, et al., 2005; Tomozeiu et al., 2002; Wibig, 1999;
Huth, 1995, 1997; Barnston and Livezey, 1987; Galambosi et al., 1996; Slonosky
and Graham, 2005, for example). According to Yamnal (1993), when a correlation
similarity matrix is used, only map-pattern shapes are generated, and the
intensity of the features is not considered. On the other hand, the use of a
covariance matrix, while more accurate in displaying the actual deviations of the
data in space, will lead to a concentration of the pressure or height centers in the

areas with maximum variance (Yarnal, 1993) and also may lead to ingnoring of
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meaningful dimensions. Based on an analysis of circulation types from synthetic
data, Huth (1995) found that the solutions using correlation and covariance
matrices were very similar and that the choice of a covariance or correlation
matrix has little impact on the results. Galambosi et al. (1996), however,
recommend that different dispersion matrices be used depending on the type of
data scaling. They suggested using a product or second moment matrix with no
scaling of the data, a covariance matrix with anomalies, and a correlation matrix
with standardized data. This study uses a correlation similarity matrix calculated
from the standardized SLP gridpoint values. The correlation matrix is used
because the focus in this study is primarily on the shape and placement of the

circulation features rather than their intensity.

3.1. c. Rotation
Many authors (Horel, 1981; Yarnal, 1993; Wilks, 1995, among others)

agree that a rotation (orthogonal or oblique) allows for easier interpretation of the
retained principal components in terms of circulation modes. Moreover, Richman
(1986) wamns that unrotated Empirical Orthogonal Functions (EOF?) or PCA
patterns are domain shape dependent (i.e., the patterns are determined by the
shape of the domain rather than the covariation among the data) and
characterized by sub domain instability. Sub domain instability means that the
component patterns identified for Northem Hemisphere may not be reproducible

if a sub region is analyzed. Richman also states that unrotated solutions have

? The terms ‘EOF analysis’ and ‘PCA’ “refer to the same set of procedures”, Wilks, 1995, p.373.
25
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sampling errors, in other words “the information from population patterns can
become mixed up when samples are drawn with eigenvalues separated by less
than a specific value” (Richman, 1986, p. 298). Richman also argues that the
unrotated solutions are unable to portray accurately the physical relationships of
the data matrix. Richman (1986) demonstrates that the disadvantages of
unrotated solutions can be minimized by rotation. Although different types of
orthogonal rotations exist, Varimax orthogonal rotation was used for this study
since it is the most widely applied in climatological research. In addition, the
Varimax rotation maximizes the variance of the loadings of the variables, thereby
facilitating interpretation. Oblique rotation was not considered due to the number

of subjective decisions that need to be made during its application.

3.1. d. How many PCs to retain?
There are several considerations for choosing the number of PCs to

rotate, but the two most frequently used in climatology are to: a) rotate all
principal components (PCs) with eigenvalues > 1 since each retained PC
explains the variance equivalent ot at least one variable, and b) include all PCs
that explain at least 5 percent of the total variance. However, both Stone (1989)
and Richman (1986) caution that it is better to over factor than to retain too few
components. O’Lenic and Livezey (1988) also point out that while over factoring
leads to “excessive regionalization of large-scale patterns”, under factoring is a
more serious problem because of the “loss of signal which is often accompanied

by distortion of the patterns”.
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An iterative approach was used to select the number of rotated
components for this study. The number of components with eigenvalues > 1 was
used as the initial estimate of how many PCs to retain. These components were
then rotated and the loadings of the original variables (i.e., grid points) on the
rotated components were examined. The variable loadings for several
components were small (defined as < 0.5), suggesting that these components
were not strongly associated with any grid point and that over factoring had
occurred. The rotation was then performed with a smaller number of
components, and again the variable loadings for each rotated component were
examined to ensure that at least one grid point was moderately (loading > 0.5)
associated with each component. This process continued until the maximum
number of rotated components each with at least one loading > 0.5 was identified
(Table 2-1). This approach attempted to balance the desire to error on the side of
over factoring yet retain components that are physically interpretable. In
comparison, a considerably larger number of components would have been
retained using the “eigenvalue > 1” rule, but many with only small correlations
with the grid points, suggesting over factoring. On the other hand, all the
components extracted using the “variance greater than 5 percent” rule had

several very high (greater than 0.80) loadings, suggesting under factoring.
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Table 2-1 Example of number of PCs to be retained according to the different rules (% of
explained total variance given in parentheses) using time-standardized data matrix

Rule/Season Winter Spring Summer Autumn
Eigenvalues
>1 31 (97.3%) 36 (96.9%) 44 (96.3%) | 35(97.1%)
5% explained
variance 6 (71.7%) 6 (66.1%) 6 (61%) 6 (68.4%)
Rotated PCs
with loadings | 11 (86.9%) 14 (87.9%) 16 (85.3%) 9 (80.8%)
>0.5

The loadings were mapped for each of the rotated principal components,

revealing spatial modes of SLP variation. The maps based on the time-

standardized SLP fields were compared to those based on space-standardized

fields. In spite of a difference in the number of retained components, a close

similarity between the patterns was found. This correspondence, and the fact that
most previous authors have used time-standardized data, prompted the decision

to continue the research with the time-standardized SLP data only.

3.2. Cluster Analysis
The component loadings maps are not actual pressure surfaces. Instead,

the maps represent modes of low-frequency variability, and some illustrate

important teleconnections patterns. To identify circulation types, the scores of the
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daily grids on the retained components need to be subjected to a cluster analysis
in order for the most common combinations (i.e. circulation types) to be
determined (Yarnal, 1993).

Cluster analysis groups data based on a given measure of similarity or
dissimilarity between the individual values and/or groups of values. The main
objective of this technique is to obtain high within-cluster homogeneity and high
between-cluster heterogeneity (Hair et al., 1998). There are many subjective
decisions that are made during a clustering process which introduce uncertainty

in the results.

3.2. a. Choice of clustering algorithm
Whether hierarchical or non-hierarchical clustering techniques should be

used depends to a great extent on the research objectives. Hierarchical methods
combine the data in such a way that the groups at a given stage are nested
within the groups of the subsequent stages of the clustering process (Hair et al.,
1998). On the other hand, non-hierarchical methods distribute the data into a
predefined number of clusters according to the similarity or dissimilarity of the
values to initial cluster seeds. Both groups of methods have advantages and
disadvantages. One of the main shortcomings of the hierarchical methods is that
the cluster membership cannot be changed later in the process. A drawback of
the non-hierarchical methods is their dependence on the initial choice of seeds
for the clusters. Frequently, in order to overcome the shortcomings of both
methods, a combination of hierarchical and non-hierarchical procedures is

employed. The hierarchical procedure is used to suggest the number of seeds or
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clusters, and then the non-hierarchical method is used to arrive at the final
groupings.

A combined hierarchical/non-hierarchical approach was also used for this
study. First, two well known hierarchical methods (average-distance and Ward’s
minimum variance methods) were applied to the component scores. Both
methods are widely used in climatology, with the average distance method
perhaps the most frequently employed clustering procedure (Wilks, 1995). The
reason that more than one hierarchical procedure was used is that both methods
have biases. While the average-linkage method is “biased toward the production
of clusters with approximately the same variance” (Hair et al., 1998, p.496), the
Ward’'s method is biased toward producing clusters with almost equal number of
members. For both methods, Euclidean distance was used as the measure of
similarity between the observations. The two hierarchical clustering procedures
were applied to non-standardized PC scores. According to Johnson (1998), non-
standardized rather than standardized scores should be used in cluster analysis
because standardized scores do not realistically represent the distances between
the points (observations). Since SAS (the statistical software package used for
the analysis) only outputs standardized components scores, the scores were
multiplied by the square root of the corresponding eigenvalue to obtain the non-

standardized scores.
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3.2. b. Stopping rules
Selecting the level of detail, i.e., the number of clusters for a specific

research question has always been a difficult decision. A variety of stopping rules
have been developed (see Cooper and Milligan [1984], and Miligan and Cooper
[1985] for a relatively complete listing of stopping criteria), and many researchers
use at least one objective criterion to choose the final number of clusters
(Kalkstein et al., 1987, Wilks, 1995; Fovell and Fovell, 1993; Johnson, 1998,
among others).

The choice of the stopping rules in this study was in part determined by
the output available from the SAS statistical package for the Ward's and Average
hierarchical methods. The stopping criteria used here are:

a) the Cqbic Clustering Criterion (CCC, Ray (1982), proprietary to the SAS
package). The CCC is usually plotted against the number of clusters. On this plot
appropriate numbers of clusters will correspond to peaks with CC criterion larger
than 3 (Johnson, 1998).

b) the Hotelling Pseudo-t? statistic (PST2, recommended by Johnson,
1998). The Hotelling PST2 statistic evaluates the means of two clusters. The two
clusters could be combined if the means are not significantly different (Johnson,
1998). Choose the level before a relatively large PST2 value is observed.

c) the combined Pseudo-F and Pseudo-T? statistics. A stopping rule based
on a plot of the Pseudo-F statistic in combination with the Pseudo-T? statistic, as
applied by Fovell and Fovell (1993), was used as well. This rule unites the two
best performing, according to Milligan and Cooper (1985), stopping rules: the

Calinski and Harabasz, and the Duda and Hart criteria. The Calinski and
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Harabasz (1974) “pseudo-F” criterion is based on the among- and within-cluster
sum of squares, as well as the number of objects and the number of clusters.
The Duda and Hart (1973) “Je(2) / Je(1)” criterion is a ratio of the within-cluster
sum of squared errors before and after the grouping of two clusters. This criterion
can be transformed into the “Pseudo-T? statistic which is plotted in combination
with the Pseudo-F statistic. Look for local peaks in the pseudo-F statistic that are
followed by sudden jumps in the pseudo-t? for the next clustering level. Choose
clustering levels that precede particularly large or disparate mergers.

d) the R? or the proportion of the explained variance (Kalkstein et al.,
1987; Davis and Kalkstein, 1990). The explained variance is plotted against the
clustering step. The clustering procedure is terminated before a sharp drop in R2

e) the distance between the clusters merged at each step (Wilks, 1995;
Fovell and Fovell, 1993). At the beginning of the clustering process the distances
between merged clusters are small at each step. A point where the distances
between grouped clusters jump sharply is indicative of increased dissimilarity
between the clusters, and the clustering process should be terminated before
such an abrupt increase.

As noted above, most of the rules recommend finding local peaks in the
plots of the criteria and considering the cluster steps corresponding to or before
these peaks as the appropriate numbers of clusters. Many of the plots feature
multiple peaks at different levels of detail, so the stopping rules used in this study

yielded multiple candidate numbers of clusters per criterion for each hierarchical
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clustering method (Table 2-2). The stopping criteria plots for all the seasons are

given in Figure 2-2, Figure 2-3, Figure 2-4 and Figure 2-5.

Table 2-2 Resuits of the application of different stopping rules for the cluster analysis for
all the seasons
(The numbers for each season indicate the candidate numbers of clusters)

41
AUTUMN - 19, 21, 29

Stopping Suggested clustering Suggested clustering Comments /
rules level by level by Description of
Average method Ward method selection criterion
1.CCC WINTER - 6, 10, 15, 19, | WINTER - 8, 13, 20, 27 | Available in the SAS
Plot 26, 33 SPRING - 11, 22, 28, | output. Peaks on the
SPRING - 8, 18, 46 43 plot that have CCC >
SUMMER - 14, 19, 28 SUMMER - 12, 39 3 are supposed to
AUTUMN - 18, 29, 34, AUTUMN -9, 19, 26, correspond to an
36, 47 32 appropriate number
of clusters. (Johnson,
1998)
2. Hotelling’s | WINTER -6, 10, 12, 15, | WINTER -5, 11 Available in the SAS
Pseudo-t? 19, 27, 33 SPRING -6, 8 output. If PST2 is large,
statistic — SPRING -5, 8, 12, 23, SUMMER -5, 9 the two clusters should
PST2 46 AUTUMN -7, 12, 18 not be combined;
Plot SUMMER -3, 14, 19, 28, Choose the level

before a relatively
large PST2 value is
observed. (Johnson,
1998)
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Table 2-2 Continued

Stopping
rules

Suggested clustering
level by
Average method

Suggested clustering
level by
Ward method

Comments /
Description of
selection criterion

3. Combined
Pseudo-F
and Pseudo
T2 criterion
Piot

WINTER - 6, 15, 19, 27,
33

SPRING -5, 8, 12, 23,
46

SUMMER - 3, 14, 19, 28,
41

AUTUMN - 17, 19, 29

WINTER, SPRING,
SUMMER, AUTUMN -
Plot is not informative.

Pseudo F = [A/W] * [(n-
k) / (k-1)], where A and
W are the among- and
within-cluster sum of
squares, n is the
number of objects; k is
the number of existing
clusters. Plot Pseudo-F
and t* statistics against
the cluster level; the
pseudo- ? value plotted
to be the change in the
value between steps.
Look for local peaks
in the pseudo-F test
that are followed by
sudden jumps in the
pseudo-t* for the next
clustering level.
Choose clustering
levels that precede
particularly large or
disparate mergers.
(Fovell and Fovell,
1993)

4. R*

Plot of
explained
variance vs
clustering
step

WINTER - 6, 10, 14, 15,
19, 27

SPRING -5, 8, 12, 23,
46

SUMMER - 19

AUTUMN - 17, 18, 19, 29

WINTER, SPRING,
SUMMER, AUTUMN -
Plot is not informative.

Proportion of variance
explained by the
current number of
clusters. Find where
the coefficient drops
more sharply.
Terminate before the
more dramatic drop.
(Kalkstein et al., 1987;
Davis and Kalkstein,
1990)

5. Plot
distance
between the
clusters
merged at
each step

WINTER -5, 7, 13
SPRING -5, 6, 13, 23
SUMMER -3, 8, 11
AUTUMN -4, 10, 20

WINTER, SPRING,
SUMMER, AUTUMN -
No distance info
available in the output.

If a point can be
discerned where the
distances between
merged clusters jumps
markedly, the process
can be stopped just
before these
distances become
large. Look for
plateaus or natural
breaks. (Wilks, 1995;
Fovell and Fovell,
1993)
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Figure 2-2 Plots of the stopping rules, winter, SLP 1951-2004
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Figure 2-3 Plots of the stopping rules, spring, SLP 1951-2004
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Figure 2-4 Plots of the stopping rules, summer, SLP 1951-2004
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Figure 2-5 Plots of the stopping rules, fall, SLP 1951-2004
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The candidate numbers of clusters were used in the SAS FASTCLUS
procedure to obtain multiple non-hierarchical clustering solutions. The clustering
solutions were compared using Beale’s Pseudo-F criterion in order to determine
objectively which levels of grouping are most adequate for the data in hand. The
application and outcome for each season of the Beale’s testing are discussed in
section 3.2.d. A two level final clustering solution is sought after. The two
solutions with different level of detail will be used to answer different research
questions. The solution that consists of a small number of clusters can be used
to address baseline questions about the temporal characteristics of the derived
patterns. The second more detailed level, which consists of a larger number of
clusters, can be used for more in depth analysis of the relationships of the
derived patterns and the local climate, or in this study, the temperature extremes

in Bulgaria.

3.2. c. Options of the FASTCLUS procedure
The non-hierarchical FASTCLUS algorithm was run multiple times with the

different number of seeds suggested from the hierarchical clusterings. Any one
run of this procedure may include up to four steps. For three of the steps, the
researcher has the opportunity of managing the process by specifying different
options.

By default, the FASTCLUS procedure selects the first 7 consecutive
observations as initial estimates of the means of the clusters, or initial seeds,
where nis the number of clusters determined from the hierarchical procedures

(SAS, 1995). Since the choice of these initial seeds is influenced by the ordering
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of the data (Johnson, 1998), a randomization option was applied that allowed the
selection of a pseudo-random sample of observations as the initial cluster seeds
(SAS, 1995).

After the cluster seeds are chosen, the default is for the seeds to remain
constant until all the observations are assigned to the nearest cluster seed. The
“drift” option used in this analysis, however, allowed for adjustment of the seeds
in order to reach optimal clustering solution. With each new assignment to a
cluster, the corresponding cluster seed was recalculated as the mean of the
cluster. After all observations are assigned to the nearest cluster seed, the seeds
are once again recalculated as the means of the clusters.

The process can be iterative, with the maximum number of iterations
supplied by the user. At the beginning of iteration, the recalculated cluster seeds
from the end of the previous iteration are used as initial seeds. The iterations
cease when the changes in the values of the seeds become less than or equal to
a given convergence criterion (the default criterion was used in this study). After
multiple trials it was determined that 30 - 50 iterations were necessary to attain

convergence of the clustering solution.

3.2. d. Beale’s Pseudo F statistic
Since multiple clustering solutions were obtained, an objective procedure

was needed to determine which solutions to choose as the final solutions.
Following Johnson (1998), every pair of cluster solutions based on consecutive

candidate numbers of cluster seeds was evaluated with the Beale's Pseudo F
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statistic. For two clustering solutions with a different number of clusters, this
statistic determines if a given grouping represents an improvement over the
other. The Pseudo F statistic was computed using Beale’s intracluster residual
sum of squares (USS) of the distances of the data points from the cluster means,
available from the FASTCLUS procedure in SAS. When two clustering solutions
are considered, one with a smaller number of clusters and another with a larger
number of clusters, the solution with the smaller number of clusters is chosen if
their USS values are quite similar (Jonhson, 1998). If the USS for the solution
with larger number of clusters is much smaller than the USS of the solution with
smaller number of clusters, then the solution with the larger number of clusters is
chosen. The Pseudo F statistic for every pair of solutions was compared to
critical values from the F-distribution with the appropriate degrees of freedom.
For example, for the winter season, the hierarchical procedures suggested 5, 6,
7, 8,10, 11, 12, 13, 14, 15, 19, 20, 26, 27, and 33 numbers of clusters. As a first
step, each cluster solution was compared to the solution based on the lowest
number of clusters, 5 in this case, using the Beale’'s Pseudo-F statistic. The
winter 6 cluster solution was compared to the 5 cluster solution, and after
concluding that the 5 cluster solution is an improvement over the 6 cluster
solution, the 7 cluster solution was compared to the 5 cluster solution, and so on.
In this example, the 5 cluster solution was an improvement, according to the
Beale’s Pseudo-F statistic, over the solutions with 6, 7, 8, 10, 11, 12 and 13
clusters (Table 2-3). However, the 14 cluster solution for winter had a lower

residual sum of squares compared to the 5 cluster solution and was considered
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as better. The 14 cluster solution was also an improvement over the 15, 18, and

20 clusters solutions. In sum, the first tier of the classification consisted of the 5

cluster solution, while the second, more detailed tier, consisted of the 14 cluster

solution. The clustering solutions, found to be an improvement over the second

tier solutions for each season, were too detailed to be useful.

Table 2-3 Results of the application of Beale’s Pseudo-F statistic for all the seasons

better than 17, 32, 34, 36, 37; 47 is better than 29. 4
and 17 clusters chosen.

Stopping Results from the application of the Beale's Comments /
rule Pseudo-F statistic Description of
selection criterion
Beale's WINTER - 5 is significantly better than 6, 7, 8, 10, Compares sums of
Pseudo-F 11, 12, 13; 14 is better than 5, 15, 19, 20; 26 is squares (W1 and W2)
criterion better than 14, 27, 33; 5 and 14 clusters chosen. of within cluster
(obtained distances computed
from the SPRING - 5 is better than 6, 8, 11, 12, 13; 18 is from the cluster means
FASTCLUS better than 5, 22, 23, 28; 43 is better than 18, 46; 5 | for two separate
procedure and 18 clusters chosen. clustering solutions. If
applied W1 is close to W2, for
based on SUMMER - 3 is better than 5, 8, 9, 11, 12, 14; 19is | simplicity choose the
cluster seeds | better than 3, 28; 39 is better than 19, 28, 41. 3 and | clustering with fewer
from the 19 clusters chosen. number of clusters,
average and since the two clustering
the Ward FALL - 4 is significantly better than 7, 9, 10 and 12; | solutions are equally
methods) 17 is better than 4, 18, 19, 20, 21 and 26; 29 is good. If W1 is much

smaller than W2, then
could be said that the
first clustering is an
improvement over the
second, and we will
choose the 1 one.
Can be calculated after
applying FastClus in
SAS and obtaining the
USS value for each
compared clustering
solution. (Johnson,
1998)

3.2. e. The final clustering solution
The sequence of procedures in the cluster analysis is summarized in

42




Figure 2-6.

Average Ward's
linkage minimum
technique variance
technique

Choose multiple candidate number of
initial seeds based on stopping criteria
in Table 2-2

'

Run FASTCLUS with random, drift
and maximum iterations options for all
the candidate number of seeds.

v

Use USS to calculate Beale's pseudo-F
criterion and to choose the “best’
numbers of clusters for a small
clustering solution and for a large
clustering solution.

:

Final run of FASTCLUS with the Final run of FASTCLUS with the

small number of clusters large number of clusters
(random, drift and maximum (random, drift and maximum
iterations options) iterations options)

Figure 2-6 Cluster analysis flow chart
Based on the objective procedure, discussed above, a two-tier
classification for every season was established (Table 2-4) — one tier (A) with a

small number of clusters, and another tier (B) with a larger number of clusters.
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The circulation patterns obtained from the small cluster solution are termed
“supertypes” and are composed of the primary features of the atmospheric
circulation over the region. The patterns from the more detailed clusterings are
referred to as “types” and, as will be shown below, represent nuances in
positioning and intensity of the features seen in the supertypes. The supertype
patterns derived for every season are similar and illustrate the evolution of
circulation conditions during the year. It should be acknowledged that due to the
application of the cluster analysis by season, there might exist seasonal
boundary problems.

Some authors (Galambosi et al., 1996; Huth, 2001; Kysely and Huth,
2006), after using a computer assisted classification to group circulation patterns,
relied on subjective decisions to aggregate the clusters into larger groups. The
aggregation of the circulation patterns into supergroups was defended by the
authors as a necessary step, since the obtained clusters were too detailed for
some applications. In contrast to these authors, in this study the supertypes were

established objectively, based on the above described statistical evaluation.

Table 2-4 - Seasonal clustering solutions - number of clusters

Solution/Season Winter Spring Summer Autumn
A 5 5 3 4
B 14 18 19 17
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It is important to note that a “type” is not necessarily strictly associated
with a single supertype, since the clustering method was non-hierarchical rather
than hierarchical. Rather, types can be associated with several supertypes. This
is considered advantageous, as transition in atmospheric circulation can be
better detected. To assess the correspondence between the types and the
supertypes, the dates of overlap were compared for every season. Most of the
types are strongly associated with only one of the supertypes, although a few
types are associated with two, and in rare occasions, three supertypes. The
results for the correspondence between the supertypes and the types for all the
seasons are presented below (Table 2-5, Table 2-6, Table 2-7, and Table 2-8).

The clusters can not be mapped directly (Yarnal, 1993). However, since
each day is assigned to only one cluster from the small clustering solution and to
one cluster from the large clustering solution, the grids from each cluster for each
solution were averaged to produce composite pressure maps. Composite maps
were also plotted for the standardized anomalies of the circulation patterns.
These plots reveal the main anomaly centers characterizing given supertype or
type. For a given season, the standardized anomalies were calculated by
subtracting from every daily grid point value the seasonal average for that grid
point, and dividing by the grid point seasonal staﬁdard deviation. The
standardized anomaly patterns for each cluster from each solution were
averaged to obtain the composite patterns for each supertype and type. The
composite analysis of the supertypes and the types for each season is the end

product of the map-pattern classification.
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3.2. f. Comparison with upper level airflow
For the dates belonging to the supertypes, the Z500 data were averaged

and composite 500 hPa geopotential height maps were produced as well. The
combination of surface and upper-air maps allows for a more comprehensive

representation of the circulation conditions over the study domain.

3.3. Analysis of the frequency and persistence of the supertypes and

types
The frequency of occurrence of the supertype patterns was investigated.

The seasonal frequency (in %) was calculated relative to the total number of
days of a given season for the period 1951-2004. The monthly occurrence (in %)
was computed relative to the number of days for a given month, again for the
entire period.

The number of consecutive days during which a given supertype
dominates the study domain (or the ‘persistence’ of this supertype) is of particular
interest since it directly affects the local climate of the different regions. The
persistence characteristics summarized over the entire period are termed ‘total
persistence’ in this study. Following Huth (1997), three main parameters were the
focus of the analysis of the total persistence characteristics for every supertype:
a) the number of 1-day, or transitional, events; b) the percentage of days
included in events lasting 4 days or longer; and c) the average event length in
days. An ‘event’ was considered to be the uninterrupted sequence of days
classified with the same supertype. The percentage of days included in events

lasting 4 days or more was calculated as the ratio of the number of days within
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events lasting 4 or more days for a certain supertype to the total number of days
classified with the same supertype. The average event length was calculated by
dividing the total number of days classified with a given supertype by the total
number of events of any length for this supertype.

The Mann-Kendall test for the existence of trends was used to study the
interannual changes in the persistence of the following parameters: a) the
average length of all events per supertype; b) the number of transitional (1-day)
events, by pentads (non-overlapping five year periods starting in 1951); c) the
frequency of events lasting 2-4 days, by pentads; d) the frequency of events
lasting more than 4 days, by pentads; e) the average length of the events lasting
more than 4 days, by pentads; and f) the total number of days in events lasting
more than 4 days, by pentads. Pentadal values were used instead of the annual
values since one of the requirements of the Mann-Kendall test for existence of
trend is that at least one value per time period (day, month, or year) should be
observed in order for this test to be valid. Some of the persistence characteristics
were not available for every year, because they were based on truncated series,
including only the data values for events lasting 4 days or longer. In these cases,
the totals or averages by pentads were used following Changnon and Changnon

(1992).

3.3.1. Break point tests
The interannual changes in the seasonal frequency of the circulation

patterns were assessed using break point tests and nonparametric trend analysis
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tests. The nonparametric Pettit test (Pettit, 1979) and the Standard Normal
Homogeneity Test for a single break (SNHT, Alexandersson, 1986) were used to
identify change points or step changes in series of interest. The SNHT assumes
that the values of the series of interest are normally distributed, while the Pettit
test does not make this assumption. The Pettit test is less sensitive to outliers
compared to the SNHT, since it is based on ranks rather than actual values of
the series. The SNHT is more sensitive to breaks in the beginning and end of the
series. In contrast, the Pettit test is sensitive to breaks in the middle of the tested
period. This test is affected also by existence of trends in the series, which leads
to frequent rejection of the null hypothesis (Busuioc and von Storch, 1996). In
this study, following Busuioc and von Storch (1996), the SNHT was employed
together with the Pettit test. To be considered a break point, both tests have to
indicate a statistically significant change point in the same year or quite close to
the same year (within a 2-3 years difference).

The null hypothesis for this analysis is that there are no changes or breaks
in the series. The alternative hypothesis states that a step-like shift exists in the
series of interest. The tests were applied initially to the entire 1951-2004 period.
If a break point was detected by the tests, following Kysely and Domonkos
(2006), only the sub-periods larger than 20 years determined by this break point

were tested in turn for breaks.

3.3.1. a. Details of the Pettit test
If Y, Y ..., Yais the series of interest, and ry, r,, ..., r,are the ranks of the

values, we can calculate the statistic:
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k
Xk = ZZII}—I((IH'I) ,where k = 1,...,n,

and nis the total number of years. X is plotted against the years of the period.
The maximum or minimum of the calculated Xi values signify a break in the
original series if a critical value for a given length of the original series is
exceeded at pre-specified significance level. The critical values for given levels of

significance are given in Pettit (1979).

3.3.1. b. Details of the SNHT
The T{k) statistic of the SNHT allows for the comparison of the mean for

the first k years of the period to the mean for the n-k years of the period. The T(k)

statistic is calculated as follows:
—2 =2
T(k)= kz; + (n— k)Zz L k=1..,n

where

L S -D/s

2=1Y(0-T)s 2
ZI=IZ(Y_Y)/S and ZZ:n—ki=k+l

i=1
Y; are the values from the series of interest, Yis the mean of the original series,
and s is the standard deviation. If a break exists in a given year, 7(k) has a
maximum value near that year. For convenience and better visualization, 7(k) is
plotted against year. The test statistic 7, is found from:

T, =max T(k)

1<k<n
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The null hypothesis is rejected if T is above the critical value for certain length of
the period at a pre-selected significance level (see Table Ill, Wijngaard et al.,

2003).

3.3.2. Nonparametric trend tests
The Mann Kendall trend test for existence of trends and the Sen’s

nonparametric estimate of slope (Gilbert, 1987) were applied to the entire 1951-

2004 period, as well as to the sub periods determined by the break points tests.

3.3.2. a. Mann Kendall nonparametric test for existence of trend
The Mann Kendall nonparametric trend test allows for the existence of

missing data in the series and does not assume a specific distribution of the
values for the period of interest. The test varies somewhat depending on the
length of the series. If the period of interest comprises 40 values or less then the
statistic S is computed using the following procedure, described in full detail in
Gilbert (1987, p.209):

a) list the data in the order they were obtained over time, i.e. x;, x;,

..., Xn, where x is the data value and i=17,...nis the time.

b) determine the sign of all n(n — 7)/2 possible differences of x; — x,
where j>k.
c) if x; — xx > 0 then sgn(x; — xk) = 1, if x; — xx < 0 then sgn (x; — xi) =

-1, if x; = xx then sgn(x; — xx) = 0, where sgn indicates which value
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was assigned to the x; — x difference in the cases when the

difference is negative, positive or equal to zero.

d) compute the S statistic using the formula
n-1 n
s=3 Ysenlx, - x,)
k=1 j=k+1

The null hypothesis states that there is no trend in the series. If the null is
tested against the alternative hypothesis of an upward trend, the null is rejected
when S is positive and the probability value in table A18 (see Gilbert, 1987,
p.272) corresponding to the computed S is less than an a priori specified
significance level a. When the null is tested against an alternative hypothesis for
a downward trend, the null is rejected if S is negative and the probability value for
the absolute value of S from table A18 (Gilbert, 1987) is less than the beforehand
specified significance level a. The calculations of the S statistics were done in
Excel and also using the program of Helsel, Mueller and Slack (2006).

When the data series contains more than 40 values, (for this study the
period 1951-2004 consisting of 54 data values was used), the normal
approximation test can be applied (Gilbert, 1987, p.211). The normal
approximation test takes into account the variance of the S statistic and the
presence of ties (equal values) in the series. The S statistic is computed as

above. The variance of S is calculated using the formula:
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VAR(S) = | nln=D@n+5) - 31, (6, ~D(@t, +5) |

where g is the number of tied groups, {, is the number of data values in the pth
group. Subsequently S and VAR(S) are used to calculate the test statistic Z:

Z=(S-1)/[VAR(S)* if S>0,

Z=0 if S=0

Z=(S+ 1)/[[VAR(S))” if S<O.
A positive (negative) value of Z indicates a positive (negative) trend. If the
alternative hypothesis is for an upward trend, the null is rejected if Z> Z; 4. If the
alternative hypothesis is for a downward trend, the null is rejected if Z is negative
and its absolute value is greater than Z;42.The standard normal tables can be

used to assess the statistical significance of the Z statistic.

3.3.2. b. Sen’s nonparametric estimator of slope
Sen’s (1968) method for calculation of the slope builds on a test by Theil

(1950). Sen'’s test is not affected by the existence of missing values, outliers or

gross data errors. The slope estimates are calculated using the formula:

Q=-—
i—1i
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where x;; and x; are the values during times /’and j, and /"> /. If the N'is the
number of data pairs for which /"> Jj, the median of the N’values is the estimator

of slope.

4. Results
In order to maintain consistency between the different seasons, the

naming of the circulation patterns was based on the most prominent sea level
pressure anomaly centers. For example, the “Scandinavian High-Mediterranean
Low” pattem features a strong positive SLP anomaly area over Scandinavia and
a well developed negative anomaly over the Mediterranean. This haming
convention allows for an immediate association to be made between the pattern
labels and the pressure configurations over the continent and the North Atlantic.
The two maps presented for each circulation pattern include the composite

pattern and the composite anomaly pattern.

4.1. Circulation catalog
4.1.1. Wintertime circulation

4.1.1. a. Winter SLP supertypes
Five main sea-level circulation patterns, referred to as “supertypes”, were

identified for winter. Each supertype is characterized by one or more centers
represented by positive or negative SLP anomalies. The first supertype features
two large anomaly areas (Figure 2-7). A large negative anomaly, indicating below
normal SLP values, is located over the northern and northeastern portion of the

analysis domain, particularly over the arctic regions of Scandinavia. Higher than
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normal SLP values are found over the southern portion of the analysis domain
with the largest positive anomalies seen over northern Africa and the
Mediterranean. This extended area of generally higher pressure resembles the
“Voeikov axis”, earlier described by Giles and Balafoutis (1992). Based on the
location and relative magnitude of the two anomaly centers, this circulation
pattemn is labeled the Arctic Low-Voeikov Belt® (AL-VBwin) supertype (the
abbreviations of the supertypes names are presented in Table 2-9). The
strongest pressure gradients are found between 45° and 55° N resulting in a
strong low-level zonal flow over the British Isles and northemn Europe.

The second supertype is approximately the mirror image of the first, with
higher than normal SLP over the arctic regions of Scandinavia and lower than
normal SLP over the Mediterranean and northern Africa. This circulation
supertype is referred to as the Scandinavian High-Mediterranean Low (SH-
MLwin). The positive anomaly over Scandinavia is stronger compared to the
negative anomaly over the Mediterranean and North Africa, and extends
eastward towards Siberia. This pattern emphasizes the influence of the
Mediterranean cyclones and the Siberian anticyclone on the wintertime
circulation over Europe.

The Mediterranean Low is also present in the composite anomaly analysis
for the next supertype, referred to as the Mediterranean Low-North Atlantic

High (ML-NAHwin). Here the negative anomaly center over North Africa and the

® The name “Voeikov Belt” was influenced by a 1992 article of Giles and Balafoutis, where the
extension of the Siberian Anticyclone westward to connect with an anticyclone over the eastern
Atlantic was referred to as the Voeikov axis. This feature has been termed also ‘der Axe des
Kontinents by van Bebber and Koppen (1885).
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Mediterranean is considerably larger in extent compared to the negative anomaly
area of the previous SH-MLwin supertype. Also, the northern area of positive
anomalies is displaced southwestward over the British Isles, and the average
positive anomalies are not as large as for the SH-MLwin supertype. The ML-
NAHwin configuration reflects the importance of the Gulf of Genoa area of
cyclogenesis during winter.

The next two supertypes are characterized by single anomaly centers.
The supertype referred to as the European High (EHwin) is characterized by
higher-than-normal SLP values across most of the analysis domain. In particular,
a ridge of higher pressure extends from North Africa north and northeastward
into Scandinavia. This pattern is conducive to meridional circulation in the
eastern portions of the analysis region. The last supertype is characterized by a
large negative anomaly situated over the British Isles and the northeastern
Atlantic. This supertype is named the Icelandic Low (ILwin), even though the
large negative anomaly is displaced somewhat eastward from Iceland. Strong
pressure gradients are seen over much of Europe but particularly in extreme
Western Europe. Low-level airflow over much of Europe, with the exception of

the Iberian Peninsula, would have on average a southerly component.
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Table 2-9 Table of abbreviations of the supertypes

Abbreviation Meaning

VB Voeikov Belt

AL Arctic Low

AH Azores High

EL European Low

EH European High

ML Mediterranean Low
ASR Azores-Scandinavian Ridge

IL Icelandic Low
PGL Persian Gulf Low
NAH North Atlantic High
SH Scandinavian High

WPGL Weak Persian Gulf Low
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Figure 2-7 continued

4.1.1. b. Relationships between wintertime supertypes and types

The name designation for the circulation types that overlap with a given
supertype on over 49% of the days of occurrence is made up of the supertype
abbreviation, a sequential number for the type, and a three-letter abbreviation for
the season (for example, AL-VB1win, Table 2-10). The sequential placement of
the type depends on the percentage days in common with the supertype, i.e., the

type having the highest overlap with the supertype is labeled “1”. For types
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overlapping with two or more supertypes, the name is represented by the
abbreviations of the supertypes to which the pattern is related (for example,
EH/ML-NAH is a pattern having days in common with the European High and the
Mediterranean Low-North Atlantic High supertypes). These types are termed
“mixed” types in this study.

The composite maps of the standardized anomalies for the circulation
types (Figure 2-8), indicate that most of the circulation types deviate from the
supertype configurations in terms of the intensity or the location of the
characteristic anomaly features. Although the maps for types AL-VB1win (with
91% days in common), AL-VB2win (having 78% days overlap), and AL-VB3win
(61% overlap) clearly are similar to the Arctic Low-Voeikov Belt supertype, they
also exhibit some differences. The composites differ from the supertype
configuration in terms of the intensity and position of the Arctic Low and Voeikov
Belt. For AL-VB1win, the positive anomaly in the southern portions of the domain
is more intense and extends somewhat further northward over western Europe.
In contrast, the Voeikov Belt positive anomaly is much weaker for AL-VB2win
and the negative anomaly in the Arctic is stronger. Type AL-VB3win differs in
terms of both positioning and intensity of the anomaly centers, with the Arctic
Low weaker and displaced southward and the Voeikov Belt stronger but limited

to the very southern areas.
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Table 2-10 Classification of the atmospheric circulation over Europe -
Association between the supertypes and circulation types for winter
* Mixed types have less than 50% days overlap with any one supertype.

Type Overlap with
abbreviation Associated supertype super;lype(s)
(o]
AL-VB1win 91%

. Arctic Low- Voeikov Belt o
AL-VB2win (AL-VBwin) 78%
AL-VB3win 61%

ML-NAH1win Mediterranean Low-North Atlantic High 90%
(ML-NAHwin)
ML-NAH2win 63%
4 0,
EH1win European High 98%
EH2win (EHwin) 58%
SH-ML1win 90%

. Scandinavian High-Mediterranean Low o
SH-ML2win (SH-MLwin) 80%
SH-ML3win 50%

IL1win Icelandic Low 95%
(ILwin)
IL2win 63%
Mixed*
ML-NAH/SH- between ML-NAHwin and o/ 1900
MLwin SH-MLwin 49%/39%
. Mixed o/ A0,
ML-NAH/EHwin | |+ veen ML-NAHwin and EHwin 43%143%

Closely related to the Mediterranean Low-North Atlantic High supertype

are types ML-NAH1win (80% days in common) and ML-NAH2win (63% days

overlap). The composite for type ML-NAH1win deviates from the supertype

pattern by the less intense positive anomaly shifted to the southwest and by the

stronger negative anomaly. For type ML-NAH2win, the negative anomaly
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extends over most of eastern Europe and Scandinavia, and the strong positive
anomaly is shifted northwest over Iceland and is more intense.

The European High supertype has days of overlap with types EH1win
(98% days in common) and EH2win (58% overlap). For type EH1win, the
intensity of the anomaly areas is higher and a second center of higher than
normal SLP exists over Scandinavia. A spatially limited, closed positive anomaly
area is found over central and western Europe for type EH2win.

Closest to the Scandinavian High-Mediterranean Low supertype are types
SH-ML1win (90% overlap), SH-ML2win (80% of days in common), and SH-
ML3win (50% of days in common). These types differ from the supertype by: a) a
more intense positive anomaly and a shift of the negative anomaly
northwestward towards Iceland (SH-ML1win); b) a stronger negative anomaly
and less intense positive anomaly shifted westward over Iceland (SH-ML2win);
and c) a much stronger negative anomaly shifted to the west over the Atlantic

ocean (SH-ML3win).
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Figure 2-8 Winter types composites - pressure patterns and standardized anomalies

The left column presents the SLP patterns, while the right column displays the
standardized anomaly patterns
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Two types are highly associated with the Icelandic Low supertype: IL1win
(95% days in common) and the IL2win (63% overlap) types. The composites for
the types vary from the supertype by the intensity of the negative anomaly area
(more intense in both cases and shifted to the northwest between Iceland and
the British Isles for IL2win),

Some types are not clearly identified with only one particular supertype.
Two mixed types exist in winter. Type ML-NAH/SH-MLwin is intermediate

between the Mediterranean Low-North Atlantic High (49% overlap) and the
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Scandinavian High-Mediterranean Low (39% days in common). The type shares
with both supertypes the positive anomaly in the northern portion and the
negative anomaly in the southern portion of the study domain. It differs from both
supertypes by the more intense negative anomaly to the south. In addition, the
type varies from the SH-MLwin supertype by the less intense positive anomaly
over Scandinavia.

Type ML-NAH/EHwin is classified as a combination of the Mediterranean
Low-North Atlantic High (43% days in common), and the European High (43%)
supertypes. Clearly a transition between these two supertypes, the type has in
common with both supertypes the positive anomaly, which in the type composite
is located between the Biritish Isles and southern Scandinavia. The type differs
from both supertypes by the higher intensity of the anomaly. In addition, the type

does not display a negative anomaly as the ML-NAHwin supertype.

4.1.1. c. Frequency of the winter supertypes

Although the supertypes exhibit relatively similar frequencies during the
winter season, the EHwin supertype is present on the largest number of winter
days (22.5%, Figure 2-9). The ML-NAHwin and the AL-VBwin supertypes are the
next most frequent patterns with frequencies of 21.0% and 20.8%, respectively.
The SH-MLwin and the ILwin supertypes are least frequent, both with seasonal

frequencies of 17.9%.
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Figure 2-9 Relative frequency of the winter supertypes compared to the total number of
winter days in the period (%)

The monthly distributions of the circulation patterns are of particular
interest since they reveal the intra-seasonal evolution of the circulation conditions
during winter. Typical of December are the AL-VBwin supertype with 23.2%
occurrence, the EHwin supertype with 22.7%, and the ML-NAHwin supertype
with 22.0% occurrence (Figure 2-10). The SH-MLwin supertype occurs least
often (13.8%) in December compared to the other supertypes.

In January, the EHwin supertype occurs most often (26.3%). The AL-
VBwin supertype is also frequent, occurring on 22.3% of all January days. The
other supertypes are less frequent during this month, occurring during 16.8%
(ML-NAHwin) to 17.5% (SH-MLwin) of the winter days.

The amplification of the land-sea contrasts in February, compared to the
previous months, is evident in the predominance of the ML-NAHwin (24.6%) and
the SH-MLwin supertypes (22.8%). The zonal flow characterizing the AL-VBwin

supertype is least important during February with only a 16.5% frequency.
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| Relative frequency of the winter SLP supertypes by
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Figure 2-10 Relative frequencies of the winter supertypes compared to the total number of
days in each month for the overall period (%)

4.1.1.d. S I and hly distributions of the winter circulation types
The frequency of the circulation types during winter ranges from 4.9% to

9.3% (Table 2-11). The types highly associated with the most frequent winter
supertype, EHwin, although quite frequent are not prevalent. For example,
EH1win occurred on 7.9% of the winter days and EH2win on 7.0% of the winter
days. The mixed type ML-NAH/EHwin, however, which has high percentage of
overlap with the EHwin supertype (43%), is the most recurrent (9.3%) in winter.
Hence, the mixed type contributes significantly to the overall maximum winter
frequency of the EHwin supertype. The SH-ML2win (4.9%) and SH-ML3win
(5.1%) types are least frequent in winter similar to the supertype to which they

are related, SH-MLwin.
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Table 2-11 Relative frequency of the winter types compared to the total number of winter
days in the period (%)

Type IL1 SH-ML2 | ML-NAH2 | AL-VB2 | ML-NAH1 | IL2 | ML-NAH/EH
Seasonal 7.3 49 7.5 5.9 5.7 8.4 9.3
frequency

Type SH-ML1 | EH1 | AL-VB3 | EH2 | AL-VB1 | ML-NAH/SH-ML | SH-ML3

Seasonal 8.4 7.9 8.3 7.0 7.4 6.8 5.1
frequency

The circulation types are fairly evenly distributed throughout the winter
months, with most of the types occurring on 3.2% to 10.8% of the days in a
month (Table 2-12). The most recurrent types, ML-NAH/EHwin (10.8% in
February), EH1win (10.6% in January) and ML-NAH/SH-MLwin (10.6% in
February), follow the monthly distribution of the supertypes with which they are
associated. These types have maximum incidence in the same months in which
the respective supertypes with which they are associated have their maximum.
This correspondence between the monthly frequencies of the supertypes and the

related types holds true for the rest of the types as well.
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Table 2-12 Relative frequencies of the winter types compared to the period number
of days for each month (%)

Month/Type | IL1 SH-ML2 | ML-NAH2 | AL-VB2 | ML-NAH1 | IL2 | ML-NAH/EH

DEC 6.7 3.2 9.0 7.0 6.5 9.6 8.0
JAN 6.5 50 6.2 6.0 44 84 9.3
FEB 9.1 6.5 7.3 4.7 6.3 7.2 10.8

Month/Type | SH-ML1 | EH1 | AL-VB3 | EH2 | AL-VB1 | ML-NAH/SH-ML | SH-ML3
DEC 8.5 8.0 9.3 9.0 74 43 3.6
JAN 7.2 10.6 9.7 6.0 8.7 6.0 6.0
FEB 9.6 4.9 58 5.8 5.8 10.6 5.6

4.1.1. e. Winter Z500 composites characteristics
The Z500 composite maps created for the supertypes show a clear

correspondence to the respedive SLP patterns. A low amplitude ridge and
trough in the southern portion of the European/North Atlantic region, a well-
defined zonal flow to the north, and weak troughing over northern Scandinavia,
are evident on the composite created from averaging the Z500 daily patterns for
the dates classified as having the Arctic Low-Voeikov Belt supertype (Figure
2-11). An intense Z500 gradient, and a split flow characterize the Z500
composite for the Mediterranean Low-North Atlantic High supertype. The split
flow features a ridge over the Atlantic and a trough over the continent in the
north, and a ridge and a trough with much higher amplitude in the south. A
prominent mid-tropospheric ridge over western, central and northern Europe and
a trough over eastern Europe, are associated with the European High supertype.

Split flow, manifested by mostly zonal circulation in the southern parts of the
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region with weak troughing over the Mediterranean, and a distinct trough to the

west of Iceland and a prominent ridge over northern Europe in the northern flow,

is associated with the Scandinavian High-Mediterranean Low SLP pattern. The

Icelandic Low Z500 composite is characterized by a combination of a ridge to the

south and trough at the northern portions of the Atlantic and mostly zonal flow

over the continent. All of the Z500 composites represent upper-air configurations

that relate strongly to the SLP features of the supertypes.
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Figure 2-11 Z500 supertypes composites, Winter
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4.1.2. Springtime circulation

4.1.2. a. Spring supertype patterns
Several supertypes identified for winter are also present in spring although

slightly modified. Similar to their winter counterparts, the spring Arctic Low-
Voeikov Belt* (AL-VBspr) and Scandinavian High-Mediterranean Low (SH-
MLspr) supertypes feature two anomaly centers of opposite sign over the
northern and the southern areas of the study domain (Figure 2-12). Although the
anomaly centers for AL-VBspr are similar in intensity to those in the winter
supertype with the same name, the area with higher than normal pressure is
shifted to the north and is located over central Europe. This supertype, in
general, produces mostly westerly (zonal) surface flow over western and
northern Europe and northwesterly flow over eastern and southeastern Europe.

Southwestern Europe is characterized by anticyclonic conditions.

*The supertypes have the same names in two seasons, if the location and the sign of the
anomalies they feature are similar.
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The mirror image to the AL-VBspr anomaly pattern, is the SH-MLspr
anomaly pattern. It features a strong positive anomaly over Scandinavia and a
less intense, compared to winter, negative anomaly centered over Spain. The
spring supertype is similar to the winter supertype with the same name, with the
exception that the anomalies are weaker. The low-level air flow is predominantly
easterly-northeasterly over most of Europe.

The main feature of the composite for the Icelandic Low (ILspr)
supertype, like the ILwin supertype, is the well developed negative anomaly over
Ireland. In addition, however, an area of higher than normal SLP is evident over
the Mediterranean and the southeastern portions of the study domain, with the
largest positive anomaly located south of Italy. Most of Europe is affected by
southerly airflow under this supertype.

Another supertype in spring which features two anomaly centers is the
European Low (ELspr), which, in contrast to the above configurations, does not
have a winter counterpart. This pattern is characterized by an extensive negative
anomaly located over central Europe, affecting the entire continent. A weak
positive anomaly is centered south of Iceland. The European Low configuration is
clearly conducive to meridional low-level circulation: from the north-northwest
over western Europe and from the south over southeastern and central Europe.

The only supertype dominated by a single anomaly center is the Azores-
Scandinavian Ridge (ASRspr), which is also a springtime pattern without a
winter counterpart. This supertype is dominated by an elongated area of higher

than normal SLP extending in a northeasterly direction from the tropical latitudes
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of the Atlantic towards the British Isles and Scandinavia. The largest positive
anomaly is centered over Denmark. The strongest pressure gradient is seen over
Iceland. Most of the continent is dominated by anticyclonic conditions under this

supertype.
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Figure 2-12 continued
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4.1.2. b. Relationships between the supertypes and the circulation types for
spring’

The Scandinavian High-Mediterranean Low supertype has the strongest
association with types SH-ML1spr (90% of days in common), SH-ML2spr (70%
overlap), and SH-ML3spr (59% overlap, Table 2-13). The composite maps for
types SH-ML1spr and SH-ML2spr differ from that of the supertype by the
intensity of the negative anomaly (higher in both cases) and by the displacement
of the positive anomaly to the south for SH-ML1spr and of the negative anomaly
to the northwest for SH-ML2spr. For type SH-ML3spr, the negative anomaly is
stronger and shifted to the east, and the positive anomaly is weaker and
displaced to the west (Figure 2-13).

Several types are strongly associated with the Arctic Low-Voeikov Belt
supertype. They are type AL-VB1spr (99% days in common), type AL-VB2spr
(83%), type AL-VB3spr (77%), and type AL-VB4spr (69%). The composite SLP
pattern for AL-VB1spr shows more intense anomaly centers in comparison to the
supertype pattern. The AL-VB2spr type features less intense anomalies and, in
addition, a second positive anomaly center southwest of Iceland. The composite
for AL-VB3spr illustrates a more intense area of higher SLP over the continent
compared to the supertype, and a negative anomaly shifted westward over the
Atlantic. AL-VB4spr portrays a more intense negative anomaly shifted somewhat
to the south and an elongated less intense positive anomaly extending into the

southwestern portion of the study domain.

® The types composite maps are arranged according to the sequence in which they are
addressed in the text.
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Table 2-13 Classification of the atmospheric circulation over Europe - Spring types
Association between the types and supertypes
* Mixed types have less than 50% days overlap with any one supertype.

Type Overlap with
abbreviation Associated supertype superot/ype(s)
0
SH-ML1spr 90%
Scandinavian High-Mediterranean Low 70%
SH-ML2spr (SH-MLspr)
0,
SH-ML3spr 59%
AL-VB1spr 99%
83%
AL-VB2spr Arctic Low- Voeikov Belt
- 0,
AL-VB3spr (AL-VBspr) 77%
AL-VB4spr 69%
ASR1spr 84%
Azores-Scandinavian Ridge 64%
ASR2spr (ASRspr)
0,
ASR3spr 61%
90%
EL1spr European Low
0,
EL2spr (ELspr) 85%
IL1spr Icelandic Low 87%
IL2spr (ILspr) 55%
AL-VB/ELspr Mixed between AL-VBspr and ELspr 48%/31%
EL/ILspr Mixed between ELspr and ILspr 49%/44%
IL/ELspr Mixed between ILspr and ELspr 48%/27%
IL/ASRspr Mixed between ILspr and ASRspr 43%/32%

The Azores-Scandinavian Ridge supertype is related to several types.

Type ASR1spr (84% days in common) is dominated by a large and more intense
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positive anomaly over the British Isles compared to the supertype. An additional
negative anomaly is evident to the southwest of Spain. Type ASR2spr, with 64%
of days of overlap with the supertype pattern, differs from it by a more intense
positive anomaly that is shifted northeastward. An additional positive anomaly
center, not present in the supertype composite, is seen in the southwestern
portion of the study domain, and the negative anomaly over Greenland extends
to the southeast. ASR3spr has 61% days in common with the supertype and
features a stronger negative anomaly over Iceland, and a zone of less intense

positive anomalies located to the south of the positive anomaly in the supertype.
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The composite maps for type EL1spr (90% days in common) and type
EL2spr (85% overlap) are quite similar to the European Low supertype, except
for the higher intensity of both anomaly centers for the former and the stronger
positive anomaly somewhat displaced to the southwest for the latter.

Types IL1spr (87% days of overlap) and IL2spr (55% overlap) are highly

associated with the Icelandic Low supertype. The patterns deviate from the
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supertype by the intensity of the anomaly centers, with type IL1spr having a
weaker negative anomaly and type IL2spr featuring a stronger negative anomaly,
compared to the supertype. In addition, the positive anomaly for type IL2spr is
shifted to the west of the location for the supertype.

Four types are mixed, i.e. related to more than one supertype. Although
having 48% days in common with the Arctic Low-Voeikov Belt supertype, type
AL-VB/ELspr is also related to the European Low supertype (31%). This type,
being an intermediate between the above supertypes, features a stronger
positive anomaly (compared to both AL-VBspr and ELspr) that is shifted to the
northwest over Iceland compared to the AL-VBspr. In addition, the type is
characterized by weaker negative anomalies over the Russian Plain /
Scandinavia and North Africa, compared to both supertypes.

Type EL/ILspr is an intermediate type between the European Low (49% of
days in common) and the Icelandic Low (44% overlap). It is dominated by a large
and more intense (compared to both supertypes) negative anomaly centered
over Belgium and features a stronger positive anomaly that is displaced
southwest of Iceland compared to the location on the composite map of the
ELspr supertype.

The composite pattern for type IL/ELspr is related to a greater extent to
the Icelandic Low supertype (48% days in common). The type composite

features a stronger negative anomaly, displaced to the southwest, compared to

both supertypes.

89



Type IL/ASRspr is divided between the Icelandic Low (43% days in
common) and the Azores-Scandinavian Ridge supertypes (32% overlap). It
deviates from the Icelandic Low by the intensity (stronger), and position
(displaced in tropical Atlantic and extending to Iceland) of the negative anomaly,
and from the Azores-Scandinavian Ridge by the position (shifted over central

Europe) of the positive anomaly.

4.1.2. c. Frequency of the spring supertypes
In general, the supertypes identified for spring are equally frequent,

although the SH-MLspr supertype occurs on slightly more spring days (21.3%)
than the other supertypes (Figure 2-14). Least frequent is the Icelandic Low
supertype (18.6%). The frequency of the rest of the supertypes is approximately

20% (19.5% for ASRspr, 20.0% for ELspr, and 20.7% for AL-VBspr).
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Figure 2-14 Relative frequency of the spring supertypes compared to the total number of
spring days in the period (%)
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Regarding intra-seasonal variations, March is dominated by a supertype
characterized by a strong positive anomaly over most of the continent. The AL-
VBspr is most frequent in March, with frequency of 26.3% (Figure 2-15). Least
recurrent in March is the SH-MLspr configuration with 13.9% occurrence. April is
characterized by an increased frequency (23.4%) of the ELspr supertype. The
rest of the supertypes exhibit similar occurrence rates in April, varying between
only 18.8% and 19.9%. May is dominated by the SH-MLspr supertype, which at
30.8% is more frequent in May than in any other spring month. Conversely, the

other supertypes are least frequent in May.

for spring supertypes by month
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Figure 2-15 Relative frequencies of the spring supertypes compared to the period number
of days for each month (%)

4.1.2.d. S land hly distribution of the spring types
Although the seasonal frequencies of the supertypes are quite similar

(Figure 2-14), the seasonal distribution of the circulation types is more variable.
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The AL-VB/ELspr mixed type exhibits the highest frequency (9.1%) for spring
(Table 2-14). Second most frequent is the IL1spr with 7.5% of all the spring days.
Several types display low recurrence rates for the season. Types AL-VB4spr

(3.4%) and AL-VB1spr (2.3%) are least frequent.

Table 2-14 Relative frequency of the spring types compared to the total number of spring
days in the period (%)

Type ILJEL | SH-ML2 IL1 EL/IL | AL-VB/EL | AL-VB2 EL2
Seasonal 4.6 7.0 7.5 49 9.1 59 5.1
frequency

Type Al-VB4 | SH-ML1 ASR3 AL-VB1 EL1 SH-ML3 | AL-VB3

Seasonal 34 6.3 6.6 2.3 43 7.2 49
frequency
Type IL2 IL/ASR ASR1 ASR2
Seasonal 4.0 3.9 7.2 58
frequency

March is characterized by little variation of the incidence rates for the
different types. Except for AL-VB3spr (8.9%) and ASR2spr (9.0%), all the other
types occur on 3.5% to 6.9% of the days in March (Table 2-15).

During April, the combined high rate of occurrence of the mixed AL-
VB/ELspr (10.0%), EL1spr (5.6%) and EL2spr (6.8%) types, results in the overall
greatest recurrence for the associated supertype, ELspr (23.4%, Figure 2-15).
Least recurrent is the AL-VB1spr with 0.7%, reflecting the AL-VBspr supertype

minimum of 18.8% for April (Figure 2-15).
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Table 2-15 Relative frequencies of the spring types compared to the period number of
days for each month (%)

Type IL/EL | SH-ML2 iL1 EL/IL | AL-VB/EL | AL-VB2 EL2
MAR 6.9 42 3.5 57 5.1 41 44
APR 5.1 5.0 7.0 5.5 10.0 7.0 6.8
MAY 2.0 11.8 11.9 3.6 12.3 6.7 43
Type Al-VB4 | SH-ML1 ASR3 AL-VB1 EL1 SH-ML3 | AL-vB3
MAR 6.2 3.6 6.6 5.8 44 43 8.9
APR 3.0 5.6 7.3 0.7 5.6 7.9 34
MAY 0.8 9.6 5.9 0.2 3.0 9.3 24
Type IL2 ILUASR | ASR1 ASR2
MAR 6.9 4.7 58 9.0
APR 3.5 4.0 8.2 44
MAY 1.5 29 7.8 3.9

May displays even larger differences between the occurrence rates for the
different types. While the AL-VB/ELspr type occurs on 12.3% of all days, the

AL-VB1spr and AL-VB4spr types occur on less than 1% of May days.

4.1.2. e. Spring Z500 composites characteristics

The Z500 composite for the SH-MLspr supertype displays a split flow with
a high amplitude trough/ridge wave over the northern portion of the region
corresponding to the Icelandic Low and the Scandinavian high pressure center

on the SLP composite map. Within the southern air stream a much less
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pronounced ridging over the southern Atlantic (related to the SLP Azores High) is
accompanied by weak troughing over the Mediterranean (Figure 2-16). The Z500
composite for the AL-VBspr supertype also shows a split flow pattern. The
northern ridge, however, is displaced westward over the Atlantic, compared to
the Z500 configuration for the SH-ML supertype, and northemn and eastern
Europe are influenced by troughs. The Z500 composite for the ASRspr supertype
shows a high amplitude ridge-trough pattern. Ridging is affecting the eastern
Atlantic and Western Europe resulting in the extended SLP ridge at the surface.
Troughing characterizes the areas to the west of Iceland and Eastern Europe.
The same configuration, although displaced to the west and featuring a more
intense height gradient, is evident on the Z500 composite for the spring ELspr
supertype. The Z500 map for the ILspr supertype is characterized by a split flow
with a trough over northern Atlantic (corresponding to the large area Icelandic
Low) in the northern air stream. Slight ridging over the Mediterranean and

troughing over the Black and the Red seas is evident in the southern air stream.
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4.1.3. Summertime circulation

4.1.3. a. Summer supertype patterns
Summer circulation patterns are much less pronounced in comparison to

the patterns during the rest of the year. The increased radiative and heat balance
of the Northern Hemisphere, the decrease of the latitudinal contrasts between
the polar and the tropical regions lead to much lower meridional pressure
gradients and as a consequence less vigorous, more stagnant atmospheric
circulation during this season.

Three supertypes were suggested by the synoptic typing for the summer
season (Figure 2-17). All of the supertypes indicate the importance of the Azores
High in summer, depicting its augmented areal coverage and increased intensity.
The circulation centers of action shift to the north in summer, and the northern
displacement of the Azores High is well evident in all the supertype composites.
In addition to the Azores High, a thermal cyclone over the Arabian Peninsula and
the Persian Gulf is apparent for all the summertime supertypes. This thermal low,
referred to here as the Persian Gulf Low, reflects the increased heating of the
continental areas in summer. Two of the supertypes are also characterized by
anomaly centers located over Scandinavia. The Azores-Scandinavian Ridge
(ASRsum) supertype, similarly to its spring counterpart, features a strong area of
higher than normal SLP over Scandinavia. The differences between the spring
and summer supertypes, however, reflect the lower circulation intensity in
summer. The positive anomaly is smaller in extent and the anomaly gradient over

Iceland is much weaker in summer. While most of western and northern Europe
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is dominated by anticyclonic conditions, the eastern portions of the continent are
affected by northerly-northeasterly low-level airflow. The anomaly center over
Scandinavia is of opposite sign, indicating lower than normal SLP, for the Arctic
Low-Persian Gulf Low (AL-PGLsum) supertype. This supertype is also
characterized by a stronger Persian Gulf negative anomaly compared to the
ASRsum supertype. While western and northern Europe are affected by a
southerly surface flow, most of central and eastern Europe is characterized by
weak pressure gradients. The AL-PGLsum supertype does not have a
counterpart in the other seasons.

The Weak Persian Gulf Low (WPGLsum) supertype also is only present
in summer. It is dominated by a single, strong positive anomaly center, located
over the Arabian Peninsula and the Persian Gulf. This positive anomaly is
reflected in the occurrence of a weaker than in the other supertypes thermal
cyclone on the surface SLP composite map. The majority of western Europe is
influenced by a westerly/southwesterly airflow, while the eastern and

southeastern portions of the continent experience westerly/northwesterly airflow.
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4.1.3. b. Relationships between the supertypes and the types for summer’®
The types associated with the WPGLsum supertype are WPGL1sum

(100% of days in common), WPGL2sum (96%), WPGL3sum (91%), WPGL4sum
(90%), WPGL5sum (76%), and WPGL6sum (74%) (Table 2-16). WPGL1sum
differs slightly from the supertype in that displays a stronger positive anomaly
over the Persian Gulf. Type WPGL2sum configuration features an additional well
defined negative anomaly over the northern Atlantic and Scandinavia. The
composite for type WPGL3sum differs from the supertype map in terms of an
additional negative anomaly over the central Mediterranean and positive
anomalies over the mid-Atlantic and Scandinavia. The WPGL4sum type features
lower than normal SLP over most of the mid-continent and a well-defined positive
anomaly over Iceland. WPGL5sum diverges from the supertype by the extension
of the positive anomaly from the Persian Guif over almost the entire continent
and northern Africa. Negative anomalies are seen in the northern portions of the
study domain. The last type (WPGL6sum) displays a more intense and extensive
positive anomaly from the Persian Gulf area to the western Mediterranean
compared to the supertype. A weak negative anomaly over the Russian Plain is
also seen.

The six types associated with the ASR supertype and the percentage of
days in common are: ASR1sum (93%), ASR2sum (86%), ASR3sum (84%),
ASR4sum (72%), ASR5sum (59%), and ASR6sum (55%). The types can be

divided into two groups depending on their differences from the supertype. The

8 The types composite maps are arranged according to the sequence in which they are
addressed in the text.
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first group includes ASR1sum, ASR3sum, ASR4sum and ASR5sum. All four
types display either a similar or stronger positive anomalies in the northern
portions of the map domain. For ASR3sum, the location of the positive anomaly
is similar, whereas for ASR4sum the largest positive deviations are located
somewhat further north over the North Atlantic. For ASR1sum, the area of
positive anomalies extends farther south into Mediterranean and North Africa,
while the positive anomalies extend eastward for ASR5sum. The other two types
exhibit either a weaker positive anomaly with a more intense Persian Gulf
anomalous area (ASR2sum), or without Persian Gulf anomaly evident
(ASR6sum). All of these types also feature additional strong negative anomalies

in the northern corners of the domain or over the mid-latitude Atlantic.
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Table 2-16 Classification of the atmospheric circulation over Europe - Summer types
Association between the types and supertypes
* Mixed types have less than 50% days overlap with any one supertype.

Type Overlap with
abbreviation Associated supertype supel;t/ype(s)
0
WPGL1sum 100%
WPGL2sum 96%
WPGL3sum 91%
Weak Persian Gulf Low 0
WPGL4sum (WPGLsum) 90%
WPGL5sum 76%
WPGL6sum 74%
ASR1sum 93%
ASR2sum 86%
84%
ASR3sum Azores-Scandinavian Ridge
0,
ASR4sum (ASRsum) 72%
ASR5sum 59%
ASR6sum 55%
AL-PGL1sum 100%
AL-PGL2sum 96%
84%
AL-PGL3sum Arctic Low-Persian Gulf Low
- 0,
AL-PGL4sum (AL-PGLsum) 70%
AL-PGL5sum 68%
AL-PGL6sum 66%
*Mixed
AL-PGL/ASR/
WPGLsum | Petween AL‘R%LGS’fg;nASRs”m and | 370,/36%/28%
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The next group of six types is associated with the AL-PGLsum supertype.
Al of the types feature stronger than the supertype negative anomaly in the
northern portions of the study domain except for the AL-PGL2sum type (96%
days in common with the supertype) which is characterized also by a very strong
Persian Gulf negative anomaly. Three of the types display a shift of the Arctic
negative anomaly. This anomaly is: a) displaced to the southwest for AL-
PGL3sum (84%); b) shifted to the south over the European continent for AL-
PGL5sum (68% overlap); or c) displaced to the east for AL-PGL6sum (66%
overlap). In combination with the displacement of the negative Arctic anomaly,
the above types feature a weak Persian Gulf anomaly (AL-PGL3sum, AL-
PGL5sum, AL-PGL6sum) or a lack of such an anomaly (AL-PGL4sum). Three
types display additional positive anomalies located either over the continent (AL-
PGL3sum and AL-PGL4sum) or extending from Iceland to the southwest of

Europe (AL-PGL6sum).
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In summer, one type is mixed, i.e., related to more than one supertype.
Despite having 37% days in common with the Arctic Low-Persian Gulf Low
supertype, type AL-PGL/ASR/WPGLsum is also associated with the Azores-
Scandinavian Ridge (36%), and the Weak Persian Gulf Low (28%) supertypes.
The similarities between this mixed type and the three supertypes are: a) a
strong negative anomaly located over Italy and affecting central and southern
Europe, somewhat similar to AL-PGLsum; b) positive anomalies over northern
Europe, the Russian Plain and the eastern Atlantic, similar to the ASRsum
supertype; and c) a positive Persian Gulf anomaly, as in the WPGLsum pattern.
4.1.3. c. Frequency of the summer supertypes

The supertypes are approximately equally frequent in summer. The
seasonal frequency varies between 31.7% for the WPGLsum supertype and

35.1% for the AL-PGLsum supertype (Figure 2-19).
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June is strongly dominated by the WPGLsum supertype (56.2%, Figure
2-20), which occurs twice as frequently as the other two supertypes. This finding
reflects the evolution of the thermal conditions in the beginning of the summer,
and in particular the gradual warming of the continents, in this case the Asian
continent, which subsequently leads to the development of the strong Persian
Gulf thermal low. The other supertypes occur on 19.4% (AL-PGL) and 24.3%
(ASRsum) of the June days for the period. In the middle of summer the most
frequent supertype is the AL-PGLsum supertype, occurring on 50.0% of the July
days for the period. With the continents having accumulated already vast
amounts of heat during the summer months, the Persian Gulf thermal low
deepens, and the Weak Persian Gulf supertype, characterized by a positive
anomaly over the Arabic Peninsula, is considerably less frequent in July
compared to June (12.8% of the July days for the period). The supertypes are

approximately equally frequent in August.
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4.1.3. d. Seasonal and monthly distribution of the summer types
The types are approximately equally frequent in summer (Table 2-17).

Most often, excluding the AL-PGLS5 supertype, highest frequency (between 5.0%
and 6.6%) exhibit the types associated with the most frequent summer
supertype, i.e. AL-PGLsum. Some of the types, related to the least frequent
supertype in summer (WPGLsum), exhibit the lowest frequency (WPGL1sum,

WPGL3sum and WPGL4sum).

Table 2-17 Relative frequency of the summer types compared to the total number of
summer days in the period (%)

Type AL-PGL1 AL-PGL/ ASR2 | ASR4 | WPGL4 WPGL6 | ASR6
ASR/WPGL
Seasonal 57 58 5.6 53 4.6 5.7 4.2
frequency

Type AI-PGL2 | AL-PGL5 | AL-PGL3 | ASR5 | WPGL3 | ASR1 | AL-PGL6

Seasonal 50 3.8 6.0 6.0 39 59 6.1
frequency

Type WPGL5 | ASR3 | WPGL2 | WPGL1 | AL-PGL4

Seasonal 5.7 6.1 56 27 6.6
frequency

In most of the cases, as during the other seasons, the monthly rates of
occurrence of the circulation types resemble the intra-seasonal distribution of the
supertypes (Table 2-18). In June, highest rate of occurrence exhibit the types
associated with the WPGLsum supertype. In July, in addition to the highly

recurrent types related to the AL-PGLsum supertype, some types associated with
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the ASRsum supertype (ASR1sum, ASR4sum and ASR5sum) are also quite
frequent. In August, the types related to the WPGLsum supertype are generally

less frequent.

Table 2-18 Relative frequencies of the summer types compared to the period number of
days for each month (%)

Type AL-PGL1 AL-PGL/ ASR2 | ASR4 | WPGL4 | WPGL6 | ASR6
ASR/WPGL

JUN 21 54 2.7 25 8.9 8.4 7.2

JUL 8.2 4.9 5.6 7.8 1.1 5.1 24

AUG 6.6 7.0 8.5 5.6 3.8 3.6 3.2

Type A-PGL2 | AL-PGLS | AL-PGL3 | ASR5 | WPGL3 | ASR1 | AL-PGL6
JUN 1.2 3.0 3.5 2.5 8.7 3.9 42
JUL 9.6 3.2 8.2 9.7 0.6 84 8.1
AUG 4.0 5.1 6.3 5.7 2.6 53 5.9

Type WPGLS5 | ASR3 | WPGL2 | WPGL1 | AL-PGL4

JUN 8.7 5.6 8.7 7.6 54

JUL 24 4.8 24 0.1 74

AUG 5.9 7.8 57 0.5 7.0

4.1.3. e. Summer Z500 composites characteristics
As expected, given the small differences in the summertime supertypes,

the Z500 composite patterns are quite similar to one another. All display a slight
ridge over the tropical Atlantic, a prominent closed blocking high over Africa and
an inconspicuous trough over the Black Sea (Figure 2-21). The Z500 composites
corresponding to the ASRsum and AL-PGLsum supertypes display a split flow

with a ridge over northern Europe for the former and a trough between Iceland
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and Scandinavia for the latter. The airflow is mostly zonal over western Europe

on the Z500 composite for the WPGLsum supertype.
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Figure 2-21 Z500 supertypes composites, Summer
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4.1.4. Falltime circulation

4.1.4. a. Fall supertype patterns

The fall season is a period of transition between the weaker summer
circulation and the robust winter state of the atmospheric circulation. Although
the changes in fall are in the opposite direction (towards a decrease of the heat
accumulation, especially north of the tropical latitudes, and an increase of the
north-south thermal, and subsequently pressure gradient) compared to spring,
the other transitional season, some similarities in their characteristic supertypes
exist.

Three of the supertypes for fall correspond to supertypes from the other
seasons. Two of these supertypes are characterized by two anomaly centers.
The Arctic Low/Voeikov Belt (AL-VBfal) supertype is somewhat similar to the
winter and spring supertypes with the same name. The fall supertype, however,
differs from the AL-VB supertypes in winter and spring in terms of a less intense
negative anomaly area in the northern portions of the domain that is more limited
in extent compared to the other seasons and shifted eastward. In addition, the
positive anomaly in the southern portions of the domain expands over most of
Europe and features two closed centers of higher than normal SLP, one over
France and a larger and more intense anomaly over Egypt. The surface gradient
is strongest over Scandinavia and the Russian Plain. This supertype induces
mostly zonal flow over northern Europe, while the rest of the continent is

dominated by anticyclonic conditions.
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Figure 2-22 continued

The second supertype featuring two anomaly areas is the Scandinavian
High-Mediterranean Low (SH-MLfal). Although quite similar to its spring
counterpart, this supertype has a stronger, better defined negative anomaly
centered over Italy. Compared to the winter supertype with the same name, the
SH-MLfal supertype features less intense negative anomaly. As in the other
seasons, a strong positive anomaly is located over Scandinavia and northern
Europe. While northeastern Europe is characterized by anticyclonic conditions
under this supertype, the rest of the continent, excluding the British Isles and the
Iberian Peninsula, is influenced by easterly airflow. Southwesterly airflow is
present over the British Isles.

Another fall season supertype that is also seen in other seasons is the
Icelandic Low (ILfal). This supertype is dominated by a single large area of
lower than normal SLP centered over the northern portions of the British Isles,

similar to the IL supertypes for winter and spring. The fall IL supertype differs
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from its spring counterpart by the more limited area of higher than normal
pressure along the eastern and southern boundaries of the study domain. Most
of the continent in fall is influenced by a southerly, southeasterly or easterly low
level flow.

The last supertype, the Persian Gulf Low (PGLfal), is the only supertype
that does not have a counterpart in any other season. Like the ILfall supertype,
only one anomaly area is evident for the PGLfall supertype. The PGLfall is clearly
a transitional circulation between the summer and the fall months as it is
dominated by the strong negative anomaly located over the Arabian Peninsula
and the Persian Gulf, which is characteristic of the summer season. The

transport of air over most of the continent is from the west.

4.1.4. b. Relationships between the supertypes and types for falf
Several types have overlap days with the Persian Gulf Low fall supertype

(Table 2-19). Despite the variety of the types associated with the PGLfal
supertype, all of them have in common the intense area of lower than normal
sea-level pressure over the Persian Gulf/Arabian Peninsula. The pattern closest
to the supertype is PGL1fal (100% overlap) featuring a more intense negative
anomaly over the Persian Gulf/Arabian Peninsula (Figure 2-23). PGL2fal (82%)
also displays a stronger Persian Gulf/Arabian Peninsula anomaly. In addition, it
features a positive anomaly over Scandinavia, not present on the supertype

composite. The rest of the types associated with the PGLfall supertype exhibit

" The types composite maps are arranged according to the sequence in which they are
addressed in the text.
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less intense negative anomalies over the Persian Gulf/Arabian Peninsula
compared to the supertype. These types also deviate from the supertype by: a)
the existence of a strong positive anomaly over Central and Western Europe and
negative anomaly over the northern portion of the map domain (PGL3fal and
PGL6fal); b) a strong negative center over the British Isles (PGL4fal); or c) a
large positive anomaly over the British Isles and a negative anomaly over
Scandinavia (PGL5fal).

The AL-VBfal supertype is related to types AL-VB1fal (97% in common),
AL-VB2fal (72% days in common), and AL-VB3fal (51%). Although type AL-
VB1fal is closest to the supertype, it displays more intense negative and positive
anomaly areas compared to the supertype. AL-VB3fal also features a more
intense positive anomaly centered between the British Isles and Scandinavia. In
addition, this type displays a positive anomaly over the tropical Atlantic. Type AL-
VB2fal differs from the supertype by the existence of two positive anomaly areas
(over the Persian Gulf and west of Ireland) and of a well defined area of lower
than normal pressure over ltaly.

The SH-MLfal supertype is very well depicted by type SH-ML1fal (100%
days in common). The only deviation of the type from the supertype is the higher
intensity of the anomaly areas over Scandinavia and the Mediterranean. The
composite for type SH-ML2fal (71% in common with the supertype) is
characterized by a displacement of the Scandinavian positive anomaly to the
southwest and a westward shift of the negative anomaly over the Mediterranean

compared to the composite for the supertype. Type SH-ML3fal (with only 56%
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overlap days with the supertype) features a very strong negative anomaly over

Italy, surrounded by weak positive anomalies to the west, north and east.

Table 2-19 Classification of the atmospheric circulation over Europe - Fall Types
Association between the types and supertypes
* Mixed types have less than 50% days overlap with any one supertype.

Type Associated supertype Overlap with
abbreviation supertype(s)
%
PGL1fal Persian Gulf Low 100%
(PGLfal)
PGL2fal 82%
PGL3fal 78%
PGL4fal 59%
PGLS5fal 58%
PGL6fal 55%
AL-VB1fal Arctic Low-Voeikov Belt 97%
(AL-VBfal)
AL-VB2fal 72%
AL-VB3fal 51%
SH-ML1fal Scandinavian High-Mediterranean 100%
Low
SH-ML2fal (SH-MLfal) 71%
SH-ML3fal 56%
IL1fal Icelandic Low 91%
(ILfal)

IL2fal 67%
IL3fal 51%
SH-MU/ILfal *Mixed 49%/48%
between SH-ML and IL
AL-VB/ILfal Mixed 46%/39%
between AL-VB and IL
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Figure 2-23 continued

Three circulation types are associated with the Icelandic Low fall
supertype. IL1fal, with 91% days in common, is the most closely related to the
supertype, although the negative anomaly over the northern portion of the map
domain is more intense. For IL2fal (67%) the negative anomaly is also stronger
than that for the supertype, but in addition the anomaly is shifted southward over
western Spain. The composite map for IL3fal is also characterized by a strong
negative anomaly in the northwest of the map domain. However, this type also is

influenced by a strong positive anomaly over North Africa. The other two types
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are also characterized by positive anomaly areas over the Persian Gulf and over
northwest Africa (IL1fal), or Iceland (IL2fal).

Two mixed types were determined in fall. Type SH-ML/ILfal is quite
equally divided between the Scandinavian High-Mediterranean Low (49% in
common) and the Icelandic Low (48%) supertypes. The type is characterized by
a stronger positive anomaly over Scandinavia and the lack of Mediterranean
negative anomaly, compared to SH-MLfal supertype. This mixed type also
features a less intense negative anomaly which is shifted to the west of Ireland,
compared to the ILfal supertype. Type AL-VB/ILfal is transitional between the
Arctic Low-Voeikov Belt (46% overlap) and the Icelandic Low (39% overlap)
supertypes. Compared to both supertypes, it features a stronger negative
anomaly located over Scandinavia that influences most of the continent, and very
weak positive anomalies in the southern and western portions of the domain,

compared to the AL-VBfal supertype.

4.1.4. c. Frequency of the fall supertypes
The supertypes are almost equally frequent during the fall season. An

exception is the PGLfal supertype (36.2%) which occurs on about 15% more fall
days than each of the other supertypes (22.4% for AL-VBfal, 21.3% for SH-MLfal
and 20.1% for ILfal) (Figure 2-24). The beginning of the fall season is greatly
dominated by the intermediary PGLfall pattern, occurring on 82% of all
September days (Figure 2-25). October is characterized by similar rates of
incidence for all the four supertypes, varying between 23.7% and 25.9%. The

Persian Gulf Low supertype is very infrequent in November with only a 0.7%
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recurrence. The other supertypes are more frequent in November compared to
September and October. The AL-VBfal supertype (37.2%) shows a slight

prevalence over the SH-MLfal (31.1%) and the ILfal (29.8%) supertypes.
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Figure 2-24 Relative frequency of the fall supertypes compared to the total number of fall
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4.1.4. d. Seasonal and monthly distribution of the fall types
The seasonal frequency of the circulation types is similar that of the

respective supertypes (Table 2-20). The types related to the PGLfal supertype
are the most frequent, occurring on 5.9% to 10.4% of fall days. The other types

occur on 4.0% to 6.7% of fall days.

Table 2-20 Relative frequency of the fall types compared to the total number of fall days in

the period (%)

Type PGL3 IL2 PGL6 AL-VB2 | SH-MU/IL | AL-VB1 IL3
Seasonal 7.4 4.8 6.7 4.1 5.0 5.6 4.2
frequency
Type AL-VB/IL PGL2 IL1 SH-ML2 | SH-ML1 AL-VB3 | SH-ML3
Seasonal 55 104 4.9 4.0 49 6.7 5.8
frequency

Type PGL1 PGL4 PGL5

Seasonal 7.7 6.5 5.9

frequency

As in the other seasons, the monthly frequency of the types corresponds
to the monthly occurrence of the supertypes (Table 2-21). September is
dominated by types related to the PGLfal supertype. In October, in accordance
with the almost equal frequency of t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>