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ABSTRACT

PREDICTION OF STRUCTURAL AND THERMOCHEMICAL PROPERTIES:
COMPUTATIONAL STRATEGIES FOR SMALL MOLECULES TO PERIODIC
SYSTEMS

By
Zainab H. A. Alsunaidi

The prediction of thermochemical properties is central in chemistry and is essential in
industry to predict the stability of materials and to gain understanding about properties of
reactions of interest such as enthalpies of formation, activation energies and reaction enthalpies.
Advances in state-of-the-art computing and algorithms as well as high-level ab initio methods
have accounted for the generation of a considerable amount of thermochemical data. Today, the
field of thermochemistry is largely dominated by computational methods, particularly with their
low cost relative to the cost of experiment.

There are many computational approaches used for the prediction of thermochemical
properties. In selecting an approach, considerations about desired level of accuracy and
computational efficiency need to be made. Strategies that have shown utility in the prediction of
thermochemical properties with high accuracy and lower computational cost than high-level ab
initio methods are ab initio composite approaches, or model chemistries, such as the correlation
consistent Composite Approach (ccCA). ccCA has been shown to predict enthalpies of formation
within “chemical accuracy”, which is considered to be 1 kcal mol™!, on average, for main group
elements with respect to well-established experiments.

In this dissertation, ccCA and the commonly used Gn composite methods have been
utilized to establish effective routes for the determination of structural and thermochemical

properties of oxygen fluorides species and for organoselenium compounds. To assess the



reliability of these approaches, enthalpies of formation were calculated and compared to
experimental data. Density functionals have also been employed in these projects to examine
their performance in comparison to experiments as well as to composite methods. The impact of
several thermochemical approaches on the accuracy of the predicted enthalpies of formation via
various computational methods has been also considered such as the traditional atomization
approach and molecular reaction approaches.

Additionally, in this dissertation, the reaction of a direct amination of benzene to produce
aniline on the Ni(111) surface was investigated to identify possible reaction intermediates and to
determine the thermodynamically preferred reaction pathways. The adsorption behaviors and
energetics of all species involved in this reaction are presented. Periodic density functionals were
used to consider this heterogeneous catalytic process. Because DFT is based on the uniform
electron gas model, which in principle resembles the band theory of metallic systems, DFT is
particularly good at modeling metallic systems and thus well suited for the study of

heterogeneous catalysts at the molecular level.
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CHAPTER 1 INTRODUCTION

Computational chemistry is a rapidly growing field of chemistry that uses fundamental
physics, mathematics, and computer simulation to investigate chemical systems. Advances in
high computing performance have played an important role in improvements in computational
methods and algorithms that, in turn, facilitate the elucidation of complex chemical systems,
such as solids, biological macromolecules, polymers, and ionic liquids. Information such as
electronic structure, reactivity of atoms and molecules, thermochemical and spectroscopic
properties, just to name a few, can all be reliably provided from high-level theoretical
calculations. This information helps chemists to gain in-depth understanding of a particular
chemical problem and develop and design new reactions or systems. Computational applications
also aid in interpreting available experimental measurements and provide predictions for
systems/properties that are unknown or unexplored, or that are difficult to address
experimentally. Nowadays, applications in critical areas such as anti-cancer drugs, energy

development, astronomy, and green chemistry have been explored theoretically.

Two main classes of computational chemistry methods are molecular mechanics and
electronic structure methods and within each class are numerous approaches. Each family of
approaches differs in the type of approximation, attainable accuracy, and computing resources
required (disk space, time, and memory). Knowing the applicability and limitations of a theory
allow suitable methods to be selected for a given chemical problem while taking into account the
system size, the target accuracy, the available computing resources, and the property of interest.
Molecular mechanics (MM) are classical mechanics approaches that solve for Newton’s

equations of motion using pre-determined empirical force fields to describe potential energy



surface (PES). MM are highly useful approaches for providing molecular and thermodynamic
properties of large molecules, as large as >10000 atoms, such as enzymes, from a macroscopic
perspective. These approaches are used intensively in biochemical research. The reliability of a
MM calculation depends on how accurate the empirically derived force fields are and how
suitable/transferable they are for a system of interest and on the correct sampling of the phase

space.

Electronic structure methods, on the other hand, are quantum mechanical approaches that
are based on solving the time-independent Schrodinger equation and are increasingly important
in chemistry, physics and material science. They can be categorized into three classes: ab initio
molecular orbital (MO) theory, density functional theory (DFT), and semi-empirical methods.
Both semi-empirical and ab initio methods are wave function based; however, unlike ab initio
methods, semi-empirical methods, as expected from the name, use fitting parameters typically
derived from experimental data (e.g. enthalpy of formation, ionization potentials, structural
parameters, and dipole moments) to compensate for approximations made to the quantum
mechanical model, such as neglecting two-electron integrals, i.e. electron correlation is
approximated using empirical parameters. Although semi-empirical methods are computationally
faster compared to ab initio methods, and can be applied to systems containing >1000 atoms,
they are less accurate than ab initio methods and their accuracies are dependent on the

experimental database for which they were parameterized.

In this dissertation, ab initio molecular orbital (MO) theory and density functional theory
(DFT), discussed in more detail in Chapter 2, were employed to investigate systems spanning
from small inorganic molecules to larger organic compounds to extended periodic systems. The

aim is to utilize various computational approaches and strategies to predict accurate (within “or



near “chemical accuracy”) thermochemical properties and to evaluate the performance of these
methods relative to experiment, where available. Another aspect of this work is to use density
functional theory as well as statistical thermodynamic to identify and study possible adsorbed

intermediates involved in a heterogeneous reaction process.

Ab initio methods are developed from first principles (physical constants), i.e. do not use
empirically obtained force fields or parameters, and use several approximations to solve for the
many-body Schrodinger equation. If these approximations are small in magnitude (such as in
Configuration Interaction (CI)), accurate solutions to the Schrodinger equation can be achieved
yet at high computational cost. These less approximated methods can be only applied to small
molecules. Density functional theory, however, can be applied to larger systems (~100 - 1000
atoms) at a moderate computational cost, i.e. DFT scales as N* where N represents the number
of basis functions. DFT solves for the Schrodinger equation in terms of the total electron density
instead of a wave function. The solution for the Schrodinger equation provides a real numerical
value of the energy of a system and its electron distribution. Calculating the second derivative of
the energy (Hessian matrix) with respect to atomic positions determines force constants and
vibrational frequencies. This information allows predicting thermochemical properties including

enthalpies of formation, bond dissociation energies, ionization potentials, and electron affinities.

There are strategies that have been established to address the accuracy and high
computational cost demands of high-level ab initio methods. For example, a number of ab initio
composite approaches, or model chemistries, have been developed for predicting
thermochemical properties with accuracies that mimic those possible from high-level ab initio
methods, such as coupled cluster with single, double, and perturbative triple excitations

(CCSD(T)), but with reduced computational cost. Composite methods utilize a series of steps



combining lower level methods and basis sets to replicate results with higher-level methods.
Gaussian-n (Gn) composite methods and the correlation consistent Composite Approach (ccCA)

both are discussed in Chapter 2 and were utilized in Chapter 3 and Chapter 4.

Understanding the utility of theoretical methods for predicting energetic properties of
various classes of molecules is important, and can lead to the development of effective strategies
for future studies. In Chapter 3, composite methods including ccCA, G3, and G3B3 are utilized
for the prediction of enthalpies of formation (AH®'s) for oxygen fluoride species, which is
compared to reliable experimental data. In addition, the performance of several density
functionals including M06 and M06-2X, for determining structures and AH®¢'s of the same set of
oxygen fluorides also was examined. The set includes fluorides, difluorides, dioxides, trioxides,
and the corresponding hydrides. These molecules have been a great challenge for the
computational community particularly due to the unusual geometry of molecules such FOO and

FOOF.

The research in Chapter 4 includes the prediction of accurate enthalpies of formation for
a set of organoselenium compounds using several thermochemical schemes via composite
methods and density functionals. Selenium compounds play a substantial role in organic
synthetic reactions, in the semiconductor industry, and in biochemistry. Thermochemical
properties, particularly AH%'s, are of great importance in providing predictions and insight
about chemical reactions including molecular stability, reaction enthalpy, and bond dissociation
energy. Isodesmic and hypohomodesmotic reaction schemes have been developed to cancel
errors arising from differential correlation effects and size extensivity (which will be discussed

herein), which, in turn, can result in a better prediction of AH"}S as compared with the



conventional atomization approach.

In Chapter 5, plane-wave DFT is employed to investigate possible reaction mechanisms
for the direct amination of benzene on the Ni(111) surface. The direct amination of benzene to
produce aniline is of significant interest from a green chemistry perspective, although, it is very
challenging because of the strong C-H bond of benzene and the N-H bond of ammonia. In this
research, a full detailed study of this reaction including adsorption behaviors (structures,
energetics, frequencies, electronic interactions) of all species on the Ni(111) surface and
thermochemical properties is done and suggestions of reliable computational models are
provided. The study uses the PBE and PBE-D3 functionals to determine adsorption structures
and energetics for a variety of adsorption systems including adsorbed NHx species and adsorbed
aromatic species to consider possible reaction intermediates relevant to the direct amination of
benzene. Statistical thermochemistry is employed to calculate reaction enthalpies and reaction
free energies of the proposed reaction pathways between imide and benzene. The study also aims
to compare and correlate a heterogeneous Ni(111)-imide model with the corresponding
homogenous nickel-imide model for the C-H amination reaction. In Chapter 6, all of the research

projects are summarized and future interests are discussed.



CHAPTER 2 THEORETICAL BACKGROUND

2.1 The Schrodinger Equation

In quantum mechanics, electrons are described using a wave function (¥). The wave
function conveys all information of the state of the system and can be used with an operator to
measure an observable property of a given system. A cornerstone wave equation of quantum

mechanics is the non-relativistic time-dependent Schrédinger equation,'™ Eq. 2.1,

Ao _
— <5 W, R 1) = H¥(r, R, 1) 2.1)

where H is the Hamiltonian operator (the energy operator), W(r, R, t) is the wave function of

electronic coordinates, nuclear coordinates, and time, respectively. i equals to vV—1, and A equals
to h / 2w, where h is the Planck’s constant. The time-dependent Schrodinger equation describes
how a wave function W(r, R, t) for a system evolves with time when governed by a Hamiltonian.
In other words, it describes the dynamics of a given system and provides the probability

distribution of the state of the particle at each time.

In quantum chemistry, many applications are concerned with obtaining the constant
energy of stationary states, i.e. standing waves that have no time dependence, of a chemical
system. Hence, the non-relativistic time-independent Schrodinger equation, Eq. 2.2, is widely
used, which can be derived from Eq. 2.1 using the separation of variables principle in which the
wave function is factored into a function that depends only on spatial coordinates and a function
that depends only on time. The time-independent Schrodinger equation, Eq. 2.2, is employed in
this dissertation and will be referred to as the Schrodinger equation henceforth. It is a second

order differential equation in electronic and nuclear coordinates. The Schrodinger equation is



also an eigenvalue equation, where the Hamiltonian operator (H) is applied to a wave function

(¥ (r, R)) that describes the chemical system to give the total energy (E) of that system.’

HyY(r,R) = EY(r,R) (2.2)

The Hamiltonian is shown in Eq. 2.3 in atomic units and is expressed as the sum of the
kinetic energy (T) and potential energy (V) operators of N electrons (i and j) and M nuclei (4 and

B) within a system:

N M M N N N
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where M, is the mass of the nuclei, Z, and Zz are the charges of nuclei 4 and B, respectively.
|R4 — 1;| is the distance between an electron and a nucleus, |ri - r]-| is the distance between two
electrons, |R4 — Rg| is the distance between two nuclei, and V? is the Laplacian operator. The
first two terms represent the kinetic energy operator of the electrons (T, ) and the nuclei (T,,). The
following terms correspond to the potential energy operator of the attraction between electrons
and nuclei (V,,), the repulsion between electrons (¥,,), and the repulsion between nuclei (7,,,).2
The Schrodinger equation, Eq. 2.2, elucidates that certain energy levels (eigenvalues) are
allowed for a given system and correspond to wave functions that are the stationary state
solutions (eigenfunctions) of this given system. The wave function itself is not measureable,
however it can be squared (Y*) to give the probability, |y?|of finding an electron within a

given region in space, according to Max Born,’ i.e. it can describe the electron density of the



system. The integral of [1)?| over all the volume space (d7) must be equal to one for a

normalized wave function.

f 2| dr = (ply) = 1 (2.4)

2.1.1 Born-Oppenheimer Approximation

The Schrodinger equation cannot be solved exactly except for one electron systems such
as hydrogen atom or hydrogenic cations. Thus, solving for the total energy for multi-electron
systems requires the use of approximations due to the many body problems arising from the
correlation of the motion of many electrons in the Schrodinger equation. One fundamental
approximation is based on the fact that the masses of the nuclei are much larger than the mass of
the electrons, which, in turn, means that the nuclei move more slowly than the electrons for a
given kinetic energy. Thus, the nuclei can be considered fixed with respect to the motion of the
electrons. This is the essence of the so-called Born-Oppenheimer approximation!® that allows a
decoupling of the nuclear and electronic motions. With the assumption that the electrons move in
the field of fixed nuclei, the Hamiltonian can be reduced to an expression independent of the

nuclear motion® as shown in Eq. 2.5,

N M N
elec 2 4 i _ TL |rl _ T]| (2.5)

where the kinetic energy term of the nuclei (T,,) is zero when applying the Born-Oppenheimer
approximation. The repulsion between the nuclei (V,,) becomes a constant that is obtained
classically via Coulomb’s law. Since constant terms in an operator do not have an effect on the

wave function, the (¥,,,) term is not included in the electronic Hamiltonian. When the electronic



Hamiltonian (H,,,.) is applied to a wave function, the electronic Schrodinger equation, Eq. 2.6,

1s obtained

Heleclpelec (1) = EctecPeiec(r) (2.6)

where Y. (1) is obtained from a separation of variables from Y (r, R).

The addition of the potential energy of the repulsion of nuclei (¥,,) to the electronic

energy (E.;ec) results in the total energy (E;,;) of the system, as shown in Eq. 2.7.

ZaZg
Fu = Z >
tot = Eelec + IR, — Ry (2.7)
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2.1.2 Slater Determinant

The electronic wave function (¥,;..) in the electronic Schrodinger equation (Eq. 2.6)
must be a product of both the spatial and spin functions in order to fully describe an electron. As
fermions, electrons cannot share the same set of quantum numbers, i.e. they must obey the Pauli
exclusion principle.'"!? Furthermore, the electronic wave function is required to be
antisymmetric with respect to the interchange between spatial or spin functions. To achieve both
conditions a determinant can be utilized to construct an antisymmetric wave function which was
introduced first by Slater.!> For an N-electron system (X;, X5, ..., Xy) occupying N spin orbitals
(Xi» Xj» > Xn) (2.8), the Slater determinant satisfies the requirement of an antisymmetric wave

function,



Xi(x1) )(j(Xl) o xn(xq)

I lnx) xj(x2) - aw(xp)
\/ﬁ 2 2 j 5 2 NE 2 2.8)

xi(xy) Xj(XN) v (xy)

Y(xq,Xp, ey Xy) =

1 . . . . .
where Tisa normalization factor. The rows in a Slater determinant represent electrons and the

columns represent spin orbitals. The interchange between two electrons (two rows) or two spin
states (two columns) changes the sign of the determinant. In addition, if the same electron

occupies the same spin orbital, then two columns will be equal and the determinant is zero.®

2.1.3 Variational Principle

The variational principle states that for a well-behaved wave function the expectation
value of the Hamiltonian must result in an energy (E) that is greater than or equal to the exact
ground state energy (E;) of that system, as shown in Eq. 2.9, i.e. there is a lower bound to the

energy.

_ (P|H|w)

)y = Fo (2.9)

The wave function (W) here is a trial wave function and the expectation value is the resultant

trial energy (E). For a normalized wave function, the denominator (¥|¥), as mentioned earlier,
equals 1 and thus the energy (E') will equal to (‘P|ﬁ|‘{’).

The variational principle allows the determination of the best wave function that gives the
most accurate energy, i.e. the lowest energy of a given system. The more parameters the trial

wave function contains, the closer the trial energy is to the exact ground state energy.
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In order to solve the Schrodinger equation, approximate forms of the electronic
Hamiltonian, termed methods, are used in combination with basis sets, which are mathematical
functions used to construct the wave function. There are now several methods utilized for this
purpose, such as ab initio methods, semiempirical methods, and density functional theory (DFT).

Here the focus is only on the ab initio and density functional methods.

2.2 Ab initio Methods

Ab initio means “from the beginning,” indicating that these calculations are based on
quantum mechanics, physical constants, and laws of physics without reference to empirical data
or parameters. The lack of experimental parameters makes ab initio methods flexible to apply to
different systems and problems without showing any degree of bias. Various ab initio methods
have been developed based on the type of approximation employed to solve the Schrodinger

equation.

2.2.1 Hartree-Fock Approximation

The Hartree-Fock (HF) approximation'#'® is among the simplest ab initio methods and is

often the first approximation made when solving the Schrodinger equation for multi-electron
systems. It can be used to provide a well-defined starting point for more advanced wave function
based methods. The electron-electron repulsion in HF theory is computed using the mean-field
approximation that treats the motion of each electron in an average potential field of other
electrons. The Hartree-Fock wave function (Wyr) is a single Slater determinant and for an N

electron system occupying N spin orbitals (x;, X, .-, Xn) 1S
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WYur = |x1 X2 xn) (2.10)

The variational principle is used to select the “best” spin orbitals that will give the lowest energy

when using the HF equation, Eq. 2.10. The eigenvalue HF equation can be written as
fixi@ = & x: (D (2.11)

where y;(i) represents the one-electron orbital wave function, ¢; is the energy of that orbital,

and f; is the Fock operator of the form

nuclei

fi = —% vZ — Z IRAZ—iriIJr vHF (1) (2.12)
A=1

The first two terms in the Fock operator, Eq 2.12, represent the one-electron core
Hamiltonian (h;), which consists of the kinetic energy of the electron and the potential energy of
the attraction between the electron and nuclei, respectively. vF (i) corresponds to the effective
potential of the interaction of the ith electron with the average charge density of the rest of the
electrons, and is called the Hartree-Fock potential. The HF potential depends on the coulomb and
the exchange potentials that are generated from the interaction of one-electron with the field of
the remaining electrons. Because this term depends on all other electrons, an iterative scheme
must be used to solve the HF equation in order to obtain optimized orbitals and their energies.

This can be achieved by using the self-consistent field (SCF) methods.

The solutions to the HF equation are a set of optimized molecular orbitals (MOs) that are
constructed from the linear combination of the one-electron atomic orbitals (LCAQO). The HF

limit can be obtained by using an infinite set of basis functions (that construct the one-electron

12



atomic orbitals) and it provides the lowest energy accessible for the ground state energy of a

system when electron correlation is a mean field correlation.

The HF approximation accounts for ~99% of the total energy of a system,!” the
remaining ~1% energy, which is due to the electron-electron correlation beyond the mean field
approximation, is critical for describing the chemistry of a given problem.?® The electron
correlation energy (E.,,) is defined as the difference between the exact energy of a system

(Eexqct) and the HF energy (Eyr).

Ecorr = Eexact — Enr (2.13)

2.2.2 Post-HF Methods

To obtain more accurate information of a chemical system, post-HF methods have been
developed to account for the electron correlation energy. Examples of these methods include
configuration interaction (CI), Meller-Plesset perturbation theory (MPn), and coupled cluster
theory (CC). The electron correlation energy can be accounted for by mixing in excited state
determinants in addition to the HF Slater determinant to improve the quality of the wave
function. The linear combination of the HF wave function and the excited state determinants
results in a new trial energy that is lower than the HF energy and approaches to the exact energy
when using a variational method, such as CI and CC. This multi-determinant wave function can
be written as

VY= qy®Pur+ Z a;d; (2.14)

i=1
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where a is the coefficient of the HF wave function @y and it depends on the normalization of
the wave function. The a; coefficients define the weight of each excited state determinant ®;

into the wave function.

2.2.2.1 Configuration Interaction

The CI method is similar to the HF method where both utilize the variational principle.
However, instead of using a single Slater determinant in the HF approximation, CI defines the
wave function (W¢;) as a linear combination of the possible determinants arising from excitations
from the reference state. Typically, the reference state is the Slater determinant corresponding to
the ground state HF wave function (®yg), though faster convergence to the exact energy
sometimes can be obtained using other reference wave functions. The possible excitations can be
grouped as single (S), double (D), triple (T), etc., excitations from the reference state up to n-
tuple excitations, where n is the number of electrons. If the CI expansion (Eq. 2.15)*° is not
truncated, then the method is called Full Configuration Interaction (Full-CI).

WYer = ag@yrp + Z asdg + Z ap®Pp + Z ardPr + - = Z a;P; (2.15)
S D T i=0

In Equation 2.15, a; is the coefficient corresponding to each configuration and each a; is
a variational parameter that is varied to minimize the total energy. Full CI provides the “exact”
non-relativistic  solution of the Schrédinger equation within the Born-Oppenheimer
approximation for the working basis. When a complete basis set is used, the method is called

Complete CI and the truly exact non-relativist energy is obtained.

The computational cost of Full CI increases dramatically as the number of orbitals

increases, to which the Full CI becomes impractical. A binomial coefficient, shown in Eq. 2.16,

14



can be used to provide the number of determinants required for a system with K number of

orbitals and N number of electrons

(21() (2K)!

N/) " NI(ZK —N)! (2.16)

Because of the high computational scaling of the Full CI method, it is usually truncated to
include only certain number of the possible excited state determinants. For example, CIS only
includes the ground state wave function and the singly excited determinants. CISD includes the
singly and doubly excites determinants as well as the ground state wave function, and so on.
These truncated CI methods, although can be computational feasible, they are size inconsistent
methods. If the energy calculated from the sum of energies of two individual atoms is equal to
the energy calculated when these two atoms are at infinite distance from each other, i.e. they are

non-interacting, then the method is size consistent.®

2.2.2.2 Perturbation Theory

Another non-variational method for recovering correlation energy is many-body
perturbation theory (MBPT). The MBPT concept is to use a well-defined approximate solution to
Schrédinger equation to a certain chemical problem as a reference and then add a correction to
this reference as a perturbation. The assumption is that the approximate solution that is used as
the zeroth order Hamiltonian and wave function should be close to the exact solution, i.e. the
perturbation must be small if the perturbation expansion series is to be convergent.
Mathematically, MBPT defines the full Hamiltonian operator (H) of a system as a sum of two
parts, a reference, unperturbed zeroth order Hamiltonian (H,) and a perturbation Hamiltonian

(AH"), where (2) defines the level of perturbation (correction), Eq. 2.17.
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H=H,+H (2.17)
In addition, the perturbed wave function is expanded in the form
n
¥ =y, + Zaitpi 2.18)
i=1
and the total energy will be in the form
E=E,+ 2,11' E, (2.19)

One commonly used form of perturbation theory is the Moller-Plesset (MPn) perturbation
theory.?! The MPn perturbation theory uses the sum over the one-electron Fock operator, defined
in Eq. 2.12, as the zeroth order Hamiltonian (H,) and the Hartree-Fock determinant as the zeroth
order wave function (W,). The Fock operator double counts the average electron-electron term

(V,.), thus the perturbation Hamiltonian, which represents the remaining correlation, becomes®?
H' = H— Hy= (Vo) = 2 {Vee) = — (Vi) (2.20)

where the H is the full electronic Hamiltonian.

The wave function and the energy can then be expanded in Taylor series. The eigenvalue

equation of the ith eigenfunctions when the perturbations is added can be written as
(A + 2 ey = O EM) L ame™) 221)
n=0 n=0 n=0

where n represent the order of the perturbation to the zeroth order energy E(®). The first-order
energy correction returns the Hartree-Fock energy, i.e. it does not include electron correlation

beyond HF theory. The most commonly used MPn method is the second-order energy correction
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(MP2) method, which only involves perturbation of double excitation states and accounts for

about 80-90% of correlation energy.?’ The energy of the second order correction has the form??

occ vir

D, |H' | PP WD |H | D
E(MP ) _ ( Ol | ij )( ij | | O) (222)
2 E,— EY
i<j a<b 0 ij

where i and j refer to occupied orbitals, a and b refer to virtual orbitals. &, is the HF wave

function and CD?]-b is the doubly excited wave function.

2.2.2.3 Coupled Cluster Theory

Coupled cluster theory (CC)**26 is similar to the CI method in that it uses the HF wave
function as a starting point to construct the CC wave function that includes excited state
determinants (e.g. S, D, T, Q, etc.). The CC wave function (Wcc), Eq. 2.23, includes an
exponential cluster operator T, defined in Eq. 2.24 and Eq. 2.25, that acts on the reference wave

function (®,) to generate all possible excitation states,

l'pCC = eT (DO (223)

o1 1 o
eT=1+T1+<T2+5T12>+(T3+T1T2+§T13)+(T4+T3T1
1 .2 1 .2 . 1 .

Tl tgh 2ty

where @ is the HF wave function. The first term in Eq. 2.24 is the HF determinant. Single

o = o ~ ~2 .
excitation states are generated by T;, double excitation are generated by T, and T; , triple
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L PO = 3 - -
excitations are generated by Tz, TyT,, and T; . All T; are connected operators while the

remaining other operators are called disconnected operators (products of connected operators),

such as le and T;T,. Examples of the excitations are shown below, where t is the amplitude
which is analogous to the a; coefficient of the CI method. Eq. 2.26 and Eq. 2.27 are two
examples of single and double excitations, respectively, using connected operators. Eq. 2.28, on

the other hand, represents triple excitations using disconnected operators.

occ vir

T,|%) = ZZ td |WH) (2.26)

occ vir

T, |W,) = 42 Z £4D |pab) 2.27)

ij ab

occ vir

o 1
TTl%) = 7 ) > thehe [wehe) (228)

ijkabc

The utilization of the disconnected operators in the CC methods allows the generations of
all possible excitation configurations of each type of excited determinant. It is the cluster
operator that makes the CC theory an outstanding computational method and superior over the
CI method. In fact, it is the inclusion of the disconnected cluster operators that accounts for the
faster convergence to the exact energy of the CC expansion compared to the CI expansion.
Moreover, it is also the disconnected cluster operators that make a truncated CC expansion size
extensive in contrast to a truncated CI expansion.

Perhaps the most widely used coupled cluster method is the CCSD(T), which includes

single and double excitations and a perturbative inclusion of triple excitations. CCSD(T) in
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conjunction with sufficiently large basis functions can usually provide accurate energetics within
+ 1 kcal mol! deviation from experimental data for the light main group species that are

dominated by a single determinant.*

Although the post-HF methods yield more accurate energetics than HF alone, these
methods can be computationally intensive. The HF method scales as N*, where N is the number
of basis functions. The cost of post-HF methods typically increases exponentially or even
combinatorially. While the minimal scaling of the correlation methods (post-HF methods) is N°
as in MP2, it can be as high as NV as in the Full CI. CCSD and CCSD(T), on the other hand,
scale as N° and N7, respectively. MP3 and MP4 scale as N® and NS, respectively. As the
computational scaling of an ab initio method increases, the computational cost in terms of
memory, CPU time, and disk space increases. Thus, achieving a balance between efficiency and

accuracy is often important particularly for large chemical systems.

2.3 Density Functional Theory

Density functional theory (DFT)?"?° is a common electronic structure method that is used
in physics, chemistry, and material science to study chemical and physical related problems.
DFT scales roughly the same as HF, (N*), but with a pre-factor that is dependent of the density
functional employed. The advantage is that DFT accounts for electron correlation energy
typically at a lower computational cost than post-HF methods. Modern DFT has been developed
based on two theorems: the Hohenberg-Kohn® and the Kohn-Sham?! theorems, in which both
rely on the fact that there is a unique relationship between the electron density and the ground

state energy.’®*! Thus, all properties of a given system can be calculated as a function of the

19



electron density p(r), which is the square of the wave function integrated over N-1 electron
coordinates, Eq. 2.29. In ab initio methods, the wave function depends on the 3N coordinates of
each of n-electrons (can be 4N if electron spin is taken into account), while in DFT the electron
density is only a function of the three dimensions of space, i.e. p(r) = f (x,y, 2).

Nelec

p(r) = N Z f |‘P(T1,T2, "‘,TN)IZ drzd'r:,; dTN (229)
i=1

In the Kohn-Sham (KS) theory, the kinetic energy is calculated from an N independent
non-interacting electron system that is constructed from a single determinant wave function of a
fully interacting system.’! The total Kohn-Sham DFT energy (E[p]) for a fully interacting

system is defined as in Eq. (2.30)*

Elp] = Ts[p] + Enelpl +J[p] + Exclp] (2.30)

where Ts[p] is the kinetic energy of the non-interacting electrons, E,,[p] is the potential energy
of the attraction between the nuclei and the electrons, /[p] is the Coulomb term representing the
electron-electron repulsion, and Ex[p] is the exchange-correlation energy that accounts for all
the remaining terms of the electron-electron interactions, e.g. the kinetic energy caused by
interacting electrons. The DFT energy expression, Eq. (2.30), is within the Born-Oppenheimer
approximation as there is no nuclear kinetic energy and the internuclear repulsions are still
solved classically.

The exchange-correlation energy Exc[p] is a functional of the electron density and can be
divided into two approximate functionals; the exchange functional (Ex[p]) corresponding to the
same-spin electron interactions and the correlation functional (E:[p]) corresponding to the

mixed-spin electron interactions as
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Exclp] = Ex[p] + Eclp] (2.31)

Because the exact form of the exchange-correlation functional is unknown, a variety of
approximations of the Ey. formulations have been developed. These approximations can be
categorized into two main classes: the local density approximation (LDA), which utilizes local
functionals that depend only on the electron density (p) and the generalized gradient
approximation (GGA) that uses gradient-corrected functionals that depend not only on the
electron density (p) but also on its gradient (V). Perdew*? presented a hierarchy of DFT
functionals and named it the “Jacob’s Ladder” of DFT, which includes LDA (first rung), GGA
(second rung), meta-GGA (third rung), hybrid-GGA (fourth rung), and double hybrid GGA (fifth
rung). The most commonly used functionals are LDA up to the hybrid GGA, which will be

introduced herein.

2.3.1 Local Density Approximation (LDA)

The LDA?* is the simplest approximation in which the density is treated locally as a non-
interacting uniform electron gas. In LDA, the density is defined as p = N/V, where N is the
number of electrons and V is the volume of the gas. This form of electron density is only used in
the LDA. Generally, since electrons have spin « or spin f, LDA is replaced by the local spin
density approximation (LSDA). In LSDA, the total electron density p is replaced by the spin
electronic density, p, and pg. The LSDA approximation generally provides better molecular
geometries and vibrational frequencies than the HF approximation; however, it tends to

overestimate the chemical bonding.’> The LDA approximation is commonly used in solid-state
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physics for studying metals where the electron density varies slowly.** One of the commonly

used LSDA functionals is VWN.3?

2.3.2 Generalized Gradient Approximation (GGA)

Since in LDA the electron density is treated as a local property that does not reflect the

spatial variation in densities, the GGA method*¢*!

corrects for this shortcoming by including the
electron density and its first derivative (V,). One of the commonly used GGA corrected
exchange functionals is B88 developed by Becke®® in which a correction parameter is added to
the LDA exchange energy. GGA corrected correlation functionals were also developed, such as
the LYP3® functional and the P86* functional. Because the exchange-correlation energy is
comprised from two terms, the exchange and the correlation terms, the gradient-corrected
exchange functional can be combined with the gradient-corrected correlation functional. The
most widely used combinations are BLYP 38 PBE,**4! and BP86.¢** The PBE functional is a

non-empirical functional and has numerous applications on metallic systems largely because it

correctly describes the slowly varying electron densities of metals.

2.3.3 Meta-GGA

Additional improvement over the GGA method is the meta-GGA (MGGA) approach in
which more inhomogeneity property is added to the electron density by including the second
derivative of the electron density (V2p) and/or, local kinetic energy density (zp). These

additional terms can offer a better performance than LDA and GGA particularly in the
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description of chemical interactions. TPSS* and M06-L* are commonly used meta-GGA

functionals.

2.3.4 Hybrid- GGA

In DFT, the description of the exchange energy suffers from the self-interaction problem
that arises from the spurious interaction of an electron with itself. The idea in hybrid functionals
is to use the Hartree-Fock exact exchange in addition to the Kohn-Sham correlation. This can
help improve the performance of the exchange functional of the DFT. However, the inclusion of
100% of the HF exchange term can in some cases worsen the performance of the functional
because it can result in a poor description of the total exchange-correlation hole of DFT.
Combination of HF exchange with DFT exchange, however, largely improves the description of
molecularly properties.***> Two types of the hybrid functionals are developed. The first one is
the hybrid GGA (HGGA) in which the HF exchange function is added to a pure GGA functional.
B3LYP is one of the most popular hybrid-GGA functional containing 20% of HF
exchange.?*2%% In addition, B3PW91 is another popular hybrid-GGA functional that also
includes 20% of HF exchange.’>*’ The other type of hybrid functional is hybrid MGGA
(HMGGA). In this type, a percentage of HF exchange energy is added to the MGGA functional.
The Minnesota functionals M06, M062X, and M06-HF are all useful HMGGA functionals,*® in

which M06 contains 27%, M06-2X contains 54%, and M06-HF contains 100% HF exchange.

2.4 Basis Sets

In the previous sections, the focus was on using several computational methods, such as

ab initio methods and density functional theory, to approximate the Hamiltonian operator in the
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Schrodinger equation. However, the accuracy of all the methods depends on the number and
quality of the basis functions (basis sets) that are used to describe the wave function. Basis sets
are basically vectors that are used to define a certain region of space. In quantum chemistry,
basis sets are mathematical functions that describe the molecular orbitals (MOs) and can be
expanded as a linear combination of atomic orbitals or basis functions (y;-) Eq. (2.32),

¢; = Z CriXr (2.32)

r

where ¢ represent a MO and c,; are the weighting coefficients indicating the relative importance

of each basis function (or atomic orbital) y,-.

A finite number of basis functions is always used in conjunction with an electronic
structure method to construct the wave function (¥) which is used as a solution to the
Schrodinger equation. This finite set can be a source of error in the calculation and is usually
referred to as incomplete basis set error. Types of basis sets commonly used are atom-centered

basis sets, such as the Pople basis sets**>2

and the correlation consistent basis sets developed by
Dunning and coworkers.>*"> These basis sets are constructed using basis functions localized in a
region of space. Another kind of basis set is constructed with plane waves. Plane waves are

delocalized basis function basis sets that are usually used for describing periodic systems, such

as crystals.®

2.4.1 Atom-Centered Basis Sets

The atomic orbital basis sets are sets of localized functions used to construct atomic

orbitals. The linear combination of these atomic orbitals produces the MOs of a given system.
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Two types of these basis sets have commonly been used: Slater-type orbitals (STOs)”%! and

Gaussian-Type orbitals (GTOs)*> %4,

STOs are developed to resemble the hydrogen atomic orbitals and are expressed as:
¥(r,0,p) = NY/™(8,p)r" e " (2.33)

where N is the normalization factor and Y;™ is the angular function and is defined by the angular
(1) and magnetic (m) quantum numbers. r is the distance between the electron and the nucleus
and (n) is the principle quantum number. { is the exponent and it determines the spatial extent
of the function, i.e. small { gives diffuse functions while large { gives tight function. STOs can
successfully describe short range and long range behavior to correctly describe the cusp at the
nucleus and the tail, respectively. While STOs correctly describe these regions, electronic
integrals cannot be solved analytically and thus must be computed numerically. This results in
additional computational expense while also making the quality of the computed results

dependent on the size of the integration grid.

Alternatives to STOs are GTOs which have the following functional form:
W(r,0,¢) = N Y™ (6, p)r2n2-le=r’ (2.34)

where the radius exponent here is squared (e"zrz) compared to the exponent in the STOs (e 7).
This formulation is easier to compute than the STOs since integrals over GTOs have analytic
solutions. However, the performance of the GTOs at the cusp and the tail of a radial function is
poor. GTOs have a zero gradient at the r=0 rather than a cusp in addition to decaying too slowly
in the tail region. To improve the performance of the GTOs, multiple GTOs are used in a linear

combination to reproduce the shape of STOs. This requires many functions, thus contracted
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GTOs are often used to minimize the computational expense. As the number of GTOs included
in the linear combination increases, the description of the atomic orbital using the GTOs become

more accurate.

A minimal basis set is the smallest number of basis functions that can describe all
electrons of an atom, i.e. one function per atomic orbital. For example, the minimal basis set of
hydrogen is one basis function representing the 1s atomic orbital. For the carbon atom, and other
first row elements, the minimal basis set includes two functions for the 1s and 2s orbitals and
three functions for the px, py, and p,. Although the minimal basis set can describe atomic orbitals,
it is not enough to describe the molecular orbitals where atomic orbitals can undergo distortion.
Furthermore, minimal GTO basis sets cannot reproduce the cusp and tail regions correctly. To
overcome this shortcoming, additional basis functions can be added to the valence orbitals since
they are essential for chemical bonding. These basis sets are called split-valence basis sets. To
illustrate, a double-{ basis set has two GTO functions for each valence orbitals, a triple-¢ basis

set has three GTO functions for each valence orbitals, and so on.

2.4.1.1 Pople Basis Sets

Pople and coworkers**~? developed the Gaussian split-valence basis sets that employ the
contracted GTOs concept. A general notation of a Pople double-{ basis set is X-YZG, where X
represents the number of the primitive GTOs used to construct the contracted GTO for core
orbitals. YZ represent the number of primitive GTOs used to make two contracted GTOs for the
valence orbitals. For Pople triple-{ basis set, a number will be added to the split valence function
to show how many primitive GTOs used to make the third contracted GTO for the valence

orbital, e.g. X-YZTG. Common examples of the Pople double-{ basis set are 6-31G, 6-21G, 4-
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31G, 3-21G, etc. and Pople triple-{ basis set can be written as 6-311G. Polarization functions can
be added to the basis set to better describe distortion or polarization that occurs when a bond is
formed. In order to allow for this polarization, the angular momentum of the polarizing function
must increase by one compared with the type of function being polarized, e.g. p-functions to
polarize s-functions, d-functions to polarize p-functions, etc. These functions are represented by
an asterisk “*” as in 6-31G*. They also can be denoted by adding d or p, such as 6-31G(d,p), in
which a set of d functions are added to non-hydrogen atoms and a set of p functions are added to
the hydrogen atom. Diffuse functions that have small { exponents are added to account for long
range interaction, such as if an electron is far away from the nucleus as happens in anionic
systems. Diffuse functions are represented as a plus sign “+” as in 6-31+G which means s and p

functions are added to non-hydrogen atoms.

2.4.1.2 Correlation Consistent Basis Sets

The correlation consistent (cc) basis sets introduced by Dunning and coworkers™ >’ were
designed in order to systematically and predictably recover the correlation energy of the valence
electrons by increasing the number of the basis functions per atoms.>® Specifically, these basis
sets built on the idea that functions recovering same amount of correlation energy are added to
the same shell. The correlation consistent (cc) basis sets are denoted as cc-pVnZ, where pV
indicates polarized valence functions, Z is zeta, and n is related to the number of functions used
to describe the valence orbitals. The n also can be an indication of the maximum angular
momentum function contained within the basis set. The zeta level differs for different values of

n. The values of n can be D(2), T(3), Q(4), 5, and 6 and so on. For example, for first row atoms,

in which the minimal basis set is 2s1p, the cc-pVDZ set includes 3s2pld, where a d polarized
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function is added. The cc-pVTZ includes 4s3p2d1f, where the second d and the first f recover the
same amount of correlation energy. The cc-pVQZ includes 55s4p3d2f1g, in which the third d, the
second f, and the first g recover the same amount of correlation energy. The reason for the
inclusion of these higher basis functions is to systematically recover more correlation energy of a

molecule.

The systematic recovery of the correlation energy built in these basis sets allows for the
extrapolation of the correlation energy to the complete basis set (CBS) limit where the error
arising from the use of a finite basis set vanishes, yet the intrinsic error from the chosen method
remains. Various extrapolation techniques estimate the CBS limit, including the Peterson
extrapolation scheme® and the Schwartz extrapolation scheme.’® Further discussion of the

extrapolation schemes of the correlation consistent basis set is presented in Section 2.5.2.

Additive basis functions such as diffuse functions (aug)’*’ and polarized core-valence

correlating functions (CV)>%>°

can also be added without affecting the convergent behavior of
the basis sets, such as aug-cc-pCVTZ. The diffuse functions are often added to help describe
long-range interactions, while the polarized core-valence correlating functions are used when the
subvalence or core electrons are included in the correlated method in addition to the electrons in
the valence space. Additionally, a relativistic re-contraction of the Hartree-Fock set of functions
is often used in conjunction with relativistic calculations.®” This re-contraction often provides

faster convergence of the relativistic wave function as well as aiding in optimization to the

correct electronic state.
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2.4.2 Plane Wave Basis Sets

Plane wave (PW) basis sets are basis sets used to describe valence electrons in extended
systems, such as solids and crystals, and are used in conjunction with periodic boundary
conditions (PBC). Since the valence electrons in periodic systems behave as free electrons, using
the atom-centered basis sets to describe these systems is impractical. Rather, plane wave basis
sets are used and are delocalized across the entire periodic system. The discrete energy levels
vanish in periodic systems, thus bands are formed rather than localized atomic and molecular

orbitals.

For a periodic system, plane wave basis functions (e’X") are used to construct the
periodic wave function W, (r), Eq. 2.35. This wave function obeys the Bloch theorem® that
states that “the eigenfunction of the wave equation for a periodic potential is the product of a
plane wave (e'*T") times a function uy(r) with the periodicity of the crystal lattice”. Thus, W, (1)

represents a numerical solution to the Schrodinger equation.

Y, (r) = ekr (2.35)

In Eq. 2.35, k is the wave vector. The size of a plane wave basis set is controlled by the highest
value of the k vector.®” Plane wave basis sets are very large compared with all-electron basis sets.
Since these basis sets are not spatially bound, an energy cut-off has to be set to allow for an SCF
convergence. A common energy cut off value is 200 eV, which corresponds to about 20,000

basis functions depending on the size of the unit cell being modeled.?
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2.4.2.1 Pseudopotentials

The core electrons in the metallic systems are strongly localized near the nuclei, which in
turn requires a large number of PW functions in order to describe this behavior. Plane wave basis
sets work well in describing the valence electrons in extended systems but are inefficient at
describing core electrons. Since core electrons are not significantly involved in chemical bonding
and reaction, the effect of core electrons can be implicitly described using pseudopotentials,

which smear the nuclear charges and model the effect of the core electrons.

Different types of pseudopotentials have been developed, such as norm-conserving

pseudopotentials,’® ultra-soft pseudopotentials,’!

and the projector augmented-wave (PAW)
pseudopotentials.”>”> The PAW method developed by Bléchl is known to be an efficient method
for predicting the electronic structure of materials because it is capable to include the upper core
electrons as well as the valence electrons in the self-consistent iteration of the Kohn equations. In
the PAW method, the exact wave function of the core electrons is mapped onto an auxiliary

pseudo-wave function in the core region using projectors and retaining the correct nodal

structure of the pseudo-wave function, in contrast, to standard pseudopotentail methods.”

2.5 Composite Methods

In order to reduce the computational cost of high level ab initio calculations, composite
methods or model chemistries have been developed. These methods are constructed of sequential
additive steps of a combination of high level methods with a small basis sets and low level
methods with large basis sets resulting in a high level of accuracy with lower computational cost.

Composite methods that have been developed include the Gaussian-n (Gr) methods by Pople et
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al.,”*%3 the Weizmann-n (Wn) methods by Martin et al.,**? the High accuracy Extrapolated 4b
initio Thermochemistry (HEAT) method by Stanton et al.,**®? the complete basis set (CBS)

1.,7® and the correlation consistent Composite Approach (ccCA) by

methods by Petersson et a
Wilson et al.””!!% Herein the Gn methods and the ccCA are introduced and are used in Chapter 3

and Chapter 4.

2.5.1 Gaussian-n (Gn) Theory

Gaussian-n methods are composite methods that perform sequential ab initio molecular
calculations to predict accurate thermochemical properties at low computational cost. The

7483 with a target

original Gn method is the Gaussian-1 (G1) developed by Pople and coworkers
accuracy of + 2 kcal mol! for compounds containing first-row elements and + 3 kcal mol™! for
compounds containing second-row elements.”* The G1 method performs poorly for the
dissociation energies of ionic species, triplet states, some hydrides, and hypervalent species.’
Therefore, a series of developments have been implemented in G1 and other versions of the Gn
theories have been developed including G2,”> G3,® and G4%? with higher target accuracy of ~1

kcal mol™!. In addition, each Gn theory has several variants, for example, the G3 family of
composite methods includes G3(MP2),%° G3B3,”° and G3-RAD.!!!

The most commonly used version of Gn methods is G3, which is used in Chapter 3 and
Chapter 4 of this dissertation. In G3, a sequence of ab initio molecular orbital calculations is
performed to predict accurate energetics. The following computational steps are used in G3:78

1. Initial geometry optimization and frequency calculations are carried out at the HF/6-
31G(d) level of theory. A scaling factor of 0.8929 is used to correct for the anharmonicity

in the vibrations. These frequencies are used to calculate the zero point energy, E(ZPE).
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2. Equilibrium geometries are then obtained using the MP2(full)/6-31G(d) level of theory.
This equilibrium structure is used for all the single point energy calculations that follow.
3. A single point energy calculation is performed at the MP4/6-31G(d) level. The energy
obtained from this step is the reference energy of the G3 method.
4. A series of single point energy calculations are carried out at high level of theories and
are used to improve the reference energy as follows:
a. A correction for the correlation effect beyond the MP4 method using the quadratic

configuration interaction method (QCISD(T)),!!? AE(QCI):

AE(QCI) = E[QCISD(T)/6-31G(d)]-E[MP4/6-31G(d)] (2.36)

b. A correction for diffuse functions, AE(+):

AE(+) = E[MP4/6-31+G(d)]-E[MP4/6-31G(d)] (2.37)

c. A correction for higher polarization function, AE(2df,p):

AE(2df,p) = E[MP4/6-31G(2df,p)]-E[MP4/6-31G(d)] (2.38)

d. A correction for a larger basis set effect, AE(G3large):

AE(G3large) = E[MP2(full)/G3large]-E[MP2/6-31G(2df,p)]- E[MP2/6-
(2.39)
31+G(d)]|+E[MP2/6-31G(d)]
5. Atomic spin orbit correction is included, AE(SOs,).

6. An empirical “high level correction” (E(HLC)) is added to the reference energy to

recover any remaining correlation energy, such as correlation of valence electron pairs
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and correlation of unpaired electrons in molecules. HLC also aims to minimize the
difference between theory and experiment in the predicted enthalpies of formation and
atomization energies.

7. A combination of the reference energy and all other contribution results in the G3 energy at

0 K, Eo(G3):

Eo(G3) = E[MP4/6-31G(d)] + AE(QCI) + AE (+) + AE(2df,p) +
(2.40)
AE(G3large) +E(HLC) +AE(SO,) +E(ZPE)
The goal of the G3 method is to achieve target accuracy within the QCISD(T)/G3Large

level of theory.

G3B3 method” is similar to G3 in that both perform single point energy calculations at
the same level and procedure but at different structure. The geometry optimization in G3 is at
MP2(full)/6-31G(d) level of theory; in contrast, G3B3 uses the B3LYP/6-31G(d) level of theory
to predict structures and to calculate zero point energy. G3B3 actually was developed for open-
shell systems where the unrestricted MP2 method, used in G3, suffers from spin contamination
of the HF reference wavefunction.” The inclusion of the empirical parameters within the HLC

term introduces a bias in the G, methods.

2.5.2 Correlation Consistent Composite Approach (ccCA)

99110 avoids the use of the

The ccCA method, developed by Wilson and coworkers,
empirical high-level correction (HLC) found in the Gn methods and utilizes the convergence
behavior of the correlation consistent basis sets to eliminate the basis set incompleteness error.

The ccCA method is designed to approach the [CCSD(T,FC1)-DK/aug-cc-pCVooZ-DK] energy

at a reduced computational cost, which in turn, can achieve the chemical accuracy of 1 kcal/mol
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of reliable experiments for energetic properties of main group species, on average. The detailed

computational steps in ccCA are as follows:

1.

A geometry optimization and frequency calculation are performed at the B3LYP/cc-
pVTZ. The optimized structure is determined to be a minimum on the potential energy
surface via a Hessian calculation. Harmonic vibrations are scaled by a factor of 0.989 in
order to account for anharmonicity and are used to calculate the zero point
energy,E(ZPE). The equilibrium structure predicted in this step is used for all the single
point energy calculations that follow.

A single point energy calculation is carried out at the MP2/cc-pVnZ level, where n=D, T,
and Q and the energies are extrapolated to the CBS limit to obtain the ccCA reference
energy. The HF reference energies (resulted from this step) are extrapolated to the CBS

limit using the Feller extrapolation scheme:!!*!14

E(n) = EHF—CBS + B eXp(—163n) (241)

Where E(n) is the energy at the nth zeta-level of the used basis set, Eyp_cps is the
extrapolated HF energy to the CBS limit, and B is a fitting variable. The energy resulting
from this extrapolation is the E(HF/CBS).

The MP2 valence correlation energies are then extrapolated using one of the following
extrapolation schemes. One option is the Peterson extrapolation scheme which is a mixed

Gaussian and exponential formula:®®

E(n) = Ecps + Bexp[—(n— 1)] + C exp[—(n — 1)?] (2.42)
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where E (n) is the energy at the nth zeta-level of the used basis set, E-gg is the energy at
the CBS limit, and B and C are fitting parameters. The ccCA variant that utilizes the
Peterson extrapolation scheme is referred to as ccCA-P. Other alternative extrapolation
schemes are the Schwartz extrapolation schemes,® which are based on the cubic or
quartic inverse power of the highest order angular momentum (l,,,,, ) function included in

the basis set:

E(lnax) = Ecps + ————— (2.43)
(lmax + ?)x

where at x = 3 ccCA is designated as ccCA-S3 and is designated as ccCA-S4 at x = 4.
The energy resulting from this extrapolation is the E(MP2)/CBS.
. A series of single point energy calculations are carried out at high level of theories and
are used as additive terms that added to the ccCA reference energy. These calculations as
follows:
a. A contribution of a scalar relativistic effect is accounted for using the spin-free
one-electron Douglas-Kroll Hamiltonian at the MP2 level with the corresponding

relativistically re-contracted basis set, AE(DK):

AE(DK) = E[MP2-DK/cc-pVTZ-DK] — E[MP2/cc-pVTZ] (2.44)

b. A contribution of the core-core and the core-valence correlation effects is
determined by employing an MP2 calculation that correlates the outer core as

well as the valence in conjunction with a core-valence basis set, AE(CV):
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AE(CV) = E[MP2(FC1)/aug-cc-pCVTZ] — E[MP2/aug-cc-pVTZ] (2.45)

where FC1 indicates that outer core electrons are correlated in addition to the
valence.
c. A contribution of high levels of electron correlation that are not described by MP2

is determined using CCSD(T) with the cc-pVTZ basis set, AE(CC):

AE(CC) = E[CCSD(T)/cc-pVTZ] — E[MP2/cc-pVTZ] (2.46)

4. Atomic spin orbit correction is included, AE(SOa).
5. Finally, a combination of the reference energy and all other contribution results in the

ccCA energy at 0 K, Eo(ccCA):

Eo(ccCA) = E(HF/CBS) + E(MP2/CBS) + AE(CC) + AE(CV) + AE(DK) +
(2.47)
AE(SO,) + E(ZPE)

Various variants of ccCA have been developed including the ccCA-TM!" for first row
transition metal, the relativistic-pseudopotential (rp)-ccCA'% for transition metals heavier than
3d elements, multireference (MR)-ccCA'% for molecules with multireference characters, and
ONIOM-ccCA!"7 for large chemical system. Other implementations in ccCA include methods to
decrease the computational cost such as the resolution-of-the-identity (RI)-ccCA!® and the

ccCA-F12.'% All of which have been found to be efficient and accurate, overall, within the target

accuracy.
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CHAPTER 3 DFT AND 4B INITIO COMPOSITE METHODS:
INVESTIGATION OF OXYGEN FLUORIDE SPECIES!

3.1 Introduction

The oxygen fluorides have attracted interest because they can be employed as propellants
in the rocket industry and can be used as strong fluorinating and oxidizing agents. In addition,
oxygen fluorides play a role as intermediates in atmospheric chemistry and are believed to make
a minor contribution to the destruction of ozone.!® The source of fluorine in the atmosphere
originates from the decomposition of chlorofluorocarbons (CFCs) and their radical fragments,
but most of the atmospheric fluorine is in the form of hydrogen fluoride (HF). Hydrogen fluoride
is formed from the fast reaction of a fluorine atom with methane and water vapor.>’ Although
the role of fluorine in ozone depletion is minor, the percentage of fluorine in the atmosphere has
been reported to be increasing with time.*!® Thus, accurate thermochemical properties are
required for modeling fluorine compounds in the study of atmospheric reactions. Due to the
unstable nature of oxygen fluorides, experimental measurements of the energetic properties have
been limited. Computational approaches can aid in understanding such systems.

Investigating the structural properties of the oxygen fluorides has been a challenge to the
computational chemical community, particularly for FOO and FOOF. The F-O bond in oxygen
fluorides is a covalent bond between two highly electronegative atoms where both atoms contain
lone pair electrons. Therefore, the F-O bond exhibits strong electron lone pair — lone pair
repulsion and can become very long in molecules such as FOO and FOOF (~0.2 A longer than
the F-O bond in FOF),!""1? requiring consideration of high-level electron correlation methods. In

FOO and FOOF, the O-O bond length is similar to that in the O, molecule but ~0.2 A shorter

1 This entire chapter has reprinted from Z. H. A. Alsunaidi, and A. K. Wilson, “DFT and ab initio composite
methods: Investigation of oxygen fluoride species” Computational and Theoretical Chemistry. 2016, 1095, 71-82,
with permission of Elsevier.
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than the O-O bond length in HOOH.!! The unusual geometry of FOO and FOOF presented a
computational difficulty for electronic structure methods, which led to numerous investigations
of oxygen fluorides using a variety of methods to study their structures and energetic
properties.!* 1 Many methods have been unsuccessful in predicting the right structure for oxygen
fluorides, such as FOO, FOOO, and FOOF, with respect to the experimental geometries, as will

be seen in the following sections.

As a full literature review of these efforts is outside the scope of this paper, a number of
significant and recent investigations are highlighted. The FOO structure and enthalpy of

formation (AH®/ 205) have been computed by Francisco et al.!®

using Moller-Plesset perturbation
theory (MP2, MP3, and MP4), complete active space self-consistent field (CASSCF), and
quadratic configuration interaction [QCISD(T)] in conjunction with Pople’s basis sets. The study
found that all MPn methods underestimated the F-O bond length by > 0.2 A. QCISD(T)/6-
31G(d) yielded the best FO bond length that is only shorter by 0.002 A from the experimental
length (expt. re (F-O) = 1.649 + 0.013 A 3! where r. indicates an equilibrium structure), whereas
the best CASSCF description of the F-O bond length is 0.8 A shorter than experiment.
Francisco’s study reported an enthalpy of formation at 0 K for FOO of 8.9 + 3 kcal mol! by
using isodesmic and isogyric reaction schemes using QCISD(T)/6-311G(d,p) results.'® Ventura
and Kieninger’s®® study on FOO concluded that B3LYP/6-311++G(3df, 3pd) is a reliable method
to describe structures and predict reaction enthalpies for molecules involving F-O bonds. Studies
by Denis®**>3 found that the inclusion of the full treatment of the triple excitation [CCSDT
instead of CCSD(T)] overcame the spin contamination problem presented in UCCSD(T), hence
1,20

CCSDT predicted an accurate structure and energetics of the FOO molecule. Karton et a

reported the AH®/ 205 of FOO of 5.87 + 0.16 kcal mol™! in excellent agreement with experiment
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(6.1 £ 0.5 kcal mol™) using the high-level computationally demanding W4 method.** A recent
theoretical study by Feller et al.!’ obtained a correct structure of FOO using R/UCCSD(T)/aug-
cc-pVTZ level of theory and with a calculated value of AH®/ 208 of 6.4 £ 0.7 kcal mol! using a
composite approach that is based on coupled cluster theory with up to quadruple excitations. The
difference in the uncertainties estimated by Karton (5.87 + 0.16 kcal mol™!)* and Feller (6.4 +
0.7 kcal mol™)! imputes to their different approaches. While W4 estimates uncertainties based
on the performance of a set of 25 small molecules,?’ Feller’s approach uses molecule-by-
molecule criteria to calculate the estimated uncertainties.'

The structure and the AH®; 208 of FOOF have been studied extensively with a broad
variety of quantum chemical methods. The computational challenge in the FOOF structure arises
from the anomeric delocalization effect that exists in FOOF between the oxygen lone pair and
the antibonding orbital of the F-O bond.?’ Although CCSD(T)/aug-cc-pVTZ"> and B3LYP/6-
311++G(2d)'® can provide a qualitatively correct geometry for FOOF, very few methods used in
previous work reproduced the experimental FOOF structure. In fact, a local density functional
(LDF) paired with numerical and Gaussian basis sets*> and the local SVWN functional paired
with 6-311++G(2d)'® were two methods that predicted the closest . of the F-O bond compared
to experiment, with LDF being superior. LDF predicted F-O and O-O bond lengths that are 0.01
A and 0.001 A off from experimental geometries (r(F-O) =1.575 = 0.003 A and r,(0-0) = 1.217
+0.003 A),!! respectively. LDF predicted this good description for FOOF likely due to the high
and evenly distributed electron density in FOOF, as justified in Ref. 34. MP2, MP3, and MP4
with different size and type of basis sets, on the other hand, predicted incorrect geometries for
FOOF with respect to experiment, however MP6 at the complete basis set (CBS) limit predicted

an accurate geometry.”” Not only is the structure of FOOF problematic but its AH/ 205 has also
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been difficult to predict. The calculated AH®; 298 of FOOF using even high-level ab initio
methods has a large deviation from the experimental value reported in the NIST-JANAF
thermochemical table (4.6 + 0.5 kcal mol™).3¢*7 The AH®/ 208’s reported by Karton et al.?’ is 7.84
+ 0.18 kcal mol”! and 8.21 + 0.18 kcal mol! using W4 energies at the CCSD(T)/cc-pVQZ and
experimental geometries, respectively. The most recent value of the AH®/ 298 of FOOF is 6.4 +
0.7 kcal mol™! and was calculated using a coupled cluster-base composite approach.'® These are

only a few examples of this large deviation from experiment.

Predicting the conformational structure of FOOO has also been challenging. Frecer
et al.® investigated the FOOO that formed by F + Os reaction and found that FO(O); is the most
stable structure with F-O being a weak bond (3.671 A). However, FOOO was observed later as a
stabilized intermediate in dilute mixtures of F» and O; in solid argon by FT-IR spectroscopy.>’
Based on the reported frequencies of FOOQ, it is characterized as a FO-O> complex, and it
cannot be a weak van der Waals complex,” which differs from Frecer’s stable structure,®
mentioned above. Quantum chemical studies by Li et al.** and Peiro-Garcia et al.*! of the F + O3
reaction mechanisms using MP2/6-31G(d) and QCISD/6-311+G(d,p), respectively, also could
not predict the FOOO ground state complex observed experimentally in the argon matrix.* A
geometry optimization and frequency calculations of FOOO were performed by Roohi et al.> at
the CCSD/aug-cc-pVDZ, CCSD/6-311+G(d), and QCISD/aug-cc-pVDZ levels of theory.
Roohi’s study?® showed that the planar FOOO with dihedral angle of 0.0° is the most stable
structure, with its calculated frequencies agreeing well with the reported experimental
frequencies.’* No AH®; 293 for FOOO has been previously reported, to our knowledge. The
structure of the corresponding hydride FOOOH has only been studied previously by MINDO*?

and by MP2/6-31G(d).** As MP2 theory has encountered difficulty for calculating the F-O and
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the O-O bond lengths, an additional investigation of the FOOOH structure has to be done.

While methods such as CCSDT and QCISD are computationally demanding, ab initio
composite methods have been developed to circumvent the computational demands of such
methods. One such approach, the correlation consistent Composite Approach (ccCA)*4, is a
method that has been demonstrated to be practical and reliable for the prediction of
thermochemical properties, such as enthalpies of formation, ionization potentials, and electron
affinities. The targeted accuracy of ccCA for main group molecules is to yield a mean absolute
deviation of approximate chemical accuracy, 1 kcal mol™! at reduced computational cost. This is
in contrast to coupled cluster-based composite methods, which generally strive for a chemical
accuracy of + 0.24 kcal mol™!, such as the W4 composite method and the approach used by Feller
et al.'® Because the performance of ccCA for a variety of halogen oxides and their related
hydrides has not been examined in detail, it is of our interest to consider the utility of ccCA in

describing oxygen fluorides, such as FOO, FOOF, and FOOO.

Density functionals provide another option, as, overall, functionals have a lower formal
computational scaling than post-HF methods such as CCSD(T) and CCSDT, though DFT
predictions such as for enthalpies of formation, in general, do not reach the accuracies achievable
by composite methods, such as ccCA. Thus, they are system dependent methods and are worth
considering for each system. For example, the Minnesota density functionals M06*” and M06-
2X*7 were used by Meyer and Kass,*® in conjunction with the correlation consistent basis sets**!
to assess their performance for predicting the AH®/ 298’s of a set of chlorine oxides and related
hydrides (ClOx and ClIOxH, where x =1-4) with respect to the AH®/ 205’s of W4 method.>* The

capability of G3>? and G3B3> for calculating AH°; 29s’s of chlorine oxides were also

investigated in the same study.*® The main findings from the Meyer and Kass study are that M06
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AH®/ 208’s were found to differ by an average of 1.3 kcal mol™!' from the W4 AH®/ 205’s, while
MO06-2X resulted in larger error (6.2 kcal mol™). G3 and G3B3 AH®/ 298’s yielded an average
error of 4.6 kcal mol™! and 6.5 kcal mol™!, respectively. The author attributed the large errors of
G3 and G3B3 AH°f 298’s to their poor predicted geometries. Although M06 and M06-2X
functionals were examined for the prediction of the AH®/ 298’s of chlorine oxides, the capability
of M06 and M06-2X to predict structures and AH®f298’s has not been assessed for other halogen
oxides. Thus, it is of interest to evaluate these functionals for oxygen fluoride species, as well as
examine the performance of G3 and G3B3 methods for these systems. G3 and G3B3 are used
here, largely, as they were included in the Meyer and Kass study.*® Though G4 is a more modern
method, beginning with an MP4 reference energy is a costly start, and as shown in previous

studies, G4 predicts very similar energies as G3.3+>°

In the present study, the reliability of ccCA, G3, and G3B3 for the prediction of the
AH®; 208’s of oxygen fluoride species was evaluated. In addition to these composite methods, the
performance of M06 and M06-2X was also examined for predicting the structures and enthalpies
of formation of oxygen fluoride species. A set of various oxygen fluorides were considered in
this study, including FO, FOO, FOOO, and the related hydrides (FOH, FOOH, and FOOOH) and
difluorides (FOF, FOOF, and FOOOQOF), where the AH®; 298’s of FOOO and FOOOH have not
been reported previously. The effects of basis set size and spin contamination were also
considered. For comparison, the AH®/ 208’s of chlorine oxides and related hydrides have been
provided, whereas full theoretical investigations for chlorine oxides and related hydrides can be

found in the Meyer and Kass study and references therein.*
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3.2 Computational Methodology

All calculations were performed using the Gaussian 09 software package.’® The hybrid-
meta-generalized gradient approximation (HMGGA) Minnesota functionals (M06*’ and M06-
2X)*” in conjunction with the augmented correlation consistent polarized valence basis sets (aug-
cc-pVnZ), where n = D, T, Q,*! were used to optimize the structures of all molecules under
investigation. The tight-d correlation consistent basis set of Dunning et al.,’” aug-cc-pV(n+d)Z,
where n =D, T, Q, were used for chlorine. Frequency calculations were performed to ensure that
the structure is a stationary point. The enthalpies of formation for these structures were

determined at the same level of theory.

ccCA, G3, and G3B3, were also applied to predict the enthalpies of formation. In ccCA,
geometry optimization and vibrational frequencies calculations are performed using B3LYP/aug-
cc-pVTZ.* The harmonic vibrational frequencies are then corrected using a scale factor of 0.989
as recommended in Ref. 44. The remaining steps in ccCA involve a series of single point energy
calculations performed using the B3LYP/aug-cc-pVTZ geometry (for details see Chapter2
Section 2.5.2). Several variants of ccCA can be used, which vary by the means used to
extrapolate the MP2 energy (MP2/aug-cc-pVooZ) to the CBS limit.* ccCA-S3 and ccCA-S4
utilize Schwartz’s inverse cubic and quartic extrapolation scheme, respectively.’® ccCA-P
utilizes Peterson’s mixed Gaussian/exponential extrapolation scheme® and ccCA-PS3 is an
average of ccCA-P and ccCA-S3. G3°% and G3B3> both are composite methods that involve the
same series of single point energy calculations though based upon different geometries (see
Chapter 2 Section 2.5.1). The geometry optimization in G3 is at the MP2(full)/6-31G(d) level of

theory, while G3B3 uses the B3LYP/6-31G(d) level of theory.

54



For open-shell systems (radicals) such as FOO and FOOO, which show a degree of spin
contamination, restricted open shell (RO) calculations are used, i.e. ROM06, ROMO06-2X. In
addition, RO-ccCA®® and G3-RAD®! energies were obtained and used to calculate their AH®,
208’s. Gaussian 09¢ was used to determine these energies. The mean absolute deviations (MADs)
of the calculated AH®f, 2098’s were determined for all of the utilized methods with respect to the

experimental values, unless otherwise noted.

3.3 Results and Discussion

3.3.1 Structures

The structural parameters obtained by M06 and M06-2X for all of the species are listed in
Table 3.1. The optimized structures at the B3LYP/aug-cc-pVTZ, MP2(full)/6-31G(d), and
B3LYP/6-31G(d) levels, which are used for geometry optimizations in ccCA, G3, and G3B3,
respectively, were also considered (shown in Table 3.1). Experimental structural parameters of
FO,” FOO,*!' FOF,!2 FOOF,!! and FOH,!” have been reported and were utilized as reference data
to determine the performance of the considered methods. To the authors’ knowledge no
experimental observations have been reported for the geometric parameters of FOOH, FOOO,
and FOOOF. Thus, for these molecules theoretical results from rigorous methods such as
coupled cluster are presented to calibrate the considered methods (CCSD(T)/TZ2P structure for

FOOH,?! CCSD/6-311+G(d) structure for FOOO,”> and CCSD(T)/cc-pVTZ for FOOOF)."”
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Table 3.1 Structural parameters of the oxygen fluoride species at different level of theories, bond lengths are in angstroms and
bond angles and dihedral angles in degree.

FO

Method/Basis set r (FO)
MO06/aug-cc-pVDZ 1.332
MO06/aug-cc-pVTZ 1.328
MO06/aug-cc-pVQZ 1.324
MO062X/aug-cc-pVDZ 1.329
MO062X/aug-cc-pVTZ 1.329
MO062X/aug-cc-pVQZ 1.325
B3LYP/aug-cc-pVTZ 1.351
B3LYP/6-31g(d) 1.354
MP2(full)/6-31g(d) 1.344
Experiment® 1.354

FOH
Method/Basis set r (FO) r (OH) a (FOH)
MO06/aug-cc-pVDZ 1.408 0.973 99.1
MO6/aug-cc-pVTZ 1.405 0.969 99.2
MO06/aug-cc-pVQZ 1.401 0.966 99.3
MO062X/aug-cc-pVDZ 1.401 0.971 99.3
MO062X/aug-cc-pVTZ 1.400 0.968 99.4
MO062X/aug-cc-pVQZ 1.397 0.967 99.5
B3LYP/aug-cc-pVTZ 1.430 0.971 98.6
B3LYP/6-31g(d) 1.434 0.977 97.8
MP2(full)/6-31g(d) 1.444 0.979 97.1
Experiment® 1.4350 £ 0.0031 0.9657 £0.0016 97.54 + 0.50

FOF
Method/Basis set r (FO) a (FOF)
MO06/aug-cc-pVDZ 1.380 103.5
MO06/aug-cc-pVTZ 1.377 103.6
MO06/aug-cc-pVQZ 1.374 103.7
MO062X/aug-cc-pVDZ 1.376 102.9
MO062X/aug-cc-pVTZ 1.374 103.0
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Table 3.1 Continued.

M062X/aug-cc-pVQZ 1.371 103.1
B3LYP/aug-cc-pVTZ 1.403 103.9
B3LYP/6-31g(d) 1.409 103.9
MP2(full)/6-31g(d) 1.423 102.6
Experiment® 1.412 103.1
FOO

Method/Basis set r (FO) r (00) a (FOO)
MO06/aug-cc-pVDZ 1.811 1.177 110.7
MO06/aug-cc-pVTZ 1.752 1.171 110.6
MO06/aug-cc-pVQZ 1.747 1.170 110.7
ROMO06/aug-cc-pVDZ 1.589 1.182 110.6
ROMO6/aug-cc-pVTZ 1.580 1.178 110.6
ROMO6/aug-cc-pVQZ 1.572 1.178 110.7
M062X/aug-cc-pVDZ 2.090 1.184 111.2
M062X/aug-cc-pVTZ 1.520 1.190 110.0
M062X/aug-cc-pVQZ 1.519 1.187 110.1
ROMO062X/aug-cc-pVDZ 1.508 1.194 109.9
ROMO062X/aug-cc-pVTZ 1.500 1.194 110.0
ROMO062X/aug-cc-pVQZ 1.500 1.191 110.1
B3LYP/aug-cc-pVTZ 1.618 1.188 111.2
B3LYP/6-31g(d) 1.571 1.211 111.0
MP2(full)/6-31g(d) - - -
Experiment? 1.649+0.013 1.200+0.013 111.2+0.36

FOOH
Method/Basis set r (FO) r (00) r (OH) a (FOO) a (OOH) d(FOOH)
MO06/aug-cc-pVDZ 1.447 1.343 0.977 105.9 104.0 85.5
MO06/aug-cc-pVTZ 1.438 1.346 0.972 105.9 103.9 85.2
MO06/aug-cc-pVQZ 1.434 1.343 0.970 106.0 104.0 85.4
M062X/aug-cc-pVDZ 1.419 1.358 0.973 105.3 103.6 84.6
M062X/aug-cc-pVTZ 1.415 1.361 0.970 105.4 103.6 84.6
M062X/aug-cc-pVQZ 1.412 1.357 0.968 105.5 103.7 84.7
B3LYP/aug-cc-pVTZ 1.470 1.365 0.974 106.3 103.7 85.0
B3LYP/6-31g(d) 1.465 1.376 0.981 106.1 102.9 83.1
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Table 3.1 Continued.

MP2(full)/6-31g(d) 1.468 1.39 0.981 105.0 102.0 83.1
CCSD(T)/TP2Z¢ 1.481 1.393 0.969 105.4 101.9 84.5
FOOF
Method/Basis set r (FO) r(00) a (FOO) d (FOOF)
MO6/aug-cc-pVDZ 1.506 1.217 108.6 87.2
MO6/aug-cc-pVTZ 1.494 1.219 108.5 86.9
MO6/aug-cc-pVQZ 1.485 1.221 108.6 87.0
MO062X/aug-cc-pVDZ 1.426 1.285 106.6 85.9
MO062X/aug-cc-pVTZ 1.420 1.289 106.7 85.7
MO062X/aug-cc-pVQZ 1.419 1.286 106.8 85.8
B3LYP/aug-cc-pVTZ 1.523 1.227 109.3 88.1
B3LYP/6-31g(d) 1.497 1.266 108.3 86.7
MP2(full)/6-31g(d) 1.496 1.291 106.9 85.8
Experiment’ 1.575+0.003 1.217+0.003 109.5+0.5 87+0.5
FOOO
Method/Basis set r (FO) r (FO-0), r (FOO-0) a (FOO), a (000) d (FOOO)
MO6/aug-cc-pVDZ 1.338 2.469, 1.196 97.8,110.8 0.0
MO6/aug-cc-pVTZ 1.335 2.408, 1.191 93.0, 106.5 0.0
MO6/aug-cc-pVQZ 1.331 2.449,1.189 92.4,105.9 0.0
ROMO06/aug-cc-pVDZ 1.357 1.704, 1.192 100.2, 110.1 0.0
ROMO6/aug-cc-pVTZ 1.354 1.687, 1.189 100.9, 110.5 0.0
ROMO6/aug-cc-pVQZ 1.350 1.681, 1.188 101.1, 110.7 0.0
MO062X/aug-cc-pVDZ 1.331 2.598, 1.191 88.5,103.4 0.0
MO062X/aug-cc-pVTZ 1.333 2.537,1.187 90.4, 105.6 0.0
MO062X/aug-cc-pVQZ 1.327 2.702,1.187 91.0,107.8 0.0
ROMO062X/aug-cc-pVDZ 1.360 1.589, 1.204 103.3,112.1 0.0
ROMO062X/aug-cc-pVTZ 1.359 1.575, 1.205 103.9,112.4 0.0
ROMO062X/aug-cc-pVQZ 1.356 1.573,1.203 104.0, 112.5 0.0
B3LYP/aug-cc-pVTZ 1.354 2.715,1.204 101.1,113.8 0.0
B3LYP/6-31g(d) 1.360 2.504,1.211 91.0,103.3 0.0
ROB3LYP/aug-cc-pVTZ 1.379 1.709, 1.201 101.2, 111.2 0.0
ROB3LYP/6-31g(d) 1.380 1.710, 1.214 100.3,110.2 0.0
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Table 3.1 Continued.

MP2(full)/6-3 1 g(d) - - -
CCSD/6-311+G(d)? 1.378 1.745, 1.200 100.5, 111.5 0.0

FOOOH

a (FOO), a (000),

Method/Basis set r (FO) r (FO-0), r (O-OH) r (OH) a (OOH) d (FOOO0) d (OOOH)
MO6/aug-cc-pVDZ 1.483 1.290, 1.427 0.974 106.5, 109.0, 101.1 -85.8 91.7
MO6/aug-cc-pVTZ 1.471 1.292, 1.428 0.970 106.5, 109.0, 101.1 -85.7 91.4
MO6/aug-cc-pVQZ 1.466 1.291, 1.424 0.968 106.6, 109.1, 101.2 -85.6 91.8
MO062X/aug-cc-pVDZ 1.427 1.331, 1.406 0.972 105.3,107.9, 101.8 -84.0 91.4
MO062X/aug-cc-pVTZ 1.423 1.333, 1.407 0.967 105.5, 108.1, 102,1 -84.0 90.1
MO062X/aug-cc-pVQZ 1.421 1.330, 1.403 0.968 105.6, 108.2, 102.2 -83.9 90.3
B3LYP/aug-cc-pVTZ 1.502 1.303, 1.461 0.972 107.3, 109.6, 100.7 -87.4 96.0
B3LYP/6-31g(d) 1.485 1.331, 1.454 0.979 106.3, 108.8, 99.9 -84.9 89.0
MP2(full)/6-31g(d) 1.481 1.358, 1.450 0.981 104.9, 107.5, 99.7 -83.2 87.0
FOOOF
Method/Basis set r (FO) r(00) a (FOO), a (000) d (FOOO)
MO6/aug-cc-pVDZ 1.419 1.355 106.2, 109.0 +93.0
MO6/aug-cc-pVTZ 1.413 1.355 106.2, 109.1 +92.5
MO6/aug-cc-pVQZ 1.410 1.353 106.3, 109.2 +92.4
MO062X/aug-cc-pVDZ 1.403 1.360 105.3, 108.1 +90.9
MO062X/aug-cc-pVTZ 1.400 1.360 105.7, 108.3 +90.8
MO062X/aug-cc-pVQZ 1.399 1.357 105.7, 108.5 +91.0
B3LYP/aug-cc-pVTZ 1.440 1.377 106.6, 109.3 +93.6
B3LYP/6-31g(d) 1.440 1.386 105.8, 108.7 +90.5
MP2(full)/6-31g(d) 1.365 1.340 105.6, 108.2 +90.1
CCSD(T)/cc-pVTZ* 1.444 1.385 105.5, 108.3 +91.3

“Reference 22. "Reference 17. “Reference 12. ‘Reference 31. °CCSD(T)/TZ2P: Reference 21. "Reference 11. 8CCSD/6-311+G(d): Reference25.
"CCSD(T)/cec-pVTZ: Reference 19.
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The F-O bond length calculated by M06 and M06-2X for all set of molecules showed a
systematic decrease in length when using the correlation consistent basis set family going from
aug-cc-pVDZ, aug-cc-pVTZ, to aug-cc-pVQZ (Table 3.1). However, this decrease in the bond
length while increasing basis set size does not occur for the O-O bond length as shown in Table
3.1, and can be dependent on the density functional being utilized. Both M06 and M06-2X
underestimated the F-O and O-O bond lengths with respect to the corresponding experimental
values. M06-2X predicted shorter F-O bond lengths and longer FO-O bond lengths than MO06.
The average difference between the aug-cc-pVTZ F-O bond lengths and the aug-cc-pVQZ F-O
bond lengths is 0.005 A for M06 and it is 0.002 A for M06-2X, and for the FO-O bond length it
is 0.003 A for both functionals whereas the aug-cc-pVDZ bond lengths are generally longer. Yet,
the MO6/aug-cc-pVDZ and MO06-2X/aug-cc-pVDZ predicted the closest geometries to the
reference data with average errors in the F-O bond length of 0.032 A and 0.062 A, respectively.
Thus, increasing the basis set size will not always give the better structures for the systems under
investigation. For open-shell species, such as FO, FOO, and FOOO, the degree of spin
contamination resulting from the mixing of higher spin states into the wavefunction was
calculated, as high spin contamination results in incorrect geometries and energies. Previous
studies showed a high degree of spin contamination when studying FOO using other methods,
such as MP2.!%2® No spin contamination was found when calculating FO, but it was present
when calculating FOO and FOOO. The expectation values of the total spin, <S*>, are listed in
Table 3.2, where the optimal value for these radicals is <S?>> = 0.75. The effect of spin
contamination becomes appreciable as the deviation of <S?> from 0.75 increases, and this
deviation decreases with increasing the size of the basis sets, as shown in Table 3.2. Both UM06

and UM06-2X suffer from spin contamination associated with FOO (small) and FOOO (severe),
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as shown in Table 3.2. This error was corrected by using the restricted open-shell density
functionals as shown in Table 3.1. ROMO06 and ROMO06-2X provided better structural parameters
with respect to the reference data for FOO and FOOO than what UM06 and UM062X predicted.
Thus, the ROM06 and ROMO06-2X geometries were used later to calculate the enthalpies of
formation. FOOOF was found to exist in two conformers. Both have very similar geometries but
differ in the dihedral angles. One conformer has d(OOOF) = 91.3° and the other one has
d(OOOF) = 82.0°." Because the energy difference between the two conformers at the
CCSD(T)/cc-pVTZ level is very small, 0.24 kcal mol™!, with the d(OOOF) = 82.0° conformer
having the lowest energy,'” only one conformer was included in the molecule test set. M06-2X
described the structure of FOOOF better than M06 when compared to the CCSD(T) structure.
Overall the geometries predicted by M06 are in better agreement with the reference data than
MO06-2X, although both functionals generally underestimated the F-O and the O-O bond lengths.
Thus, for this set of molecules, doubling the amount of Hartree-Fock exchange from MO06 to
MO06-2X does not improve the results.

As shown in Table 3.1, the F-O bond lengths obtained by B3LYP/aug-cc-pVTZ are in
very good agreement (MAD of 0.01 A) with respect to the reference data, with the exception of
the F-O bond distance(s) in FOO and FOOF. The difference in F-O bond lengths is more than
0.01 A (0.018 A in FOO and 0.049 A in FOOF) compared to experimental values. Although
B3LYP/aug-cc-pVTZ did not predict very accurate bond lengths for FOO and FOOF, it provided
a qualitatively correct description of the structures of these two molecules. The capability of
B3LYP to describe the geometries has been noticed previously for some of the oxygen
fluorides.?%*> Quite similarly, the calculated F-O bond lengths at the B3LYP/6-31G(d) level were

in very good agreement with respect to the reference data; however, not only is the F-O bond

61



length underestimated in FOO and in FOOF (by 0.065 A in FOO and 0.075 A in FOOF), but also

the F-O bond distance in FOOH was underestimated by about 0.016 A using B3LYP/6-31G(d) in

Table 3.2 The expectation value of the total spin <S*>.

Molecule Method/Basis set <S>

FOO MO06/aug-cc-pVDZ 0.756
MO06/aug-cc-pVTZ 0.754
MO06/aug-cc-pVQZ 0.754
MO062X/aug-cc-pVDZ 0.782
M062X/aug-cc-pVTZ 0.750
M062X/aug-cc-pVQZ 0.75
B3LYP/aug-cc-pVTZ 0.75
B3LYP/6-31g(d) 0.7509

FOOO MO06/aug-cc-pVDZ 0.892
MO06/aug-cc-pVTZ 0.782
MO06/aug-cc-pVQZ 0.782
MO062X/aug-cc-pVDZ 0.803
MO062X/aug-cc-pVTZ 0.780
MO062X/aug-cc-pVQZ 0.807
B3LYP/aug-cc-pVTZ 0.790
B3LYP/6-31g(d) 0.776

comparison to the reference data. Additionally, when using the 6-31G(d) basis set, the average
error for B3LYP increased from 0.01 A (obtained when using an aug-cc-pVTZ basis set) to 0.02
A. Thus, again B3LYP with the small basis set 6-31G(d) is not enough to describe peroxide
systems, such as FOO, FOOF, and FOOH. B3LYP in conjunction with aug-cc-pVTZ also
resulted in the least average error of 0.01 A (from the reference data) for the O-O bond length
compared to other methods. The effect of spin contamination for open shell systems using
UB3LYP has been tested and the total spin operators <S*> are presented in Table 3.2, for each

level of theory. The <S*> values for FOO show that the use of UB3LYP at either basis set levels
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does not result in spin contamination, whereas for FOOO, both UB3LYP/aug-cc-pVTZ and
UB3LYP/6-31G(d) levels resulted in large deviation from the optimal value <S*> = 0.75.
Consequently, the ROB3LYP is used to predict the geometry for FOOO, which is in agreement
with the structure predicted by CCSD,?* as shown in Table 3.1. For FOOOF, B3LYP was able to
predict the two conformers with d(OOOF) = 91.3° and with d(OOOF) = 82.0° and the B3LYP F-

O and O-O bond lengths agree well with the CCSD(T) bond lengths.

The predicted geometries for FOF, FOH, and FOOH by MP2(full)/6-31g(d) agree well
with the reference data within a 0.01 A difference. However, MP2(full)/6-31g(d) predicted a
0.1 A shorter F-O bond and a 0.1 A longer O-O bond for FOOF compared to experimental bond
lengths, this large difference in the bond lengths was also found previously using MP2/6-
31g** % Likewise, the F-O and O-O bond lengths predicted by MP2(full)/6-31g(d) for FOOOF
are 0.08 A and 0.05 A shorter than CCSD(T) results, indicating that this level of theory is not
enough to describe the peroxide’s geometry. For the open-shell systems FOO and FOOO, the

UMP2 method could not provide converged geometries due to large spin contamination.

As mentioned earlier for FOOOH, no reliable theoretical or experimental geometries
have been reported. Based on the success of B3LYP/aug-cc-pVTZ method in predicting the
FOOOF geometry compared to the CCSD(T)/cc-pVTZ, the B3LYP/aug-cc-pVTZ geometry for
FOOOH is considered as the most reliable structure. For this compound, only one conformer
d(FOOO) = -87.4°) is found to be a stable structure. The B3LYP/6-31G(d) structure of FOOOH
is quite similar to the structure at the B3LYP/aug-cc-pVTZ level, with a large difference of 0.03

A in the FO-O bond length. M06 and M06-2X generally underestimated the bond lengths of
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Figure 3.1 B3LYP/aug-cc-pVTZ structures of the oxygen fluoride species included in this study.
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FOOOH as compared to the B3LYP/aug-cc-pVTZ geometries. MP2 (full)/6-31g(d) predicted

shorter F-O bond length and longer FO-O bond length than the B3LYP/aug-cc-pVTZ.

As a result of the above discussion, M06 and M06-2X are not recommended methods for
predicting the geometries of oxygen fluorides and related hydrides and difluorides. MP2
performed well for most of the closed-shell compounds with the exception of the peroxides. The
geometries obtained by B3LYP/aug-cc-pVTZ, shown in Figure 3.1, result in the lowest deviation
from the reference data among the considered methods. As shown in Figure 3.1, using
B3LYP/aug-cc-pVTZ supports conclusions from previous studies'>!”3! that FOO, FOF, and
FOH are bent with bond angles of 111.2°, 103.9°, and 98.6°, respectively. Different bond angles
indicate that the bond angle opens more as the repulsion between bonds increases. Similarly,
FOOF and FOOH have dihedral angles of 88.2° and 85.0°, respectively, in order to minimize the
repulsion between bonds. FOOOF and FOOOH display a zigzag shape with d(FOOQO) = 93.6°,
and d(FOOO) = -87.4°, respectively. In contrast to all the peroxide systems, the stable conformer
of FOOO is when d(FOOO) = 0.0°. Intermolecular dispersion forces might be the cause of the

stable FOOO structure.

3.3.2 Enthalpies of Formation (AH®f,298)

To provide a comparison between the performance of the utilized methods on chlorine
oxide and oxygen fluoride species, the AH®. 208’s of chlorine oxides and related hydrides were
determined using M06/aug-cc-pVQZ, M06-2X/aug-cc-pVQZ, ccCA-S3, G3, and G3B3 and are
listed in Table 3.3 The MADs of the considered methods with respect to experiment for
predicting AH®/, 298’s are provided in Table 3.3 as well. These MADs are 1.1 (ccCA-S3), 2.1

(M06), 2.5 (M06-2X), 2.3 (G3), and 3.5 (G3B3) kcal mol!. The MAD of ccCA-S3 indicates that
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ccCA is a reliable method in predicting energetics for chlorine oxides. M06 resulted in a MAD
of 2.1 kcal mol™! for the calculated AH®/; 205’s of chlorine oxides, which is 0.9 kcal mol™! greater
than the MAD (1.2 kcal mol™") that resulted from the calculations done by Meyer and Kass.*3
This small difference arises from the use of a temperature correction approach that reduces the
energy contributed from the low vibrational frequency modes as pointed out in Meyer and Kass
study.*62 In the present study, however, scale factors of 0.9853 (M06) and 0.9733 (M06-2X)®
were used for the correction of the vibrational frequencies in the computations. The AH® 298’s
calculated by M06 for chlorine oxides in the present study are in good agreement with the
experimental values with the exception of ClO3, which is known to be problematic for not only
computational methods but also for experiments, as demonstrated by the error bar associated
with the experimental AH®; 205 (= 3 kcal mol™!),%4%¢ as compared with smaller uncertainties for
many main group species. Only ccCA-S3 and G3 predict the AH® 298 of ClO3; within the
experimental uncertainty. The AH®f; 298’s obtained by G3 are in relatively good agreement with
the experiments (MAD = 2.3 kcal mol™!), yet the Cl1O2 AH®/ 205 predicted by G3 overestimated
the experimental value by ~4 kcal mol™!. Similar to G3, M06-2X achieved a MAD of 2.5 kcal
mol™!, while the MAD for G3B3 was larger (MAD of 3.2 kcal mol™!). Therefore, ccCA results in
the lowest MAD with respect to experiment for the prediction of energetic properties of chlorine

oxides, followed by M06.
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Table 3.3 Enthalpies of formation for chlorine oxides and related hydrides.

AHof, 203k (keal mol‘l)

Compd.

ccCA-S3 Mo06* Mo06-2X* G3 G3B3 Expt.
ClO0 253 23.1 235 259 26.7 24.29 +£0.03°
ClO; 23.9 21.2 26.8 26.8 27.6 22.6 £ 0.3
ClO; 44.0 40.5 50.2 48.3 51.0 46 + 34
ClOq 57.7 52.6 65.4 66.0 65.5 -
HOC1 -19.5 -18.0 -19.3 -17.4 -16.9 -18.4+£0.03°
HOCIO 3.5 4.6 6.5 6.4 7.3 -
HOCIO:; -2.8 -3.9 33 2.0 3.8 -
HOCIO; -0.8 -3.4 5.5 5.6 8.7 -
MAD 1.1 2.1 25 23 3.5 -

MO06 and M06-2X in conjunction with aug-cc-pV(Q+d)Z for chlorine and aug-cc-pVQZ for oxygen and
hydrogen. ®Reference 70. “Reference 71. ‘References 64-66. “Reference 72.

The AH®%; 208’s for all of the oxygen fluoride species included in this study were
calculated using M06 and M06-2X in conjunction with aug-cc-pVDZ, aug-cc-pVTZ, and aug-cc-
pVQZ at 298 K using the atomization energy approach and the results are shown in Table 3.4. A
systematic decrease in the AH®/ 298 values as the size of the basis set increases is observed, since
the basis set with larger zeta (§) level recovers more energy, as shown in Table 3.4. The
differences between energies determined using MO6/aug-cc-pVTZ AH® 208’s and those
determined using M06/aug-cc-pVQZ AH® 298’s is 0.1 - 1.1 kcal mol! with an average difference
of 0.5 kcal mol!, whereas the differences between energies determined using M06-2X/aug-cc-
pVTZ AH®; 298’s and those determined using M06-2X/aug-cc-pVQZ AH®; 298’s 1s 0.3 — 1.9 kcal
mol! with an average difference of 1.2 kcal mol . To evaluate the reliability of the utilized
methods in calculating AH®/, 298’s, the following reference data was used: experimental AH®/, 208

values for FO, FOO, FOF, FOOF and FOH; the CCSD(T)/ANO4 AH® 298 value for FOOH; and
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the extrapolated CCSD(T)/aug-cc-pV(T,Q)Z AH®: 298 value for FOOOF. For FOOO and
FOOOH neither experimental nor theoretical AH®; 298 values are available. The MADs of the
calculated AH®f, 208’s with respect to the reference data were computed. Because of the well-
known challenges of FOOF,!3202128 the MAD was also calculated without FOOF. For ccCA, the
ccCA-S3 variant was selected as it results in the lowest MAD for the AH® 208’s of oxygen
fluoride species with respect to the reference data as shown in Table 3.5 as compared with the

other ccCA variants.

Table 3.4 Enthalpies of formation for the oxygen fluoride species using M06 and M06-2X paired
with the correlation consistent basis sets.

AH®; 203 k (kcal mol™)

Compd. Moo Mo06-2X Reference data®

aDZ aTZ aQzZ aDZ aTZ aQZzZ
FO 29.6 28.5 28.1 29.1 28.3 27.5 26.1£2.4
FOH -16.9 -17.3 -17.7 -16.4 -18.3 -18.6 -23.16+1.2
FOF 12.9 9.7 9.6 11.5 9.6 8.7 5.9+0.5
FOO 10.6 9.5 9.0 18.3 16.0 14.5 6.1+0.5
FOOH -6.0 -6.9 -7.6 -5.6 -7.6 -8.4 -10.4+1.0°
FOOF 14.1 11.3 11.2 18.6 16.9 15.5 4.6+0.5
FOOO 40.3 37.8 36.7 43.4 43.2 41.3 -
FOOOH 4.9 3.5 2.6 6.2 4.1 29 -
FOOOF 353 315 30.9 344 32.7 30.9 26.6¢
MAD 6.3 4.4 4.0 7.7 6.0 52
MAD w/o 5.7 4.0 3.5 6.7 5.0 4.3
FOOF

aDZ: aug-cc-pVDZ

aTZ: aug-cc-pVTZ

aQZ: aug-cc-pvVQZ

aNIST-JANAF Tables: References 36-37. ® CCSD(T)/ANO4: Reference 21. ¢ Extrapolated CCSD(T)/aug-
cc-pV(T,Q)Z: Reference 19.
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Table 3.5 Enthalpies of formation for oxygen fluoride species using the different variants of
ccCA method.

AHC, 203 k (kcal mol™)

Compd.

ccCA-P ccCA-S3 ccCA-PS3 ccCA-S4 Reference data®
FO 273 27.0 27.2 273 26.1+£2.4
FOH -21.1 -21.6 -21.4 211 -23.16+1.2
FOF 6.6 6.2 6.4 6.7 5.940.5
FOO 8.1 7.5 7.8 8.1 6.1£0.5
FOOH -11.0 -11.7 -11.3 -10.9 -10.4+1.0°
FOOF 9.4 8.7 9.0 9.4 4.6+0.5
FOOO 31.8¢ 31.0¢ 31.4¢ 31.8¢ -
FOOOH -0.7 -1.6 -1.1 -0.6 -
FOOOF 27.8 26.8 273 27.8 26.6°
MAD 1.8 1.4 1.6 1.8 -
MAD w/o FOOF 1.3 0.9 1.1 1.3 -

aNIST-JANAF Tables: References 36-37. ® CCSD(T)/ANO4: Reference 21. ¢ Extrapolated CCSD(T)/aug-
cc-pV(T,Q)Z: Reference 19. “Using RO-ccCA

The calculated AH®/, 208’s of FO by ccCA, M06, M06-2X, G3, and G3B3 are within the
reported experimental uncertainty (£ 2.4 kcal mol™!), as shown in Table 3.6. The AH®/ 205’s of FO
calculated by G3 and G3B3 are the nearest to the reported experimental value, while the AH®/, 208
calculated by M06 deviated the most by 2.0 kcal mol™!, but is still within the experimental
uncertainty. The FO AH®; 208’s predicted by ccCA is also in very good agreement with
experiment. For FOH, the AH®/ 298’s calculated by ccCA is found to be the closest to the reported
experimental value, while G3 and G3B3 provide AH®; 298’s that are 1.6 and 1.9 kcal mol’!,
respectively, less than the experimental uncertainty. M06 and M06-2X underestimate the AH®;,

208’s of FOH by 5.46 and 4.56 kcal mol™!, respectively, with respect to the experimental value.

69



The ccCA AH®f 295 of FOF is within the experimental error bar. G3 and G3B3 predict AH®/ 208’s
of 6.5 and 6.8 kcal mol!, which are greater than the experimental uncertainty by 0.1 and 0.4 kcal
mol!, respectively. M06 predicts a AH®; 203 of FOF that is 3.2 kcal mol” outside of the
experimental uncertainty, while the AH®; 205 calculated by M06-2X is 2.3 kcal mol™! outside of

the experimental uncertainty.

Table 3.6 Calculated enthalpies of formation for the oxygen fluoride species using all methods
and the MADs of these methods with respect to the reference data.

AHC; 203 k (kcal mol™)

Compd.

ccCA-S3  Mo6* Mo06-2X* G3 G3B3 Reference data®
FO 27.0 28.1 27.5 26.1 26.5 26.1£2.4
FOH -21.6 -17.7 -18.6 -20.4 -20.1 -23.16£1.2
FOF 6.2 9.6 8.7 6.5 6.8 5.940.5
FOO 7.5¢ 9.0 14.5° 7.1#8 7.0 6.1£0.5
FOOH -11.7 -7.6 -8.4 -10.3 -10.2 -10.4+1.0¢
FOOF 8.7 11.2 15.5 9.3 8.9 4.6+0.5
FOOO 31.0¢ 36.7" 41.3f 30.1# 30.1¢8 -
FOOOH -1.6 2.6 2.9 0.2 -0.3 -
FOOOF 26.8 30.9 30.9 27.8 27.3 26.6¢
MAD 1.4 4.0 5.2 1.5 1.5 -
MAD w/o FOOF 0.9 3.5 4.3 0.9 0.9 -

4 M06 and M06-2X in conjunction with aug-cc-pVQZ. * NIST-JANAF Tables: Reference 36-37.

¢ CCSD(T)/ANO4: Reference 21. 9 Extrapolated CCSD(T)/aug-cc-pV(T,Q)Z: Reference 19. ¢ Using RO-
ccCA. "'Using ROM06 and ROMO06-2X. & Using G3-RAD.

For FOO, ccCA and G3B3 give AH®/ 295’s that are outside the experimental error by 0.9
and 0.4 kcal mol’!, respectively. These results demonstrate the utility of ccCA and G3B3 in
predicting the FOO AH®/, 298. G3-RAD, one of the G3 versions developed for open-shell systems,

is used instead of G3 to calculate the AH®/ 298’s of the radicals FOO and FOOO. The G3-RAD
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AH®; 298 of FOO is also in good agreement with experiment. The calculated AH®/, 298 for FOO
using ROMO6 is above experimental value by 2.9 kcal mol!, whereas the AH® 293 calculated by
ROMO06-2X is 10.6 kcal mol™! greater than experiment. This large deviation can be explained by

the poor geometry obtained using these ROM06 and ROMO06-2X.

For FOOH, the CCSD(T)/ANO4 AH®; 293 which is -10.4 £ 1.0 kcal mol™,?! is being used
as a reference value for this molecule. G3 and G3B3 predict AH®/, 208’s of FOOH of -10.3 and -
10.2 kcal mol!, respectively, which are in excellent agreement with the CCSD(T) value.
Conversely, the ccCA AH®/; 205 value of FOOH is -11.7 kcal mol™!, which is more negative than
the CCSD(T) value by 1.3 kcal mol™!. Based on the fact that oxygen fluoride molecules are
considered highly correlated molecules, accounting for the core correlation correction in the
method is highly important. Thus, ccCA AH®/ 298’s can be more accurate than the CCSD(T)
energies because ccCA energies includes core-valence and core-core correction terms, whereas
the reported CCSD(T) results used the frozen-core approximation.?! G3B3 includes the high
level correction term (HLC) in the energy. The HLC is calculated based on empirical parameters
and it is added to the G3 energy to reduce the error between theory and experiment. Without the
HLC the G3B3 AH®/ 295 deviates by ~7.0 kcal mol! from the CCSD(T) value. M06 and M06-2X
both underestimate the AH® 205 of FOOH by 2.6 and 1.0 kcal mol™!, respectively. For FOOF, the
ccCA AH® 205 value lies 3.6 kcal mol! outside the error bar of the value reported by NIST-
JANAF %37 G3 and G3B3 predict AH®/ 205’s that are greater than experimental error bar by 4.2
and 3.8 kcal mol™!, respectively. M06 and M06-2X give AH®/ 208’s larger than experiment by 6.6
and 10.9 kcal mol™!, respectively. Several previous high-level theoretical studies have pointed out
the discrepancy between experimental and calculated AH®; 208’s, and suggested that the

experiment to be revisited.!>?*?!?8 For example, high-level methods predicted AH®/; 205 of FOOF
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of 9.6 £ 0.9 kcal mol! (iCAS-CI+Q),"> 8.7 + 2.0 kcal mol! (CCSD(T)/ANO4),>! 7.84 + 0.18
kcal mol! (W4),%° and 7.3 kcal mol™! (B3PW91/aug-cc-pVQZ).?® In addition, from this work the
ccCA value of the AH®/ 295 of FOOF is 8.7 kcal mol!. Thus, the AH®; 29s’s provided by
theoretical approaches is between 7-9 kcal mol™!, whereas the experimental value is 4.6 + 0.5
kcal mol!. Because of this large and consistent discrepancy, the MAD of the AH®: 208’s is

calculated with and without FOOF.

RO-ccCA, G3-RAD, ROMO06, and ROM06-2X were employed to calculate the AH®/ 298
for FOOO and the predicted AH®/ 298’s are listed in Table 3.6. Due to the lack of reference data
for FOOO, the AH®/ 298 of ccCA for FOOO (31.0 kcal mol™!) is considered the most accurate
based on the previous successes of ccCA in predicting energetic properties (MAD of 1.01 kcal
mol™! using ccCA-PS3 for main group molecules (G03/05 test set)).** G3-RAD also predicts a
very close value to the ccCA value (30.1 kcal mol!). However, including empirical parameters
makes G3-RAD a system-dependent method. Thus, the RO-ccCA value is recommended. The
computed AH/; 205 for FOOO using ROMO6 is 5.7 kcal mol! greater than the RO-ccCA value.
MO06-2X predicts very high AH®/ 298’s for FOOO compared to the other methods. For FOOOH,
the calculated AH®/, 208’s of ccCA is considered the reference data for the same reason previously
mentioned. The AH®/ 205 of ccCA for FOOOH (-1.6 kcal mol!) is chemically sensible since
formation of hydride is usually exothermic with fluoride lowering its stability. In addition, G3B3
predicts as exothermic AH®/ 295 as ccCA, but greater by 1.3 kcal mol™!. G3 and M06 and M06-2X
overestimated the AH®/ 203 of FOOOH by 1.8, 4.2, and 4.5 kcal mol!, respectively, with respect
to the ccCA value. Finally, ccCA successfully predicts the AH®/ 208 of FOOOF with only a 0.2
kcal mol! deviation from the extrapolated CCSD(T)/aug-cc-pV(T,Q)Z value calculated

previously by Huang et al.,'” where other methods such as G2 and G96PW91/D95(3df) predicted
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AH®/ 208’s that are > 7.0 kcal mol™! higher than the CCSD(T) value.®” Here G3B3 AH® 295 is also
in good agreement with the CCSD(T) value, with a deviation of only 0.7 kcal mol™! between the
two, but G3 AH®/; 205 differs by 1.2 kcal mol™!. This difference between G3B3 and G3 results
typically comes from geometry optimization, with MP2 found to be insufficient to describe the
structure of dioxygen fluoride species. M06 and M06-2X again overestimated the enthalpy of

formation of FOOOF by 4.3 kcal mol! with respect to the CCSD(T) value.

The MADs of the calculated AH®/, 298’s for all the utilized methods with respect to the
reference data were computed and provided in Table 3.6. The MADs of M06 and M06-2X as
shown in Table 3.6 are 4.0 and 5.2 kcal mol! (3.5 and 4.3 kcal mol! without FOOF),
respectively. Thus, compared to the chlorine oxides in Table 3.3, M06 and M06-2X do not
perform well for oxygen fluoride species. That can be attributed to the poor geometries obtained
by M06 and MO06-2X. Because of the deficiencies in the M06 and MO06-2X computed
geometries, single point M06 and MO06-2X energy calculations were performed using the
B3LYP/aug-cc-pVTZ geometries to examine the performances of M06 and M06-2X for oxygen
fluorides energy calculations. AH®; 29s and MAD’s were calculated and listed in Table 3.7.
However, no improvement is noticed in the M06 and M06-2X AH®f 208’s when using B3LYP
geometries. That supports our conclusion that M06 and M06-2X are not considered reliable
methods to predict structures and energetic properties for oxygen fluorides. G3 and G3B3
(including the G3-RAD values) perform well with MAD’s of 1.5 kcal mol™! for both methods
(0.9 kcal mol™! for both methods without FOOF). This performance is expected taking into
account the inclusion of the HLC term in the G3 and G3B3 energy. For example, the G3B3 AH,
208 of FO without the HLC term is 30.3 kcal mol™!, a value that is greater by 3.8 kcal mol™! than

the G3B3 AH®/ 505 listed in Table 3.6. The MAD of the G3 and G3B3 methods (1.5 kcal mol™) is

73



much smaller for the oxygen fluorides than for the chlorine oxides (2.3 kcal mol! for G3 and 3.5

kcal mol™ for G3B3), so G3 and G3B3 perform better for oxygen fluorides than for chlorine

oxides. The MAD of ccCA-S3 is 1.4 kcal mol! (0.9 kcal mol! without FOOF) for oxygen

fluorides and is 1.1 kcal mol! for chlorine oxides. This indicates a capability of ccCA to predict

reliable energetic properties for halogen oxides.

Table 3.7 Calculated enthalpies of formation for the oxygen fluoride species using M06 and
M06-2X methods based on B3LYP/aug-cc-pVTZ geometries.

AH®; 203 k (kcal mol ™)

Compd.

B3LYP#*/M06" B3LYP#*//M06-2X" Reference data®
FO 28.4 27.7 26.1+£2.4
FOH -17.5 -18.5 -23.16£1.2
FOF 10.2 9.3 5.9+0.5
FOO 93 15.0 6.1+0.5
FOOH -6.9 -7.7 -10.4+1.0¢
FOOF 11.8 19.9 4.6+0.5
FOOO 34.7 47.5 -
FOOOH 4.9 4.5 -
FOOOF 31.8 32.1 26.6°
MAD 4.5 6.0 -
MAD w/o FOOF 4.0 4.4 -

aB3LYP/aug-cc-pVTZ. ® M06/aug-cc-pVQZ and M06-2X/aug-cc-pVQZ
*NIST-JANAF Tables: Reference 36-37. ¢ CCSD(T)/ANO4: Reference 21.
¢ Extrapolated CCSD(T)/aug-cc-pV(T,Q)Z: Reference 19.

In addition, a comparison between the calculated AH®/ 298’s in this study and the recent

Active Thermochemical Tables (ATcT)®*®% values of the AH% 208’s of FO, FOH, FOF, FOO,

FOOF, and FOOOF are examined. The ATcT tables use artificial intelligence algorithms to

reduce the uncertainties in the experimentally measured AH®/; 208’s by combining experimental



and highly accurate theoretical thermochemical data.®®® As shown in Table 3.8, the
uncertainties of the ATcT values of FO, FOH, FOF, and FOO decreased in comparison to the
NIST-JANAF values (Table 3.6). Thus, to evaluate our methods against the ATcT values, the
MADs of the calculated AH®/298’s for all the utilized methods with respect to the ATcT values
were computed and provided in Table 3.8. The MADs of ccCA-S3, M06, M06-2X, G3, and
G3B3 were all lowered by 0.5-0.9 kcal mol™! in comparison with the MADs shown in Table 3.6
(with ccCA-S3 providing the lowest MAD, at 0.6 kcal mol™). The large difference in the MADs
between NIST-JANAF table and ATcT is likely attributed to the large difference between the
ATCT value of the AH®/ 203 of FOOF (8.04+0.09 kcal mol™!) and the NIST-JANAF value (4.6 +

0.5 kcal mol™).

Table 3.8 Calculated Enthalpies of formation for the oxygen fluoride species using all methods
and the MADs of these methods with respect to the ATcT values.

AHC 203 k (kcal mol™)

Compd.
ccCA-S3 Mo6* Mo06-2X*? G3 G3B3 ATcT?

FO 27.0 28.1 27.5 26.1 26.5 26.51+0.04
FOH -21.6 -17.7 -18.6 -20.4 -20.1 -20.85+0.05
FOF 6.2 9.6 8.7 6.5 6.8 5.91+0.06
FOO 7.5¢ 9.0f 14.5° 7.1#8 7.0 5.99+0.06
FOOH -11.7 -7.6 -8.4 -10.3 -10.2 -
FOOF 8.7 11.2 15.5 9.3 8.9 8.04+0.09
FOOO 31.0¢ 36.7¢ 41.34 30.1¢ 30.1¢ -
FOOOH -1.6 2.6 2.9 0.2 -0.3 -
FOOOF 26.8 30.9 30.9 27.8 27.3 26.63+1.86
MAD 0.6 3.1 47 0.8 0.7

4 M06 and M06-2X in conjunction with aug-cc-pVQZ. °ATcT: Reference 68-69.° Using RO-ccCA.
4Using ROM06 and ROM06-2X. ¢ Using G3-RAD.
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3.1 Conclusion

The capability of ccCA, G3, and G3B3 for the prediction of the enthalpies of formation
of oxygen fluoride species was evaluated. In addition, the performance of M06 and M06-2X in
conjunction with the correlation consistent basis sets (aug-cc-pVnZ), where n = D, T, Q, was
also examined for predicting the structures and enthalpies of formation of oxygen fluoride
species. An important finding from this study is that though M06 and M06-2X are useful
functionals for many main group species (including chlorine oxides), M06 and M06-2X were
less successful in the prediction of reasonable structures and AH®. 208’s for oxygen fluorides,
oxygen difluorides, and related hydrides. This could be generalized to systems containing F-O
and/or O-O bonds (e.g. peroxides and polyoxides). Geometries predicted by B3LYP/aug-cc-
pVTZ are generally in good agreement with the listed reference data. When calculating the
enthalpies of formation, ccCA-S3 provides the lowest MAD (1.4 kcal mol™! with respect to the
reference data; 0.9 kcal mol! excluding FOOF) without any parameterized energies. While
ccCA-S3 provides the smallest MAD of the four different CBS extrapolation formulas
considered for this set of molecules, other ccCA variants, such as ccCA-PS3, have been found to
be useful in previous studies.*** G3 and G3B3 achieved a MAD that is greater than ccCA-S3 by
only 0.1 kcal mol! with respect to the reference data while incorporating an empirical parameter
that is intended to reduce the overall MAD of G3 and G3B3 (or MAD of 0.9 kcal mol!
excluding FOOF, which is identical to ccCA-S3 in this case). The performance of G3 and G3B3
for chlorine oxides is not as good as for oxygen fluorides. ccCA-S3 predictions of the AH®/, 208’s
of both the oxygen fluorides and of the chloride oxides species are in good agreement with the
experimental values. In addition, when comparing the calculated AH®/;298’s to the ATcT values,

ccCA-S3 provides the lowest MAD (0.6 kcal mol™) in comparison to the other methods included
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in this study. The enthalpies of formation for FOOO and FOOOH are predicted to be 31.0 and
-1.6 kcal mol’!, respectively, by the ccCA-S3 method. Overall, the use of the correlation
consistent Composite Approach (ccCA) is recommended for such systems, with promise for

other halogen systems and peroxides.
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CHAPTER 4 ENTHALPIES OF FORMATION FOR ORGANOSELENIUM
COMPOUNDS VIA SEVERAL THERMOCHEMICAL SCHEMES

4.1. Introduction

Organoselenium compounds have been a subject of interest due to their potential
applications in areas including organic synthesis,'> green chemistry,>* biochemistry,”® redox
chemistry,”!? and synthesis of conducting materials, semiconductors, and optoelectronic

materials.!!"13

Organoselenium  reagents such as selenoxide, carbonyl selenide,
isoselenocyanates, and selenones play an important role in organic reactions involving
transformation mechanisms and typically result in high yields overall.'? The generation of
complex alkenes via the stereospecific syn-elimination of selenoxides is another important and

successful applications of organic selenium compounds.!®!8

Although selenium is a chalcogen like oxygen and sulfur, it exhibits quite different
chemistry. The selenium-carbon bond (bond length (r) = 1.98 A and bond dissociation energy
(BDE) = 55.93 kcal mol™) is longer and weaker than that of the sulfur-carbon bond (r = 1.81 A
and BDE = 65.01 kcal mol™!), which, in turn, is longer and weaker than the carbon-oxygen bond
(r = 1.41 A and BDE = 85.56 kcal mol™!). Organoselenium reagents, as a result, are more active
and involved in wide range of chemical applications than their corresponding organosulfur and
organo-oxygen compounds.'’

Insight about the potential utility of organoselenium compounds can be gained, in part,
by knowing about their thermochemical properties including enthalpies of formation, Gibbs free
energies, and bond dissociation energies at certain temperatures. Due to the weak Se-C and Se-

Se bonds, some organoselenium compounds tend to be relatively unstable during
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thermochemical measurements. In addition to their instability, toxicity and difficulties in
purification also contribute to the limited availability of thermochemical experimental data for
organoselenium species as well as numerous discrepancies among the available experimental
results.”**! For example, Voronkov et al.”* reported an enthalpy of formation (AH®,qg) of
diethyl selenide (C2HsSeC2Hs) of -11.78 £ 0.96 kcal mol™! while Tel’noi et al.® reported an
AH®f 59 Of -5.02 + 0.96 kcal mol! for the same molecule. The most recent review of the
thermochemistry of organoselenium compounds was in 2011 by Liebman and Slayden?! in
which they reviewed and assessed the available AH®f 595's of organoselenium compounds that

were mostly reported in three different review publications.??*

The lack of reliable thermochemical properties of organoselenium species increases the
need for high-level ab initio quantum chemical calculations for the prediction of energetic
properties of organoselenium compounds and for the validation of available experimental data.
Boyd et al.»>2® evaluated the performance of density functionals for the prediction of the
geometries and bond dissociation energies of several biologically relevant organoselenium
compounds with respect to the quadratic configuration interaction (QCISD) in conjunction with
the cc-pVTZ basis set. The authors found that B3PWO91 in conjunction with 6-311G(2df,p)
performed the best.”>® Another study by Maung et al.?’ found that MP2/6-311G(d,p) predicted
the most accurate BDE of HSe-H (H,Se) with a deviation of only 0.3 kcal mol"! off from
experiment, while B3LYP/6-311G(d,p) predicted a BDE that is 4.7 kcal mol™! higher than the
experimental value. Maung also calculated BDEs of other organoselenium compounds using
several density functionals. Due to the absence of reliable reference data, according to Maung,
no definitive conclusion can be reached from their study,?’ although the non-local BHandHLYP

functional was determined to be the most useful choice for the prediction of BDEs of
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organoselenium compounds at an inexpensive computational cost with respect to its prediction of
the BDEs of HSe-H and H-Se.?’” Overall, most of the theoretical applications of quantum
mechanics on organoselenium compounds involved the prediction and evaluation of BDEs rather

than AHf 59'5.2>

Although QCISD and coupled cluster with single, double, and perturbative triple
excitations (CCSD(T)) have been reliable for predicting energetic properties, it is essential that
the energies are extrapolated to the complete basis set (CBS) limit, i.e. the basis set
incompleteness error is eliminated. However, CBS calculations with highly correlated methods
are computationally demanding in terms of computer time, memory, and disk space. A number
of ab initio composite approaches have been developed for modeling thermochemical properties
with accuracy similar to that possible with CCSD(T)/CBS, but with reduced computational
cost.>!3® Composite methods utilize a series of steps combining lower level methods and basis
sets to replicate results possible with higher level methods. The most commonly used composite
methods are the Gaussian-n (Gn) methods developed by Pople et al.>'** Other successful
composite methods are the correlation consistent Composite Approaches (ccCA) developed by
Wilson et al.>>*! The Gn methods, detailed in Chapter 2 Section 2.5.2 and elsewhere,*> were
extended to include molecules containing third-row main group elements.>**** The developers
of the Gn methods also introduced molecule sets, such as G3/05 set,*’ that can be used to gauge
the utility of computational approaches.

The only selenium-containing compounds in the G3/05 set are SeH and SeH». The
deviations of the calculated atomization energies with respect to experiments for SeH are 0.1
kcal mol! (G2), -1.1 kcal mol™! (G3), and -0.7 kcal mol! (G4), and the deviations for SeH, are

1.1 keal mol™ (G2), 0.9 keal mol™ (G3), and 1.1 kcal mol! (G4).*** The AH® 595 of SeH, was
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computed using G2 and was only 1.1 kcal mol! off from the experimental value.*® ccCA,
detailed in Chapter 2 Section 2.5.2 and elsewhere,*’ also was applied to the G3/05 training set.?’
The deviation of the calculated atomization energies when using ccCA with respect to
experiment was -0.7 kcal mol"! for SeH and -0.4 kcal mol"! for SeH. These deviations were
reduced to -0.2 kcal mol™! for both molecules when including the theoretical second-order atomic
spin-orbit corrections, calculated by Blaudeau et al.*® using the configuration interaction (CI)
method, to the ccCA energy,’” displaying a superior performance over the Gn methods for these
molecules. The ccCA mean absolute deviation (MAD) for the molecules containing third-row
atoms (Ga-Kr) included in the G3/05 set was 0.95 kcal mol™! (0.88 kcal mol™! when the second-
order atomic spin-order corrections was included) for a group of thermochemical properties
including 19 atomization energies (D), 11 enthalpies of formation (AH), 15 ionization potentials
(IP), 4 electron affinities (EA), and 2 proton affinities (PA).>” The aforementioned examples
illustrate the rigor of these composite approaches.

There has been much less investigation of the AH ¢ 595's of selenium-containing organic
compounds than for oxygen- or sulfur-containing organic compounds. The most common and
simplest method to determine the AH®f 595's in calculations is through the use of the atomization
energy approach. This approach employs the difference in energy between the target molecule
and its constituent atoms. Although the atomization approach (RCO) has been successfully
applied to predict AHf 5q¢'s using high levels of theory and/or model chemistries, differential
electron correlation effects and size extensivity can be two problems associated with using this
approach. Differential electron correlation effects come from the difference in correlation energy
between the molecules (can involve conjugation, polarization, and strain) and the isolated

atoms.*>! Size extensivity is the ability of a method to scale linearly with increasing the number

89



of electrons, i.e. the method becomes independent of the size of the system.*'*? Typically, these
two factors become increasingly important as the size of the target molecule is increased.
Additionally, since the atomization approach involves relative energies of a molecule and its
constituent atoms, any error associated with the approximation of the Schrodinger equation (i.e.
Born-Oppenheimer approximation, lack of correlation correction, relativistic effects, and
incomplete basis sets) will not be balanced resulting in an accumulation of errors.*** In order to
reduce these errors, molecular reaction schemes such as the isogyric reaction, isodesmic reaction,
and homodesmotic reaction schemes have been developed to calculate thermochemical
properties based on bond interaction energies.>*> In thermochemical reaction schemes, relative
energies are calculated between the target molecule and its constituent molecules (known as
elemental reactants and products) rather than between the target molecule and its constituent
atoms as is the case when using the atomization approach. This allows for the cancellation of
errors arising from differential electron correlation and size extensivity; thus, in principle, the
isodesmic reaction scheme can provide more accurate energetic properties than the atomization
approach depending on the accuracy of the calculated reaction enthalpy of the bond separation
reaction (BSR) of the target molecule and the experimental AH® ,qg's of the constituent

molecules.40’41’52’56'58

Wheeler et al.>”*® defined a hierarchy of homodesmotic reactions for the calculation of
AH; 598's for hydrocarbon compounds. The hierarchy includes: isogyric (RC1), isodesmic
(RC2), hypohomodesmotic (RC3), homodesmotic (RC4), and hyperhomodesmotic (RCSY)
reactions.’’” As the homodesmotic reactions hierarchy increases from RC1 to RCS5, the degree of
error-balanced between reactants and products increases as well as the accuracy of computed

enthalpies. For acyclic, closed-shell hydrocarbons, even low-level computational methods such
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as Hartree-Fock can provide chemical accuracy when it is used with RC4 or RCS5 reaction

3738 are shown in

schemes.’® The definition of these reaction schemes, according to Wheeler,
Table 4.1. In RC1 the number of electron pairs is maintained while in RC2 the number and type
of carbon-carbon are both maintained. Not only the number and the bond type of C-C bonds are
conserved in RC3, but also the hybridization state and the number of carbons with an equal
number of hydrogen atoms attached are both maintained. RC4 and RC5 balance more chemical
interactions than the lower scheme, see Table 4.1. This homodesmotic reaction hierarchy
provides a clear classification and definition of homodesmotic reactions that make it possible to

extend the scheme to a variety of organic molecules including those containing oxygen and

sulfur atoms.

Table 4.1 The definition of the homodesmotic reaction schemes according to Wheeler.>”-8

Reaction Name Reaction scheme constraints

scheme

RC1 isogyric The number of electron pairs and unpaired electrons

RC2 isodesmic The number and bond type of carbon-carbon

RC3 hypohomodesmotic The number and the bond type of C-C bond, and
The hybridization state of each carbon atom and the number of
carbons with an equal number of hydrogen atoms attached

RC4 homodesmotic “The number of each type of carbon-carbon bond [Cgps —
Csp2) Csps — Cgp2, Cgps — Cgp, Cgpz — Cyppz, Cpz — Csp, Csp —
Csp, Cspz = Cgpz, Cgp2 = Csp, Csp = Csp, Csp = Cgpin reactants
and products, and
The numbers of each type of carbon atom (sp?, sp?, sp) with zero,
one, two, and three hydrogens attached in reactants and
products”

RC5 hyperhomodesmotic ~ The number of carbon-carbon bond types [ H;C — CH,, H;C —

CH,H,C — CH,,H;C - C,H,C - CH,H,C - C,HC — CH,HC —
C,C—-C, H,C=CHHC=CHH,C=CHC=C(CC=CHC=
C,and C = (] in reactants and products, and

The number of each type of carbon atom (sp?, sp?, sp) with zero,
one, two, and three hydrogens attached in reactants and
products”

Wilson et al.*! extended this definition to include larger molecules and found that for the
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ccCA and G3 methods it is necessary to use higher level reaction schemes to gain high accuracy
when calculating the AHf 59¢'s of aromatic hydrocarbons. However, this statement does not
hold for the G4 method. The ccCA, G3, and G4 methods used in the Wilson study resulted in
MAD’s for the AH® ,9¢'s of aromatic hydrocarbon of 2.88, 1.60, and 1.04 kcal mol’!,
respectively for RC2 and 0.79, 1.55, and 1.78 kcal mol™!, respectively for RC3. These results
show that RC3 is recommended for larger molecules, especially when using ccCA. Engelkemier
and Windus® extended this hierarchy to calculated AH¢ 598's of oxygen-containing organic
molecules and showed the effectiveness of these reaction schemes in the cancellation of errors

and in providing more accurate enthalpies even for large molecules such B-D-glucopyranose-gg.

Jorgensen and Wilson*® published a detailed study of the effect of the hypohomodesmotic
reaction scheme (RC3) when used in combination with ccCA, G3, and G4 for the prediction of
AH¢ 598's of organosulfur species and compared it with the atomization approach (RCO). In
general, the RC3 reaction scheme did decrease the overall MAD of the AH® 5q4's for ccCA, G3,
and G4 as compared to the RCO approach, though not significantly. For example, the MAD of
the AH®; 595's of organosulfur species computed with ccCA-P is 0.98 kcal mol™! using RCO and
0.54 kcal mol! using RC3.% Thus, RCO is still an effective method when using composite
approaches such as ccCA, G3, and G4,***! particularly for light atoms or/and small molecules
but not necessarily for heavy elements or/and large molecules. However, the decrease in the
MAD when using the RC3 scheme compared to the RCO for the component methods that are
used for the additive terms in the ccCA methodology is very significant (2.39 kcal mol™! when

using MP2/aug-cc-pVQZ to 78.11 kcal mol™! when using MP2/aug-cc-pVDZ).*
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In the present study, the homodesmotic hierarchy is used to predict AH s ,qq"s for
selenium-containing organic compounds. The effect of RC2 and RC3 schemes on predicting the
AH;598's of organoselenium molecules via ccCA, G3, G4, and B3PW9l/aug-cc-pVTZ is
investigated and compared to RCO results. Due to the lack of reliable thermochemical properties
of organoselenium species, the molecule set in this study is smaller than for the organosulfur
study,*® mentioned earlier. Additionally, the quality of the experimental AH®¢508's is also
assessed due to the significant discrepancies between the reported experimental results. The
performance of each individual step of ccCA, using RC2 and RC3 schemes, is also discussed.
The study compares trends of the computational approaches used to calculate the AH ¢ 594"s of

chalcogen-containing hydrocarbon molecules (group 16 of the periodic table).

4.2 Computational Details

4.2.1 Methods

All calculations have been carried out using the Gaussian 09 software package.®® The

correlation consistent Composite Approach (ccCA), detailed in Chapter 2 Section 2.5.2 and

35,36,38 40,41,47,61-63

elsewhere and has been applied widely in prior studies, were used to predict the
AH¢ 59g's of organoselenium species. For molecules containing third row atoms (Ga-Kr), the
atomic second-order spin orbit coupling is also added to the total ccCA atomic energies.>’ The
valence correlation space includes the 3s, 3p, 4s, 3d, and 4p orbitals for selenium in all single

point energy calculations within the ccCA methodology and the FC1 correlation space include

all the electrons except the 1s electrons for selenium.’’
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The most commonly used composite methods, G3* and G4** were used for comparison.
The hybrid density functional B3PW91°4% in conjunction with the aug-cc-pVTZ basis set was
also used as it was found to provide accurate geometries and energies for organoselenium
compounds when compared to results obtained using QCISD/cc-pVTZ.2® The AH®f 508's of
organoselenium compounds were also calculated using each level of theory that are components
of the ccCA methodology. The mean absolute deviation (MAD) and the mean signed deviation
(MSD) were both calculated for each method. The geometries and structural parameters of all
molecules of interest are presented in the Appendix. The frequency calculations and the wave
function stability tests were both used to ensure that the predicted closed-shell structures are all a

stable minimum.

4.2.2 Thermochemistry

The AH®f 598"s of organoselenium compounds were calculated using ccCA, G3, G4, and
B3PW91 methods. Three thermochemical approaches were used in the calculations of the
AH®¢598's: the atomization approach (RCO), the isodesmic reaction scheme (RC2), and the

hypohomodesmotic reaction scheme (RC3).

4.2.2.1 Atomization Approach (RC0)

In this method, the AH® 594"s were computed as follows:
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atoms atoms

+ (Hy (298K) — Hy (0K)) 4.1)

- ( Z n(H,(298K) — HA(OK)))

atoms

The enthalpy of formation of the molecule of interest (M) (AHf ) at 298 K is calculated using
Eq. 4.1. The first term in Eq. 4.1 is the experimental enthalpy of formation of its constituent
atoms (AHf,) at OK multiplied by n, the number of each type of atom. The recommended
experimental AH®¢ ; of the selenium atom, 57.9 kcal mol™,**®" was used in this study. Carbon
and hydrogen AH®¢ ;s are the same as those used in Jorgensen’s study,* which are 170.11 kcal
mol ™! and 51.63 kcal mol™,*®® respectively. The second term is the atomization energy of the
molecule of interest (Dy = Y. gtoms NEa — Ey — Ezpg), Where E4, Ey, and Ezpg are the total
energies of the constituent atoms, the total energy of the molecule of interest, and the zero point
energy of the molecule of interest, respectively. The energies are calculated at the specified level
of theory. The last two components are the thermal corrections to the enthalpies to account for a
temperature of 298 K for the atoms (experimental) and for the molecule of interest, calculated at
a specified level of theory. The thermal corrections to enthalpies for atoms are 1.32 kcal mol™! for

selenium,® 0.25 kcal mol™! for carbon,®® and 1.01 kcal mol™! for hydrogen.®’

4.2.2.2 Isodesmic (RC2) and Hypohomodesmotic (RC3) Reaction Schemes

The AH®f 595's were computed using the RC2 and RC3 reaction schemes as follows:
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AHj 1y (298K) = Z AH; pro.(298K)

product

- Z AHf,react.(298K)

reactant

(4.2)

_ Z H(298K) — Z H(298K)

product reactant

In Eq. 4.2, the AHf ) is calculated using the experimental AH;(298K) of the elemental reactants
and elemental products, i.e. the constituent molecules, and the calculated enthalpy of the reaction
which is represented by the term (meduct H(298K) — Y. reactant H(298K )) Elemental
reactants and products are molecules produced from the bond separation reaction (BSR)>° of the
target molecule and they must maintain all of the constraints of each given reaction scheme. The
first step in thermochemical reaction schemes, such as RC2 and RC3, is to define these elemental

reactants and products.

4.2.3 Organoselenium Compounds

A set of eight organoselenium molecules were selected based on the availability of
experimental data. This set contains only carbon, selenium, and hydrogen atoms and consists of
two constituent molecules dimethyl selenide ((CH3)2Se) and dimethyl diselenide ((CH3)2Se»)),
six target molecules divinyl selenide ((CH>=CH).Se, diethyl selenide ((CH3CH2),Se), diethyl
diselenide ((CH3CH2)2Sez), diisopropyl selenide (((CH3).CH).Se)), dipropyl selenide
((CH3(CH2)2)2Se), dibutyl selenide ((CH3(CH2)3)2Se), and selenium dihydride (H>Se). Aromatic
molecules were not included in the set. The AH®f 5q5's for the set of molecules were calculated

using the RC0, RC2, and RC3 approaches via ccCA, G3, G4, and B3PW91. In order to calculate
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the AH% ;95 of the aliphatic organoselenium compounds using the RC2 and RC3
thermochemical reaction schemes, Wheeler’s definition®’ of RC2 and RC3 was extended to
include selenium-containing elemental reactants and products. That is, for RC2, the number and
the bond type of Se-C and Se-Se bonds was conserved, and for RC3 the number, the bond type,
and the hybridization state of selenium were all conserved. These elemental reactants and
products are provided in Figure 4.1. The proposed RC2 and RC3 reactions are shown in Figures
4.2 and 4.3, respectively. In these reaction schemes, the uncertainties of the reported results are
cumulative. Thus, a potential source of deviations in RC2 and RC3 schemes can come from the
uncertainties associated with the experimental AH®f 59¢'s of the constituent molecules involved

in the proposed reaction schemes.

RCI1 product/RC2 reactant

H,Se

RC2 product/RC3 reactant/RC3 products

/ Se\ / Se\ Se/

Figure 4.1 Selenium-containing elemental reactants and products.
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Figure 4.2 Isodesmic (RC2) reaction schemes.
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Figure 4.3 Hypohomodesmotic (RC3) reaction schemes.
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4.2.4 Reference Data

The available experimental gas phase AHf,q9g's of organoselenium molecules were
considered as reference data. Due to the large discrepancies between experiments, the
quantitative structure-property relationship (QSPR) AH®r,94's were also considered for
evaluation purposes. QSPR is a semiempirical method developed to predict chemical and
physical properties, such as AH%r ,qg's of organic and organometallic compounds, using
numerical descriptors that generated from molecular structures and has been successfully applied
for a variety of organic and organometallic compounds.’®’* Shown in Table 4.2 are all available
reference data categorized by the methods used for measurement.

All the experimental AH®;,95's of organoselenium compounds, provided in Table 4.2,
were determined via thermochemical schemes relative to the selenium dioxide (SeOz)
combustion product. The reason for using the combustion procedure is because SeO; is the only
metallic oxide that is produced from the burning of selenium and its compounds.?* SeO; is
soluble in water and to ensure its complete dissolution in water, a high precision measurement,
such as the rotating bomb calorimetry, is often used. While rotating bomb calorimetry is a
preferred experimental method, Batt>* showed very good agreement between static and rotating

bomb measurement of the AH® 594 0f SeO.

A review by Liebman and Slayden?! of the evaluation of organoselenium compounds
thermochemistry, as well as the AH®f 59¢'s predicted by QSPR™ were both used as a guidance in
evaluating the reference data. Liebman and Slayden?' evaluated the AH °f208'S Of

organoselenium compounds reported from two main calorimetric measurements: static bomb

calorimetry performed by Tel’noi*’ and rotating bomb calorimetry performed by Voronkov.?
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Liebman?! used the well-established linear relationship, developed by Rossini et al.,”>””” for the
AH® 59g's of a set of homologous organic compounds, such as RZ and R>Z where R is an alkyl
group and Z is a heteroatom to examine the validity of the experimental AH®f 59¢'s of the dialkyl
selenides and to predict unknown AH® 595's for other homologous organic compounds. It was
found that the experimental AH®f ;95 0f (CH3)2Se measured by Tel’noi*® using static bomb
calorimetry deviates from the Rossini linear relationship by ~3.12 kcal mol! — a deviation that is
too large for reliability.?! An AH®f 59g of -2.39 keal mol™! for (CHs)2Se is suggested by Liebman
to be more credible.?! Using the QSPR approach, a value of -1.77 kcal mol™! is predicted for the
AH®f 595 Of (CH3)2Se.” The QSPR AH °f 208 Of (CH3)2Se is near the value suggested by Liebman.
Using the Rossini linear relationship, Liebman validated the AH®,9¢'s of -11.78+0.96 kcal

mol! for (CH3;CH,).Se, -25.81£0.96 kcal mol™! for ((CH3).CH)2Se, and -31.50+1.20 kcal mol™!

1.22

for (CH3(CHz)3)2Se; all were measured by Voronkov et al.”* using rotating bomb calorimetry.

The AH®f 595 of (CH3(CH2)2)2Se was interpolated from this relationship to have a value of -21.75
kcal mol™!. As shown in Table 4.2, the predicted AH °¢ 208'S of these compounds using QSPR are
most similar to those measured by Voronkov et al.??

The experimental AH®f 59¢'s of dialkyl diselenides exhibit large discrepancies and high

uncertainties, which precludes the potential of applying Rossini’s linear relationship’”’ to these
compounds. Furthermore, no results from QSPR are available for dialkyl diselenids. For
consistency, and since both (CH3),Se and (CH3)2Se> are considered constituent molecules, the

AH®f 595 of (CH3)2Se2, measured by Tel’noi*® using the same experiment as (CHj3)2Se, was
estimated in the same manner as the AH®f ;9g 0of (CH3)2Se was estimated by Liebman.?! The

recommended AH®f ;9 of (CH3)2Sez is ~6.22 kceal mol!. The experimental AH®f 595's of
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(CH3CH2)2Sez and (CH3(CHa)3)2Se2 measured by Tel’noi et al.?? using combustion procedure in
a stationary bomb often are associated with high uncertainties as shown in Table 4.2. Liebman
found that the slope of these two AH®f 59¢'s versus the number of carbon atoms are in reasonable

agreement with the slope for similar corresponding symmetrical n-alkanes.

The experimental AH®¢ ,9¢"s of divinyl selenide shown in Table 4.2 were measured with
the static bomb?? to be 49.71+1.90 kcal mol™' and with the rotating bomb?? to be 28.44+0.96 kcal
mol!. The enthalpy of hydrogenation of divinyl selenide using the 49.71£1.90 kcal mol™! value
and the recommended AH°f 545 of diethyl selenide (-11.78+0.96 kcal mol™)*! is -30.71 kcal mol™!
per vinyl group which is very close to the enthalpy of hydrogenation of the corresponding
alkene, 1,4-pentadiene, which is -30.11£0.15 kcal mol'.”® However, the enthalpy of
hydrogenation using the rotating bomb value (28.44+0.96 kcal mol™! ) is -20.08 kcal mol™! per
vinyl group which is much smaller than that of the corresponding alkene. Based on these values
of the enthalpy of hydrogenation of divinyl selenide, the value 49.71£1.90 kcal mol"! can be
considered more reliable than 28.44+0.96 kcal mol'. Data shown in bold in Table 4.2 are

considered to be the most reliable and are thus used as reference data in the present work.

Table 4.2 Experimental and estimated enthalpies of formation in kcal mol! for organoselenium
compounds.®®

AH°f598's AH®f598's AH°f598's AH°f598's
(SBO)® (RBC)? (Estimated)® (QSPR)'

(CH;):Se 43+1.90 _ -2.39+1.90 177
(CH3):Se; 12.911.90 -0.7240.96 6.22+1.90 -
(CH,=CH):Se 49.71+£1.90 28.44+0.96

(CH3CH3):Se -5.02+0.96 -11.78+0.96 - -10.68
(CH3CH)):Se; -3.82+2.87 -9.08+0.96 ; :
((CH3)2CH):Se - -25.81+£0.96 - -21.82
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Table 4.2 Continued.

(CH3(CH:)3):Se - -31.50+1.20 - -28.20
(CH3(CH:)s):Se - -41.28+1.20 - -37.08
(CH3(CH)3):Se -21.03+5.02 - - -
(CH3(CH:),):Se - - -21.75+0.96 -

2SBC stands for static bomb calorimetry, RBS stands for rotating bomb calorimetry, estimated values are
obtained based on the Rossini linear relationship, QSPR stands for the quantitative structure-property
relationships.

"Data shown in bold are considered to be the most reliable and are thus used as reference data in the
present work.

°Reference. 23. Reference. 22. “Reference. 22. ‘Reference. 74.

4.3 Results and Discussion

The AH®f 595's of the constituent fragments shown in Figure 4.1 were calculated using
the atomization approach (RCO0) via ccCA-P, ccCA-S3, ccCA-S4, ccCA-PS3, G3, G4, and
B3PW91/aug-cc-pVTZ and presented in Table 4.3. The calculated AH®¢ 595"s of the hydrocarbon
fragments are shown in Table 4.4, as they were calculated using ccCA, G3, and G4 in previous

studies. 04!

Table 4.3 Calculated enthalpies of formation (in kcal mol™') for the elemental products and
reactants of organoselenium compounds via the atomization approach (RCO).

ccCA-P  ccCA-S3 ccCA-S4 ccCA-PS3 G3 G4 DIPWOU 0 poot.
aVTZ
HiSe 719 685 7.16 702 791 812 675  7.03+0.190°
(CH::Se 093  -034 0.82 029 090 138 254 239+ 1.90°
(CH3):Se:  7.19 565 7.12 642 704 802 528 622+ 1.90°

4aVTZ: aug-cc-pVTZ. *Reference 79. “Reference 21.
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The calculated AH®f 595's of selenide dihydride (H2Se) are in relatively good agreement

with the experimental value for all computational methods employed. All ccCA variants predict

a AH®f 59¢ for HoSe that is within the experimental uncertainty. G3 and G4 both lead to an

underestimate of the AH ;95 of H2Se by ~1.0 kcal mol™! with respect to experiment, while

B3PW91 overestimates by 0.1 kcal mol!. The AH®¢598's of dimethyl selenide ((CHj):Se)

calculated using the current composite methods are all off the reference value by 2.05 kcal mol™!

to 4.93 kcal mol™!, with ccCA-S3 being the closet to the reference value (0.15 kcal mol™! off the

error bar). The AH®f 59g0f (CH3)2Se predicted using the QSPR approach (-1.77 keal mol™)™ is in

good agreement with the -2.39+1.90 kcal mol™! suggested by Liebman. The calculated AH °f208'S

of dimethyl diselenide ((CH3)2Se:) all agree well with the value suggested by Liebman.

Table 4.4 Calculated enthalpies of formation (in kcal mol™) for the hydrocarbon fragments via
the atomization approach (RCO).

ccCA-

ccCA-

ccCA-

ccCA-

B3PWI1/

P S3 s4 ps3 O3 G4 avrze Expt.
CH,4 1793 -1853  -18.00 -1823 -18.02 -17.74  -16.92  -17.82+0.07
CH;CH; 20.15  -2121 2027 -20.68 -20.12  -19.71  -19.61  -20.03+0.05
CH,=CH, 1282 1193 1278 1237 1261  12.68 12.56 12.6+0.1
CH;CH:CH; 2498 2650 -25.14 2574 2493 2445 2395 -25.0+0.1
CH;CH=CH; 5.33 424 524 4.65 5.13 5.21 433 4.840.2
(CH3);CH 3170 -33.66 3190 -32.68 -31.78 -3134  -29.11 -32.1+0.2
CH3(CH2):.CHs 951 3148 -29.72 -30.50 -29.86 -2935  -28.23 -30.0+0.2
CHs(CH2:CHs 3428 3670  -34.53  -3549 -3479 -3425  -32.45 -35.120.2

4aVTZ= aug-cc-pVTZ. "Reference 80.
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4.3.1 Atomization Approach Using Composite Methods and B3PW91

The AH 59's of the six target organoselenium molecules were calculated using the
atomization approach (RCO0) via the ccCA-P, ccCA-S3, ccCA-S4, ccCA-PS3, G3, G4, and
B3PWO91/aug-cc-pVTZ methods and are presented in Table 4.5 as well as the corresponding
experimental AH®¢ 595's, MADs, and MSDs. The calculated AH® ,94"s of divinyl selenide for all
methods shown in Table 4.4 are closer to the static bomb measured® value of 49.71+1.90 kcal
mol! than the rotating bomb measured?? value of 28.4+1.0 kcal mol™!. This comes as a support to
the evaluation of the static bomb measured value being more reliable based on its enthalpy of
hydrogenation. ccCA-S3 resulted in a AH®f 59g that is the closest to the experimental value with
a deviation of only 0.14 kcal mol!. All other methods predicted a AH °f 208 Of divinyl selenide
that is within 1.1 to 2.0 kcal mol! from experiment, yet the AH °208'S calculated using the G4
and B3PW91 methods are greater by 4.19 and 3.01 kcal mol™!, respectively, from the experiment.
The calculated AH®f 59 Of diethyl selenide is best predicted by ccCA-S3 with only 0.36 kcal
mol! difference from the experimental value recommend by Liebman (-11.78+0.96 kcal mol™!).?!
Jover et al.”* also predicted a AH®f 595 of -10.68 kcal mol™! for diethyl selenide using the QSPR
approach, which is in good agreement with Liebman’s recommended value. G3 and G4 deviate
by 2.48 and 3.17 kcal mol’!, respectively, from the experiment. The B3PW91 functional predicts

a AH® 59g that is 4.04 kcal mol! greater than the experimental value.

The computed AH® 595's of diethyl diselenide all deviate less than 1.0 kcal mol! from
experiment except the AH®f 95 predicted by ccCA-S3 and ccCA-PS3 that deviates by 3.24 and
2.02 kcal mol™! from experiment, which is close to the experimental uncertainty. The AH °f 208 Of

diisopropyl selenide calculated using the ccCA-P is the closest to the experiment among the
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other ccCA variants, followed by ccCA-S4. G3 predicts an AH®f o4 that is 2.54 kcal mol! away
from the experiment. B3PW91 results in an AHf ,qg that is 9.28 kcal mol™! lower than the
experiment. For dipropyl selenide, ccCA-P predicts the closest value to the Liebman’s
interpolated value?! (-21.75 £ 0.96 kcal mol™!). For dibutyl selenide, G3 predicts the closest
AH® 59g to the experimental value, i.e. 1.78 kcal mol! lower than the experiment.

Overall, the ccCA-P, ccCA-S4, and G3 methods using the RCO approach result in
AH®¢598's with MADs of 1.68, 1.70, and 1.74 kcal mol™!, respectively, showing very good
agreement with the experiment with an average uncertainty of 1.53 kcal mol!. ccCA-S3, in
contrast, results in a MAD of 3.10 kcal mol™! and underestimates AH °f20g'S With a MSD of 2.93
kcal mol!, as shown in Table 5.4. Previous ccCA studies®®***! found a similar underestimation
in the computed AHf 59¢"s when using ccCA-S3, which utilizes the Schwartz-3 extrapolation
scheme.’! Due to this large underestimation of ccCA-S3, ccCA-PS3 results in a MAD of 2.53
kcal mol™!. The G4 method results in MAD of 2.85 kcal mol™! and an overestimation of -2.85 kcal
mol! for the AH® 59g's of organoselenium compounds, demonstrating a lower accuracy than
ccCA-P, ccCA-S4, and G3. B3PWO9l/aug-cc-pVTZ has the largest MAD with an overall
overestimation of the AH®,q5's of organoselenium compounds. Overall, the ccCA-P variant
predicts the best agreement with the experiment using RCO scheme for the AH®¢,9q's of
organoselenium compounds. For organoselenium compounds containing more than six non-
hydrogen atoms, the MP2-DK/aug-cc-pVTZ-DK calculation results in wrong electronic states;
hence this contribution was removed from the ccCA energy for these molecules. It is known that

this contribution becomes small with increasing the molecular size.
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Table 4.5 Calculated enthalpies of formation (in kcal mol™!) for target organoselenium molecules via atomization approach (RCO0).

B3PW91/aug-

ccCA-P ccCA-S3 ccCA-S4 ccCA-PS3 G3 G4 cc-pVTZ Expt.
_ 49.7121.90°
(CH,=CH)Se 51.69 49.85 51.66 50.77 5081 539 52.72 T o
-11.78£0.96"
(CH:CH.):Se 9.25 1142 -10.34 9.47 93 86l 774 -5.020.96*
-10.68¢
13.8242.87°
(CH:CH.):Se; 4.62 -7.06 438 5.84 4220 298 412 Pptared
_ b
((CH:):CH):Se -26.59 -29.63 -26.9 28.12 2327 2240 116.53 25:3}*802'? 6
(CH3(CH):):Se 2347 -26.54 2378 25 119.59  -18.84 116221 -21.750.96°
_ b
(CH3(CHa):):Se -33.77 37.73 -34.18 -35.75 2972 -28.94 24,71 31_'533})'30
MAD 1.68 3.10 1.70 2.53 174 285 4.83
MSD 0.18 2.93 0.57 1.41 161 285 473

aReference 23. "Reference 22. “Reference 74. ‘Reference 21.
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4.3.2 Homodesmotic Approach Using Composite Methods and B3PW91

The calculated AH®f 595's of organoselenium compounds using the isodesmotic reaction
scheme (RC2) and the hypohomodesmotic reaction scheme (RC3) via composite methods (ccCA
variants, G3, and G4) and B3PWO9l/aug-cc-pVTZ are presented in Tables 4.6 and 4.7,
respectively. Overall, the MADs of all the composite methods were reduced when using the RC2
and RC3 schemes compared to the MADs obtained using the RCO approach. The MADs of the
AH; 59g's calculated by B3PW91/aug-cc-pVTZ using the RC2 scheme was not significantly
reduced in comparison to the MAD using the RCO approach, i.e. 4.83 vs. 4.23 kcal mol™.
Nevertheless, the MAD obtained with B3PW91/aug-cc-pVTZ was decreased to 0.76 kcal mol™!
when using the RC3 reaction scheme compared with the RCO scheme. The calculated AH®f 59¢'s
of the principle organoselenium molecules using RC2 and RC3 via ccCA variants lie within the
experimental uncertainties of the corresponding experimental values. The most notable decrease
in the MADs of the ccCA variants occurs for the MAD of the ccCA-S3 AH®f 594's, i.e. from 3.10
(RCO) to 0.92 (RC2) and to 1.22 kcal mol™! (RC3) as shown in Table 4.8.

The differences between the MAD and the MSD of the AHf 59¢'s calculated using all
four ccCA variants become negligible when using the RC2 and RC3 schemes, thus exhibiting
less dependency on the extrapolation schemes. The MAD of all four ccCA variants is reduced to
~0.93 kcal mol! when using the RC2 scheme and to ~1.24 kcal mol™! using the RC3 scheme.
Compared to the RCO approach, the MAD of the AH®f 59¢'s calculated using G3 was reduced by
0.17 kcal mol! when using the RC2 scheme and increased by 0.04 kcal mol! when using the
RC3 approach. On the other hand, G4 results in a larger decrease in the MAD of the AH®f 54¢'s

of organoselenuim compounds when using RC2 and RC3 compared with G3, i.e. from 2.85
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(RCO) to 1.47 (RC2) and 1.29 kcal mol™! (RC3). The MSDs of the calculated AH® 59g's were
reduced for all composite methods when using RC2 scheme compared to RCO, showing a
reduction of statistical bias, i.e. the method neither overestimates nor underestimates, which
increases the validity of the utilized method. Using the RC3 scheme, compared to RCO, the
reduction of the MSD for all the composite methods is inconsistent. The MSDs of ccCA-S3,
ccCA-SP3, and G4 were reduced when using RC3 compared to RCO, but they were increased for
ccCA-P, ccCA-S4 and G3. However, the MSD for the set of AHf 59¢"s of all four ccCA variants
is ~0.1 kcal mol! when using the RC2 scheme and ~0.8 kcal mol™! when using the RC3 scheme.
The MAD and the MSD of G3 for each scheme (RC2 and RC3) have the same value; in this
case, the MSD becomes insignificant. The MSD of the AH®¢ ,94"s calculated using G4 was
reduced to 1.33 kcal mol! when using the RC2 and to 1.21 kcal mol! when using RC3 in
comparison to the RCO approach. It is worth mentioning here that the average experimental
uncertainty in the target molecules is £1.53 kcal mol! and the average experimental uncertainty
in the constituent molecules used for the RC2 scheme is £1.41 kcal mol™! and £1.39 kcal mol!
for the RC3 scheme. All composite methods have a MAD that is within these uncertainties when
using RC2 and RC3. However, B3PW91 has an MAD that is within the average experimental
uncertainties only when using the RC3 scheme.

Apart from that of G4, the largest deviation when using RC2 and RC3 schemes via
composite methods is found for the AH ,9¢ of divinyl selenid, a conjugated system, with
deviations of -1.98 (-1.34), -2.00 (-1.36), -1.99 (-1.36), -1.99 (-1.35), and 2.13 (2.56) kcal mol!
for ccCA-P, ccCA-S3, ccCA-S4, ccCA-PS3, and G3 when using RC2 (RC3), respectively.
Jorgensen*® found a similar large deviation in excess of 1.0 kcal mol' of the MADs of

AH® 594" of organosulfur compounds containing m-bonds calculated using ccCA variants and
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G3 methods using RCO and RC3. Additionally, the same observation was found when
calculating the AH®f 545's of hydrocarbons containing double bonds using ccCA variants and G3
via RC2 and RC3 schemes by Wilson.*! Compounds containing more than six non-hydrogen
atoms have also displayed large deviations in the MAD of their AHf 59¢'s calculated using the
composite methods via RC2 and RC3 schemes with respect to experiments.**! A similar

statement can be true here for organoselenium compounds particularly when using RC3 scheme.
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Table 4.6 Calculated enthalpies of formation (in kcal mol™!) for target molecules via the isodesmic approach (RC2).

B3PW91/aug-

ccCA-P ccCA-S3 ccCA-S4 ccCA-PS3 G3 G4 cc-pVTZ Expt.
_ 49.711.90°
(CH=CH),Se 51.69 51.71 51.7 517 47.58 50.13 51.69 Nyl
-11.78£0.96"
(CH:;CH.):Se 12,31