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ABSTRACT

EVALUATION IN A MODULAR SELF-PACED INTRODUCTORY
CHEMISTRY COURSE: IMPROVING THE TESTING AND
MEASUREMENT OF ACHIEVEMENT AND ATTITUDE

By

Eugene Joseph Kales

The first portion of this research concerns the investigation and
improvement of the reliability of multiple~choice chemistry tests as
used in a modular self-paced introductory course. This course
requires hundreds of reliable yet easily graded fifteen-item exams per
term. The multiple-choice format is readily scorable, but four- and
five-choice questions are of doubtful reliability.

Test reliability was investigated as a function of the guessing
opportunity when the number of answer choices varied from four to
infinity (the short-answer item is treated as a multiple-choice item
with an infinite number of choices). Test reliability was also
investigated as a function of two types of item content: problems and
nonproblems. Reliabilities in these studies are estimated by parallel
forms correlation coefficients between two exams administered
successively to the same students. Fluctuation in true scores is
responsible for a drop of only 0.02 reliability units over the two hour

testing inverval.
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Guessing is a function of test difficulty -- students guess more
often on a difficult test -- and when difficulty is taken into account, the
correlation between number of answer choices and guessing error is
over 0.90, Each doubling of the number of choices cuts guessing error
approximately in half. Yet even when guessing is theoretically
eliminated as in the short-answer item, reliability is not unity because
parallel forms of an exam are not perfectly equivalent. This
nonequivalence error is of the same magnitude as the guessing error
for six-choice questions and it is relatively constant regardless of
the number of answer choices.

At least in chemistry, whether test questions are problems or
nonproblems also affects test reliability. Although both types of items
show increasing reliability as the number of choices is increased,
problems have higher average reliabilities than nonproblems. For the
tests used here, problems averaged about twelve percent more
reliable than did nonproblems. When the mix of problems and
nonproblems is that which actually appears on exams used in these
courses, reliabilities are midway between those of problems and
nonproblems. Unreliability due to nonequivalence between parallel
forms is also highest for nonproblems, lowest for problems, and
intermediate for tests of mixed item types.

Increasing the number of answer choices from four and five to

eight and ten produces sufficient improvement in test reliability.



Eugene Joseph Kales
Several examples of increasing the number of responses are discussed.

Two other aspects of the course which were investigated are the
costs of the method of instruction and the student attitudes toward the
course and subject,

The high initial and fixed costs of this system produce savings
only when course enrollments are high. Costs are about twenty-nine
dollars per student when enrollments are over fifteen hundred and
increase to forty-three dollars per student as course enrollment
declines to seven hundred. In comparison with a large lecture system,
dollar savings are marginal, but instructional personnel are much
morel efficiently used.

Attitude survey results show a correlation near 0.70 with percent
return and a correlation with course grade ranging from zero to 0.3 0.
Observed response means are lower than typical university courses
because students are not rating a person and because grades in the
course average 0.24 units (on a four point scale) lower than student
term grade point averages. A comparison of positively stated Likert
items with 'naturally unbiased'’ evalu.ative items showed little
difference between formats. What difference was observed tended to

favor the Likert rather than the evaluative format.
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Chapter I Chemistry learning systems

I.A. Introduction

Teaching and chemistry are longstanding activities of man. Yet
as sciences, both are relatively new. The science of chemistry is
barely two hundred years old, and that of education is just out of
infancy. Even newer is the application by chemists of instructional
principles to their own teaching. As Havighurst [1] observed in 1941,
"...chemistry teachers have not treated their teaching problem as a
scientific one, deserving the same intelligence and industry, scientific
method, and attitude that they devote to research in chemistry."

The years since World War II have been ones of burgeoning
enrollments in college chemistry, coupled with modern budgetary
limitations. Thus squeezed from both sides, the chemical educator
is more concerned than ever in the past with the efficacy of his
teaching methods. The learning system can be as simple as an
instructor meeting daily with a group of thirty students, or as complex
as a course with several lecturers, graduate assistants, proctors,
graders, and a thousand students. In any case the teacher is
concerned with the efficacy and efficiency of his system -- the results
in student achievement, attitude, and behavior -- and the costs in time,
money, and effort. Essential to any evaluation of a teaching method is
the measurement of student attitudes and achievements. This study
encompasses the analysis and refinement of the measurement
techniques used in the recently implemented modular self-paced

1
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introductory chemistry sequence at Michigan State University.
Before a discussion of the experimental work is presented, a brief
history of the methods of teaching chemistry and the recent
developments in instructional technique are given, followed by a
description of the instructional setting in which this work was done

and to which these results apply.

I.A.1. Historical methods of teaching chemistry

In days of yore the student learned his alchemy as an apprentice
to a master chymist among the alembics and retorts of the master's
laboratory. As the science of chemistry matured, the number of
students to be instructed grew, and the tutorial master-apprentice
method proved exceedingly inefficient. It was also inappropriate for
.the majority of students who did not aspire to be professional chemists,
but who pursued chemistry for its cultural value or in the course of
medical studies. The lecture became the principal mode of
transmitting chemical knowledgef Soon textbooks were being written
as supplements and aids to the course lecturfes -- the first entirely
domestic chemistry text was written in 1819 by Gorham.

During these early years, students were almost never provided
with laboratory instruction. Benjamin Silliman [ 3], the most
prominent educator of his day, reflecting his time said of students,

*For a complete treatment of the historical development of chemical
education in America see references 2-5,
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"...I should much prefer that they should do nothing; for then they
would not hinder me and my trained assistants, nor derange nor break
the apparatus. '

Near the close of the nineteenth century, the value of laboratory
instruction was more widely accepted. About this time the chemistry
graduate student made his appearance, and by 1914 one-seventh of
the Ph.D.'s granted by American universities were in chemistry.
Coupled with the greater availability of laboratory apparatus, these
factors led to rapid and nearly universal inclusion of chemistry
laboratory instruction as part of the learning system. Of somewhat
slower spread was the recitation or quiz section, but by the nineteen-
twenties it too became a standard piece of educational machinery.

A survey taken by Hendricks [6] in 1924 found that chemistry
students were afforded two or three lecture hours per week, one quiz
hour, and three or four laboratory hours. The quiz or discussion
sections along with the laboratory meetings have not varied much in
size between fifteen and thirty students from the earliest days of
chemical instruction to the present. In contrast, lecture enrollments
have increased until four hundred in one lecture arena is not an
unknowﬁ occurrence. As early as 1930 Ehret [ 7] described the
beginning chemistry courses at New York University with annual
enrollments of nearly 1400 students employing nine lecturers and
thirty graduate assistants. Today most major institutions contend

with similar numbers.
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To accommodate large heterogeneous enrollments, educators
in many disciplines have experimented with teaching methods
sometimes radically different from the traditional lecture format.
Most of these innovations awaited the development of the technology
to release the instructor from live oral .delivery or printed textual
material. This technology began influencing college courses from

the nineteen-fifties onward.

I.LA.2, Modern innovations in pedagogic technology

The postwar progress in the technologies of communication and
calculation has had a major impact on how courses are taught. The
major advances include television, high-speed computers, audio and
video cassettes, optical scanners, teletypes and terminals, and
low-cost duplicating machines. The three most important learning
system innovations are (1) audio-visual-tutorial, (2) programmed
instruction, and (3) self-paced instruction. Each of these innovations
will be briefly discussed along with the technology which

made them possible.

I.A.2,a, Audio-visual-tutorial instruction

S. N. Postlethwaite [8, 9] introduced the audio-tutorial system
at Purdue University in 1961 as a program of remedial assistance for
introductory botany. The heart of the system is the prerecorded

course material to which students have free access. Initially and still
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most often this material is an audio cassette recording which serves
as a flexible substitute for the lecture. Postlethwaite [10] soon
expanded the method beyond simple remedial reviews to include
complete instructional modules. Each audio-visual-tutorial module
includes audio cassettes, visual aids, supplementary printed material,
and experimental equipment or models.

Two outstanding benefits distinguish AVT methods from the
traditional lécture. First, the student is not restricted in his study
of the course material by the schedule of lectures. Students may
listen essentially anytime (often including evenings and week-ends)
to the audio cassettes. Second, as a student is going over the material,
he is not constrained to cover it at the same speed as another student,
but may stop, race ahead, or backtrack as he feels necessary. These
two reasons may explain why television never approached the
popularity of the audio cassette.

Television as a teaching aid was reviewed by Barnard [11-13]
in 1968. Televised lectures provide none of the benefits of the audio
cassette, and retain the drawbacks of the large lecture in addition to
the impersonality of a recorded presentation. Video cassette
equipment is still too expensive and cumbersome for widespread use;
thus television is limited to areas where the visual image is integral
to the presentation. The most successful continuing use of television
has been in laboratory instruction. When used to demonstrate the

procedures to be used and show expected results, a picture is worth
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a thousand words. The televised pre-laboratory program maintains
a consistency of presentation unmatched by the differences within a
group of laboratory instructors. When finally video cassettes are as
inexpensive and easy to use as audio cassettes are today, then
television will gain acceptance as a convenient option to

the book, tape, or lecture.

I.LA.2.b. Programmed instruction

Large lectures and the various media methods excel in the
efficient presentation of material; they do not require but only
encourage the participation of the student in this process.
Programmed instruction is a systematic plan of presenting course
material which requires the active participation of the student as he
proceeds through the lesson. Jesse H. Day [14] summarized the
promises of programmed instruction:

"[the student] cannot proceed from item 1 to item 2 until
he has learned item 1. Thus there is a built-in guarantee
that when he has finished the program he has learned all of
it, not just the 90% needed for an A.

He is continuously active. He cannot skim or star-gaze;
the program waits patiently -- the student must make active
effort. The student learns what he does; he is no passive
sponge.

He proceeds at his own pace; the bright go quickly, the
not-so-bright more slowly.

The well-written program is so logical, clear, and con-
secutive that the student rarely fails to make each step. It
is not like a turgid textbook whose explanations need
explanations.

The student receives immediate confirmation of each right
answer, or immediate correction if wrong. There is no
waiting while papers are graded, the question forgotten,
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and interest past. The confirmation of correctness at each

step is tremendously encouraging to the student and provides

confidence for the next step.'
There are two fundamentally different kinds of programs -- linear and
intrinsic. Jay A. Young [15] describes the linear program as a
series of statements interspersed with fill-in questions. Each
paragraph with a question is a 'frame' and the steps between frames
are small enough that the student will almost never miss a question.
The material is presented in a logical (linear) progression from the
initial to the concluding statement. Day [16] describes the intrinsic
program as branching or multiple-choice rather than linear or fill-in.
The student is presented with a question and asked to select his
answer from a set of responses. Each response leads the student to
a different branch of the program, explaining the mistake which led
to the wrong answer, or reiterating the reasoning which gave
the correct answer,

The 'teaching machines' mentioned by Day [17] and Skinner [18]
are automated versions of programmed instruction. S. L. Pressey [19]
‘may be credited with inventing the first true teaching machines in the
nineteen-twenties. However, the educational world was not then ready
for such an industrial revolution. Pressey [ 20] despaired at this
intransigence: '"The writer has found from bitter experience that one
person alone can accomplish relatively little, and he is regretfully
dropping further work on these problems.' It was not until learning

theory provided a rationale for the success of teaching machines



8

and other forms of programmed instruction that their use increased.

B. F. Skinner [21] discussed the postwar developments in the
experimental analysis of behavior and concluded that the principles of
conditioning, shaping, and behavior modification have an exciting
future in education. 'The principles emerging from this analysis,
and from a study of verbal behavior based upon it, are already [1957]
being applied in the design of mechanical devices to facilitate
instruction in reading, spelling, and arithmetic in young children,
and in routine teaching at the college level."

The most advanced form of the teaching machine is the computer.
The different ways programmed instruction has been computerized are
detailed by Castleberry [22], Ewig [23], Lower [24], and
Grandey [25]. The use of computers requires a large initial
investment in interactive computer terminals and the development of
sophisticated computer programs. Perhaps because of this high cost
in time and money, computerization has only had a supplementary
role in instruction. Computer assisted instruction (CAI) is a very
successful, if expensive, method of drill and practice. When the
costs decrease and when successful packaged programs are readily

available, the computer may play a larger part in instruction.



I.A.2.c. Self-paced instruction

Fred S. Keller [26] described an innovative learning system in
his seminal article of 1968. Keller summarized five distinguishing
features which set his method apart from the conventional:

(1) The student goes through the course material at his own pace

(2) Students cannot proceed to new material until they have

demonstrated mastery of previous material

(3) Lectures and demonstrations are supplementary and

motivational, and do not contain any essential material

(4) The writtenword is stressed inteacher-student communication

(5) The use of assistants and student proctors permits repeated

testing, immediate feedback, and almost unavoidable tutoring

The Keller plan, or Personalized System of Instruction (PSI) as
it is now most often called, has spread with almost revolutionary fire.
Indeed, a scant three years after Keller's original article, Green [27]
asked whether the plan was catching on too fast. Many modifications
have appeared, but the most enduring feature in these variations on
the Keller theme is self-pacing.

The self-pacing element in PSI demands that an alternative to
the traditional fixed class meeting be found. Keller points out that
this does not mean the teacher must use programmed instruction,
audio-visual media, or teaching machines. What is most important
is that students be told exactly what they are expected to learn and
then be given the freedom to determine when and how to learn it.

The Keller plan does not depend on modern technology. Whetzel [ 28]

described in 1930 a 'Keller-before-Keller' method relying on a

textbook and mimeographed handouts. It seems again, as in the case
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of programmed instruction, that growth of the self-pacing method

waited until the more favorable climate of the last decades.

I.LA.2.d. The confluence of innovations

Yesterday's teacher had few choices to make about the methods
of his profession. Beyond deciding whether to give three or two hour
exams, how much to weight the final, which demonstration to perform
in lecture, and other esbsentially minor concerns, the instructor
practiced within the time-tested traditional format. Today's teacher
has many more opportunities to be the creative manager of a learning
system rather than a parrot or entertainer or disciplinarian.

The options available to the instructor planning a course are
many, and his approach to designing a learning system will be eclectic.
A list of the major choices afforded the instructor is presented in
Table 1.1 in four areas -- presentation, pacing, testing and grading,

and assistance.
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Table 1.1 Instructional design options

-

Presentation of course material

- OWWOoO-J0OC b w+

Large lecture - little or no teacher-student interaction

. Small lecture - opportunity for questions or discussion
. Seminar - discussion without formal lecture presentations

Audio cassettes available for unscheduled student use
Televised lectures live or on a limited schedule

Video cassettes available for unscheduled student use
Programmed texts for student self-study or remediation
Teaching machines for student self-study or remediation

CAI - interactive computer system of programmed instruction
Textbook - usually as an adjunct presentation

Handouts - as supplementary material

Pacing of presentation

1,
2.
3.

Instructor pacing according to a definite schedule
Self-paced within the matriculated term
Modular pacing - self-pacing between scheduled deadlines

Testing and grading

1.
2.

3.

Single-try examinations with a 'curved' grading scale
Repeatable mastery tests with passing score set very high -
grade is based on the number of tests successfully passed
Repeatable tests graded with a predetermined scale - course
grade is based on the cumulative or 'last-tries' average

Assistance

UV W N

. Interruption of class presentation

After class or by appointment

. Special recitation or discussion sections

Help Room assistance

. Supplementary presentation material

Tutorial assistance by contract or appointment
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I.B. Introductory chemistry at Michigan State University

The curriculum of chemistry courses offered in the Department
of Chemistry at Michigan State University underwent a major revision
in the Fall of 1967, Previously the department provided two
introductory sequences ~-- CEM 101, 102, and 103 for nonmajors and
CEM 111, 112, and 113 for majors. Currently ten different courses
are offered which can be arranged in more than ten different sequences.
The hierarchy of paths among these courses is illustrated in
Figure 1.1. Until 1973, however, all the courses were taught by the
traditional lecture-recitation approach. In Winter of 1973, a major
change was made in the way CEM 130 and 131 are taught. These two
courses -- which enroll about one-third of the entire freshman class
at the university -- are now taught by a modular self-paced system.
Both the traditional methods and this recent innovation will now

be described.

I.B.1. Traditional teaching methods

When the syllabus of introductory chemistry courses was
restructured in 1967, the laboratory sections previously attached to
specific lecture courses were established as separately numbered
courses. The methods by which these courses were and continue to
be taught are typical” and will not be further discussed.

*The only feature which might be considered in any way unusual is the
occassional use of recorded television pre-laboratory demonstrations.
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Lectures Labs
130, 131 141 61]

351 241 1122
352 242

353 - 245

0900000000000 0OOROOOOIOS

Figure 1.1 Hierarchy of introductory chemistry courses. Courses in
the same row cannot both be taken for credit; unbroken
arrows lead from prerequisite to successor courses.

The dashed line separates general from organic chemistry;
the dotted lines indicate paths of continuation in chemistry.
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The description of the traditional learning system used in the lecture
courses is organized according to the headings introduced in the
previous section listing the choices afforded the instructor in the
design of a learning system.

Presentation of course material. Traditionally, the live lecture

is the basic vehicle used to present course material to students. When
the size of the enrollment precludes all students meeting in the same
room, separate-but-equal lecture sections are offered. The lecturers
in multi-sectioned courses meet regularly and discuss what will be
covered in the syllabus of topics in order that lectures proceed
concurrently through the same material. Faculty members are
assigned to lecture in the various courses on a rotating basis
according to their subject competency and pedagogic preferences.

All the lecture courses use a textbook as a secondary method of
presentation. The extent to which the lecturer relies on the text is a
function of both the adequacy of commercially available textbooks and
also of the instructor's style. Additional material is frequently
presented as handouts reproduced in quantity in the Chemistry
Department copy center. These handouts may be necessary to bridge
gaps in textbook coverage of syllabus topics or may only be
supplementary homework assignments and practice problems.

Pacing of presentation. Since the principal mode of

presentation is the live lecture, all students are constrained to

progress at the same rate. These lecture courses are almost entirely
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instructor-paced; only when the instructor treats the lectures as
secondary to the textbook does the student have any opportunity to alter
the pace at which he covers the material.

Testing and grading. Measurement of student achievement is

accomplished by lengthy and infrequent testing. Two or three hour
exams and a two-hour final exam are used to obtain a distribution of
student achievement. Courses which also have recitation or quiz
sections may often include grades from homework or short quizzes
in a student's total score’ Based on the distribution of total or mean
scores, and also on the instructor's expectations of class performance,
cutoff points are established and grades are assigned. The process
ensures that, at least for large classes, the distribution of final
grades is relatively constant from term to term.
Assistance. Most of the introductory chemistry courses have
a large lecture section accompanied by a smaller recitation or quiz
section. These recitation classes are staffed by graduate teaching
assistants with whom about twenty-five students meet for one hour
each week. During recitation, students have the opportunity to ask
questions, discuss thé lecture, and review homework problems. In
addition, a general chemistry help room is staffed on a rotating basis
by graduate assistants assigned to recitation sections in the largest
*Schwendeman [29] described a method of standardizing the grades
received on quizzes or homework based on the common hour and final

examinations. This computerized method of averaging and weighting
was sometimes used in CEM 111 and 112 and in CEM 130, 131, and 141.
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courses. Students may receive more individualized assistance on a
walk-in basis by going to the help room. Also, special help sessions
are usually held the day before important examinations. And finally,
students may seek help from the lecturing professor or teaching

assistant either after class, during office hours, or by appointment.

I[.B.2, Modular self-paced introductory chemistry

In the spring of 1972 the Chemistry Department at Michigan
State University accepted a proposal from the Educational Policies
Committee and the General Chemistry Committee to completely
restructure the ways in which CEM 130 and 131 were taught. As the
principal architect of the new system, Dr. Robert N, Hammer [30]
set out some of the philosophy and assumptions on which the planned
changes were based. These are exerpted here:

"The aim of this plan is to improve the teaching of introductory
chemistry by maximum individualization of subject matter and
teaching methods without burdening the faculty or graduate
teaching assistants, without increasing costs, and without
sacrificing scholarly standards. "

"Although there is nothing sacred about the way we teach our
majors, neither is there any compelling need to change what we
teach or how we teach it. Chemistry majors and others who are
happy in the lecture-recitation system might be handled by
continuation of the ... 141, 152, 153 sequence.'

"Lecturing is an inefficient way to teach facts and ideas to most
beginning students. "

""Students should be told in detail and in writing exactly what they
are expected to know and what they are to be able to do after
studying a topic. "
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"Students can and will teach themselves when given guidance,
proper learning resources, and adequate rewards. When each of
these essentials is present, self-teaching appears to be more
popular and more effective for most students (though probably
not all) than is passive listening in the lecture room. Self-
teaching has the additional advantage that it cultivates indepen-
dence on the part of the student.'

"There are never enough instructors and never will be. However,
this proposal is based on the assumption that we probably must
get along with fewer Graduate Teaching Assistants in the near
future and that dollar costs can be no greater than now, once an
operational steady state has been attained. The unmistakable
message, then, to anyone who wants to improve chemical
education is that people must be reserved for those tasks that
need people, and people's skills and abilities must be focused on
tasks they fit. Furthermore, machines -- of many kinds -- must
be used wisely to do the repetitive, mechanical, or clerical tasks
which we can no longer afford to do with professionally trained
minds and hands."

" Another assumption of this proposal is that the 'equal time and
treatment for all' philosophy characteristic of traditional
classroom teaching is no longer acceptable. "

"We should work toward an educational system in which a student
can study in his individual way -- with guidance, learning aids,
and rewards -- and receive individual help if and when he needs
or wants it."

"The ability to work rapidly does not seem to have sufficient
merit to compensate for damage done by rushing students through
learning or testing processes. Neither does there appear to be
much justification for the requirement that all students work at
the same rate. Hence, within the broad limits imposed by the
term system and economical program administration, students
should be free to progress at self-chosen rates. "
The system machinery for the two-term sequence of CEM 130
and 131 was constructed during the fall and winter of 1972-73, and
teaching actually began during Winter and Spring of 1973. The basic

design elements are discussed below; also noted are the evolutionary

changes which were made during the period of these studies.
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I[.B.2.,a. Syllabus and study guides

The syllabus of topics is the table of contents of these courses.
It has been divided into units of work approximately equivalent to one
lecture period plus associated out-of-class assignment. There are
thirty-six units in CEM 130 and twenty-seven in CEM 131 so that nine
units correspond to one academic credit. A study guide for each unit®
describes the path by which the stated goals of the unit are reached.
The study guide is the indispensible central element in this
instructional system.

Each study guide consists of three parts. The first section is an
introduction to the topic and a statement of the educational goals of the
unit. Although early versions of some study guides included objectives
set forth in behavioral terms, the current practice is to be more
general. A more practical example of the expected student behavior
is provided by the study questions and practice problems.

The second component of the study guide is titled What To Do.

Four basic steps form the skeleton of this pedagogic algorithm. First,
the student is to listen to an audio cassette for that unit. Second, he is
to review the appropriate textbook references. Third, he should
answer the study questions and work the practice problems included in
the study guide. Finally, the student is directed to begin the next unit.
This basic listen-read-practice-proceed sequence of steps is frequently
*Only in rare cases where subtopics cannot be divided into separate

packages are more than one unit included in a single study guide.
The syllabus is listed in Appendix A.
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expanded or elaborated. The student's attention may be directed to
special models or laboratory examples. A special motion picture or
film loop may be recommended. Reminders are often made to review
the syllabus and to seek assistance in the Help Room when needed.
When a unit is the last in a series for an exam, the student is advised
to try a sample exam, do any needed review, and then take the formal
examination covering those units.

The list of study questions is the final element in each study
guide. Occassionally, supplementary notes will be included with the
study questions so that what is heard on tape or read in the text is
reiterated in an easily reviewable form. These questions and problems
provide a working example of the objectives of the unit. The sample
exam included with the last unit in a testable cluster is yet another
example of unit objectives. When the student is able to answer these
questions he is ready to continue to the next unit or exam.

Thus the study guide fulfills three functions:

1. Define exactly what the student is to learn.
2. List the resources available to the student.
3. Provide means for self-estimation of competency.

The study guides continue to undergo many minor modifications as the
courses are taught, but their basic structure remains unchanged. The
syllabus was extensively rearranged during the 1976-77 academic year.
Units in the two-term sequence CEM 130/131 are now numbered

consecutively rather than beginning at '1l' for the second course.
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I.B.2.b. Presentation of material

The primary method of presentation in this system is the audio
cassette tape. The instructor speaks to the student in a conversational
tone and interspaces his presentation of the topic with examples and
questions. Each tape is accompanied by a visual supplement -- called
Tape Notes -- to which reference is made when a picture, table, graph,
or written list is particularly helpful. The students are encouraged to
stop the tape often, to backtrack if necessary, and to take notes freely.
A special Tape Room currently houses over 150 cassette playback
units -- up from an original thirty -- and the students may check out
tapes and listen to them with headphones days and evenings during the
week and on afternoons Saturday and Sunday. During peak hours, the
only sounds heard in the Tape Room are the stops and starts of the
audio machines and the whirs of rewind and fast-forward; it sounds
much like a convention of crickets and click-beetles.

Students are not restricted solely to listening to tapes in the
Tape Room. Beginning in Fall 1973 a tape duplicator was made
available for general student use on a sidetable in the Tape Room.
Within two years it was decided that operation of the duplicator would
be restricted to trained personnel. Students who desired a copy of an
audio tape would turn in a blank cassette in a self-addressed envelope
and it would be transcribed and ready for pick-up the next day. This
procedure soon became burdensomely cumbersome as the number of

duplications per term neared twenty thousand. From Fall 1976 onward,
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a student who wishes copies of tapes may get them from the Tape
Exchange window. To receive a prerecorded cassette, the student
must trade either special pre-paid scrip or a previous cassette
obtained with such scrip.

A secondary resource in this system as in the lecture system is
the textbook. The ordering of topics in the syllabus was prepared
independently of any textbook; hence none exactly follows the
progr.ession of study units. When the new system was first implemented,
only one textbook was used and the appropriate page and chapter
references were included directly in the study guides for the various
units. Two terms later, a second textbook was added to the roster and
the students given their choice of which to use. Since it was forseen
that textbooks might be changed often, references to textbook assign-
ments were thereafter included on a separate sheet. In the past four
years, five different textbooks -- at least two each term -- have been
offered as options to the students.

The most significant characteristics of this means of presentation
are its flexibility and consistency. Audio tapes are modified and
improved with little more effort than needed for the preparation and
delivery of a lecture. Once recorded, the audio cassette delivers the
course material to any number of students with a consistent quality and
a flexible rate and schedule. Additionally, the flexibility present in
multiple textbook references allows the student to choose that book

which most appeals to him. It also allows the instructor to change
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textbooks easily since the sequence of topics has never been tied to

the presentation of a single author.

I[.B.2.c. Help Room assistance

The Help Room is intended to be a place where students can
interact with instructors and with each other. It is open five days a
week except Friday evening and is staffed with graduate teaching
assistants according to the expected student attendance. Two quite
different kinds of student-instructor activity occur -- depending on the
number of students present.

When very few students are in the Help Room, the atmosphere
is that of a quiet lounge. Casual discussions occur among students and
instructors, and much real tutoring takes place. Students who want or
need substantial individual assistance attend these off-hours regularly.

In contrast, when large numbers of students crowd into the
Help Room, it seems a bedlam. Some students are still to be found
quietly studying in twos and threes around the room. Each instructor
is generally the focus of a knot of students seeking help (at times
vociferously) or listening as if at a standing-room-only recitation
class. Movement swirls through the room as students come and go,
and as instructors move across the blackboard or search out those too
timid to 'butt right in'. Two informal rules governing rush-hour

instructors are (1) don't stand still, and (2) don't talk to only one student.
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As a supplement to the Help Room, special help sessions are -
often scheduled to review material which is known to cause many
students difficulty. These formal sessions provide a more traditional

setting for the students best helped by a scheduled class.

[.B.2.d. Testing and grading

The examination system used in CEM 130/131 may be best
described as a modified mastery system. Every certain number of
units, the student is directed to take a proficiency exam. A
predetermined grading scale is used to compute the grade on each
exam. If the student is dissatisfied with his grade, he may retake the
exam without penalty. Only the last try for each exam is the grade
which counts toward the student's term average. Within the time
limits when an exam is offered, the student is able to set his own
level of mastery and retake examinations until he achieves this level.
At the end of the course a cumulative final examination is given. The
effect of the final exam on a student's grade is restricted to raié‘uﬁg or
lowering the grade one step’ Depending on what grade the student has
when he takes the final exam, he must score some minimum on the
final to keep the same grade or must score at or above some higher
score to raise his grade. If the student scores within approximately
ten percentage points of his term average his grade will be unchanged.

*The current university grading system is numerical between 0.0 and 4.0
in steps of 0.5 units with the exception that there is no grade of 0.5.
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The grading scales used, the number of exams in a course, and
the number of days each exam is offered have undergone considerable
change in the more than four years the system has been operating.
The initial design for these courses had nine exams in CEM 130 and
seven in 131, The approximate 'windows' -- the days during which an
exam is offered -- for each exam in the two courses are displayed in
Figures 1.2 and 1.3. The original scheduling of examination windows
has considerable overlap. There were many days when between the
two courses seven different exams were being given.

The number of exams and the number of days each is offered
were reduced to the current schedule as illustrated in Figure 3. Two
benefits and one loss result from this adjusted arrangement. One gain
is administrative. Previously, the multiplicity of forms and exams
had often overloaded the exam-generation machinery. Now, fewer
different forms need be generated of each exam, and fewer different
exams are given and graded on any one day. The second gain affects
students. The original scheduling of examinations allowed students to
procrastinate to their detriment. Within the last ten days of classes,
many students still needed to study for and take three separate exams.
With fewer exams and a tighter schedule, it is much less likely that
students will fall dangerously behind in their studies. There is,
however, a major loss with the current schedule. The extent to which
students are allowed to pace themselves is limited severely by the

first and last days an exam is offered. The self-pacing in these
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Figure 1.2 Original scheduling of examination windows.
Each term block is divided into ten weeks.
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Figure 1.3 Current scheduling of examination windows.
Each term block is divided into ten weeks.
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courses is now more strictly modular than in the original design.
Within each module defined by the closing date of an exam, the student
studies and is tested at his own pace, but the modules themselves are
now instructor-paced. It is planned for the near future, within the
current framework of minimum-scheduled-progress, to allow students
to proceed as rapidly as they are able by moving the opening dates for
each exam nearer the beginning of the term.

The grading scales used in CEM 130/131 have also evolved from
the original design to the present. The different scales used in these
courses are displayed in Table 1.2, The initial cut-off points in the
grading scale were derived from a composite grading scale for the
previous four years. It was assumed that the tests to be given in the
new courses would not be much more difficult or easy than they had
been in the past. After the system was in operation for a year, a
major upward shift in the scale was made. It was found that the
abbreviated length and the no-fault repeatability of exams gave grade
distributions with unjustifiably high means. After this major change
in the scale, several minor adjustments were made during succeeding
terms to accommodate mathematical peculiarities observed in the
averaging of the fifteen-item examinations to give an overall

percentage.
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Table 1.2 Grading scales used in CEM 130 and 131

* . s
Minimum term average needed to receive a particular grade

Grade
4.0 3.5 3.0 2.5 2.0 1.5 1.0

Terms

130W73 through 131SS74 90.0 83.0 76.0 69.0 61.0 53.0 45.0
130F74 and 131F74 93.0 87.0 80.0 73.0 67.0 60.0 53.0

130W75 through 131SS75 92.0 86.0 79.0 72.0 66.0 59.0 52.0

130F75 and 131F75 92,0 850 79.0 720 650 59.0 52.0
130 from W76 onward 92,2 855 78.8 722 65.5 58.8 52.2
131 from W76 onward 92.0 853 78.6 720 653 58.6 52.0

Minimum score on the final exam needed to raise a grade one step

130W73 through 131S574™ -- 94,0 87.0 80.0 72.0 64.0 56.0
130F74 and 131F74 -- 90,0 87.0 75.0 68.0 60.0 53.0
130W75 onward -- 940 90.0 820 75.0 67.0 60.0

‘Minimum score on the final exam needed to keep a particular grade

130W73 through 1315574"" 80.0 73.0 66.0 59.0 51.0 43.0 35.0
130F74 and 131F74 75.0 68.0 60.0 53.0 45.0 40.0 37.0

130W75 onward 82.0 75.0 67.0 60.0 52.0 45.0 40.0

*Only the last attempt on each of the several exams is counted in the term mean.
**For 131573 only, the minimum score needed to keep any grade was set at 35.0,
and the minimum score needed to raise any grade was set at 75.0.
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I. C. Evaluating the teaching method

The evaluation of the modular self-paced instructional system
used in CEM 130/131 requires the measurement or estimation of
several inputs and outcomes. The relevant outcomes of this system
are the student's knowledge of chemistry and his attitudes about the
course and subject. Measurement of these quantities is not merely
clerical, but involves systematic investigation into the instruments of
such measurement. As Havighurst [1] notes, '"The key to improvement
is very often the skillful devising of ways of observing and measuring
achievements of the desired outcomes. For this reason the devising of
tests and other instruments of evaluation is of great importance. "

The needed research in the areas of achievement and attitude is
introduced in the next two sections. The third section treats the inputs

of the system -- the costs in dollars, time, and effort.

I.C. 1. Knowledge gained by the students

Before knowledge of chemistry can be appraised, one must first
decide exactly what to measure and how to measure it. Research into
curriculum and course content is beyond the scope of these studies.
The what of these courses is discussed in Chapter IV. In contrast,
the details of how to measure achievement in this assigned body of

chemical knowledge is eminently susceptible to systematic study.
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I[.C.1.a. Research in measuring achievement

Research in measurement is an investigation of the errors
inherent in different measuring instruments or techniques. Such
errors in measuring student achievement are the topic of Chapter II.
The goal of this research in measurement error is that through
analysis and quantification, error can be predicted, controlled,

and reduced.

I.C.2, Student attitudes about the course and subject

The what and how of attitude measurement are less explicit than
for achievement. Student self-reporting on attitude surveys is the
institutionally accepted method of measurement. Specifically what

attitudes are measured is discussed in Chapter IV,

I[.C.2.a. Research in measuring attitudes

Since individual grades are not assigned to students on the basis
of their attitudes, there is less concern with individual random errors.
What is still important, however, is the overall accuracy of group
attitude measurement. The goal of this research in attitude
measurement is to determine whether the survey techniques used in
these courses are of the same relative accuracy as those used
throughout the university. This experimental determination is

described in Chapter IIIL.
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I.C. 3. Costs of the system

In an ideal learning system the students would learn more,
like it better, and cost the department less. Unfortunately, it is not
easy -- if indeed possible -- to achieve all three simultaneously.
Some of one may have to be traded to gain more of another, and
external conditions may impose maximum or minimum values on these
variables, further limiting design choices.

As was stated earlier, one of the main assumptions upon which
the new learning system is predicated is that certain costs must be
decreased. The number of faculty and graduate assistants available
for assignment to these courses may be less than in the past. Since
personnel costs are the largest budget item, the more efficient use
of fewer instructors may result in considerable saving. This saving
will be offset at least somewhat by increased costs in computer
charges, undergraduate labor, and equipment investments. The
following compendium of the costs incurred in the operation of
CEM 130/131 has been prepared. Some of these costs are adjusted
averages and others are approximations, but most are compiled from
the actual dollars spent by the Chemistry Department in the

operation of these courses.
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[.C.3.a. Categories of cost

The most basic division of costs is into fixed and variable. The
fixed costs of teaching a course remain substantially constant
regardless of the enrollment. Some of these include maintenance,
utilities, construction amortization, and administration. Since these
costs are constant, and since the Department of Chemistry is not
separately billed for these costs when a course is taught, such
'hidden' fixed costs will not be treated.

Costs which depend on the operation of a course, however they
are related to enrollment, are treated as variable costs. Some are
linear with respect to the number of students, such as the cost of
handouts; some are step-functions, such as the cost of faculty and
staff; and some are unrelated or related in a complex manner, such as
development and improvement costs. The variable costs incurred by
the Department of Chemistry have been divided into eight
broad categories:

Faculty

Graduate assistants
Undergraduate assistants
Undergraduate hourly staff
Regular salaried staff
Computer programmers

Computer charges
Equipment, supplies and services

O -JO Ul W W+

The definition of each of these categories is discussed below, and
the extent to which quoted costs are approximate rather than actual

is noted in the discussion of each category.
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Facultz. In a typical lecture course, the faculty cost would
follow a step function with each step equal to the capacity of the
lecture hall, In CEM 130/131 there are no lectures, so this
relationship is only approximate. Faculty are assigned to courses in
the Chemistry Department in half-time units, of which there are
seven per year.* Thus for any term, each unit costs one-seventh of
a yearly salary. The mean salary for all faculty in the department
was divided by seven for each academic year to arrive at the average
cost per unit. The levels of half-time compensation for each unit of
faculty for the relevant academic years are presented in Table 1.3
on the next page.

Graduate assistants. The cost of graduate teaching assistants

is also a step function, but in contrast with faculty costs, the steps are
much smaller and hence the relationship between cost and enrollment
is smoother. Graduate teaching assistants are also assigned to
courses in half-time units but the stipends paid to graduate assistants
vary much less than do faculty salaries. There are three levels of
appointment; the median stipend -- Level 2 -- has been chosen as
representative of the cost of one graduate assistant unit. The change

in average stipend over the years of these data isdisplayed in Table 1.3.

*Since summer session courses are often half-term, and duties during
the summer are much lighter than during other terms, the faculty
units for summer terms have been weighted only half as much as units
from Fall, Winter, or Spring terms.
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Undergraduate assistants. In Fall Term 1975, the Department

of Chemistry began hiring undergraduate teaching assistants to work

in CEM 130/131. Each undergraduate assistant is assigned in quarter-
time units, thus making two undergraduate assistants equal to one
graduate teaching assistant in the calculation of work load and the
number of assistants needed. In Table 1.3 the average stipends paid

to undergraduate assistants represent two quarter-time units in order
that costs of faculty, graduate, and undergraduate assistants may

be compared directly.

Table 1.3 Compensation in dollars per half-time unit paid to faculty,
graduate assistants, and undergraduate assistants.

Year Faculty Graduate Undergrad.
1972/173 2,667 1,170 -

1973/174 2,767 1,260 -

1974/75 3,058 1,350 -

1975/76 3,166 1,470 750
1976/177 3,296 1,530 780
1977/78 3,567 1,620 810

The cost per unit -- which represents what are assumed to be
equivalent amounts of work -- decreases by half from one category to
the next; a graduate assistant is slightly less than half as expensive as

a faculty member, and an undergraduate teaching assistant is about
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half as expensive as a graduate teaching assistant. These differences
reflect the dissimilar duties and responsibilities of these positions.

Undergraduate hourly staff, Clerical and mechanical tasks

such as exam grading, record keeping, and tape duplication are
performed by undergraduates hired on an hourly basis. The actual
number of hours worked and nominal wages paid are reported in the
summary table in the next section. Almost all of the undergraduate
student staff are paid through work-study grants subsidized outside
the Department of Chemistry. The department pays only one-fifth

of the nominal hourly wage of a work-study student. Also, a very
small fraction of the total hours listed for undergraduate staff is
attributable to record keeping work done for other courses. Thus the
actual dollar cost to the department for undergraduate staff in

CEM 130/131 is only twenty percent of the listed figures. However, |
subsidies of this nature are not universally available, so the more
realistic nominal dollar cost for undergraduate staff is reported,
rather than the actual dollar cost.

Regular salaried staff. Secretarial and supervisory personnel

are not assigned specific course work-loads. The cost for staff
members is an approximation based on the estimated percentage of
their time spent on CEM 130/131, and as such may be in error ten
or twenty percent. In November 1977 one full-time position devoted

entirely to management of these courses was established.
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Computer programmers. The total wages paid to hourly

employed programmers does not reflect instructional costs related
to enrollment in these chemistry courses. The computer programmers
work almost exclusively on developing and improving the computer
programs used in various functions within the system. Much of the
developmental work is done during the summer when more time is
available for implementation and testing of software changes. The
reported figures are an overestimate because all developmental
costs are charged to CEM 130/131 even though since the summer
of 1973 other chemistry courses enjoy the use of the programs and
capabilities thus made available. Yet the overestimate is not great
since CEM 130/131 account for from 75 to 95 percent of the total
computer utilization of the programs, and if not for the impetus
toward their development provided by these courses, there may
have been no programming work done.

Computer charges. There are two principal divisions of

computer charges -- permanent file chafges and computer time
charges. The costs reported in the summary table are for those file
and time charges attributable only to CEM 130/131 as estimated from
records of the numbers of separate jobs run, files stored, and changes
in dollar balances of different account numbers. In as much as the
same accounts were used for daily course operation as well as for
developmental programming, the two areas could not be separated;

again this cost category is an overestimate of true operating cost and
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is related to course enrollment in a complex and somewhat inverse
manner. The percentage of computer charges directly credited to
operation (as opposed to development) has varied unpredictably
between twenty and eighty percent of the total reported computer
charges. Without development there would be no operations; for this
reason the costs of development and operating expense are not
listed separately since the writing, testing, and changing of computer
programs is an indirect but real operating cost. Developmental work
is not proportional to course enrollment and does distort the total cost
per term to a certain extent.

Equipment, supplies and services. This last category of cost

is the sum of five related areas: specially rented equipment, routine
copy charges, university printing services, amortized capital
expenditures for equipment, and specially ordered supplies. Although
several of these subtotals are estimated rather than exact quantities,
a special effort was made not to under- or overestimate any specific
cost and therefore the total cost for the five subtotals should be quite

close to the true cost.

I.C.3.b. Cost summary

The costs incurred by the Department of Chemistry in the
operation of CEM 130/131 for each of the eight categories discussed in
the previous section are presented in Table 1.5 on page 39. The total

cost per term is listed in the second to last column and the cost per
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student in the last column. Summer terms have been excluded from
the cost-per-student column because of the pronounced distortion in
total cost which is the result of developmental computer work done
mostly during the summer.

The variations in cost per student are the result of fixed
operating costs and step -function costs; the most cost-efficient terms
are those of very large enrollment. Presented below in Table 1.4

are the total and average costs for calendar equivalent terms.

Table 1.4 Mean cost per student for five terms (1973-77)

Term Enrollment Total cost® __Cost per student
Total Operating
Fall 8775 259, 935. 00 29.62 28.11
Winter 8813 246, 397. 00 27.96 26.85
Spring 3852 164, 670. 00 42.175 39. 94
Summer 835 55, 361. 00** 66. 30 60. 31

*Included in these totals are all developmental costs incurred.
**Deleted from this total are all computer programming and user
charges since these are disproportionately large in the summer.
Operating costs do not include amortized capital expenditures nor
developmental computer programming and use charges.
Spring and summer terms have higher relative costs because of
fixed staff salaries and fixed costs included in supplies and services.
These fixed costs, plus the step-function of faculty particularly distort

the cost per student for summer terms. Even with the atypically high

summer cost, these courses are still more cost efficient than nearly



39

€2 hvE Ele‘nl 2TLE 6G°8hOC LE°896  OL°€00‘G G2'9Th‘9 906‘C OT 0L0‘GE G°€2 QHI‘#T 4 o0l  LLd
GIL‘9T GG02 Te2'TOST TL°6l8°T 02°T6T‘E 22°2EL‘T 0 090‘C 2 962‘C T 91T LLSS

oL°8h TIB‘GE GLLE HE°eQST HO'GHE  00°H90‘E €8°9H6‘E BO6‘T G G6G‘LT G'TT 265‘9 ¢ L6L  LLS
80°6c 90729 9E0G 8G°069T 85°G2G  00°H90‘E €E£°9T8‘G 020‘h TT 0L0‘6e 6T HBLET f onlc  LlM
6¢€E HIT‘69 6E£8E O0E°2OET 06°GTE‘T 06°929‘€ 12°1G0‘9 08L 2 GTO‘6E G°G2 HOT‘ET 4 9l02  9.ld
TLL2T Q102 ¢h"€20T 9L°6h6‘T 02°L86‘C @h°2EE e ‘1 T 0 99T‘C T 98T 9.sS

20°Th 999‘LE @86he 80°960T 18°G8% 06°heh‘€ TE-LOL‘E Sh6‘C OT OLT‘9T TT 2¢€‘9 2 gIb 9ls
T2°€2 hl6‘Lh 2GTh 68 HOTT £T°62E 06°heh‘E 08°.80°% L92‘9 9T OTT‘6T ET g6h‘6 £ L9og  9LM
68°€c EEE‘Ch TIEE 627806 96°8h9  06°hSh‘E T2°QOL‘E 0G6‘T G 0G0‘Ce ST 2€€‘9 ¢ 2liT  Gld
09G‘2T €691 G8°90G €2°0hL‘T 04°298°2 00L‘2 2 B8G0C T G9T  GlLSS

TT'0E 168‘Ge T18l2 80°96L HE'OwlL Oh'0EL2’€ LG°8OT‘C GeT‘ort 6L 9TT‘9 2 098 GLS
22°'62 GLB‘GS 9TOh 9T°€68 L0°ehS  Of'0TG‘h GE'TE9‘C 050‘TE €2 @2fe‘el  2I6T GLM
2t G2 98G‘9E 899E T19°G8G E£G"2hh  ORTOTG‘h QI E9E‘C 00681 HT 9TT‘9 2 GhhT  hld
089€ET 2992 T8°LEE 00°0LT‘T G9°€2E‘f 0cs‘e 2 L9l‘c T €GT  Hlss

9G°6f 689°hE TTITE T8'6E2 00°HI8  9L°GEQE gH°096°T 098°€T  TT 890‘TT  00L  tlS
20°Ge 99T‘1G 6ETh TG°G8E 00°LLG  00°094“h 00°918‘C 02L‘l2 22 890°TT f GhOZ  nlM
89°82 629°L€ G20L €2°€GE QL°G6E  00°09h‘h G8 E6T‘C 006‘8QT GT To0E‘g £ grer ¢€Md
TLO‘TT 2G8T H©G HOT 00°H22‘T Oh°CIG‘C 02°ELE ohE‘e 2 L99‘c T G412 ELSS

98-l L19‘le €2Tle 88°TL 00°002 02°G09‘c G6°The‘e 020‘L 9 GGEET S LIS Els
90°Gh 9L6‘g2 Ggeg GG-GST 002 0h°0G69‘C 00z‘e 061Q L GGEET S €H9  ELM
0508 899 05°.88 0LT‘T T HEE‘G 2 2Ld
&_\hMM:%Um ﬁwmuonw L ° ”MMMM HOMW-M.MOU ) mHEEM.Hm 33E3S uwwwwww ¢ vww HMW”M %um m< ° WM“M Muwzw.uw“: N uIs L
G'T ?qe,,

IET/0€T IWHD 103 s3ta03ajed ydia ul 83800 jo AreWIWING



40
any other low-enrollment university course. For example, a class
of twenty students with a full-time faculty member as the only item
considered in the cost will have a cost per student more than

twice as great.

I.C.3.c. Comparison with the lecture method

In the previous two sections actual or absolute costs were
discussed. In this section are presented the relative costs of
instruction for equal numbers of students under the new modular
self-paced method and the traditional lecture-recitation method. The
operating costs over the past seven years during Fall and Winter terms
are the basis of the figures presented in Table 1.6, The purely
developmental costs of computer programming have not been included
in the computer charges, and the total and per-student costs have
been given both with and without amortized capital expenditures
for equipment.

The cost per student for the lecture recitation method is almost
independent of enrollment whereas that of the new method is strongly
dependent on enrollment. The comparison of enrollments of one and
two thousand students emphasizes the increased cost-effectiveness of
the new method as enrollments increase. The new self-paced method
has higher fixed costs for staff and equipment while the traditional

lecture method has higher variable costs for instructional personnel.



41

Table 1.6 Comparison of operating costs in 1975 dollars for
lecture (old) and self-paced (new) courses

1000 students 2000 students
Cost category Old New Old  New
Faculty' 12,232 6,116 24,464 12,232
Graduate assistant23 12,150 12,150 25, 650 24, 300
Undergraduate assistant3 - 1,560 - 2,730
Student staff - 1,488 - 2, 976
Staff 1,644 4,417 1,644 4,417
Computer charges 106 210 212 420
Supplies & services 780 2,529 1,530 4,077
Total cost 26,912 28, 470 53, 500 51,152
Cost per student 26.91 28, 47 26.75 25,58
Adjusted total cost 4 26,912 27,070 53, 500 49,752
Adjusted student cost* 26.91 27.07 26.75 24,88

10One unit of faculty per 250 students in lecture and one unit per S00 students
in new method; based on seven year means for Fall and Winter terms.
2Seven year mean ratio of 108 students per T. A, in lecture course and
89 students per T. A. in self-paced method; figures rounded upward.
3Half-time appointments are divided eighty percent graduate and twenty
percent undergraduate assistant.
4Adjusted total and per-student costs do not include amortized capital cost;
only true operating costs are included in supplies and services for these
figures. The amount deleted is $1, 400 fixed cost.



42
As the enrollments increase, the significance of the fixed costs
decrease and the new method becomes more dollar-efficient than
the old method.

From a purely monetary standpoint the modular self-paced
method of instruction now being used for CEM 130/131 is less
expensive than a continuation of the lecture method would have been.
In addition, there is one other major increase in efficiency which is
not reflected in these figures. A graduate assistant in a lecture course
is typically assigned five contact hours in recitation sections and help
room. In CEM 130/131 the half-time assignment for each graduate
teaching assistant is twelve hours in the help room with no other
daily duties. Thus each teaching assistant provides more than twice

the instructional output figured in contact hours for the same salary.



Chapter II Errors in measuring student achievement

II. A. Theory and literature

Quantitative analysis is not limited to the chemical laboratory,
but occurs also in the classroom, for what is a chemistry test but the
instrument with which the teacher estimates the different amounts of
knowledge in each student in his 'sample'? The accuracy of a test
score -- its goodness as a measure of the student's true level of
knowledge -- is not susceptible of statistical error analysis. The
systematic errors which affect the accuracy of the test are educed
lrationally or through some comparison with an external standard.

A typical example of a systematic error is a test which is too easy

or too difficult. This error is counteracted by shifting the grading
scale upward or downward. The entire end-of-term process of
constructing a scatter diagram of all students' scores, deciding on the
average course grade, and choosing the cutoff points for each grade
category is essentially a process of adjusting measurements for
accuracy.

However, there may still be errors in measurement which do
not affect the accuracy of the test score systematically but which do
affect the precision of the test as a measuring instrument. A random
or nonsystematic error lowers the precision or reproducibility of the
individual scores often with no effect on the mean and distribution of
all scores. This imprecision in the test score is recognized at least
implicitly when grades are assigned to students 'on the borderline. '

43
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Giving the student the benefit of the doubt or using additional criteria
such as steady progress or evidence of effort are attempts to allow
for the random errors in measurement.
In this chapter, errors in measurement which affect the
precision of the test score will be explicitly examined boththeoretically

and experimentally.

II.LA. 1. The probable error for a test score

The degree of reproducibility or 'probable error' of a measur-
ment is specified by a plus-or-minus interval around the observation.
The probable error is a function of the scatter in the experimental
data expressed as the standard deviation of all observations from
their mean [31]. Thus the precision of a measurement is estimated
from the variation among several measurements.

The probable error or standard error of measurement (SEM) of
an analytical balance could be determined by selecting a typical mass
and making several weighings. The assumptions are made that the
mass is unchanging and that once calibrated for this mass, the balance
may be used to estimate masses at other points in the scale with equal
precision. By analogy, the amount of chemistry a student knows might
be considered as his 'mass of knowledge' and the examination as the
balance we use to estimate this mass. ﬁowever, there are three
reasons why we cannot determine the standard error for a test by

simply choosing a student and administering the test a dozen times.
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First, the same student if given the same test a second time
would remember many of the answers he gave the first time if the
interval between testings were short, or change in the amount of
chemistry he knew if the interval were long. Second, the scale of
test scores, unlike the mass scale of a balance, is not a linear interval
scale. A zero on the test does not mean that a student knows no
chemistry, nor does a score twice as large as another imply twice as
much knowledge. Third, the teacher is rarely interested in the
precision of one specific test since seldom is the same test used more
than once. Rather he is interested in the precision of a class of tests
which might be generated according to a specific procedure. For
these reasons we must attempt to redefine the standard error of
measurement in terms both manageable and meaningful. A definition
that is manageable will define the precision of a test in variables which
can be estimated with reasonable confidence given the characteristics
of the students and the tests. A definition that is meaningful will

express precision in terms which are related to the quality of the test.
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IILA.2. The importance of test reliability

The standard error of measurement, SEM, for a test score
may be derived from the binomial formula for sampling error:
The equation is

SEM=,/kpq [2.1]

where k is the length of the test, p is the true fraction of the material
known by the student, and q is the fraction unknown. An unbiased

estimator of the standard error is

~ 1 - )
SEM_\A_I(x)(k x) [2.2]

where x is the observed test score {33]. Two conclusions can be

drawn: a longer test provides a more precise estimate of the student's
knowledge, and the measurement error depends on the score the
student gets. Yet although manageable, this definition is not
meaningful in the desired sense since neither test length nor test score

are related to test quality.

*Lord [32] compares the student to the statician's urn of black and white
balls: ''Paralleling the urn containing a large number of balls, we may
imagine a pool containing a large number of test items. Ifallthe items
in the pool could be administered to the examinee without practice effect,
fatigue effect, and so forth, the ones he would get right may be thought
of as corresponding to the white balls, and the ones he would get wrong
as corresponding to the black balls. Each parallel form of the test is
thought of as a random sample from the pool. The number of 'white'
(correctly answered) items in each sample is the examinee's score on
that form of the test. The standard deviation of this number, found by
the usual binomial formula, is the examinee's standard error of
measurement. .. "
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Lord [ 34] has shown that the mean standard error as defined

in Equation 2.2 is related to test reliability by

SEM=sx l1-r [2.3]

where s, is the observed standard deviation and r the reliability
calculated according to the Kuder-Richardson Formula 21. This

relation, Lord states, ...is a mathematical identity -- not an

approximation, not a conclusion based on plausible assumptions. "
The average standard error (a geometric mean) is defined by this
equation as a function of test reliability. This definition is somewhat
less manageable than the ones described by Equations 2.1 and 2.2
because estimates of test reliability are less determinate than are
test length and test score; but it is more meaningful because test

reliability can be clearly related to test quality. The focus of this

discussion will shift to the definition and estimation of test reliability.

II.A.3. Definition of test reliability

The test score in classical test theory is defined as the sum
of true score and error [35]. The true score is the score the student
would receive if there were no errors of any kind in measurement.
Error is a random contribution which may make the observed score
higher or lower than the student's true score. A collection of test
scores will have a separate mean and variance for true scores and for

error scores. The mean of the true scores is the 'true test mean.'
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Since error scores are assumed to be purely random, the mean of all
error scores is zero. The variance of the true scores is positive
because there are real differences in knowledge of chemistry between
students. The variance of error scores is positive because squared
deviations from a mean of zero do not cancel.

There may be many independent causes of random error, each
contributing some fraction to the error variance. The observed test
variance will be the sum of the true-score variance and all the error
variances. A typical breakdown of test variance into its components
is listed in Table 2.1,

The reliability of a test is formally defined as the fraction of
total variance produced by differences in true scores among students.
Since the true score is unknown, reliability cannot be definitely
determined; it can only be estimated. The choice of a statistic with

which to make this estimation will depend on the assumptions one

*This conception of true and error scores is a simplification. Error
may be systematic or random. Systematic error may be either constant
for all scores, increasing or decreasing each by the same amount, or
it may vary in a complex manner depending on test score or some other
variable. Systematic error affects the absolute accuracy of the scale
without affecting relative accuracy or ranking. Random error directly
affects the precision of the score -- the confidence with which a higher
score is held to indicate greater knowledge than a lower score. Random
error cannot be 'corrected for' the way one corrects for systematic
error; it can only be estimated after-the-fact. Through post hoc error
analysis the sources and sizes of random error can be determined and
perhaps attenuated in future measurements. In discussions of precision
and error in measurement, systematic error often (as here) will be

**included with true score so as to simplify the analysis of random error.
The variance of a sum of uncorrelated scores is the simple sum of the
individual variances of the separate score distributions.
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chooses to make about the students and tests involved. Several
methods of estimating test reliability will now be discussed with
attention given to how different assumptions about true and error
variances affect the interpretation and use of the coefficient

thus estimated.

Table 2.1 Components of observed test variance

Symbol Source
52T differences in knowledge (T = true score)
32fl learning and forgetting (fl = fluctuation in true score)
32g guessing variations among students (g = guessing)
Szadm effects of day, room, etc. (adm = administration)
sze‘q unrepresentative coverage of topics (eq = equivalence)
szSc subjective scoring errors (sc = scoring)
szm memory of previous test questions (m = memory)
szR all remaining sources of error (R = residual)

II. A. 4. Reliability from test-retest

The repitition of a measurement and the correlation between
these repeated measures as a way to estimate the reliability involves
only two assumptions: (1) the quantity measured is unchanged by the
act of measurement, and (2) the quantity measured does not fluctuate

during or between measurements. While these assumptions may often
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be met in the chemical laboratory, it is unlikely that they are both
true simultaneously in the classroom. The smaller the interval
between administrations of the same test, the less likely true scores
fluctuate but the more likely memory of the first set of responses
influences the subsequent set. The score the student gets may be the
same not because his knowledge of chemistry is unchanged but because
he remembered how he answered those questions the first time. This
inclusion of memory variance with true-score variance will spuriously
inflate the estimate of the reliability coefficient [ 36, 37]. If sufficient
time is allowed between tests for the students to forget how they
answer;ed the questions then they probably have also forgotten some of
what they knew. The reliability coefficient may also be inflated when
calculated by the test-retest method if the specific test used is not
representative of other possible tests. This second type of error,
commonly called sampling error, is not important when the property
being measured is very narrowly defined. For example, whether a
particular yardstick is 'representative’' of possible yardsticks is
easily judged. Achievement in chemistry is not as easy to measure

accurately as is lengih or the yield of a chemical reaction.

II.A.5. Reliability from parallel forms

The estimation of reliability from the correlation between two
parallel forms of a test is a technique which again involves only two

assumptions: (1) two 'different' tests are 'equivalent', and
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(2) there is no fluctuation in the student's knowledge during or between
tests. The second of these assumptions is the same as the second
upon which test-retest reliability measurements are based. The basis
of the first assumption is the assertion that two tests have the same
content. The definitions of equivalence range from item-by-item
correspondence between forms [ 38-40] to sets of items randomly
selected from a pool of parallel items [41-43]. The product-moment
correlation between these two tests when given to the same group of
students is the geometric mean of their reliability coefficients [44].
Much if not all of the variance due to sampling error is transferred
from true score to error, and memory as a source has been eliminated.
The parallel forms method of reliability estimation is the accepted
operational definition of test reliability. -

Estimation of reliability by either test-retest or parallel forms
correlation still involves the assumption about true-score fluctuation
over a time interval. Cureton [40] says, ''Ideally, test reliability
should be determined from experimentally independent test sessions
so close together that the true abilities of the examinees do not change
during the interval. In practice no interval is short enough.'" It would
take five administrations at equal intervals to provide a reasonable
extrapolation back to an interval of zero [44]. Because of the extra
labor involved in the construction and administration of more than one
test, a statistic which estimates the reliability from only a single test

administration is often used.
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II. A. 6. Reliability from homogeneity of content

Two methods based on the internal consistency of a single test
may be used to estimate the reliability coefficient: the split-halves
correlation pioneered by Spearman in 1910 [ 35] and the types of
coefficients introduced by Kuder and Richardson in 1937 [38].

When a test is split into two halves the assumption is made that since
the whole test was taken at one sitting there is no time interval
between halves® If each of these halves is fully representative of the
whole test then the correlation coefficient between them (adjusted
upward to the length of the whole test using the Spearman-Brown
prophecy formula) will be as appropriate an estimate of test reliability
as would be a correlation between parallel forms.

Coefficients of internal consistency make the assumption that
within-test item correlations are as appropriate as between-test
correlations. This minimum assumption is the basis for the Kuder-
Richardson Formula 8 (KRB)‘ In the derivation of the KRy it is
assumed that item-~test correlations, r;, are the basis for reasonable

substitutes for item reliabilities, Tiis via the relation
rit=v/Ttt Tij [2.4]

*According to Cureton [40] a splitting of the test into two halves when
the number of items is a multiple 1 45 89 12 13 16
of four may be done thus: 23 67 10 11 14 15
The midpoints in the administrations of the two halves coincide for this
pattern. In the usual odd-even split, the 'even' half is administered a
full item later than the 'odd' half. This time displacement is probably
inconsequential unless the individual items are lengthy.
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If in addition it is assumed that items are equally intercorrelated and
have equal variances, the KRy, may be used to estimate consistency.
By making a final rigid assumption that all item difficulties are equal)
internal consistency may be estimated from only the test mean and

test variance by the KRq;.

II.LA. 7. Factors affecting test reliability

The assumptions one is willing to make influence the choice of
a statistic to be used as the estimator of reliability. It is therefore
desireable to know how violation of these assumptions affect the
estimate. Many authors have examined the interrelations of test
length (k), test variance (52), item variance (pq), mean item
difficulty (p), number of answer choices (J), item intercorrelations (rij)'
distribution of item difficulties, factor structure of test content,

internal consistency, and reliability.

II.A.7.a. Test length

A longer test is a more reliable test. This axiomatic relationship
was first quantified by Spearman and Brown separately in 1910 and is

expressed by the Spearman-Brown prophecy formula

*This assumption is rarely met but is seldom critical. If item difficulty
is 0.50, item variance is 0.25; as the difficulty diverges to 0.36 or 0.64
the variance decreases only slightly to 0.23. Thus only when item
difficulties are widely distributed about their mean does the average
item variance differ significantly from the square of the average item
difficulty.
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_ nr
n- T+(n-1r [2.5]

where r is the reliability of a test and n is the factor by which the
length of the test is decreased or increased. This formula is derived
from classical test and information theory which considers the 'true'
component of test variance as increasing with the square of n while

the random component increases only linearly [ 35, 45, 46]. The
Spearman-Brown prophecy formula is based on the assumptions that
variances and reliabilities per-unit-length added or deleted are equal.
Cureton [40] demonstrated that the violation of either assumption
separately will have little effect on the prediction. (This demonstration
provides post hoc justification for what would otherwise throughout the
years have been rather indiscriminate application by many who discuss

predictions but not assumptions. )

II.LA.7.b. Number of response options

The effect of the test length on reliability has been discussed in
the previous section. Yet the definition of the length of a test as the
number of items is but one of two limiting-case views of how to
calculate the length of a test. The first case considers the length of
the test to be the total number of answer choices for all test questions.
In this case, the item is treated as an inconsequentially short stem
plus a collection of response options from which the correct answer

must be selected upon careful consideration of all answers in the set.



55
Thus the student spends his time selecting his response, and a better
representation of the test length is the total number of response options
rather than simply the number of questions.

The second limiting case consists of a problem to be solved
without reference to a set of responses. Upon solution of the problem,
the answer need only be located quickly in the set of answer choices.
The student's time in this case is almost wholly spent solving a
problem instead of making a choice. The reliability of these stem-
content items should follow the Spearman-Brown prophecy formula
with the test length conventionally defined as the number of questions.
The reliability coefficients for response-content (first case) items
should follow the prophecy formula when the test length is taken as the
total number of answer choices. Several authors have studied the
prophecy of reliability for what they assume are response-content
test items.

Remmers and co-workers [47-52] reported several comparisons
of split-halves correlations with reliabilities predicted by the prophecy
formula. The formula correctly predicted reliability coefficients for
items with two through five choices taken from the Purdue Placement
Test in English and prepared by random deletion of incorrect options
from the original five-choice questions. In another study of arithmetic
items for junior high school students, he found again that the predicted
reliabilities agreed with experimental values. A third similar study

confirmed the prophecy involving algebra tests of varying numbers of
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answer choices. Remmers did not examine the validity of the prophecy
formula for achievement tests containing questions with more than five
response options. However, he did observe that the formula failed to
predict the reliabilities of seven-choice attitude survey items.

The Spearman-Brown prophecy formula predicts that a test of
infinite length will have a reliability coefficient of 1.00 irrespective of
the initial reliability upon which the prophecy is based. When the test
length is considered as the total number of choices, the short-answer
or free response item is a special case of the item with an infinite
number of choices: This leads to the conclusion that all short-answer
tests are of perfect reliability simply because of their structure and
independent of their content or quality. This seems unlikely. What
has been supported by Remmers is the general conclusion that
increasing the number of answer choices does increase reliability.
The exact point at which to expect breakdown of the Spearman-Brown
prophecy formula has not been determined. It is interesting to note
that even for supposedly stem-content arithmetic and algebra questions
the formula correctly predicts increased reliability for up to five
options; this is more likely due to a decrease in guessing than to an
increase in apparent test length.

If the total number of options -- test length -- is held constant,

the interaction between the specific number of questions and the

*This is done explicitly by Mattson [ 53] and implicitly by other authors.



57
probability of a successful guess will lead to an optimal number of
response options per item. Tversky [54] caléulated the theoretical
maximum for a discrimination function. The optimal number of
options was the transcendental constant e (2.718... ), which rounds up
to the integer three.

Grier [55) used an equation developed by Ebel” to show that the
KRy, is also maximized at three options per item. He stated three
reservations. This analysis is only valid for response-content items.
It applies only to tests where the total number of options is greater
than fifty-four. And finally, only when the use of the KRy, is a
reasonable basis for estimating test reliability are these conclusions
appropriate.

More recently, Lord [57] analyzed the results of the SAT Verbal
exam. With the assumption that guessing is purely random, hederived
an equation to predict the number of choices which maximizes the
reliability coefficient independent of test length but dependent on item
intercorrelations and difficulties. This equation ‘;'ielded predictions
similar to those of Tversky and Grier. However, Lord found that the
relative efficiency of items with different numbers of choices is a
function of the difficulty level. At low ability (high difficulty), guessing
is of paramount importance and he found that five-choice items were

*Ebel's [56] equation is based on reasonable assumptions about the test
mean and standard deviation; it provides a lower-bound estimate to the

reliability. T he estimate becomes increasingly less accurate as test
length decreases or as the standard deviation increases.
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more effective than two-, three-, or four-choice items. Conversely,
at high ability (low difficulty), reliability and discrimination depend
on the number of items -- to attain the maximum number of items for
a given total number of options requires the fewest (two) per item.

By adjusting item difficulties according to suggestions Lord
made previously [58], he eliminated much of the effect of differential
ability (difficulty level) and found the three-choice format to be most
efficient. Too, the predicted chance score based on the number of
response options often overestimates the actual chance score. Lord
observed that low-level examinees perform at below chance. Lord
also added that seldom is a guess truly random, and when the response
is based on partial information, the discriminating power of the item
is likely to change in an unpredictable manner when the number of
answer choices is changed. This tends to discourage any attempt to
restructure items by lowering the number of answer choices in order
to increase the number of items.

Costin [ 59] did an empirical study of the effect of reducing the
number of response options from four to three as a test of Tversky's
proof that ghree is the optimal number. He selected fifty to sixty
items from each of four topics in an extensive pool of items used in
an introductory psychology course. Half of the four-choice questions
were reduced to three-choice by random deletion of a distractor.
After two hundred students took the tests, the items were sorted into

the two types. The discrimination index, KR20, and item difficulties
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were calculated based on test lengths of twenty-five or thirty items.
While the overall values of the KRy coefficients were not impressive
(0.50 to 0.62), for all topics the three-choice items were more
consistent, more discriminating, and only slightly less difficult.
Though many of the differences were not statistically significant, the
trend in the coefficients supported Tversky.

Ramos [ 60] distinguished between 'natural' four-choice items
and 'artificial' four-choice items. Artificial four-choice items were
originally five-choice items from which the least attractive distractor
was deleted. College-level French and Spanish reading tests were
administered to over one thousand students at different schools. After
correcting scores for guessing* and using a KRyg modified for omitted
items, Ramos found that artificial four-choice items had coefficients
comparable to natural four-choice items. He also found that natural
four-choice items had slightly lower internal consistencies than the
unmodified five-choice test items. Ramos pointed out that generalizing
to other dissimilar tests is not entirely warranted.

These studies of predicted reliability and the optimal number
of answer choices are based primarily on respoﬂse-content items in
areas other than chemistry. Most of the questions asked on chemistry

*When test scores are corrected for guessing, Zimmerman [61] and
Coulter [ 62] agree that the average effect of guessing on the group mean
may be eliminated, but the irregular and unknown effects of luck for
different students will still contribute to error variance. Coulter points

out that if allitems are attempted, corrected scores correlate perfectly
with uncorrected scores.
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tests in CEM 130/131 are stem-content items such as numerical
problems. The length of time it takes a student to work a problem is
theoretically independent of the number of answer choices. Thus
problems are not susceptible to the same mathematical treatment by
which three is determined to be the optimal number of choices. Yet
some points made by Remmers and Lord are pertinent. The reliability
of tests will increase when the number of response options is increased.
This increase will be most effective when the tests are somewhat
difficult, and most of the gain in reliability will occur at the low end
of the scale.

None of these studies went beyond five answer choices. It is
a major aim of this research to extend the investigation of reliability

into the uncharted sea between five and ten response options.

II.LA. 7. c. Interrelation of topics

The manner in which items testing the various topics on an
examination interrelate is described by the factor structure from a
factor analysis. When the coefficient of internal consistency is used
as an estimate of test reliability, the assumption is made that item
intercorrelations are homogeneousf‘r A reliability estimate 'half way'
between internal consistency and parallel forms correlation is the
*This assumption of homogeneity does not mean that all items must
intercorrelate highly or even equally. It does mean that there are

no clusters of items which intercorrelate more highly among themselves
than they do with other items on the test.
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split-halves correlation coefficient. Cronbach [43] compared the
KRy to the split-halves coefficient. He showed that the mean of all
possible split-halves correlations is equal to the KRyg. Given the
logical presumption that a planned division would produce a higher
coefficient than the mean of all possible splits -- even poor ones --
Cronbach analyzed a 60-question test of mechanical reasoning taken
by ninth grade boys. Three schemes of splitting the test into two
halves were employed: random selection, selection according to item
difficulty, and selection according to both content and difficulty. The
range of calculated coefficients was greatest for the random splits
and smallest for splits equated for both content and difficulty. The
mean of all possible splits calculated by the KRyy was roughly equal
to the mean of the random splits and slightly lower than the planned
splits, but the differences were not statistically significant. Referring

"

to other analyses, Cronbach added ...we have studies of seven tests

which seem to show that the variation from split to split is too small

to be of practical importance. "

This failure of seemingly
heterogeneous tests to have lower coefficients of consistency than
reliability led him to study the influence of factor structure on
internal consistency.

Three basic kinds of factors are found in test items -- a general
factor (G), group or cluster factors, and single-item factors. The

sizes and distributions of these factors within the test have differing

effects on consistency. If there is only one significant general factor
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and no group or cluster factors on a test, then even when this general
factor is weak (i.e. item intercorrelations of 0.09) its importance
rapidly increases with test length. For a test of twenty-five items,
G accounts for about 45 percent of test variance and for one hundred
items, G accounts for about 75 percent. In this case where there are
no distinct clusters or subsets of items, then as long as the test is not
simultaneously short and heterogeneous, the internal consistency will
be nearly identical to the split-halves correlation and by analogy the
parallel forms correlation.

The KRgq indicates how much variance depends on the general
factor. As such it is a measure of content homogeneity as well as
test reliability. If a test is known to be heterogeneous with discrete
homogeneous subtests, the concept of overall consistency does not
apply and a coefficient of internal consistency will seriously
underestimate the reliability. In summary, Cronbach stated that the
KRy is a lower bound to the reliability coefficient and an upper bound
to internal consistency. The extent to which the KR20 underestimates
reliability or overestimates consistency depends on the factor structure
and the size of the G factor.

Lord [63] shows that estimates of internal consistency provided
by the KRyq and KRy, are estimates of the random sampling error in
the selection of test items. Consistency coefficients treat differences
in topic areas and item content and difficulty within tests as the source

of differences between tests. But if the pool of items from which those
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on the test are selected is carefully stratified, it is not difficult to
generate heterogeneous tests which are still parallel. In this case
the parallel forms correlation coefficient will provide the only

realistic estimate of true test reliability.

II.LA. 7.d. Item intercorrelations and difficulties

Gulliksen [ 64] investigated the relation of item intercorrelations
and difficulties to test reliability. By defining the reliability as the
ratio of true variance to observed variance, he showed what conditions
maximize test variance. For a well-constructed one-factor test
consisting of items with similar reliabilities and intercorrelations
which are also uncorrelated with item variance (item difficulty), he
summarized the results in three theorems.

Theorem A. Item intercorrelations can be at a maximum only

when item difficulties are equal, and the farther from 0.50 the

average difficulty is, the faster correlation decreases as the
item difficulties become more widely scattered about their mean.

Theorem B. Test variance will increase as item difficulties

cluster more closely, as intercorrelations increase, and as the

average item difficulty approaches 0.50.

Theorem C. As the test becomes more homogeneous in content

and the items more similar in difficulty (ideally all equal to 0.50),

the test reliability will increase. This is a corollary to the

relation between test length and reliability.
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Gulliksen points out that his theoretical treatment does not
consider items on which guessing can occur. He also states that test
variance is not the only criterion by whichtest reliability can be judged.

Brogden [65] studied the effects of variations in item difficulty,
spread of item difficulties, and item intercorrelations on coefficients
of internal consistency. In a simulation, he found that as item
intercorrelations decrease, indicating an increasingly complex factor
structure, the variance of item difficulties has a greater effect on
consistency. This effect increases as the average difficulty departs
from 0.50. Thus if items have low intercorrelations and widely
different difficulties, even very long tests will have low internal
consistency as estimated by the KRg. With heterogeneous content
there is more to ge gained by clustering item difficulties near the
middle of the difficulty scale than with homogeneous content. The
coefficients of consistency thus indicate not only consistency of content
but also consistenty of item difficulties, and parallel forms of tests
must be parallel in both content and difficulty.

Cronbach [66] discusses the relationship between spread of item
difficulty and discriminating power at different levels of achievement.
He demonstraes that the validity estimated by the biserial item-test
c;orrelation, rit, is dramatically affected by the interactions between
item intercorrelation and difficulty level. The optimal spread of item
difficulties which provides the widest range of discrimination and

validity depends on how highly items intercorrelate. When items are
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very highly intercorrelated, the test should have a wide range of item
difficulties so that discrimination is validly made at many levels of
achievement. When item intercorrelations are low, which for a one
factor test means low item reliability, the item difficulties should all
be equally difficult at or just above the midpoint between chance

and perfect.

II.LA.7.e. Guessing, difficulty, and consistency

Lord [ 58] extended the calculations of Brogden and Gulliksen to
the case where guessing can occur. Using a KRg modified for guessing,
he concluded that the internal consistency coefficient is maximized by
decreasing the spread of item difficulties and by making the mean item
difficulty slightly greater than halfway between chance success and 1.0.
Lord noted that the consistencies are lowest fortwo-choice items and
increase steadily as the number of choices increases to five per item.
He also observed that the amount by which items should be made easier
to maximize consistency increases as the intercorrelations among the
items increase. He states that making items easier increases
reliability at the low end of the scale while slightly decreasing the
discrimination at the upper end.

Carroll [ 67] also extended Gulliksen's work to the case where
guessing can occur. He derived similar relationships and reached
similar conclusions. The reliability as estimated by the correlation

between tests or between items decreases as the mean difficulty
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increases and also as the differences in difficulty between tests or
items become more pronounced. Carroll states a formula for

estimating the true correlation after deletion of guessing variance

I Sa Sy
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where E is the mean failure score and J is the number of answer
choices. When the two forms have equal means and variances, the
formula simplifies to

2
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Nunnally [ 68] also derived a formula for correcting reliability
coefficients for guessing. He began with the classical definition of
reliability as the ratio of true to observed variance, and assumed that
guessing not only increases error variance but also decreases true-

score variance. His formula is

2
, 2J -1 (J - 1) rs
3 3 2 1
J J s?-JE

[2.8]

The term in brackets is Carroll's simplified formula and the other
terms are corrections for the decrease in true-score variance.

Part of the guessing variance is related in a complex manner to true-
score variance because guessing is greatest at low ability levels and

decreases as true score increases. Carroll's correction formula is
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limited to the product-moment correlation coefficient; Nunnally's

correction formula may be applied to any reliability coefficient.

II.A. 7. e. Distributions of scores

While it is often assumed that the underlying ability measured by
a test is normally distributed, the actual distribution of test scores
may be quite unlike the normal curve. Scott [69] defined a formula
for discrimination related to the distribution of scores and examined
the effects of variations in test length, item intercorrelations, and
difficulty on his index of discrimination. He found that maximum
discrimination occurs when item difficulty is 0.50 and the observed
distribution is rectangular. (The item intercorrelation describes the
shape of the distribution -- when the intercorrelation is 0.00 the
distribution is normal, when the intercorrelation is approximately
0.33 the distribution is rectangular, and as the intercorrelation nears
1.00 the distribution approaches a U- or J-shape.) As the test
difficulty departs from 0.50 the maximum discrimination occurs when
items are less intercorrelated than 0.33. Increasing test length so as
to increase discrimination and precision is most effective when the
item intercorrelation is at its 'best' value for a particular difficulty
level. As the intercorrelation departs in either direction from its
calculated optimum, the incremental improvement in discrimination
gained by lengthening the test decreases. From empirical evidence

he collected, Scott concluded that allowing the item difficulties to vary
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widely about their mean value is not a dependable way to increase
discrimination even when item intercorrelations are high.

Lord [42] considered some of these same interactions for the
case of a one-factor test measuring a normally distributed ability. He
drew several conclusions. "The test score distribution will not in
general have the same shape as the distribution of ability; in particular
if ability is normally distributed, the raw scores in general will not be
normally distributed.' '"Typically, if a test is at the appropriate
difficulty level for the group tested, the more discriminating the test,

' "The skewness

the more platykurtic [flatter] the score distribution.'
of the test score distribution typically tends to become positive as the
test difficulty is increased, negative as the difficulty is decreased."

"U-shaped and rectangular distributions of raw scores can be obtained

" or if the test

if sufficiently discriminating test items can be found...
is administered to a group with wide ranging abilities. ''A test
composed of items of equal discriminating power but of varying
difficulty will not be as discriminating in the neighborhood of any
single ability level as would a test composed of similar items all of
appropriate difficulty for that level.' Lord also notes that the

"

distribution of error varies with ability level and ... although

uncorrelated with ability and with true score in the product-moment

sense, the errors of measurement are not independent of ability or of
true scores, since the standard deviation and the skewness of the

errors vary with the ability level."
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II. A. 8. Factors affecting the standard error

This discussion thus far has focused on test reliability because
test reliability can be directly related to important sources of error in
measurement. In addition, test reliability has been examined as a
function of such variables as test length, number of choices per item,
and factor structure. The reliability, test variance, and standard
error of measurement (SEM) are related as shown by Equation 2.3,
restated here

SEM = s, 1-r [2.3]

It is through changes in the reliability coefficient and the standard
deviation of the test scores (sx) that changes in the standard error of
measurement are observed. Some of these changes will now

be discussed.

Zimmerman [61) discussed the relation of reliability and
standard error of measurement to guessing. The standard error of
measurement changes with the opportunity for guessing. At higher
test scores, it is less likely guessing is significant and this lowers the
standard error. At low scores, guessing is more likely and hence the
standard error is greater. Zimmerman stated a formula for
calculating the minimum possible standard error based on the number

of answer choices (J), the test length (k), and the test score (x).

_ /1 _
SEM . = T(k x) [2.9]



70
This residual error (SEMmm) would be present even if all other
sources of error were absent. The minimum error decreases as the
number of answer choices increases and as the true proportion of the
material known by the student increases.

Horn [ 70] derived four different equations for the standard error
of measurement which depend on different theories of error variance
and reliability estimation but are calculated from the same summary
statistics (observed test variance and parallel forms correlation
coefficients). Equation 2.3 (restated below) applies when the true
coefficient is estimated by placing a confidence interval around the
observed coefficient. When two fallible measurements are compared,

Equation 2.10 could be applied.
SEM = s, 1-r [2.3]

SEM = S, v 2(1-r) [2.10]

Horn described two other formulas based on regression models. He
recommends that the choice from among these four equations be
appropriate to the variance model chosen rather than to the method of
reliability calculation. Since the variance model most commonly
chosen treats the calculated reliability coefficient as the best estimate
of true reliability, Equation 2.3 is typically used.

Mattson [ 53] pursues a derivation of the standard error of

measurement which shows a relation to difficulty and reliability
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somewhat different from that discussed by Zimmerman. On a difficult
test (proportion correct less than 0.50) guessing will increase the
standard error of measurement, whereas on an easy test guessing
will decrease the standard error. For any difficulty level, an
increase in the chance of a correct guess lowers true-score variance
and hence reliability.

The formulas presented above for the computation of the standard
error of measurement pertain to a single test. A series of tests given
to groups of students may be considered as a set of t subtests of k
items each from a pool of K items, and the students as subgroups of
n students from a population of N students. Shoemaker [ 71]
described a formula for the standard error of the total mean score of
all students on all items based on a multiple matrix model of sampling
subgroups of students and subtests of items. The formula for an

infinite population of students is

1 1 2 2
SEM = \/(tkn)(k_l){x s2[(K - k)n -1 - kn(t - 1)]

+K%%k - 1) + K - AXK - k)} [2.11]

where sd2 is the variance of item difficulties, s? is the test variance,
and ﬁ. is the expected population mean for the entire pool of test items.
Shoemaker indicated three relationships which follow directly from the
formula. First, increasing the spread of item difficulties increases

the standard error of measurement unless tk = K, Second, increasing
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internal consistency (as measured by the KRZO) increases the standard
error. Third, increased skewness in the distribution of scores also
increases the standard error of measurement. Shoemaker empirically
examined the size of the expected effects through a series of computer-
simulated tests and found that consistency and spread of difficulties
are important factors in the model. He also noted that increases in
the number of students taking a subtest, the number of subtests, and
the length of the subtests also reduce the standard error to varying
degrees. The effect of the number of subtests is greatest for skewed
distributions, and the effect of the test length greatest for normal
distributions. Unless tk = K, the best general procedure is to
increase the number of subtests rather than increasing test length.

This procedure may be applied to estimation of the mean score
for a pool of test questions which cannot all be given to the population
of students. The assumptions on which the model is baéed. include one‘
which requires subgroups of students tested to be randomly selected
without replacement. The effect of overlap between subgroups of
students was not discussed by Shoemaker but the effect would seem to

make the estimated standard error of measurement an underestimate.

II.A.9. An experimental comparison of two item formats

Plumlee [72] tested thetheoretical predictions of the effect of
chance success on item-test correlation (an estimate of one-factor

validity) and on test reliability. She compared five-option multiple-
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choice items to short-answer items on a test of algebra, geometry,
and trigonometry. According to theory, the reliability of multiple-
choice items will always be less than the reliability of short-answer
items because guessing imparts additional error variance to the
observed variance. Since the true-score variance is at best unchanged,
the ratio of true to error variance will be lower for the multiple-choice
format. Also, the mean of a multiple-choice test should be higher than
the mean of an equivalent short-answer test.

The expected mean of the multiple-choice test can be predicted

from the short-answer test mean by

(p) [2.12]

where J is the number of choices (in this case J = 5). Four sets of
thirty-six items were prepared so as to be equivalent in content,
difficulty, and discrim;nation. Each of the four sections was prepared
in both short-answer and multiple-choice format. Two sets of each
format were compiled to make two different test pairs, and each test
pair was given in both directions -- multiple-choice followed by short-
answer to one group and the reverse to another group. The four
sections of thirty-six questions were preceeded by a common set of
sixteen items in order that group equivalence might be estimated. The
four batteries were administered to approximately 560 examinees

(N = 139 for each battery) as separately timed subtests at one sitting.

Her results are presented in Table 2.2 on the following page.
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Table 2.2 Summary data from Plumlee [ 72]

Group W  Group X Group Y Group Z

u | 37.7 39.8" 36.2 42.2"
o 11.3 10.4 10.9 10.6
u 37.8" 31.6 39.7* 31.1
o 10.2 10.6 9.6 10.3
r (SA)* 0.84 0.80 0.85 0.81
r (MC) 0.81 0.76 0.72 0.81
£ 0.75 0.69 0.75 0.69

*Test means indicated with an asterisk are for multiple-choice forms;
unstarred test means are for short-answer forms.
**SA indicates short-answer and MC indicates multiple-choice; r-hat is
the multiple-choice coefficient predicted from the short-answer result.
Plumlee calculated the means and standard deviations based on
the sum of the two sections of each test which had the same format.
The reliability coefficients are parallel forms correlations between the
two 36-item subtests in each battery that were of the same format and
taken by the same students. Plumlee stated that the means on the
common 16-item subtest used to equate the groups were statistically
equal though she did not report them. A chi-square test for equality
of reliability coefficients demonstrated that the differences among the
observed coefficients were not significant.
Plumlee analyzed the regression prediction for test means and

found that seven of the eight observed differences between sets of items

with the same content but different formats were within the range
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of the predicted values. However, these comparisons were for tests
with parallel content administered to different groups of students.
Inasmuch as the groups were equated by a test with only sixteen items,
and for an alpha level of only 0.05, any conclusions are tenuous.

Plumlee herself gave further caveat by stating that the number of
students who completed items in different sections of the battery
ranged from 32 to 109 and thus the proportions correct (p) used in the
regression analysis are not based on N = 139. The high number of
omitted items and the lack of control for this factor affects the strength
of her conclusions.

Also listed in the table are the expected correlations of the
multiple-choice tests as calculated according to Carroll's formula
(Equation 2.6). The differences between the expected and obtained
coefficients were statistically significant only for test Z.

Plumlee concluded that there seemed to be a small but consistent
(although not statistically significant) tendency for the actual reliability
and mean of a multiple-choice test to depart from the predicted value

"'...the evidence does

in the direction of the short-answer statistic.
seem to indicate that item-test correlation and test reliability may not
be as adversely affected by the multiple-choice form as has been

frequently assumed. "

The direction of this departure agrees with
Lord's [57] observation -- examinees who do not know the correct

answer respond at a below chance level and this tends to reduce the

contribution of guessing to error variance.
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Table 2.3 was prepared by this author so that Plumlee's data may
be compared directly with data obtained in this research. The KRZI
was calculated from data presented in her report, and all consistency
and reliability coefficients adjusted downward to a test length of fifteen
items. The means and variances were also adjusted to correspond to

a fifteen-item test.

Table 2.3 Summary data from Plumlee [ 72] adjusted for test length

Test Format r £ P s s2 KRgq
W SA .686 .5236 2.87 8.25 .5856
W MC .640 .56 .5250 2.70 7.28 .5206
X SA .625 .4389 2.75 7.58 .5494
X MC . .569 .48 .5528 2.72 7.42 .5367
Y SA .703 .5028 2.81 7.89 .5622
Y MC .517 .56 .5514 2.60 6.77 .4837
z SA .640 .4319 2.75 7.56 .5494
z MC .640 .48 .5861 2.70 7.28 .5359

II.LA.10, Summary of measurement theory

The probable error of a test score is some function of the
standard deviation of a series of repeated measures. Since the same
students cannot be repeatedly tested without learning, forgetting,

practice, or fatigue affecting their test scores, and since the same
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tests ought not be administered more than once to the same students,
the probable error cannot be determined by the methods used in the
chemical laboratory to calibrate an analytical instrument. The
average standard error for a test given to a whole group of students
can be estimated. It is a function of the length of the test, the spread
in the distribution of scores, and the reliability of the test. The test
length is not related to test quality. In contrast, test reliability and
score distributions are intimately related to test quality characteristics
such as difficulty level, variability in content, item discrimination,
and guessing opportunity. Because reliability is related to variables
which affect test quality while the standard error of measurement is
not, investigation and quantification of measurement error was done
through estimating and analyzing test reliability.

The most widely accepted operational definition of test reliability
is the product-moment correlation between parallel forms. Aninternal
consistency coefficient such as the KRy is an adequate estimate of
test reliability only when items within the test are as similar to each
other as they are (or would be) to items on a possible parallel test.
Since the tests given in CEM 130/131 cover a wide range of topics,
their internal consistency is lower than their reliability. For these
tests, therefore, internal consistency is not appropriate as a statistic
with which to estimate errors in measurement. The correlation
coefficient between two equivalent tests given to the same group of

students was used to estimate test reliability.
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The classical theoretical definition of test reliability is the ratio
of true-score variance to total observed variance. Since random
errors are uncorrelated with true scores, this definition may be
restated: test reliability is equal to one minus the ratio of error
variance to observed variance. With this alternate form of the
variance-ratio definition of test reliability, the magnitude of the error
variance and the effect on this error of test characteristics such as
guessing opportunity were calculated from the parallel-forms reliability
coefficients.

In the next section are set forth some of the techniques used to
prepare test questions for the experimental comparisons presented

in the results.
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II. B. Writing and restructuring test items

The test questions which appeared on some of the tests which
were compared in these studies did not require any changes in item
format or number of answer choices. Other comparison schemes
involving short-answer and multiple-choice questions with more than
five response options often required substantial reworking of many
test items. The conversion of multiple-choice questions into short-
answer questions of a fully equivalent nature is quite easy for some
items and difficult if not impossible for others. The expansion of the
set of response options for a multiple-choice item is a trivial exercise
for numerical problems and seldom truly difficult for other items.
The creation of a response set for a short-answer item so that is may
appear as a multiple-choice item on a test is also relatively easy

although the multiple choice item thus formed may be too easy.

II.B.1. Increasig the number of response options

There are two basic strategies used to create or expand the
response set of a numerical problem. The simplest method is to
provide a collection of numbers among which the correct answer can
be found. No attempt is made to provide distractors representing
logical though incorrect calculations. The more sophisticated
strategem is to provide distractors which are the result of possible
mistakes in algebra, arithmetic, or substitution. If more distractors

are needed than are produced by this 'probable errors' approach,
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sufficient 'random' numbers are selected to balance the set of answer
choices. This probable errors method should be employed whenever
the development of the response set is tractable to a logical plan.
These same strategies are also appropriate when an item is
not a numerical problem. The following example demonstrate the
application of the 'random numbers' and 'probable errors' methods

for nonnumerical questions.

Examgle 1:

Which of the following is true when electricity is flowing
in an electrolytic cell?

a Anions migrate toward the cathode.
b. Anions migrate toward the anode.
c Cations migrate toward the anode.
d Electrons, not ions, move through the solution.

The expanded set of possible choices is:

Anions migrate toward the cathode.

Anions migrate toward the positive electrode.
Anions migrate toward the anode.

Anions migrate toward the negative electrode.
Cations migrate toward the cathode.

Cations migrate toward the positive electrode.
Cations migrate toward the anode.

Cations migrate toward the negative electrode.
Negative ions migrate toward the cathode.

Negative ions migrate toward the positive electrode.
Negative ions migrate toward the anode.

Negative ions migrate toward the negative electrode.
Positive ions migrate toward the cathode.

Positive ions migrate toward the positive electrode.
Positive ions migrate toward the anode.

Positive ions migrate toward the negative electrode.
Electrons migrate toward the cathode.

Electrons migrate toward the positive electrode.
Electrons migrate toward the anode.

Electrons migrate toward the negative electrode.

»

*
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The above twenty possible responses include eight correct answers and
twelve distractors. This selection is obviously not exhaustive. The
response set for the above item is subsceptible of expansion by
inclusion of various logical permutations of the related concepts.
Even for a question in an area not narrowly restricted to a small set
of related concepts, the method of probable errors may be employed
to construct the answer set.
Example 2:

Which of the salts listed below could be used to produce
an acidic solution?

1. KZHPO4 2. NH4C1 3. LiHS 4. KF

The expanded set of possible answers is:

a. only 1 i. 2 and 4

b. only 2 j- 3 and 4

c. only 3 k. 1, 2, and 3
d. only 4 1. 1, 2, and 4
e. 1 and 2 m. 1, 3, and 4
f. 1 and 3 n. 2, 3, and 4
g. 1 and 4 o. all of these
h. 2 and 3 p. none of these

From these distractors, nine may be selected to convert a four-choice
question into a ten-choice question. This method of increasing the
number of answer choices does not apply when the question is worded
such that the answer is perforce unique.
Example 3:

Which of the following gases has the lowest critical temperature?
The addition of possible distractors to this item is not strictly planned

according to what probable errors the student might make although
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that would influence the selection of choices. Rather, distractors are
chosen randomly and included in the answer set as long as the correct
answer remains unambiguously right and as long as a distractor is not

so obviously wrong as to be ineffective.

Examgle 4:

A pure substance which melts over a wide temperature range
is likely to be

a. crystalline c. amorphous
b. molecular

An expanded set of responses:

hexagonal closest packed
an ionic crystal

of small formula weight
symmetrical

of very low density

a molecular crystal
cubic closest packed
amorphous

hydrogen bonded

an organic compound

“m0m 0 Q0O

Though many of the distractors refer to substances which might melt
over a wide range, only a substance which is amorphous always
behaves in this manner. When the supply of logical and directly
related distractors is exhausted, profitable use may be made of such
essentially irrelevant but dimly related distractors as illustrated in

Example 4.

II. B. 2. Interconversion of multiple-choice and short-answer items

Numerical problems are readily converted between the multiple-

choice and short-answer formats. Seldom is even a minimal change
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needed in the wording of a problem. A multiple-choice question is
changed into a short-answer question by elimination of the answer set.
A short-answer item is transformed into a multiple-choice item by
construction of a response set utilizing the methods just discussed.
The conversion of nonnumerical multiple-choice questions into short-
answer questions frequently requires changes in the wording of the
question. Often the answer choices which are provided by a multiple-
choice question limit the scope of a question which would otherwise
possess myriad correct responses. Sometimes the responses include
information necessary to the solution of the problem. Two examples
are presented here; Example 5 is easily converted to short-answer.
format whereas Example 6 is converted only after modification
substantial enough to radically alter the character of the item.

Examgle 5:

Which of the following is a detailed ionic equation which
represents the reaction of soluble CrClq with the hydroxide
ion to form insoluble chromium (III) hydroxide ?

a. Cr3t+3Nat+3c1” +30H"

Cr(CH), + 3Nat +3C1” +OH"

3+

b. 30H™ + CrY’ = Cr(OH)3

c. Cr3*+3C1” +3Na* +30H" = Cr(OH), + 3Na™ + 3C1”

d.  CrClg +2NaOH = Cr(OH)y + 2Na™ + 3C1”

e.  CrCly +3Na* +30H" = cr3* + 30H™ + 3NacCl

Conversion of Example 5:

Write the detailed ionic equation which represents the reaction

of soluble CrCljg with sodium hydroxide to form insoluble
chromium (III) hydroxide.
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Examgle 6:

Consider the following balanced equation:
3H,S + 2H' + 2NO3~ = 2NO(g) + 4H0 + 3S(s)

It is a net ionic equation
It is a detailed ionic equation
It is a molecular equation
If 2Nat is added to both sides, it will
then be a detailed ionic equation
e. If 3H,S is replaced by 6H* + 352-,

it will then be a detailed ionic equation
f.  If 2H* and 2NOg3~ are deleted, it will
then be a molecular equation

Qo o

So simple a change as rewording the first phrase in the item stem will
not transform this question into a short-answer format. The resulting
short-answer may be confusing or cumbersome or both. Several
attempts at converting Example 6 into short-answer format are offered
here to illustrate this problem.

Conversion 1 of Example 6:

Consider the following balanced equation....

What type of equation is this? If this equation is not a true

example of any type, what must be done to make it a detailed

ionic equation?

Conversion 2 of Example 6:

Consider the following balanced equation. ...

State whether this equation is a detailed ionic equation. If it

is not, what must be done to make it a detailed ionic equation?

Conversion 3 of Example 6:

Consider the following balanced equation.. ..

Is this equation molecular, net ionic, or detailed ionic?

If it is none of these, what must be done to make the equation
a detailed ionic equation?
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The first conversion of Example 6 is, to say the least, ambiguous.
Some of the ambiguity may be overcome by sacrificing some of the
scope of the question as shown in the second conversion attempt. This
short-answer question no longer includes references to molecular or
net ionic equations. The third conversion contains almost all the
elements of the original multiple-choice question, but is merely a
multiple-choice question in short-answer clothing. Scoring ease has
been sacrificed in this case to gain a small amount of ambiguity.
When an item is as intractable to conversion as is Example 6, it is
best not to attempt direct conversion but to select another question
altogether.

The creation of a response set for a nonnumerical short-answer
item is, in contrast, straightforward. On rare occassions the
multiple-choice item thus created will be inappropriately easy. This
stems from two related causes -- either the number of possible
answers is too few or the clues provided by the answers are too strong.
Example 7:

~The point of zero amplitude on a wave is called the...

A possible response set:

a. crest b. node c. trough
Example 8:

The smallest particle of light energy is called the...

A possible response set:

a. quantum b. electron c. gamma ray
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Multiple-choice questions constructed by simple conversion of short-
answer questions with such restricted answer domains will seldom be
comparable in difficulty. Also, rewording the item to make it more

than trivial will also make it less than equivalent.

IL. B. 3. Limits of structural changg

Multiple-choice questions call for the selection of an answer from
among a set of possible choices according to a problem or idea stated
in the item stem. Whether the item can be converted into short-answer
format depends on the nature of the response set. Three general
classes of response sets are: (1) a restricted set with a clearly
defined descriptor, (2) a well-defined but essentially unlimited set,
and (3) an arbitrary or undefined set of responses. Several examples
of these follow.

Example 9:

The cause of the boiling point elevation of a solution is
vapor pressure increase
osmotic pressure increase
freezing point depression

thermal conductivity
vapor pressure decrease

o Q0o

Example 10:

Dissolving potassium nitrate in water is an endothermic reaction.
The amount of KNO3 which dissolves could be increased by

cooling the KNOg before adding it to the water
heating the water while adding the KNOg
adding a large excess of KNO3 to the water
vigorously stirring the water while adding KNOg

oo o
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For these two examples there are class discriptors or prompts
available which direct the student to consider only the restricted set
of possible responses.
Conversion of Example 9:

The colligative property which is the direct cause of the
boiling point elevation of a solution is...

Conversion of Example 10:

Dissolving potassium nitrate in water is an endothermic reaction.
According to LeChatelier's principle, the amount of KNO3 which
dissolves could be increased by...

The underscored prompts remove the ambiguity which might be

present in their absence. If the response set suggested by the prompt

is too small, however, the item may be of much less value. The

conversion of Example 1 on p. 80 from multiple-choice format into

short-answer format illustrates t’his 'item trivialization' effect.
Conversion of Example 1:

When electricity is flowing in an electrolytic solution,
the anions migrate toward which electrode?

There is no way to remove ambiguity without making the converted
form considerably easier than the original multiple-choice item.
Alternately, when the number of possible responses is too large, an
attempt to restrict the possible choices by qualifying the short-answer
question produces a like effect. Not restricting the set so as to avoid
trivialization may lead to conversion of a multiple-choice item into a
free-response item which is better characterized as essay rather than

as short-answer.
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Example 11:

In concentrated ionic solutions,

a. ions move faster than in dilute solutions

b. ions are more restricted in their motions due to
interionic attractive forces

c. solute molecules are never completely ionized

d. ions affect colligative properties to the greatest extent

Conversion of Example 11:

Discuss the colligative properties of electrolytes and
nonelectrolytes as a function of concentration.

The conversion of Example 11 into a short-answer question founders
because there is no narrow definition of the several possible responses
in the multiple-choice item.

Example 12:

The results of simple tests made upon several solutions are
listed below. Which result indicates that the solution was
initially saturated ?

The solution was warmed and solute crystallized out
Pure solute was added and some of it dissolved

A crystal of solute caused crystallization to occur

Solute was added and no change in concentration observed

o0 oW

Conversion of Example 12:
Suggest simple experimental tests that would allow you to
distinguish among solutions which might be unsaturated,
saturated, or supersaturated.
The conversion of Example 12 again leads to an essay question rather
than a short-answer question.
When the domain of answer choices is very large, the selection

of choices for a response set is essentially arbitrary. The response

set is also arbitrary when the nub of the question is a comparison,
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since the selection of responses to be compared is discretionary.
Such multiple-choice questions as Examples 13 and 14 cannot be
converted into parallel short-answer questions.

Example 13:

In the following list, which compound is a weak electrolyte?
a. NaCl b. NH4OH c. LiClOy4 d. HI
Conversion of Example 13:

Write the formula of a weak electrolyte.

Example 14:

Which of the following ions should be most strongly
solvated in aqueous solution?

a. F- b, s%° c. Br d. 02"

Conversion of Example 14:

Write the formula of an ion strongly solvated in aqueous solution.
These possible short-answer questions certainly are not parallel to
their multiple-choice analogs. These last two examples of multiple-
choice questions are in fact testing for achievement of a skill which
cannot be explicitly tested in any other way. The ability to make a
selection from among several options is pertinent to many practical
situations. Which indicator to use in a titration, what reagents to
combine for a buffer solution, what salt to choose for an electrolytic
bath, which experimental conditions will produce a desired effect --

these are only four examples of innumerable applications of the

ability to select.



90

II. C. Experimental design

II.C.1. Introduction

Testing procedures in CEM 130/131 require large numbers of
examinations to be generated, administered, scored, and recorded.
To facilitate this task, examination generation and record keeping are
done by computer. Scoring is usually done by hand because scoring
machines are not readily available. Exams are administered to large
groups of students in lecture halls and are scored immediately
thereafter.

The examinations used in these courses consist almost entirely
of multiple-choice -questions. However, it is believed that the typical
multiple-choice items (and true-false items in particular) permit
guessing to suéh an extent that fifteen-item exams are too easy and
too unreliable. The purposes of these reliability studies are to
investigate the reliabilities of various types of exam questions under
different conditions, to compare reliabilities of short-answer on the
one hand and multiple-choice items with different numbers of choices
on the other, and to compare means on exams with different question

format distributions.

II. C. 2. Selection of item format

Three basic item formats appear on a typical chemistry exam --
multiple-choice, short-answer, and problem or essay. Each of these

types has drawbacks and strong pointé, and for each type there are
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topics which lend themselves with ease to a particular format; for
other areas it is very difficult to write a good item in that same
format. Multiple-choice and short-answer items are both classified
as objective items” because of the straightforward manner in which
they are scored. The answer to an objective item is -- or should be --
clearly right or wrong, and no partial credit is given. This is in
contrast to the problem or essay question where the grader evaluates
a written response subjectively or gives credit in a problem based on
method or partial solution.

In CEM 130/131 the student is given the opportunity to take tests
once a day during an approximately ten day period with his grade on
the test determined by a preset grading scale. The student may
repeat an exam until satisfied with his score, or until the closing date.
Only the last score (not the highest score) is the one on which his
grade is based. During a typical exam week one to four thousand tests
may be administered, scored, and entered into student records. Since
such large numbers of tests are used, all items are of the objective
format so that they can be rapidly scored by nonexpert graders.

*The true-false item may be treated for computational purposes as a
special case of the multiple-choice item with only two options.
A matching item is a complex set of interlocking multiple-choice
questions with decreasing numbers of options per item. Questions
with more than one correct answer can be considered a collection of
true-false questions that may contain more than one true statement.
Matching and multiple-answer items cannot be analyzed because of
the interlocking nature of their responses. None of the items used

in CEM 130/131 or in these studies are of the latter two types, and
very few are true-false items.
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II. C. 3. Components of observed test variance

The observed test variance may be distributed into several
categories which are uncorrelated. The components listed inTable 2.1

and restated below are of varying magnitude and importance.

Table 2.1 Components of observed test variance

Symbol Source
szT differences in knowledge (T = true score)
Szfl learning and forgetting (fl = fluctuation in true score)
szg guessing variations among students (g = guessing)
szadm effects of day, room, etc. (adm = administration)
Szeq unrepresentative coverage of topics (eq = equivalence)
52Sc subjective scoring errors (sc = scoring)
s“zm memory of previous test questions (m = memory)
SZR all remaining sources of error (R = residual)

Error variance attributable to scoring and to administrative
conditions will approach zero under the conditions prevailing in this
system and will not be further considered.

Variance caused by fluctuation in true scores is also assumed to
be negligible when the interval between tests is as short as it is for
these reliability studies. The mean time between all items on the

two tests is never more than one hour and for most examinees it
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averages about forty minutes’ Fluctuation in true score is not
classed as error since a perfectly precise test would accurately
register a difference if the score truly fluctuated. However, any
fluctuation is likely to be diagnosed as error produced by a lack of
equivalence between tests. There is no way to determine whether a
change in observed score is caused by a change in what the student
knows or by a change in what the test measures. Since true-score
fluctuation cannot be separated from test-content fluctuation, it will
not be considered explicitly as an important source of variance
different from variance caused by a lack of equivalence between tests.
The effect of memory of responses given previously is of
unmistakable consequence when the same items appear on a subsequent
test. But there is also a gray area between the error variance of
memory and the lack of validity of the items. Memory is one extreme;
the student encounters an item a second time and remembers how he
answered it the first time. Knowledge is at the other extreme; the
student encounters a 'different' item testing for: the same knowledge
and is again able to solve the problem. If however the student is able
to answer a question based not on true knowledge but on some
superficial item characteristic, whether this leads to memory variance
or true-score variance depends on what one classifies as superficial.
*Only one of the correlation studies used more than two tests; on that
single occasion three tests were administered in threedifferent orders

to three groups of students. The first and third tests would then have
a mean separation time twice as long as consecutively taken tests.
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Certainly when a student is able to answer a question due to
testwiseness rather than knowledge of chemistry, the 'knowledge' he

demonstrates is superficial. Yet consider this example:

Examic acid is a monoprotic acid with Kz = 1.00 x 1076,

What is the pH of a solution which is one molar in both
examic acid and potassium examate?

(1) 1.0 (2) 6.0 (3) 14 (4) 9.9 (5) 8.2

A student could arrive at the correct answer in many ways without
making a random guess. The method which the item writer probably
had in mind is to set up the equilibrium expression, solve for the
concentration of hydrogen ion, and convert to pH units.

Another method is based on a restricted principle. When a
solution consists of equimolar quantities of a weak acid and its salt,
the pH of the resultant buffer is equal to the negative logarithm of the
ionization constant of the acid. While this second method tests a
slightly less sophisticated kind of knowledge, the instructor would
likely accept this measurement as valid and meaningful.

Still another method is based on a less rigorous chain of logic.
A solution of a weak acid and its salt is a weakly acidic buffer. The
scale of pH is defined such that a solution with a pH of seven is neutral
and smaller numbers denote acidic solutions. The second answer
choice is the only pH value which is weakly acidic. This third method
of solution is evidence of a level of knowledge much lower than the

item is designed to test. The knowledge is not trivial, but it is not as
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advanced as intended. This last method is in the gray area; it borders
on 'chemistrywiseness' rather than 'testwiseness'. Even if the student
is only able to narrow his options to the two values which are acidic
pH and guess which is correct, does not this show some familiarity
with acids, buffers, and the pH scale? Perhaps even such intuitive
acquaintance with the subject matter is a valid educational goal.

Because the definition of memory variance for other than
retesting with identical items leads into such a gray area, the
consideration of memory variance will be restricted to the test-retest
situation. For all reliability studies where nonidentical tests are
compared, error variance due to memory is assumed to be zero.

Thus far, four of the variance components from Table 2.1 have
been eliminated from general consideration: scoring, administration,
fluctuation, and memory. Four categories remain to be considered:
true score, guessing, equivalence, and residual. True-score variance
will equal zero only when all students know the same amount of
chemistryft Residual variance is that category containing all sources
of variance not considered explicitly; it is a theoretical bet-hedge so as

"

to avoid the accusation ''But you forgot. .. Residual is also the

convenient residence for all sources of error other than the single

category being investigated. For example, when guessing variance is
*Under a mastery system of learning, most students achieve the same

level of knowledge -- mastery -- and variation among true scores is

perforce low or zero. The estimation and interpretation of reliability
and measurement error for such tests is more difficult.
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being studied, residual variance will include the variance caused by
nonequivalence -- certainly not an inconsequential source. Guessing
and equivalence are the two major sources of errors in measurement
which are investigated in this research. Their importance and the

method of their estimation are discussed in the next section.

II. C. 4. Experimental design

Errors caused by guessing ir by nonequivalence are important
for two reasons. First, since students are allowed to retake tests on
which they perform poorly, the test score as a reliable measure of
knowledge and not the lucky guess is important. Second, since
different forms of an exam are taken by diffe;'ent groups of students --
yet graded on the same scale -- all parallel forms should be equal in
difficulty and representative in content. Both of these reasons
concern the stability of the measurement: the stability of the individual
score, and the stability of the test mean. Only when a test is reliable
in both senses will a test score be precise and accurate on an absolute
rather than a relative scale of achievement.

The test reliability and the measurement error resulting from
guessing and nonequivalence are estimated from internal consistency
coefficients, parallel forms correlations, and summary statistics

for each test administration.
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II. C. 5. Comparison schemes

When tests are compared, there should be item-by-item content
correspondence between the tests, and all items should be the same
format. This allows the purest estimates to be made of the contrast
between two formats or the reliability of a single format. At the same
time, the tests used and the experimental setting should be identical to
that typically found in the classroom. This allows the results of the
research to be generalized to the actual testing situations. As is
often the case, conditions which make experiments more theoretically
rigorous also make the results less readily applicable to the classroom,
and experimental designs which mirror the classroom may contain
too many uncontrolled variables and complex interactions which make
it difficult to draw sound conclusions.

The tests used in this research are not different in content from
those regularly used in the course. Often, however, extensive changes
were made in the structure and format of questions (according to the
procedures outlined in Section II. B), Because some items could not
be restructured in keeping with the format for a particular comparison,
seldom are the fifteen-item tests used in these studies of one format.
Rather than manipulate test content artificially, some structural
design purity was surrendered. This approach sacrifices some
mathematical rigor and computational ease in order that the results be
confidently applicable to the course environment. Statistics were

calculated when appropriate for subtests of items more nearly identical
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in format. The data from the thirty-two comparisons which were

made are grouped into five general categories.

II. C. 5. a. Comparisons of parallel tests of five-option
multiple-choice items

This first category includes nine structurally unchanged tests
consisting almost entirely of five-choice items. There are fifteen
comparisons in this category, some of which differ only in the order in
which the two tests were administered. The correlation coefficient
between two tests of this type is an estimate of the reliability of the
five-choice item. The estimate will be less than 1.00 to the extent
that nonequivalence and guessing contribute to error variance. It
should also be noted that because a fifteen-item exam has such a
restricted scale, the maximum possible correlation will be less than

unity unless test means and standard deviations are equal.

II. C.5.b. Comparison of parallel tests with more than
five options per item

The tests in this category had the number of answer choices
increased to between six and ten from the original four or five. The
six comparisons are among seven different tests. As in the first
scheme, error variance is subdivided into primarily guessing error
and nonequivalence between forms. The correlation coefficient
between two tests in this category will show the effect of increasing the

number of response options on test reliability.



99

II.C.5.c. Comparison of parallel tests of short-answer items

The measured reliability of the short-answer format is the
maximum possible value for test reliability when the only variable
allowed to change is the number of response options. In this
comparison, it is assumed that errors due to guessing are zero, and
any observed error variance is therefore essentially that of
nonequivalence. The four comparisons in this category are among
four tests which consist predominantly of short-answer items. These
items were prepared from the original multiple-choice format with as

little change in wording as possible.

II. C.5.d. Comparison of short-answer items with parallel
multiple-choice items

The comparisons in this category are between short-answer items
and multiple-choice items with eight and ten options. The guessing
error introduced by the multiple-choice format will be only half what it
would be if both tests were multiple-choice. The harmonic mean of the
number of choices when two ten-option tests are compared is ten; the
harmonic mean when a ten-option test and a short-answer test are
compared is twenty. This is a way of indirectly doubling the mean
number of answer choices so that the reliability of more-than-ten
response options can be estimated without having to construct such

items.
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II.C.5.e. A variation of a test-retest comparison

The four comparisons among six tests in this category are a
variant of the test-retest method. When a student encounters the same
test question a second time, he may give the same answer not because
he knows the answer both times but rather because he remembers the
answer he gave the first time. A short-answer question does not
provide answer choices to be remembered, so that the only aspect of
memory which applies to a second test is whether the student can still
remember how to answer a question he could answer on the first test.

Each group of students in these comparisons was administered
two tests. The first test was a short-answer test created by deleting
the response options from multiple-choice questions, and the second
test was the identical set of items 'restored' to multiple-choice format.
Inasmuch as the content of the two tests is unchanged, there should be
no error variance due to nonequivalence of content”

These comparisons will not be a valid test of how much easier
the multiple-choice format is in comparison with the short-answer
format because each student will have had more time to work on the

multiple-choice questions.

*There may be some arcane nonequivalence of content introduced by the
change from a recal to a recognition item. The use of the test-retest
method almost always involves some such troublesome idiosyncratic
kind of error variance. This is why Cureton [73) said, ''So far as I
can tell, the test-retest coefficient has no clear interpretation under
the weak true score [ classical] theory."
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II. C. 6. Administrative procedure for 'Special Option' exams

Student participation in these experiments was voluntary.
Notices of the date, time, and place of a 'Special Option' exam were
prominently posted during the week prior to each occurrence. To
encourage student participation, students were informed that only the
higher of the two test scores would be entered into their records.

As students filed into the testing room, they were fiven the first
of two exams. When a student finished the first exam, he turned in his
answer sheet and was given the second exam. When he finished the
second exam, the student returned his second answer sheet and left the
testing room.

When two forms were administered concurrently, they were
distributed to the students with random irregularity; true random

. . . *
assignment would have been impossibly cumbersome.

*Both forms were distributed simultaneouslyto students as they entered.
On some occasions exam forms were randomly collated in the same
stacks, but on most occasions two or more proctors, each with a
separate test form, handed out exams. Never was one form distributed
first followed bythe second form, nor was any conscious discrimination
by sex practiced.
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II.D. Results and discussion

The ideal method of determining the reliability of a chemistry
test would be to administer several flawless examples of specific tests
to a perfect group of students. This group would be perfect in two
ways: knowledge of chemistry would be represented at all levels from
no knowledge of the topics tested to all that should be known about them;
further, the extent of each student's knowledge of chemistry would be
absolutely constant during testing and the students would be completely
unchanged by the testing experience. Such groups of students and such
collections of tests do not exist. The ways in which the real departs
from the ideal introduce several different sources of error into the
measurement process.

Although one may construct several different forms of a chemistry
test, they are all not necessarily equivalent. Any differences between
them in the emphasis of topics covered on each exam introduce error
variance due to this nonequivalence. Questions which appear on a test
can be thought of as chosen from a universe of all possible questions
about the entire scope of chemical topics covered by the examination.
Only if all possible test items are identical in content and difficulty --
which they obviously are not -- would any seires of samples drawn
from this population be perfectly equivalent. The internal consistency
is a measure of the possible sampling error which might exist because

all items are not identical.
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A second kind of sampling error occurs when the group of
students tested to establish reliability is not representative of the
population of students that could have taken the exam. The measure-
ments based on unrepresentative samples may not correspond to
population parameters. Consequently, the test means and variances
or item difficulties and discriminations for a small atypical subgroup
are likely to differ from those of the total course enrollment.

It is also unlikely that the student is immutable in his knowledge
of chemistry. He studies and learns more, and when active study
ceases, he begins to forget. Often the éuestions on a test provide the
student with new insights into his knowledge; that is, the act of
measurement may itself change what is measured. This fluctuation in
a student's knowledge is reflected by a real change in his 'true score.'
Nevertheless, there is no prima facie way to distinguish a true change
in what the student knows from either a change in test content or from
the random error of an imperfect test.

The contributions of these variables to error in measurement
and their effects on test reliability have been mentioned in the
theoretical discussion (Section II. A). The effects of position, form,
and group when more than one test is given to a group of students, as
well as the effects of variables such as the number of answer choices

and test content are examined in detail in the following pages.
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II.D.1. Effects of position, form, and group

II.D.1.a. Introduction

The correlation between two tests can be influenced by factors
other than the reliabilities of the tests. Among these are the effect
of the order of test administration (position effect), the differences in
content between forms (forms effect), and the differences between
groups in ability and range of abilities (group effect).

Position effect. The order in which tests are taken and the

time between their taking may affect test reliability because of fatigue,
practice, or forgetting. These effects are estimated by the differences
in test means and intercorrelations between tests administrated in
different positions, either successively or separated by a third test.
Tables of these results are listed in Appendix B along with estimates
of the interaction between position and form or group.

Forms effect. The correlation between tests may also be

decreased to the extent that different forms of an exam ask questions
about different topics. The forms effect is therefore the direct
measure of equivalency, and test equivalence is a fundamental
assumption for reliability estimation by parallel forms correlation.
Content equivalency is not demonstrated merely when tests have the
same mean -- nor disproved when means are significantly different.
A yardstick and a meterstick provide quite different raw estimates of
length though both are measuring the same 'topic'. Equivalence of

difficulty (as opposed to content) is discussed in Section II.D. 4,
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Group effect. A third important factor which influences test

reliability is the character of the group of students tested. A hetero-
geneous group will have a large true-score variance since there are
large real differences in ability among students. The larger the true-
score variance, the likelier the reliability will be high since reliability
is the ratio of true to observed variance. When two groups are tested,
the test given to one group may have a higher reliability simply
because that group contained a greater spread of abilities. Comparing
the same form of a test across different groups averages much of this
difference. This group effect is estimated by the difference in test
variances between groups which took the same test. These effects are

summarized in Appendix B.

II.D.1.b. Observed test reliabilities

The reliability coefficients and confidence intervals for various
test administrations are displayed in Figure 2.1. The confidence
interval extends two standard deviations above and below each
coefficient; this interval encompasses a 95.44 percent probability.
The width of the confidence interval depends only on the size of the
group tested. Administration Code A has been divided into the three
groups (W, X, and Y) which took the tests together. These data are

taken from Appendix B, Tables B.3 and B.12.
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Figure 2.1 Reliabilities and 20 confidence intervals for tests of
fifteen items listed by test code (see Appendix B).
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II.D.1.c.i. Discussion of non-zero effects: Position

The analysis of variance (ANOVA) technique is inapplicable for
these data because each of the 'cells' in the design is not independent.
The same group is administered different forms of an exam so that
reliability may be estimated by correlation. If the exams were
correlated 1.00, then any difference in test means would be statistically
significant. The difference cannot be due to differences in the groups
(the same group takes both tests) and cannot be due to random error
variance on one exam which differs from random error on the other
since they intercorrelate perfectly. However, if the intercorrelation
among cells is less than unity, the size of the correlation coefficient is
inversely related to the significance of a difference in test means.
The threshold for the significance of a difference is always less than
that calculated with the assumption that the two means are not
correlated. Thus the analysis of variance will underestimate any
differences present. In contrast, multiple t-testing will overestimate
any differences because when many t-tests are done on a set of data,
some results will be significant merely by chance. Therefore, only a
strong pattern of significant results will be interpreted as indicating a
significant difference; single significant results will be lightly taken.

Although inappropriate because differences are underestimated,
the analysis of variance is listed in Table B.13 in Appendix B. Even
though the effect is underestimated, it is unlikely that the position

effect could inflate enough under another technique to become significant.
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The position effect is also nonexistant when the more liberal multiple
t-testing procedure is used. For 24 comparisons across 19 groups and
‘between 18 separate forms, not a single significant difference is found.
When groups are pooled for each administration of the same forms in
different orders, the eleven differences contain only one which is
significant and this is at an alpha almost greater than .05 -- i.e.
bordering on nonsignificance. These results are tabulated in

Appendix B, Tables B.7, B.8, and B.14.

II.D. 1. c. ii. Discussion of non-zero effects: Form

As was the case for the position effect, multiple t-tests were
used to discern any differences due to the lack of equivalence of
purportedly equivalent exams. Because the same group was given each
form, the means are not independent and an adjusted standard error
for correlated or dependent samples was again used. The differences
and significance tests for the forms effect are listed in Tables B.4,
B.5, and B.15 in Appendix B. Each of the differences is between two
forms of an exam given to the same group. Fifteen of the eighteen
differences are significant. Thus, even expecting a significant result
occasionally by virtue of the multiple t-test procedure, it is clear that

there is a forms effect -- the pattern is too strong to attribute to chance.
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II.D.1.c.iii. Discussion of non-zero effects: Group

There are two possible group effects: overall level of ability,
and range of ability. There are also two ways these possible
differences can affect reliability estimates. The total group of students
at any single test administration may be unrepresentative of the
general student population by being more able or heterogeneous or
less so. The distribution of alternate forms of an exam may divide
the group of students into dissimilar subgroups. In statistical terms
these two areas of concern are selection (from the population) and
assignment (to the treatments), and both should be random.

There is no method by which these data may be analyzed which
will show whether or not the actual groups tested are representative.
Whether the subgroups of each administrative code are equivalent is
determined by testing differences between means summed for each
division of a group across all tests taken by the sfudents in the group.
These differences and tests of significance are presented in Tables B.6,
B.9, and B.16. Of the eleven differences, the only one which is
significant is between two groups which took two exams, only one of
which was the same for both groups. Here, the group effect is
compounded with the forms effect. Thus it appears evident that there
is no group effect in the sense of systematic important differences in
'assignment' to each order of testing. Whether the method of self-
selection of students for these special option exams produces

extremely nonrepresentative groups is an unanswered question.
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The sizes of the groups tested are for the most part 'large', and
the ranges of scores received on the examinations are not unusually
restricted or dispersed. The nature of the effects discussed in these
pages is primarily relative -- that is, whether a particular test
characteristic increases reliability or test mean compared with another
characteristic. It would seem reasonable that differences in group
heterogeneity or average ability might affect absolute values for the
various effects but not the direction of a relationship. Regardless of
how poorly a thermometer is calibrated, if it functions at all, one can

easily determine which is the hotter of two objects.

II.D.1.d. Summary of position, form, and group effects

There is clearly no position effect and -~ just as clearly -- there
is a forms effect. It also seems reasonable to conclude that there is
no significant group effect when the groups are large. There are slight
interactions between form and group, one group doing slightly better
on a particular form than another group, but this interaction effect is
not often seen and is never as large as the forms effect caused by

differences in content between alternate forms of an exam.

II.D. 2. Effects of some examination characteristics on reliability

The estimated test reliability may relate in a complex manner to
other examination characteristics such as chance for guessing, mean

difficulty, or spread of abilities. Eight variables including these three
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were used to predict the correlation coefficient through a multiple
regression computer program. The summary of the output from the
program is listed in Table 2.4. The standardized Z-score beta weights
indicate the separate importance of each variable in the prediction
equation. The four best predictors are the standard deviation, the
number of multiple-choice answer options, the intercorrelation among
the test items (content homogeneity), and the difference in chance for
guessing between two tests correlated. The standard deviation and
item intercorrelations are characteristics of the test and group, while
the guessing possibility and differences in guessing possibility between
tests are structural characteristics independent of the group tested.

The entire eight-variable prediction equation accounts for
sixty-two percent of the variance in correlation coefficients; the
ramainder (thirty-eight percent) is unaccounted for by these variables”
(and perhaps by any variables). The opportunity to guess -- as indicated
by the multiple-choice-equivalent**(M CE) number of response options --
accounted for the most variance (34 percent) of any single variable.
This effect of the number of response options will be discussed in
greater detail in Section II.D. 3. c. ii.

The test mean did not contribute much to the prediction equation,
.although it did correlate negatively with reliability (- 0.43). The
expected relationship between test mean and reliability is that as the

*Variation in the degree of parallelism between equivalent tests is the

**likeliest cause of the remaining variance in coefficients.
[ harmonic mean]
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mean increases above the optimal mean (halfway between chance and
perfect), the reliability increases because there is less guessing.
There are not enough values for means above and below expected
optimal means to test systematically this theoretical conclusion.
The mean as an independent variable was entered into the regression
equation to guard against any effect peculiar to these specific data.
There was none.

Another variable which might have had a sizeable effect on
estimated reliability is the percent of the test items which are
problems, as opposed to nonnumerical questions. This dichotomization
of items into problems and nonproblems is a simplification of the
factor structure. As mentioned by Cronbach earlier, tests with a
single strong factor have highest reliabilities, while tests with complex
factor structures, especially tests of stratified content, have lower
reliabilities unless the tests are long. Mathematical calculation is a
factor which all problems have in common; thus problems in different
chemical topics are somewhat similar by virtue of their underlying
mathematical nature. The strength of this math factor may be great
enough so that distinguishing between questions which are and which
are not problems might be of predictive value. On the other hand,
sets of items which are not problems may have a complex assortment
of weaker factors. The strength of the general factor would depend on
only how similar in content the questions are, and not whether they

are problems.
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The effect of simple versus complex factor structure is not
evident in this treatment of correlation coefficients by regression
analysis. Its subtle nature is more apparent, however, when the
reliability of subsets of items are discussed in Section II.D. 3.

The most important general result of this regression analysis
is the demonstration that the number of answer choices determines
to a great extent how reliable a test will be. The subdivision of
variation in test reliabilities into its major fractions is visually

displayed in Figure 2.2.

34 28 38
Number of Other Unexplained variance
answer choices variables (mainly nonequivalence)
0 25 50 100

Figure 2.2 Percentage distribution of sources of variation inreliability
coefficients from linear regression of eight variables and
parallel forms correlation coefficients.
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SPSS Regression output summary

VARIABLE SYMBOL B-WEIGHT Zg

STDDEV
MCEQUIV

INTRCORR
DELTMCEQ AMCE

s .0231  .5148
MCE  .005C  .5043
T; -.6351 -.3525
L0047 L1941

VARIABLE SYMBOL B-WEIGHT Zg

KR20
DELTMEAN
PCTPRBL
MEAN

KRgg -1381  .1100
Ap -.2213 -.0934
100xfp -.0002 -.0453
§ -.0189 -.0172

INTERCORRELATION MATRIX

STDDEV ~ MCEQUIV INTRCORR DELTMCEQ KR20 DELTMEAN PCTPRBL MEAN
STDODEV 1.0000 .5616 .8244 .0818 .9192 -.0923 .4256 -.5047
MCEQUIV .5616 1.0000 .4480 .2088 .4524 ,1515 .2849 -.2297
INTRCORR  .8244 4480 1.0000 -.0317 .8774 -.1455 .4926 -.1191
DELTMCEQ .0818 .2088 -.0317 1.0000 .0271 .5201 -.1277 -.3704
KR20 .9192 .4s524 .8774 .0271 1.0000 -.1074 .4443 -.3318
DELTMEAN -.0903 .1515 -.1455 .5201 -.1074 1.0000 -.0078 .0866
PCTPRBL .U4256 .2849 .4926 -.1277 .4443 -,0078 1.0000 -.0254
MEAN -.5047 -.2297 -.1191 -.3704 -.3318 .0866 -.0254 1.0000
SUMMARY STATISTICS
STEP VARIABLE F TO ENTER MULTIPLE R rR2 SIMPLE
ENTERED  OR REMOVE a R SQUARED CHANGE R
1 PCTPRBL .1657 .686 .1683 .0283 .0283 .1683
DELTMEAN .5536 L6l L1864 .0347 .0064 .0788
MEAN .0109 .918 .L744 .2250 .1903 -.4318
MCEQUIV  16.388%3 .000 .7492 .5613 .3363 L6947
INTRCORR  2.0816 .156 .7545 .5693 .0080 L3774
DELTMCEQ 2.0528 .159 .7585 .5734 .0061 .3065
KR20 L1416 .709  .7749 .6004 .0251 .4915
STDDEV 2.1904 .146  .7873 .6198 .0194 .6048
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II.D. 3. Reliability of subsets of items

II.D. 3. a. Introduction

A more direct estimate of the effect on test reliability of
differences in the number of answer choices on a multiple-choice test”
may be obtained from subtests of the various test administrations
where items within a subtest are more nearly alike in structure.

In addition to structural similarity, the items have been divided into
two groups on the basis of whether or not they are problems. As
mentioned in the previous section, this is a division according to
factor structure, with the subtests of problems possessing a strong
unitary factor and the nonnumerical questions (abbreviated 'qual')
possessing a complex mixture of weaker factors.

For tests as short as fifteen items, calculated reliability
coefficients are considerably lower than the values expected for longer
tests." Coefficients for subtests with as few as five items are very
sensitive to the actual distribution or scatter of scores on the two tests.
For the extreme case of a subtest of only one item, the distribution of
scores is represented by the item difficulty, p. In this extreme case,
the product-moment correlation coefficient between two items (phi, ¢)
cannot reach the value 1.00 unless the item difficulties are identical.

*A short-answer question is considered in this context as a multiple-

choice item with an infinite number of response options and a chance
LLocore of zero.

According to the Spearman-Brown prophecy formula, a fifteen-item

test with a reliability of 0.65 is equivalent to a sixty-item test with
a reliability of 0.88.
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As the number of items (k) increases, the distribution of responses
approaches some binomial distribution. For tests with many items,
the distributions tend to be similar unless the means are quite different.
This sensitivity of short subtests to score distributions means that
these subtests may seriously underestimate the reliability coefficient

even when test means are equal.

II.D.3.b. Results

In order that direct comparison of the various statistics may be
made, all statistics have been adjusted to a standard ten-item test
length. Two equations were used to adjust for test length. The
Spearman-Brown prophecy formula is the widely accepted equation for
calculating the new reliability of a test based on a change in its length.
The only assumption made when applying this equation is that the items
added or deleted are equivalent -- that is, that they have the same
intercorrelations, difficulties, and content as the original set of items.
The prophecy formula has been used to adjust the correlation
coefficient, r. The variances of these subtests were also adjusted for
test length by back-calculation from the internal consi'stency
coefficient (KRgq). The assumption was made that the coefficient of
internal consistency, based as it is on item difficulties and
intercorrelations and total test variance, is as appropriate as the
Spearman-Brown formula to adjust for test length. Tables of

individual subtest statistics are listed in Appendix D.
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The reliability coefficients and confidence intervals for subtests
are presented in Figures 2.3, 2.4, and 2.5. As can be seen from the
overlap of confidence intervals, many coefficients are not significantly
different from one another at the a= .05 level. Even Codes Al, A2,
and A3 -- which are for groups near three hundred -- have intervals
spanning more than ten points on the reliability scale.

The important trend in these data is apparent when reliability is
plotted against the item chance score (Figure 2.6). The item chance
score (ICS) is the reciprocal of the number of answer choices per item
and ranges from 0.000 forshort-answer items to 0.250 for four-option
multiple choice items. The linear relation between reliability and
item chance score is strongest for subtests of problems, weakest for
nonproblems, and intermediate for tests of mixed item types. The
correlation between reliability and item chance score is 0.82 for
problems, 0.33 for nonproblerns, and 0.74 for unparceled tests scaled
down to the ten-item standard length. The relationship between
reliability and item chance score is in the same direction and of
approximately the same magnitude for all types of items. However,
the strength of the relation is inversely related to the complexity of the
factor structure; problems have a strong mathematical factor and
hence a more precise correspondence between test reliability and

opportunity for guessing.
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Figure 2.3 Reliabilities and £20 confidence intervals for subtests
of problems listed by test code (see Appendix D).
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Figure 2.4 Reliabilities and #2060 confidence intervals for subtests
of identical content listed by test code (see Appendix D).
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Figure 2.5 Reliabilities and 206 confidence intervals for subtests
of nonproblems listed by test code (see Appendix D).
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Figure 2.6 Reliability coefficient vs. item chance score for subtests

of problems [M], subtests of nonproblems [[J], and tests
of mixed item types [Q]. Corresponding linear equations
from Table D.9 are plotted for subtests of problems [mmm]
and nonproblems [000], and fifteen-item tests [000].
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II.D.3.c. Components of variance

The variance of a sum is not the simple sum of the variances.
The variance of the sum of two scores will be larger than the sum of
the two variances to the extent that the scores intercorrelate. The

equation for calculating this summed variance is

s2., = s2 +s? +2r,5,5, [2.13]
. - n(n - 1) .
For a sum of n variances there will be — covariance terms

based on the intercolrrelations of the variances.

Only when the correlation between variables is zero is the
variance of a sum equal to the sum of the variances. In this case, the
total test variance may be distributed into several uncorrelated
categories whose simple sum is the observed variance. Each of the
categories contributes a certain fraction to the total variance. This
fraction is the ratio of the component variance to the total observed
variance. Thus while both the variances and variance fractions (VF)
are additive, the variance fractions possess the additional property
of always summing to a mathematically convenient 1.00. The
reliability coefficient is simply the variance fraction for true-score
variance, and measurement error is whatever fraction and variance
remains.

Four categories of error variance were investigated: fluctuation,
guessing, equivalence, and memory. Variance ascribed to fluctuation

in true scores is significant in meaning but not in size, and variance
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due to memory is significant by definition in these pages only for the
test-retest situation. Variances attributed to nonequivalence and
guessing are both large and important. Each of these four categories

will now be treated individually.

II.D. 3.c.i. Error variance due to fluctuation

Error variance due to fluctuation in true scores is the result of
a change in what the student knows during an exam or between two
exams. The magnitude of the fluctuation may be estimated by varying
the time between tests and observing the effect of this time variation
on the reliability coefficients of the tests. Correlation coefficients for
tests with a mean separation time of one hour and a mean separation
time of two hours are listed below in Table 2.5.

Table 2.5 Correlation coefficients and the fraction of variance
due to fluctuation in true scores (VFﬂ)

Code r for 1 hour r for 2 hours VFfl*
W .6249 .5871 .0378
X .6666 .6510 .0156
Y .5462 .5268 .0184

mean .6125 .5886 .0239

*
VFfI = Tihr = T2 hr
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Approximately 0.02 unit in reliability is lost to fluctuation in
true scores because of the additional hour between test administrations.
If the relation is linear, then the reliability coefficients estimated by
the correlation between immediately successive tests are also too low
by roughly 0.02 unit. This variance fraction due to fluctuation is
however only based on five-option multiple-choice tests and may not
remain constant for other types of items. Since this source of error
is small in any case, it will hereafter be included without identification

in residual error.

II.D. 3. c.ii. Error variance due to guessing

The chance success sometimes gained by guessing the answer to
a question increases error variance. The fraction of the variance
resulting from guessing depends on both the opportunity to guess
supplied by the limited number of possible responses and on the
motivation to guess when the student is unsure of his answer. The
student who knows the answers to all the questions doesn't guess on
any of them and the student who gets few questions right probably
guessed the answers to many of them. Thus the observed score is the
best available estimate of the actual amount of guessing which occurs.

The formula derived by Nunnally [ 68] to adjust the reliability
coefficient for guessing is based on both the estimated amount of
guessing (the test mean) and on the chance of random success for a

guess. His formula cleanly separated guessing variance from other
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sources as illustrated in Figures 2.7, 2.8, and 2.9. As can be seen,
the linear equations describing the relation betwgen item chance score
and the variance ascribed to guessing are better than the equations
based on total error variance. In each case the guessing curve
parallels the total error curve, but the points on which it is based are
scattered less widely and the coefficient of determination” is much
higher. These coefficients are listed below in Table 2.6.

The relationship between guessing opportunity (item chance score)
and guessing error is strong and stable for subtests of problems
whereas it is much weaker and more variable for subtests of
nonproblems. This difference in the strength of the relation between
theoretical guessing opportunity and observed guessing error occurs
because of the difficulty one has in writing test items which are

equivalent in content and difficulty.

Table 2.6 Coefficients of determination for regression equations that
predict guessing and error variance from item chance score

Type of data R2 guessing Rr2 error
Subtests of nonnumerical questions 0.67 0.11
Subtests of mathematical problems 0.98 0.67
Fifteen-item tests of mixed format 0.95 0.55

*The coefficient of determination is equal to the square of the correlation
between the dependent and independent variables in the regression
equation. It ranges from zero to unity and is an estimate of the
'goodness of fit' of the data points to the linear equation.
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A student who successfully answers one question may fail a
supposedly parallel item for essentially two reasons. First, he may
truly know the answer to one and not the other. Two questions which
test for unconnected bits of knowledge in the same narrow topic very
often behave so. An obvious example is the identification of elements
or compounds. A student may know the name for K9Cry04 quite
independently from OsOy4. In contrast, parallel problems are seldom
completely unconnected since the solution to a problem is based on a
mathematical process common to both items. As a result, it is
usually easier to write equivalent problems than to write equivalent
nonnumerical questions.

The second reason a student may not score the same on two
parallel items is that he might have guessed the answer to one or both
questions. Clearly, when a question has ten attractive answer options,
it is unlikely that the student would get both or even one of the questions
right simply by guessing. Yet when a student can eliminate many
options from consideration before he chooses, his chances of making a
successful guess are much enhanced. It is much more difficult to
devise distractors for nonproblems than for problems. It is also more
difficult in the case of nonproblems to judge beforehand whether a
distractor is ineffective or successful. As a result, the number of
effective distractors varies more for nonproblems than for problems.

The differences in variabity of equivalence and guessing errors

are illustrated by the coefficients of determination. The differences in
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magnitude of equivalence and guessing are illustrated by the variance
fractions for these two sources listed in Table 2.7 below. Three
additional conclusions may be drawn from these data and other data

presented in Appendix D.

Table 2.7 Calculated variance fractions for different types of items

Five-choice Ten-choice Short-answer

R *
Type guessing guessing guessing Residual
Problems -.2104 .1052 .0000 .1184
Nonproblems  .2748 .1435 .0122 .2446
Mixed types*® .2265 1157 .0048 .2192

*Residual error is almost entirely that of nonequivalence between forms
**These values are for tests of fifteen items adjusted to the standard
ten-item test length of the other data in the table.

First, the relative contribution of guessing error to total error
variance is directly proportional to the chance of making a successful
gues. The relation is weakest -- though still strong -- for nonproblems
because of the unpredictable effectiveness of nonnumerical distractors.
Second, the magnitude of the true-score variance is inversely related
to guessing opportunity. In contrast with the effect of guessing on
error, the effect of guessing on true-score variance is not linear.
True-score variance increases as the opportunity to guess decreases,
but the magnitude of the increase exceeds the concomitant decrease in
error variance. Third, the total error variance does not decrease by

the same amount as does the guessing error decrease. The residual
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error of nonequivalence tends to increase slightly as the guessing
error decreases so that the observed decrease in total error is less
than expected. Total test variance is the sum of true-score and error
variance, and since true-score variance increases more than expected
while error variance decreases less than expected when guessing
opportunity is reduced, the overall effect is to significantly increase
total test variance.

In sum, as the guessing opportunity decreases (1) guessing
error variance decreases in direct proportion, (2) true-score variance
increases faster than expected, and (3) total error variance decreases
more slowly than expected. These nonlinear effects even out so that

the reliability is linearly related to the item chance score.

II.D. 3. c. iii. Error variance due to nonequivalence

The method of estimating the reliability of tests by parallel forms

correlation introduces a major possible source of error variance.
Two different but equivalent forms are used to estimate the average
precision of each by intercorrelation, and any extent to which the two
forms differ in content will lower their intercorrelation. This forms
effect discussed in Section II.D. 1. c. ii. is caused by the lack of
equivalence between the parallel forms of an examination. After

*This error is not an artifact of the method of estimating reliability
unless one is interested in the specific reliability of a particular test

form and not in the reliability of a class of tests from which the ones
being used are sampled.
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the separation of guessing variance from total error variance, the
bulk of the remaining error is attributable to this forms effect. As
can be seen in the graphs of item chance score versus error variance
(Figures 2.7, 2.8, and 2.9), the variance fraction of nonequivalence
is approximately constant across the scale. However, this residual
fraction of error variance does change with the content or factor
structure of the test.

Subtests of problems are most equivalent (least amount of
nonequivalence), nonnumerical questions least equivalent, and tests
of mixed types are of intermediate equivalence. Nonequivalence
quickly surpé.sses guessing by default as the single greatest source of
error variance when the number of answer choices is increased. When
tests with ten choices are used, the error due to guessing is about half
that due to nonequivalence. Total elimination of nonequivalence
between parallel forms of a test would have almost as great an effect
on reliability as total elimination of guessing error. Although this is
theoretically possible in some instances, in practice the effort needed
to eliminate the last vestiges of nonequivalence would far outweigh any
marginal improvement in reliability. Test reliabilities of 1.00 are the
ideal by which real tests are judged; only rarely will perfection be

closely approached.
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II.D. 3. c. iv. Error variance due to memory

This last category of error to be investigated is of a special
nature limited to few actual testing situations. As it is defined, error
variance due to fluctuations in or because of memory can only exist
when the same examination is given twice to the same students.
However, when the same questions can be selected from a computer
bank to appear on more than one examination, there is a good chance
that students will now and then encounter questions they have met on
previous tests. The total variance of any test is the complex sum of
the variances of the individual items, and if a particular item is met
again, memory variance will contribute to error variance for that item,
albeit only a small fraction of the total variance.

A rough estimate of the importance of memory variance may be
gleaned from the study of error and guessing variance fractions of
short-answer versus multiple-choice questions. These variance
fractions are plotted against the harmonic mean item chance score in
Figure 2.10. The curve for guessing is similar to guessing curves
for other data, but in this case, the residual error is predominantly
memory variance since both tests in each comparison have identical
content. It may be that there is a measure of nonequivalence
introduced by changing the format of an item from short-answer to
multiple-choice, but the apparent identical nature of the items used in
these comparison leads this author to conclude that it is not substantial.

If nonequivalence were introduced, then the curve extrapolated to zero
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would have a sizeable positive intercept. The intercept is 0.0285 units
and the deviation from zero is al likely to be caused by the small
number (seven) of points on which the equation is based as on any

induced nonequivalence due to the change in item format.

Table 2.8 Calculated variance fractions due to guessing and memory

Type Five-choices Ten-choices
VFguessing .34 .19
VFmemory .30 .15

The variance fractions for guessing and memory are listed in
Table 2.8. Memory is about four-fifths as important as guessing, and
decreases in the same manner as the number of response options is
increased. Still, errors of memory variance will be trivial if only
one ‘item on an exam is repeated. Not more than two percent of the

total variance and probably much less will arise from memory.

II.D.4. Type of item structure and variability in test means

The product-moment correlation coefficient is a measure of the
reproducibility of a distribution relative to its mean. When the
distribution is effectively unbounded and no scores 'pile up' at either
extreme of the scale, then the correlation between two distributions

can be unity even when the means are different. A new statistic was
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devised by the author to describe this instability in test means, since
this instability is not quantified by any other available statistic.

The best estimate of the true mean based on two equivalent tests
given to the same group of students is simply the average of the
observed means. In this manner, each of a pair of tests deviates from
its 'true' mean by half the difference between the observed means.
These deviations from the estimated true mean may be used to

calculate a stability estimate of the mean according to

SEM = Z(%)z [2.14]

n-1

where d is the observed difference in test means between two tests
given to the same group of students and n is the number of paired tests
in the set of data.

The stability estimate of the mean is interpreted as is any
standard error of measurement; the larger the SEM the more unstable
or imprecise the measurement. The stability estimates for three
groups of test means are listed in Table 2.9 on the next page. The
tests are grouped according to the dominant item-type: four- and five-
option multiple-choice items, six- to ten-option items, and
short-answer items.

The relation between the item chance score and the stability
estimate of the mean is weak and curvilinear, The linear regression

equation is d/z = 3.0743 - 5.9045 (ICS) and the correlation is only 0.24.
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Table 2.9 Stability estimate of the mean (SEM) for groups of tests*

Groups Ics** KRsyp n of pairs d/2 SEM
A,D,E .193 .6887 9 2.26 3.06
L,J,N .139 .6405 6 1.73 2.38
H,K .032 L7710 4 2.93 3.58

*In this table, d/2 and SEM are expressed in units of percent.
**Item chance score, the reciprocal of the harmonic mean number of
answer choices per question

The individual differences between pairs of tests are tabulated
in Appendix C, Table C.1. There is about as much variation in SEM
within groups of tests as between groups. However, if these results are
not peculiar to this small collection of data, two conclusions may be
drawn. First, there is less variation in difficulty from test to test as
the number of answer choices increases. Second, short-answer items
depart from this trend and show the greatest variation in difficulty
from test to test. The conclusions may be explained as follows.

The mean difficulty of multiple-choice items with few response
options is subject to much fluctuation because a small number of poor
distractors has a sizeable effect on the relative guessing success and
hence the item difficulty. For example, compare a five-option item
with a ten-option item. When all distractors are at least somewhat
effective, the item chance scores are 0.20 and 0.10 respectively.

When three distractors are ineffective for each item, the respective
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item chance scores are 0.50 and 0.14. The five-option item is more
than twice as susceptible ta guessing whereas the ten-option item is
only about forty percent more susceptible.

The short-answer item does not continue the trend. Although the
item chance score is zero for the short-answer item, there can still be
considerable variation in intrinsic difficulty between supposedly
parallel items. It is much easier to judge the apparent difficulty of an
item in the multiple-choice format. The universe of possible answers
to a question and the required fineness of distinction between right and
wrong responses are controlled by the answer choices provided by a
multiple-choice item, while these are often uncontrolled or undefined
for a short-answer item. What appear to be equally difficult items

may in practice be items quite different in difficulty.

II.D. 5. Standard error of measurement for tests and subtests

The standard error of measurement is calculated from the

reliability coefficient and the standard deviation according to
SEM = s; l-r [2.3]

Lord [34] showed that this value is the mean standard error based on
sampling theory. The 'reliability coefficient' in this case is the KRg,
coefficient of internal consistency which is a lower bound to
consistency and hence gives an upper bound estimate of the standard

error. However, the internal consistency is not a good estimator of
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reliability for short stratified tests such as those used in CEM 130/131.
In this case a more valid standard error is calculated from the parallel
forms correlation reliability coefficient. The values for the standard
error of measurement are plotted against item chance score in
Figure 2.11 on page 140,

The relationship between guessing opportunity and probable
error in test scores is weak and unstable’ If guessing were the major
source of measurement error there would be a dramatic decrease in
the standard error when item chance scores approach zero as for
short-answer items. However, the mean decrease in standard error
as the number of response options increases from five to infinity is
often less than the difference in standard errors between tests with
similar numbers of response options. There are also several
instances where tests composed of mainly short-answer questions have
larger standard errors of measurement than tests composed of five-
option multiple-choice items. Thus measurement error is not strongly
related to guessing error, whereas in contrast reliability does depend
significantly on guessing error.

The maximum difference between any value of the standard error
and the mean value from all tests is about the same as the differences

*The regression equations and coefficients of determination describing
this relation are listed below. Because the coefficient for subtests of
nonnumerical questions was so low, these points are not plotted.
Fifteen-item tests SEM = 1.3319 + 1.9444(ICS) R?=10.30

Subtests of problems SEM =1.0782 + 0,9466(ICS) R2=0.31
Subtests of nonproblems SEM = 0.9592 + 1.0416(ICS) R2=0.06
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predicted from regression or the differences within a single group
of tests with similar item chance scores. This variability in standard
error is tabulated in Table 2.10.

Table 2.10 Variation in standard error of measurement
between and within guessing levels®

Variation Fifteen-item tests Subtests of problems
Within levels 21 to 28 percent 16 to 31 percent
Between levels 27 percent max. 18 percent max
From grand mean 22 to 28 percent 18 to 25 percent

*A guessing level is a group of tests with similar item chance scores

The standard error could be predicted about as well by simply
taking the overall mean as it could from a regression equation.
Apart from what may be considered as random fluctuations
(or fluctuations related to some unspecified characteristic) the
standard err"or is approximately constant. This conclusion was also
empirically demonstrated by Lord [34]. He found that the square root
of the number of test questions adequately described the standard
error of measurement. Given the proportionality SEM « \/;., it is
easy to calculate that to decrease the standard error for fifteen-item
tests by halff the tests would have to be increased to sixty items.
*A typical standard error for afifteen-item test is 1.5 score units or ten
percentage units. If the test is increased to sixty items, the standard

error increases to 3.0 score units but decreases toonly five percentage
units. Thus the relative size of the error is cut in half.
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II. E. Summary and conclusions for errors in measurement

The major conclusions of this research in measurement error
are summarized below in fourteen short statements. Following this
list, the practical implications of these conclusions will be discussed.
Lastly, a series of general observations and recommendations to the
test constructor will be made.

II.LE. 1. List of research conclusions

1. Guessing error is directly proportional to the fractional
probability of guessing correctly. Guessing error is halved by
increasing the number of answer choices from five to ten.

2. The number of answer choices was found to be the most important
of eight variables in the prediction of test reliability from linear
regression. It accounts for thirty-four percent of the variation
in reliability coefficients. The residual or unexplained variance
was thirty-eight percent and includes differences in equivalence
between pairs of correlated tests.

3. Parallel forms of an exam are not statistically identical. This
lack of equivalence in content between different tests of the same
topics introduced error often greater than that caused by guessing.

4. Residual error including nonequivalence is the same size as
guessing error for six-choice items. It remains approximately
constant and does not decrease as guessing opportunity decreases.

5. Examinations consisting of problems tend to be more reliable than
those consisting of nonproblems. This difference in reliability is
small (seven percent) for short-answer questions and substantial
(twenty-five percent) for five-choice questions.

6. The reliability of tests consisting of nonnumerical questions is
more unpredictable than that of tests consisting of problems. The
spread in reliability coefficients for nonproblems is double the
spread for problems. It is possible for a test of nonproblems to
have an unusually high reliability quite by accident.

7. The 'probable error' of measurement tends to decrease slightly as

the guessing opportunity decreases, but deviations in probable
error from other sources are as large or larger.
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11.

12.

13.

14.
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A short-answer test itemm may be carefully rewrittenasa
multiple-choice item without changing what the item really tests,
although the difficulty of the item may change considerably.

When the same test questions are encountered by the student onan
immediate retest, memory variance is four-fifths as large as
guessing variance. Memory variance decreases erratically as
time between testings increases.

It appears that as the number of answer choices increases, tests
become more similar in difficulty. Short-answer tests, however,
seem to have the least stable means.

In these studies, the method of assigning students to take different
forms of an examination did not lead to differences between groups.
Statistical equality of the groups was achieved by nonsystematically
distributing tests to students as they entered the exam room.

In these studies, the order in which tests were taken had no effect
on the calculated reliability coefficients.

Fluctuation in true scores is of minor importance when one or
two hours separates test administrations. Reliability decreased
only 0.02 units when the time between tests increased from one
hour to two hours.

When test questions have different numbers of answer choices,
the harmonic mean of the number of choices per item is the
appropriate method of calculating the 'average' number of answer
choices. The short-answer item is treated as a multiple~choice
item with an infinite number of response options.

II. E.2. Implications of some important conclusions

Grades in CEM 130/131 are assigned according to a preset scale,

yet students take different exams at different times and are allowed to

retake a different form of the same exam when they are dissatisfied

with their score. Under these circumstances, the precision and

accuracy of different forms of the same exam relative to one another
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are of special concern. Since the student may be graded on his
performance on any one of several parallel forms of an examination,
it is important that all the different forms of each exam be truly
equivalent in both content and difficulty. Also, since the student may
retake an exam several times, it is important that his final score
reflect his knowledge and not his guessing luck. The theoretical and
experimental relationships between guessing error, test equivalence --
both of content and difficulty -- and the types of items which appear
on the test will now be summarized.

Guessing error is probably the single greatest impediment to
acceptance of the objective or multiple-choice item. That a student
can receive credit for a question without knowledge of the answer is
considered a fatally damning indictment of the type of item which
allows guessing to occur. The results of this research clearly
demonstrate that by increasing the number of answer choices, the
effect of guessing can be reduced to the point where the injury done the
test reliability may be minor rather than critical. The guessing error
expected from four- and five-choice items is more than halved by
increasing the number of answer choices to ten.

It is also true that short-answer or fill-in questions are not
immune to guessing. In theoretical discussions and calculations it is
assumed that the short-answer item may be treated as a multiple-
choice item with an infinite number of answer choices. The cbnclusion

that the short-answer item therefore has zero guessing error is valid
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only if the possibilities through which the student sifts is effectively
infinite. Many short-answer questions do not have an effectively
infinite set of possible answers. For example, ''How many two-fold

axes are there in the molecule... ?"

Though it might seem that there
are a very large number of possible answers to the completely
uninitiated, the student with any exposure at all to this topic quickly
realizes that the answer is an integer between zero and twelve. Other
short-answer questions have fewer choices and others have more, but
very often the effective number of possible answers is low enough to
make guessing a non-zero source of error. Thus the recall item too
can suffer from guessing as can the recognition item.

Guessing is not constant for all students. The good student
guesses less often and with more success than the poor student. This
means that there is less error in the highest scores than in the lower
scores, and that there is less guessing error on an easy test than on a
hard test. The high scores on any test are the most reliable. There
is much more chance of giving a student a 1.0 when he should have
gotten a 0.0 than there is of giving a student a 4.0 when he should have
received a 3.5.

The prediction of actual guessing is based on the expected chance
of success and depends on more than just the number of answer choices.
The type of question influences the predictability of guessing errors.
For example, a division of test items into problems and nonproblems

produces a striking difference in the ability to predict guessing error.
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It is much more difficult to construct effective distractors for
nonproblems, and because of this the reliabilities of tests of
nonproblems are more variable. Increasing the number of choices
does increase test reliability and decrease guessing error, but the
predicted values do not equal those for problems even at infinity.

A second important source of 'error' is the error due to
nonequivalence between different forms of the same examination.
Nonequivalence is an error in the sense of inaccurate estimation of
how much the student knows of what was tested. However, if what was
tested is not representative of what could have been tested, then the
test score is not representative ofthe student's total knowledge of the
course material. A test composed of items from two or three of five
topics will misrepresent the student's knowledge unless it is known
that the chosen topics are similar enough in content to the untested
topics so that the student who answers 'five from column A' could
just as readily answered 'five from column E.' Nonequivalence error
is analogous to faulty sample selection for analytical analysis. One
would not select all the samples from the same region of the specimen
unless one knew that the specimen were homogeneous.

The size of the error caused by lack of equivalence is roughly
equal to the guessing error of six-choice questions. It does not
consistently decrease or increase as the number of response options
changes. Accordingly, lowering guessing opportunity, increasing

item discrimination, or testing for higher mental processes may
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improve the quality of the questions but will not much affect their
representativeness or equivalence.

When the number of testable concepts in the topics to be covered
on an exam is larger than the number of questions, it is not possible
for a single test to cover all concepts. There are three ways of
selecting test items for multi-form tests. One way is to prepare a
balanced selection of question ideas and construct several parallel
items for each idea. Tests constructed in this manner are item-parallel.
A second method is to write a number of questions for each testable
concept (one for each concept if the number of concepts is large) and
randomly select the individual test items from this pool. Tests of this
sort are random-parallel. The third method also entails writing a
collection of items for all testable concepts. The question ideas are
grouped into content categories and test items are selected randomly
from among these categories. This last way yields tests which are
stratified-random-parallel. The tests used in CEM 130/131 are
generated according to this method.

There is less chance for large nonequivalence error when the
pool of test questions is stratified before selection than when selection
is purely random from the entire pool." Still, there is somewhat more
nonequivalence present than if all forms of the test were item-parallel.
The item-parallel method is most often used when only two forms of an
‘exam are needed for simultaneous administration to a large group of

students. When many forms are needed over a period of days,
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students may quickly decipher which concepts do not appear on the
tests, so that some random representativeness in the selection of tegt
ideas is necessary.

Regardless of how exams are constructed, their difficulty
concerns the instructor who uses them. When different students take
different tests which cover the same material, the tests should be of
equivalent difficulty. This second kind of equivalence is not related to
test reliability unless the distribution of test scores is markedly
distorted by a ceiling or floor effect. But whenever students will be
graded on different tests according to the same grading scale, the
tests should be equally difficult. It appears that short-answer test
questions are least stable in difficulty, four- and five-choice items of
intermediate stability, and eight- and ten-choice items of greatest
stability in difficulty. It also appears that short-answer and multiple-
choice items can, with careful rewriting, be interchanged without
changing what the items test. Thus equivalence of content can be
preserved, and equivalence of difficulty enhanced, if short-answer
items are rewritten as multiple-choice items. The guessing error can
be held to an eminently acceptable level by employing ten or more
answer choices per question. So too can memory errors be held to an
acceptably low level when only one or two identical questions appear
on a second form.

The traditional yardstick of measurement precision is the

standard error of measurement or confidence interval. However, the



148
standard error is not a good criterion by which to improve test quality.
It is best used to evaluate tests which have been improved according to
other criteria such as guessing error reduction, increased parallelism,
content representativeness, difficulty level, and item discrimination.
These other criteria are estimated en masse by the test reliability.

As an illustration of why the probable error is not a satisfactory
improvement criterion, guessing opportunity may be compared with
both the standard error of measurement and with the reliability
coefficient. For tests of problems, guessing opportunity is strongly
related to reliability; the expected chance score accounts for 67 percent
of the change in reliability as the number of answer choices increases.
In contrast, the expected chance score accounts for only 31 percent of
the change in standard error. Also, there is only about half as much
variation in the probable error as there is in the reliability; the
probable error of a test is more nearly constant. Roughly speaking,
it's a case of not being able to predict the variation in something which
doesn't change much anyway. The best theoretical prediction of the
probable error in a test score is based on the raw score and the test
length and not on test-quality criteria such as reliability or

disctimination.
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List of aphorisms and recommendations

The accuracy and precision of a student's grade increases when
the reliability of the term average increases. The reliability of
this overall assessment of student achievement waxes as the
independent measurements -- the tests --become more numerous
or more individually reliable.

1.1

1.2

1.3

1.4

The reliability of a test increases with its length. This is
the simplest method of increasing measurement precision.
The time available for the administration of the test is the
'limiting reagent' in most cases and the maximum feasible
number of test questions for a given class period does not
often yield a sufficiently reliable test score.

The reliability of a test increases as the individual test
questions become more reliable. Some practical ways to
increase item reliability and reduce random error are
mentioned in later recommendations.

The reliability of the term average increases as the number
of tests on which it is based increases. By increasing the
number of tests, the single-test restrictions on time and
length are circumvented. When the number of examinations
increases, each exam covers less material but covers it
more reliably and in greater depth.

Diminishing the scope of a course increases the precision
of the tests given in the course. The range of topics to be
taught in a course is seldomdiscretionary; thus this method
isimpracal. However, those in a position to determine
curricular content and course syllabi should note that to
require a large mass of material tobe presented, mastered,
and tested almost ensures that it will be presented hurriedly,
mastered tenuously, and tested unreliably.

Increasing the number of answer choices reduces guessing error
and enhances item reliability.

2.1

2.2

Test questions with five or fewer answer choices are too
unreliable for short tests. The test score from fifteen five-
choice questions consists of about 23 percent guessing error,
22 percent additional error, and only 55 percent reliable
measurement. When the number of response options
decreasesto two --as forthetrue-false question -- guessing
error balloons to 51 percent and the reliability shrivels to
only 27 percent.

The guessing error of five-choice questions is halved by
increasing the number of answer choices to ten. Further
doubling the number of choices continues to halve guessing
error, but more than twenty answer choices per item is not
practicable.
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Fill-in or short-answer items are not immune to guessing.
Often the small number of actual choices from which the
answer must be selected is readily obvious to even the
poorer student. Whenever the student has narrowed his
options to some reasonably small number, he can 'guess'
the answer even though no explicit prompts are eliminated.

Increasing the number of answer choices sometimes increases the
time needed by the student to take the test.

3.1

3.2

3.3

When the student must carefully weigh each answer against
the others, the requisite time to answer the questionis
proportional to the number of choices. Questions which ask
for a 'best answer' or 'best example' are frequently of this
type. Eight answer choices is a reasonable maximum for
such response-content items.

When the student can answer the question in his own mind
without refering to the set of answer choices, the time
required to answer a questionis little affected by the number
of choices. Problems with numerical answers are good
examples of this stem-content type of item. Items with up
to twenty choices may be used profitably to decrease the
guessing error without increasing the time of taking a test.
The time required to complete a fill-in or short-answer
question cannot be estimated beforehand. If there is any
doubt in the student's mind about exactly what the question
is asking, the time he spends on the question increases.
The set of answers provided by the multiple-choice question
helps the student grasp the content of the item. Occasionally
the observed difficulty of a short-answer question may be
due to its ambiguity.

Multiple-choice problems are more reliable than nonproblems.
The greater precision of a test composed of problems results from
the conjunction of a strong factor structure and more uniform
item quality.

4.1

4.2

The many different examples of chemical problems all have
in common their underlying mathematical nature. Algebra
and arithmetic are superimposed on the chemistry of the
questions and the effect isto narrow the breadth of the topics.
Nonproblems lack this reinforcing relatedness.

Distractors are easier to write for problems than for
nonproblems. When ten or more common-mistake wrong
answers are not available, it is a simple matter to round
out the number of answer choices with selected 'random'
numbers. In contrast, it is often very difficult to construct
plausible distractors for nonproblems. Thus the guessing
rate is more easily lowered for problems than nonproblems.
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4.3 Distractors for problems are not easily dismissed as
obviously wrong. However, some distractors for
nonproblems may be promptlydismissed as obviously wrong
by most students. Thus the actual guessing success on a
nonproblem may be much higher thanthe theoretical
success rate, and it may vary considerably from student to
student. The chance success rate for problems is in
practice much more uniform and predictable for students
and for questions.

The difficulty level of a multiple-choice exam is somewhat more
stable and predictable than that of a short-answer exam. Because
the level of discrimination needed to distinguish the correct from
the incorrect can be more easily controlled in the multiple-choice
format, the difficulty level is more easily predetermined.

Most short-answer questions can be rewritten as multiple-choice

questions without changing what the items test.

6.1 Unless manyresponse options are used, the multiple-choice
item will be significantly easier than the short-answer item.

6.2 A short-answer item which results in a seemingly trivial
multiple-choice item is probably already a trivial question
in the short-answer format.

6.3 It is more often the case that a multiple-choice item cannot
be rewritten in short-answer format than the reverse. A
frequent example of such intrinsically multiple-choice
questions asks the student to select the answer which is
most basic, least ideal, highest boiling, and the like. This
kind of question must have a limited, well-defined set of
possible answers as provided by the answer key. Only when
the defined set of responses has an unambiguous class name
such as colligative property or halide can such a question
be asked in short-answer format.

All test questions should be similar in difficulty. The only time

test questions must cover a range of difficulties is when all the

_ questions are from the same narrow subtopic. For the typical

range of topics on achemistrytest, the best overalldiscrimination

between students across all grading levels is achieved by writing
each of the test questions to be of medium difficulty.

7.1 The range of topics on an exam is estimated by a coefficient
of internal consistency. The appropriate coefficient for this
purpose is the Kuder-Richardson Formula 21 (KRgy). When
the KRy, is not near 1.00, then the difficulty levels of all
test items should lie between 0.40 and 0.70,
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When teaching and testing are for complete mastery, and
grades are based on a pass-fail criterion, the consideration
of item difficulties is not relevant. What matters is
whether getting a question right indicates complete mastery
of the concept.

The probable error of a test score is smallest for high scores
regardless of the test mean. Consequently, the precision of atest
can be concentrated in different areas of the score distribution by
controlling the test difficulty.

8.1

8.2

8.3

8.4

Difficult tests differentiate most precisely among the best
students. If the instructor desires only to define the highest
rank of students, a very difficult test should be written.
Many students will score zero, but the instructor does not
in this instance wish to distinguish different degrees of
failure. It is particularly important on a difficult test that
item discrimination be uniformly high and guessing error
very low. Recall items are best for the difficult test.

Easy tests differentiate most precisely among the poorest
students. If a minimum acceptable level of achievement is
the criterion by which students will be judged, an easy test
should be written. Many students will score perfect, but the
instructor desires in this instance only to discriminate
between adequate and inadequate achievement.
Medium-difficulty tests provide the best average
discrimination across all levels of achievement. Precision
at the bottom is not wholly sacrificed to improve it at the
top, as on the extremely difficult test, nor the converse as
on the very easy test.

Increasing the length of the test increases precision at all
levels of achievement regardless of score distribution.

The effort required to attain a balanced and representative test is
a function of the factor structure of the topics and concepts
presented in the course. The KRgj is an indirect measure of the
content homogeneity of an examination. :

9.1

9.2

9.3

When the material to be covered on a test is homogeneous,
simple rand om selection of specific questions for the test

" provides a representative sample of student achievement.

When the material to be covered canbe clustered into
homogeneous segments, stratified-random sampling
provides the most representative sample of test questions.
When the material to be covered is heterogeneous and does
not contain homogeneous subtopic divisions, no procedure
can assure that a small sample of items will adequately
represent the material in the course. This is unlikely to be
the case for the typical chemistry course.
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When students do not all take the same form of an examination,
all forms of the exam should be equivalent in content and difficulty.
The procedures used to achieve content equivalence are the same
as those used to attain a balanced and representative test[cf. 9].
Similarity in difficulty is more a product of judgement than of
explicit methodology. Still, it is easier to estimate the difficulty
of multiple-choice questions than of short-answer questions.

The standard error of measurement is a measure of the precision
of the test. It should not be used as the criterion by which to
improve tests since it is only weakly related to test quality. The
standard error isdirectly related to test length, and will decrease
proportionately as the test is made longer.

Topics which seem to lend themselves only to error-prone test
questions should be represented by more items on the test than
topics for which it is easy to write good questions.

12.1 The errorsof measurement in a test score increase linearly
as the number of test questions increases whereas the
reliability of the score increases geometrically.

12.2 The increase in reliability when more questions are included
in a test is greatest when the initial reliability of the test
is low. Marginal improvements in test reliability are
smallest for tests with high reliabilities.

12.3 More individual measurements are generally made in the
area where each single measurement is least precise so
that the total or average measurement in that area is
acceptably reliable. If individual measurements are highly
reliable, fewer need be made for an accurate estimate.



Chapter III  Attitude measurement and survey bias

III. A. Introduction

The modular self-paced audio-tutorial system by which CEM 130
and 131 are taught is quite different from the typical university course.
Because of this difference, the Student Instructional Rating System
(SIRS) forms regularly distributed at Michigan State University for
end-of-term course evaluations by students are inappropriate. A
separate Course Evaluation Form was designed specifically for these
courses. The one-page machine-scorable form consists of twenty-two
items generally similar to those of the SIRS forms and with the

distribution of item formats listed in Table 3.1.

Table 3.1 Distribution and description of the different item formats

Quantity Item nos. Description
two 1-2 Comparison of course with lecture
twelve 3 - 14 Statements with a Likert response scale*
three 15 - 17 Forced-choice from among ten course aspects
five 18 - 22 Multiple-choice items about varying topics

*Typical Likert scales range from strongly agree to strongly disagree.

Some who reviewed the results of the surveys thought that the definitely
positive wording of many of the Likert items spuriously inflated the
positive ratings generated by the survey. These criticisms stimulated
a study of a comparison between this 'naturally biased' Likert format

and an 'unbiased' format.
154



155

III. B. Literature
III.B. 1. Attitude assessment techniques

Behavior is not necessarily the best indicator of underlying
attitude. Because of time limitations or departmental requirements,
a student may be constrained for or against chemistry courses
independent of his attitude. As Guttman [74] says by way of anology:

"It is conceivable that a person is 'against' a certain candidate

but will vote for him because he is even more 'against' the

opposing candidate, or he is 'against' a given proposition but
will endorse it, if the only alternative is one he considers even
worse; or he may be 'for' a candidate but even more so 'for'
the opponent, or 'for' a proposition but even more so 'for' an
alternative one. "
Very few students who take these introductory chemistry courses are
planning a major in chemistry, and the small number of students that
decide for or against a major in chemistry during these courses is too
small a sample to use as behavioral evidence of attitude change. The
most straightforward method of determining the attitudes of students
toward the course and its various aspects is to survey them in a
questionnaire.

There are three major methods of constructing an attitude
scale [75]: the method of equal-appearing intervals developed by L. L.
Thurstone [ 76], the method of summated ratings described by Rensis
Likert [77], and the method of scale analysis introduced by Louis

Guttman [74]. In all three methods, a single attitude is measured by

a collection of items.
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Equal-appearing intervals. In this method a large collection of

statements is ranked on a continuum from most favorable to least
favorable by a judging group. The judges are instructed to order the
statements with regard to the negative or positive nature of the
statement notwithstanding their personal opinions. The statements are
ordered along a nine or eleven point scale, and the median scale point
for the group of judges is the scale value for a particular statement.
The statements with the highest inter-judge agreement are selected for
the final scale. An eleven (or nine) item questionnaire is constructed
with one item at each scale point. A person responding to the survey
is requested to indicate 'agree', 'disagree', or 'undecided' about each
statement; the mean scale value of the statements with which he agrees
is his attitude value.

Summated ratings. This method also begins with a large

collection of statements on some attitude continuum. The person
responding to an item indicates the extent of his agreement among
several categories. The most common response key is a five-point
scale such as

(1)  strongly agree

(2) agree

(3) neutral

(4) disagree

(5) strongly disagree

The initial set of items is refined by standard techniques of item

analysis and the most discriminating items are included in the attitude
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scale so that about half of the items have 'strongly agree' as the
favorable response and half have 'strongly disagree' as the favorable
response. The responses are weighted according to their ordinal
position in the response key from unfavorable to favorable, and the
sum of the responses to all the items is the attitude value.

The Likert method is much more flexible than the Thurstone
method since the number of responses and their wording can be varied.
Research studies have shown the Likert method of scoring items to be
consistently more reliable than the Thurstone method [78]. But there
is still no external criterion which allows one to claim for either scale
that a particular 'score' is the cutting point between favorable and
unfavorable attitude. As Edwards [75] notes, there is no assurance
that the 'neutral' response category is the true zero-point in the
attituce continuum.

Scale analysis. Guttman's method does provide an approximate

cutting point and is often able to estimate the absolute percent favorable
attitude within the group. This method begins with a much smaller
collection of items -- about as many as the number in the final survey.
The items are tested for 'scalability'*by having a large group respond
to them according to some Likert response scale. The final set of
items includes only those which 'scale', although seldom if ever will a
*If the items are perfectly scaled, one who agreed witha mildly favorable
statement would agree with all more favorable statements, and one who

disagreed with a mildly unfavorable statement would disagree with all
more unfavorable statements.
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set of items scale perfectly. The person responding to the attitude
scale indicates both his agreement or disagreement, and his 'intensity
of feeling' about his response on a Likert-like scale. For the entire
survey each person will have an agreement score and an intensity
score. When these two scores are plotted against each other, a curve
with a minimum intensity point at a particular agreement score will
usually result. This agreement score is the cutting point between
favorable and unfavorable attitude in the group surveyed. The
technique falters when the general attitude is extremely skewed unless
a large number of items near the intensity minimum are used.

Thus it is possible to measure the absolute attitude of a group
toward a single thing. But a single course evaluation form elicits
information about many student attitudes -- toward the course, toward
the instructor, and about specific characteristics of each. It would
require at least five or ten scalable items to determine each separate
attitude and would increase the length of the current form from twenty-
two to nearly one hundred items.

Since the development of the Thurstone and Likert techniques
over forty years ago, no new techniques have received wide acceptance.
As Shaw [ 79] observed in 1967,

"...there seem to have beenfew major advances or breakthroughs

in techniques of scale construction since the Thurstone and Likert

methods were developed.' ''The overwhelming majority of scales
has beendeveloped by either the Thurstone or the Likert technique."

"This is probably a result of the greater complexity of the newer
procedures. "
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For practical reasons, variations of the Likert method of
summated ratings are most often used for postcourse evaluation
surveys. To simplify somewhat the ensuing discussion, the broad
class of Likert variants may be divided into three types of item format.
The first type is the classic Likert statement with responses on an

agree-disagree scale. The second type is the evaluative item.

F
Responses to the neutral statement in an evaluative item are along a -
judgemental scale such as superior-inferior, like-dislike, and such. [
The 'emotional content' of the item is in the response key and not in the ;

5

item stem. A third type is patterned after the multiple-choice test
question in which the answer choices are short descriptions of behavior
or occurrence. This third type will be designated the 'descriptive'
format. In all three types, the responses are ordered and assigned
numerical values. The attitude score of an individual is the summation
of his individual responses, and the group mean is the average response

value for the survey or any single item.

III. B. 2. Effects of wording and structure in survey items

Even the smallest change in a survey item may greatly affect the
pattern of response. The discussion of these changes and their effects
is complicated by their intercorrelations, overlapping nomenclature,
and lack of standardized taxonomy. The many specific changes
investigated by different authors have been organized into four broad

categories: (a) directionality, (b) fixed and variable responses,
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(c) number of choices, and (d) specific wording. The literature in

each of these areas will be briefly reviewed.

III. B. 2. a. Directionality in items or responses

Three related kinds of directionality may affect survey response.
First, the direction of favorability in the attitude survey question may —
influence the response. The statement 'He is a good instructor' may
not elicit a pattern of responses which is the mirror image of 'He is a

poor instructor.' Second, the order of presentation in a compound

sentence may influence the response. Again there may not be mirror-
image response distributions when two sentences such as 'l prefer
lecture to lab' and 'I prefer lab to lecture' are compared. Third, the

order in which response categories are presented may affect responses.

III.B. 2. a. i. Direction of favorability in the item stem

Positively stated Likert items are widely believed to be subject
to a response bias known as acquiescence. A student who 'acquiesces'
would tend to agree with a positively stated evaluation item, thus
falsely inflating the mean. Cronbach [ 80] and Guilford [ 81] both
discuss acquiescence as a source of bias. Rorer [ 82] demurs,
"...the importance of acquiescence is so widely accepted today that it
has become necessary to demonstrate its nonexistence (rather than its
existence, as would more appropriately be the case).'" Based on a

review of the literature, Rorer [ 83] concluded that in no instance was
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acquiescence unequivqcally demonstrated to be important.

Elliot [ 84] compared positively stated Likert items with the
reverse or negative versions of the same items. The direction of the
resulting bias depended on the content of the items. Sometimes
acquiescence to the positive items produced the higher means; other
times overcompensation on the negative items produced the higher
means. The magnitude of the bias also depended on the aptitude level
of the subjects responding to the survey.

This nonuniform occurrence of bias may be explained by the
observation of DuBois [ 85] that there are two types of consistent
responders. People who would respond 'neutral' or 'uncertain' when
presented simultaneously with both polar alternatives may 'agree' t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>