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ABSTRACT 
 

APPLICATION OF MACHINE LEARNING TO PROBLEMS IN COMPUTATIONAL 
CHEMISTRY AND BIOLOGY 

 
By 

Zhuoqin Yu 

With the ever-increasing amounts of chemical and biological data, advancement of machine 

learning algorithms and computational power, machine learning techniques have started to play a 

more important role in computational chemistry and biology. We have implemented machine 

learning models to solve a range of problems from structure prediction, force field development to 

the prediction of drug molecule toxicity. Since protein chemical shift perturbations (CSPs) induced 

by ligand binding can be used to refine the structure of a protein-ligand complex I developed a 

regression model, called HECSP, to compute ligand induced CSPs of protons in a protein, which 

yielded correlation coefficients of 0.897 (1HA), 0.971 (1HN) and 0.945 (sidechain 1H) with root-

mean-square errors (RMSEs) of 0.151 (1HA), 0.199 (1HN) and 0.257 ppm (sidechain 1H), 

respectively. Based on HECSP, we can further distinguish native ligand poses from decoys and 

refine protein-ligand complex structures by comparing predicted CSPs with observed values, 

which is realized with a scoring function (NMRScore_P).  Other than HECSP, I have also 

developed a regression model (EZAFF) to determine force field parameters of 4-6 coordinated 

zinc containing systems. The reliability of the model has been tested on 6 metalloproteins and 6 

organometallic compounds with different coordination spheres. Besides regression, another 

important part of machine learning are classification problems like the prediction of toxicity of 

small molecules. Based on the Tox21 dataset, I trained models to predict toxicity using both 

chemical descriptors and one-dimensional similarities as molecular features. These models cover 

support vector machine (SVM), random forest (RF) and deep neural network (DNN). AUC results 



   

have showed the benefit of including similarities for both RF and DNN. The Highest AUC 

achieved on the test set is 0.879 by RF. 
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1.1. Introduction to Machine Learning 

Over the past decades machine learning has become one of the primary domains of information 

technology and statistical modeling. In recent years, a number of open source and high-quality 

software packages for implementing machine learning algorithms are available. Moreover, with 

the increasing amounts of data and the natural fit between machine learning and computational 

chemistry becomes apparent. In the case of cheminformatics and the pharmaceutical sciences, 

machine learning techniques are being used ever more widely.  

 

Specifically, the emphasis of machine learning in computational chemistry is primarily concerned 

with supervised learning, which refers to predicting output variables (also known as dependent 

variables, response and labels) for a certain test case by learning a model from a training set with 

an associated response. The training set often contains chemical descriptors, observed physical or 

chemical properties as input variables (also known as independent variables, features and 

predictors) for different small molecules or biomolecules in a given dataset. The category of the 

problem is determined by the characteristics of the output variable. If output variables take on 

numerical values, these problems are defined as regression problems, whereas, for qualitative 

categorical output variables, they are defined as classification problems. The following parts in 

this chapter will discuss several machine learning and deep learning models and important details 

about each of them1 and their applications in the field of drug discovery in particular. The second 

and third chapters are two examples of applying regression analysis to solve problems in protein-

ligand complex structure prediction and zinc force field development. Whereas the fourth chapter 

is about using popular machine learning techniques including deep neural network in drug toxicity 

prediction. 
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1.2. Linear Regression 

Linear regression is a very simple supervised learning model to predict a numerical response. 

Although it seems to be simplistic relative to more complex models, linear regression is still useful 

and widely used. It can help address some important questions: What are the predictors that help 

to explain the output variable? How well does the model fit the data? How accurate is the 

estimation of the effect of each feature and the predicted value? 

 

Simple linear regression assumes that there is a linear relationship between 𝑋 and 𝑌 which has the 

functional form of  

																																																																							𝑌 = 𝛽∘ + 𝛽(𝑋 + 𝜖.                                                       (1.1) 

Herein, 𝛽∘ is the intercept, 𝛽( is the slope and 𝜖 is the random error term, which is usually assumed 

to be independent of 𝑋. However, most problems involve multiple predictors. In these cases, the 

slope coefficient for each predictor is given. So that the functional form of multiple linear 

regression with p predictors is 

																																																		𝑌 = 𝛽∘ + 𝛽(𝑋( + 𝛽+𝑋+ + ⋯+ 𝛽-𝑋- + 𝜖,                             (1.2) 

where 𝑋. represents the jth predictor and 𝛽. represents the coefficient of jth predictor. All the 𝛽. 

are parameters of the multiple linear regression model. By minimizing the sum of square residuals 

(RSS), one can estimate the regression coefficients which are represented as 𝛽/∘,  𝛽/(, …,  𝛽/-.  

 

Once a model is fit, one can use common metrics to validate the model, including residual standard 

error (RSE), the fraction of variance explained (R2) and the correlation between the response and 

the fitted model (𝐶𝑜𝑟(𝑌, 𝑌5)). Besides these statistics, one should also plot the data to spot issues 

relating to nonlinearity of the response-predictor relationships, non-constant variance of the error 
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term, outliers and high-leverage points. In the case of non-linear relationships, the linear model 

can be extended to address this issue by including transformed versions of the predictors in the 

model (e.g. polynomial regression models). 

 

1.2.1. Linear Model Selection and Regularization 

As mentioned above, both simple and multiple linear regression models are fitted using least 

squares. However, there are some alternative fitting strategies which may have better prediction 

accuracy and interpretability. The first one is called subset selection, which refers to identifying a 

subset of features and then fitting a model based on the selected features using least squares. 

Another approach is regularization, which differs from linear regression in that regularization adds 

constraints to the coefficient estimates. Regularization can be further divided into ridge and lasso. 

 

1.2.2. Ridge Regularization 

In the least squares fitting procedure, the coefficients are estimated by minimizing RSS as the 

objective function. Whereas, a penalty term is added to RSS and the final objective function is 

given as: 

RSS + λ:𝛽.+,																																																														(1.3)
-

.=(

 

where λ is a parameter and helps equation 1.3 to balance between fitting the data well and keeping 

the coefficient estimates as closer to zero as possible. The optimal λ is usually determined by cross-

validation studies.  
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In the setting of least squares estimation, especially when the number of predictors is close to the 

number of data points, the estimated parameters may have high variance, which means 𝛽/. will 

significantly change as the training data changes. Then ridge regression helps address this because 

it can decrease the variance by accepting a small increase in bias.  

 

1.2.3. Lasso Regularization 

One feature about ridge regularization is that all the coefficients will remain non-zero, so that all 

the features will be included in the trained model. This can be a disadvantage for ridge regression, 

especially for cases where the number of features is large. On the other hand, lasso regularization, 

can perform feature selection by setting coefficients to zero.  The objective function for lasso 

regression is  

RSS + λ:|𝛽.|.																																																														(1.4)
-

.=(

 

1.3. Random Forests 

Random forest is an ensemble supervised learning approach built on the basis of a decision tree. 

Decision trees can be used in both regression and classification settings. We will consider 

classification problems herein.   

 

In general, the common performance metrics for classification problems are accuracy, precision, 

recall and area under the curve (AUC). Usually, a classification model would output a probability 

of an instance being positive. Then a threshold is chosen to label the instance as positive or negative 

based on the predicted probability. Once the threshold is decided, you will have a classifier which 

results in a confusion matrix as shown in Figure 1.1. Accuracy, precision and recall are built on 
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the basis of the confusion matrix. Whereas, AUC is the area under the receiver operating 

characteristic curve and it is an estimate of the probability that a randomly chosen positive instance 

will be ranked higher than a randomly chosen negative instance. An ideal model whose prediction 

is 100% correct has AUC of 1, whereas a model which fails to discriminate has a value of 0.5.  

 

 

Figure 1.1. Confusion matrix 
 

 

 

 

With the performance metrics defined, I can start explaining how classification models work. 

Basically, what a decision tree does is segment the feature space into several regions and predicts 

a new case by the region in which it falls. How are the several regions to be divided? It is done via 

growing a tree from the single root node, recursively splitting at each node and its subsequent child 

nodes and stopping when reaching a terminal node that has fewer data points than a predetermined 

number. The whole process of recursive binary splitting starts from the top of the tree and 

continues by continuously splitting feature space. Each split is determined by seeking the specific 

Actual 

Predicted 

Positive (+) Negative (-)

Positive (+) 

Negative (-)

True positive (TP)

True negative (TN)False negative (FN)

False positive (FP)

!""#$%"& = () + (+
() + ,) + ,+ + (+

)$-"./.01 = ()
() + ,)

2-"%33 = ()
() + ,+
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predictor and associated cutting point with which the sum of the classification error rate in the two 

child nodes is minimized. Classification error rate is the fraction of the training observations in 

that child node that are not the majority class. In practice, there are two other metrics that are 

commonly used and preferred: the Gini index and cross-entropy: 

G = :𝑝̂C

D

C=(

(1 − 𝑝̂C)																																																										(1.5) 

and 	

D = −: 𝑝̂C

D

C=(

𝑙𝑜𝑔𝑝̂C,																																																										(1.6) 

where 𝑝̂C is the fraction of training observations in the node that are from the class k. As for both 

metrics, when 𝑝̂C approaches 0 or 1, the Gini index and cross-entropy both become smaller. So 

that the smaller G or D is, it means the split is of a better quality. 

 

Decision trees have many advantages including they are easy to explain and to be displayed 

graphically. It is mimicking a logical human decision-making process. However, its predictive 

performance can be further improved by aggregating many decision tree models like random 

forest.  

 

Random forest is built on a number of decision trees, with each decision tree trained on a random 

subset of training set and each split chosen among a random subset of predictors. Through this 

process, all of the trees will be decorrelated and have the chance to consider various features, so 

that the average prediction among the trees have smaller variance and is more reliable.  To be 

specific, it is typical to consider the square root of the total number of predictors at each split.  
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Since random forests consist of a large number of trees, it is not reasonable to graphically display 

all the splitting criteria. So that model interpretability is sacrificed for better prediction 

performance. However, we can still explore the contribution of features by estimating their 

importance. In random forests, the total amount of Gini index reduction due to splitting associated 

with a given feature normalized by the number of trees can be used to measure variable importance. 

A larger value means more importance. 

 

1.4. Support Vector Machines (SVMs) 

Suppose the training data we have contains n observations with a p-dimensional feature space 

which means X is a n × P matrix. The labels of these observations are either +1 or -1. The ideal 

scenario is that there are many (p − 1) dimensional hyperplanes that can perfectly separate these 

two classes. The question is which one is the best. What the maximal margin classifier does is that 

it uses the maximal margin hyperplane as the final separating hyperplane, where “margin” refers 

to the smallest distance from a training data point to the hyperplane. The resultant hyperplane 

maximizing the margin is defined as  

:𝛽.+
-

.=(

= 1																																																																(1.7) 

																																																													𝛽∘ + 𝛽(𝑋( + 𝛽+𝑋+ + ⋯+ 𝛽-𝑋- = 0.        (1.8) 

Since 𝑦R ∈ (−1,1), then 𝑦R(𝛽∘ + 𝛽(𝑥R( + 𝛽+𝑥R+ + ⋯+ 𝛽-𝑥R-) > 0 stands for the training data. For 

any new test observation 𝑋∗ = (𝑋(∗, 𝑋+∗, …𝑋-∗)X , the sign of 𝛽∘ + 𝛽(𝑋(∗ + 𝛽+𝑋+∗ + ⋯+ 𝛽-𝑋-∗ 

determines its label. However, typically there is no “perfect” hyperplane, so in such cases, we need 
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to allow some misclassification in the training data. The support vector classifier is what is needed 

to do this task.   

Support vector classifiers (SVCs) are also known as soft margin classifiers. It is allowed that some 

training data points can be on the wrong side of the margin or even on the wrong side of the 

hyperplane. The optimization is similar to a maximal margin classifier in that it also estimates 

parameters by maximizing the width of the margin (M) and with following restraints: 

:𝛽.+
-

.=(

= 1																																																																(1.9) 

𝑦R(𝛽∘ + 𝛽(𝑥R( + 𝛽+𝑥R+ + ⋯+ 𝛽-𝑥R-) > 𝑀(1 − 𝜖R)																							(1.10) 

𝜖R ≥ 0	and	:𝜖R ≤ 𝐶																																																							(1.11)
`

R=(

 

Herein 𝜖R  is a slack variable for each observation, which indicates where the ith data point is 

located relative to the margin and hyperplane. And C is a nonnegative “tuning” parameter, which 

sets a limit to the sum of all the slack variables. The larger the C, the wider the margin and more 

observations lie at the wrong side of the margin. “Support vectors” refers to those observations 

that are either on the margin or on the wrong side of the margin, since only these data points really 

have the power to determine the hyperplane. 

 

Basically, what SVM does is it automatically transforms a linear decision boundary into a non-

linear one. It is done using kernels that the SVM uses to enlarge the feature space on the basis of 

SVC. It turns out that the solution of SVC involves the inner products of the observations, which 

can be generalized as a kernel 𝐾(𝑥R, 𝑥Rb). So that the classifier function can be written as:  
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𝛽∘ + : 𝛼R
de--fgh	
ijkhfgd

𝐾(𝑥R, 𝑥).																																																			(1.12) 

 where the polynomial kernel is given as: 

𝐾(𝑥R, 𝑥Rm) = (1 +:𝑥R.𝑥Rb.
.

)n																																											(1.13)	

where d is the degree of the polynomial. Another popular kernel is the radial kernel, where 

𝐾(𝑥R, 𝑥Rm) = 𝑒𝑥𝑝p−𝛾:r𝑥R. − 𝑥Rm.s
+

.

t.																																	(1.14) 

𝛾 is a positive constant.  

 

The advantages of the kernel in SVM are two-fold: firstly, it enlarges the feature space by changing 

the linear function into a non-linear one. The other is the computational efficiency of the kernel-

based approach. We need only compute n(n-1)/2 pairs of 𝐾(𝑥R, 𝑥Rm) instead of literally projecting 

the features into a higher order space, which in some cases is impossible. 

 

1.5. Deep Neural Networks 

Deep neural networks (DNNs) are different from artificial neural networks (ANNs) by the depth, 

which refers to the number of hidden layers the data flows through. A DNN usually has multiple 

hidden layers, through which a large input vector can be mapped to a target output value or vector. 

Figure 1.2 provides a schematic representation of a DNN. A DNN is built with a series of layers 

of neurons (potentially thousands of them2) so that all possible facets of input information can be 

extracted.3 Each neuron takes multiple activation values from the previous layer of neurons. To be 

specific, the activation value of a neuron is computed by subjecting the weighted sum of activation 

values of all neurons in the previous layer plus a bias term to an activation function. The activation 
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function determines whether a neuron should be activated, by which non-linearity is introduced 

into the output of a neuron. To be concise, the bias term in each hidden layer is omitted in Figure  

1.2.  

 

 

Figure 1.2. Schematic representation of a DNN 

 

 

 

1.5.1. Activation Functions 

There are three common activation functions in DNN: the sigmoid, tanh and rectified linear unit 

(ReLU). Sigmoid functions are non-linear, smooth function (sigmoid(x) = (
({j|}

). Since the curve 

is steep around x=0, it tends to bring the activation value close to either end of the range (zero or 

one), making a clear separation on predicted values. But there is a problem associated with it, 

which is vanishing gradients. It is because when y approaches either end as x gets further from 

zero the gradient gets smaller until it hits the floating point value limit. In such case, the DNN ends 

the learning process.  

Input layer

Hidden layers

Output layer
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Another popular activation function is the tanh function (tanh(x) = +
({j|�}

− 1), which is a scaled 

sigmoid function with a range from -1 to 1 (tanh(x) = 2sigmoid(2x) − 1). Making the tanh 

function similar to the sigmoid function in nature. The tanh function also suffers from a vanishing 

gradient. 

 

In recent years, both the sigmoid and tanh functions have been superseded by the ReLU4,5 

(ReLU(x) = max	(0, x)). The ReLU function is zero when x<0 and linear when x>0. Due to its 

functional form, a few neurons in the DNN will not activate, so that the ReLU has the advantage 

of sparse activation unlike the sigmoid and tanh functions. However, it is not always a benefit, 

because if the activation value is zero for negative values, its gradient can be zero. This problem 

can cause several neurons to die and not respond. By using leaky ReLU, the horizontal part of the 

function would have a slight slope, so that dead neurons can recover during the learning process. 

 

1.5.2. Dropout Regularization 

Besides vanishing gradients, overfitting is also an issue in DNN. In DNN, the weights of neurons 

are trained for specific features and they tend to rely on the specialization of nearby neurons. This 

property can result in an overfit model is too biased towards the training data. Dropout is a 

regularization for DNN, which can be a remedy to overfitting.6 What dropout does is that a certain 

proportion of neurons in the DNN architecture will be dropped out randomly in each epoch of the 

training. Since some neurons are ignored, other neurons will have to substitute for the dropped-

out neurons in the prediction. Dropout regularization can result in a DNN less sensitive to the 

specific weights of the neurons making the model more generalized. 



 

 13 

1.6. Machine Learning in Drug Discovery 

Unlike physical models (quantum chemistry, molecular mechanics) which depend on explicit 

mathematical equations, machine learning techniques automates systems to learn from data and 

identify patterns with minimal human intervention. Also, machine learning can be easily scaled up 

to handle large datasets and require much less computational resources. Because of the complexity 

of biological systems and difficulty to identify all the relevant variables, machine learning is an 

alternative and has outperformed physical models.7  

 
Machine learning has been increasingly applied in computational chemistry, specifically in the 

field of drug discovery.8–11 One of the primary interests of researchers is to build the bridge 

between structural information and biological or chemical activities, which is referred to as 

structure-activity relationship (SAR). SAR can provide insights to optimize the binding affinity or 

other physiochemical properties of hit compounds discovered by screening. Traditionally, SAR 

was studied through cycles of time-consuming, expensive experiments. Quantitative structure-

activity relationship (QSAR) can also be modeled with the help of machine learning. QSAR 

techniques have been utilized to predict how biological behavior changes with chemical 

modifications and to model the properties of drug molecules including toxicity, intermolecular 

interactions, and carcinogenesis.12 The first application of machine learning using multivariate 

linear regression to QSAR modeling was carried out in the 1960s by Corwin Hansch13. To combat 

multicollinearity and the curse of high dimensionality in regression analysis, regularization and 

dimensionality reduction were carried out.14–17 Due to the assumption of linearity of the underlying 

distribution, linear regression is sometimes not enough to tackle the complexity of QSAR tasks.  
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Support vector machines (SVMs) are another widely used method in various modeling problems 

in drug discovery, especially QSAR.18,19 Basically, SVM solves these problems by mapping data 

sets into a high-dimension feature space with kernels and identifying a separating hyperplane, 

which maximizes the margin.  

 
Besides SVMs, decision trees are a method of transparency and interpretability. In QSAR 

modeling, a molecular attribute is selected for each binary splitting, each leaf node resulting from 

a series of splitting represents a label in a classification problem. Decision trees have been utilized 

to model oral absorption properties and toxicity of drug molecules in recent years.20,21  

 

It has been shown that standard decision trees can be improved by ensemble techniques like 

bagging and boosting. Random forest is an ensemble method built by applying the bagging idea 

on a number of decision trees, with each decision tree trained on a random subset of the training 

data and each split chosen among a random subset of input features. Random forest is a widely 

used machine learning technique, which has been implemented to classify bioactivity22,  toxicity23, 

predict binding affinity24 and identify human drug targets25. 

 

1.7. Deep Learning in Drug Discovery 

As mentioned above, various machine learning approaches have been implemented in drug 

discovery. In the last decade, deep learning (DL) also has boomed in this field due to new solutions 

to the overfitting problem, algorithm development and improvements on contemporary computer 

hardware.  
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In the realm of drug discovery, notably in QSAR, the popular machine learning approaches 

discussed previously have been around for a long time. Among DL algorithms, the most 

straightforward one is the fully connected DNNs, which has been shown to perform slightly better 

than random forest on the Merck Kaggle challenge dataset.26 It was learned through the challenge 

that DNNs can take in thousands of input variables without feature selection. The performance of 

DNN can be improved by hyper-parameter tuning including number of layers, number of nodes 

per layer and type of activation functions. Based on the winning algorithm used in the Merck 

challenge26, Dahl et al.27 further explored that multitask DNN gave a more effective performance 

than single task DNN. Herein, multitask means a model predicts multiple outputs at the same time 

so that a commonly shared feature extraction pipeline across different tasks is learned out of it. 

Similarly, Mayr et al.28 won the Tox21 challenge with multitask DNN models which again 

demonstrate its advantage over single task DNNs. The advantages of multitask DNN models are 

rooted in the fact that they share multilabel information and utilize relations between tasks. These 

are especially important for task that have fewer training examples. There are other benchmark 

studies26,29–31 showing that DNN models can easily achieve a better performance over some of the 

traditional machine learning approaches. 

 
Besides benchmark studies of DNN, DNN has been used for toxicity prediction. Recently, Xu et 

al. did a toxicological study of drug-induced liver injury and trained DNNs that gave an AUC (area 

under the curve) of 0.955 and found out that undirected graph recursive neural networks method 

is an effective molecular encoding method.32 It is suggested in this study that since DNNs are able 

to extract information on its own from the input variables, a good molecular encoding method like 

UGRNN may be even better than explicit molecular descriptors. Hughes et al. proposed a deep 

convolution network model to predict site of epoxidation (SOE) in drug molecules which is 
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another important application in toxicity modeling.33 SOE is the site of a molecule that undergoes 

epoxidation with cytochrome P450s that results in toxic electrophilic reactive metabolites. With 

this model, it is possible to identify potential adverse effects related to reactive metabolites and 

modify the molecule to prevent epoxidation. More recently, a couple of studies were published 

using DNN models to tackle Tox21 challenge. The database consists of 12000 compounds and 

their assay test results on 12 different targets. As is mentioned above, Mayr et al.28 developed the 

winning model called DeepTox which was a multitask DNN model. It outperformed single task 

models in 10 out of the 12 targets.  

 

The impact of deep learning in drug discovery is not confined to QSAR and toxicity prediction. 

DNN models have been used to predict solubility of drug-like molecules by Baldi et al.34 and to 

predict ADMET properties by Pande and coworkers35. Moreover, AtomNet36, which is a deep 

leaning model was developed to predict new molecules with bioactivity for specific binding sites. 

Several benchmarks show that AtomNet performs better than some docking methods with a margin 

of 0.2 in the AUC score.  

 

To conclude, deep learning is different from traditional machine learning techniques since it is 

implemented through a hierarchical cascade of nonlinear functions. Deep learning has significantly 

impacted the field of computer vision and speech recognition due to technological breakthroughs, 

and the growth of data and scientific computing power. Deep learning started to gain attention 

more recently in computational chemistry and biology and have already provided satisfying 

performance in many subfields of computational chemistry and biology over traditional machine 

learning algorithms.  
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CHAPTER 2 

Using Ligand Induced Protein Chemical Shift Perturbations to Determine Protein-ligand 
Structures 

 

 

 
 
 
 
 
 
 
 

 
 
 
 
 
† Reprinted (adapted) with permission from Yu, Z., Li, P. & Merz, K. M. Using Ligand-Induced Protein Chemical Shift Perturbations To 

Determine Protein–Ligand Structures. Biochemistry 56, 2349–2362 (2017). 
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2.1. Abstract 

Protein chemical shift perturbations (CSPs), upon ligand binding, can be used to refine the 

structure of a protein-ligand complex by comparing experimental CSPs with calculated CSPs for 

any given set of structural coordinates. Herein we describe a fast and accurate methodology that 

opens up new opportunities to improve the quality of protein-ligand complexes using NMR based 

approaches by focusing on the effect of the ligand on the protein. The new computational approach, 

1H empirical chemical shift perturbation (HECSP), has been developed to rapidly calculate ligand 

binding induced 1H CSPs in a protein. Given the dearth of experimental information by which a 

model could be derived we employed high-quality DFT computations using the automated 

fragmentation quantum mechanics/molecular mechanics (AF-QM/MM) approach to derive a 

database of ligand induced CSPs on a series of protein-ligand complexes. Overall, the empirical 

HECSP model yielded correlation coefficients between its predicted and DFT computed values of 

0.897 (1HA), 0.971 (1HN) and 0.945 (sidechain 1H) with root-mean-square errors (RMSEs) of 

0.151 (1HA), 0.199 (1HN) and 0.257 ppm (sidechain 1H), respectively. Using the HECSP model, 

we developed a scoring function (NMRScore_P). We describe two applications of NMRScore_P 

on two complex systems and demonstrate that the method can distinguish native ligand poses from 

decoys and refine protein-ligand complex structures. We provide further refined models for both 

complexes, which satisfy the observed 1H CSPs in experiments. In conclusion, HECSP coupled 

with NMRScore_P provides an accurate and rapid platform by which protein-ligand complexes 

can be refined using NMR derived information.  
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2.2. Introduction 

Chemical shift perturbation (CSP) represents the chemical shift change due to perturbation of the 

chemical environment and is a widely used technique to study protein-ligand interaction. The use 

of CSP information has attracted significant attention because of the introduction of the “SAR 

(structure-activity relationship) by NMR” method.1 One of the advantages of CSP over other 

common techniques is that it is very sensitive to changes in the chemical environment and can be 

efficiently measured. Experimentally, the CSPs of a target protein can be recorded as a series of 

2D heteronuclear single quantum coherence spectroscopy (HSQC) spectra via the titration of a 

ligand into a solution containing a 15N-labelled protein, from which one can determine the binding 

site position or “pose” and the dissociation constant.2 Moreover, no signal is observed if binding 

does not occur, which makes it a powerful tool for selecting hits via high-throughput screening.3 

 

There have been a number of efforts made to improve the performance of in silico docking through 

the use of CSP information. Some have been implemented in a qualitative way by imposing a 

cutoff CSP value to determine significant changes4, 5 and to then dock the ligand into the region 

with significant CSPs with largely ambiguous distance restraints6-8. HADDOCK is one of the most 

popular programs in this category, which first determines the binding interface (both active and 

passive residues are defined based on the magnitude of the observed CSP and solvent accessibility). 

Then the ligand is docked into the interface with so-called Ambiguous Intermolecular Restraints 

(AIRs) set up amongst the atoms in the active and passive residues. CSP values have also been 

incorporated into the BiGGER program 9 as a post-docking filter by Morelli et al.10, 11. 

AutoDockFilter5 uses a CSP based scoring function to perform pose ranking after docking 

calculations. It is also possible to study binding modes and structure from CSP information. A 
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method was described using differential chemical shifts to map out the protein binding pocket and 

to determine the binding poses of a series of related ligands to a target protein.12 Lugovskoy et 

al.13 have further applied this method and successfully determined the structure-activity 

relationships of the BH3Is/Bcl-xL complexes. Even when related ligands do not share the same 

binding mode, by analyzing residue-wise CSP pattern, Riedinger et al.14 determined binding mode 

“clusters” for isoindolinone inhibitors.  

 

In light of the success of using chemical shifts to determine protein structure,15-17 a number of 

empirical approaches have been developed to perform quantitative predictions of CSP values and 

to predict the structure of protein-ligand complexes. McCoy and Wyss using the aromatic ring 

effect coupled with Pople’s equation to approximate the CSP induced by aromatic ring currents in 

a ligand they developed the “j-surface” method to locate aromatic rings.2, 18 Cioffi et al. were able 

to perform protein-ligand structure refinement based on the correlation of experimental and semi-

empirically calculated 1HN CSP values.19-21  Following the same strategy of comparing simulated 

and experimental CSPs, several attempts have been made in recent years to determine protein-

ligand complex structure.22-24 Quantum chemical25-33, QM/MM methods30, 34-39, the fragment based 

adjustable density matrix assembler (ADMA) method40-42 and the fragment molecular orbital 

(FMO) method43, 44 are all available for protein chemical shift calculation if protein is properly 

“parsed”. Unlike empirical methods, which are confined by the training set, these theoretical 

methods can be readily applied to biomolecules containing ligands or other non-standard residues 

and directly extended to CSP calculation, but at an increased cost relative to empirical methods. 
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There are many empirical programs to efficiently calculate chemical shifts (CS) of proteins 

including ShiftS,45-47 ShiftX,48 ShiftX2,49 Sparta+,50, 51 CamShift,52 PROSHIFT,53, 54 

SHIFTCALC,55 etc. In this work, we proposed an empirical model (HECSP) to calculate 1H NMR 

CSPs induced by ligand binding, which is an extension of previous approaches for protein 

chemical shift calculation (see equation 1)45, 48. Herein the conformation of the protein is rigid and 

the covalent connectivity of the protein is conserved during the binding process. Using this 

structural approximation, we calculate the 1H CSPs inside the protein based on four nonlocal 

contributions (see equation 1): 

                                         (1) 

These four terms represent the contributions of the ring current, electric field, hydrogen bonding 

and magnetic anisotropy, respectively. The form of each term is described in the Methods section.  

 

Although a considerable amount of experimentally determined CSPs and NMR structures are 

available, it is still difficult to extract the CSPs which are purely induced by ligand binding. This 

is because that the exact orientation or pose of the ligand is hard to match with the observed CSP 

values and the experimental CSPs arise due to the averaging over a number of factors including 

protein conformational changes.56 In view of this, the target CSP values we used were calculated 

with the automated fragmentation QM/MM (AF-QM/MM) approach. As described earlier, using 

the B3LYP/6-31G** level of theory for the QM region and AMBER ff94 partial charges for the 

MM region, the AF-QM/MM approach gave root-mean-square errors (RMSEs) of less than 0.08 

ppm and correlation coefficients higher than 0.95 with respect to 1H NMR chemical shifts obtained 

by experiment.34 The general parameterization process is given in the Methods section. Although 

ΔδH =ΔδRC+ΔδEF +ΔδHB+ΔδM
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the current formulation (equation 1) is not physically complete, the results show that it accurately 

and rapidly predicts 1H CSPs. 

 

To further demonstrate the accuracy and utility of HECSP for protein 1H CSP calculation, we 

applied this approach to two protein-ligand complexes: firstly, to an apo-Neocarzinostatin 

(apoNCS)-naphthoate ester complex (PDB: 1J5I).  Excellent agreement between the AF-QM/MM 

and HECSP calculated 1H CSPs were obtained over all the 44 protein-ligand solution structures in 

the ensemble (see discussion below).  Wang et al. 57 developed a NMR scoring function based on 

ligand CSPs computed at the semiempirical level of theory that can readily rank protein-ligand 

complex. To study protein-protein systems, CS-HADDOCK58 was developed to determine 

complex structures using CS-RMSD (RMSD between empirically calculated CSs and observed 

CSs)  to score the docked complexes generated with HADDOCK CSP-AIRs. Similarly, we defined 

a scoring function NMRScore_P for protein-ligand systems, which is the RMSD between 

calculated protein 1H CSPs and observed values. Based on HECSP calculated protein 1H CSPs, 

NMRScore_P was able to rank the models in the structural ensemble and distinguish the native 

ligand pose from a set of decoys generated by Glide59, 60. We conclude that the HECSP derived 

protein 1H CSPs used to form NMRScore_P is a good score function for the evaluation of protein-

ligand complex structures. HECSP derived NMRScore_P can also be applied to complex structure 

determination between a protein and multiple ligands bound simultaneously. By simply adding the 

CSP contribution from each ligand, we can compute the overall CSP for the target protein protons 

induced by multiple ligand binding. We have explored this idea using HECSP derived 

NMRScore_P to determine the ternary human intestinal fatty acid binding protein (hIFABP)-
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ketorolac-ANS complex structure. The best model given by the present NMRScore_P method 

agreed well with the available experimental observations.  

 

2.3. Methods 

2.3.1 Preparation of the 1H Chemical Shift Perturbations Database 

We selected 54 protein-ligand complexes from the PDBbind Database v.201361 core set for which 

high-resolution crystal structures were available. The protein in each complex was protonated by 

the H++ server62 and then modeled by the AMBER ff99SB63 force field (which uses the same 

charge set as the AMBER ff94 force field64). The ligand molecule was modeled by GAFF65 with 

AM1-BCC partial charges. In order to remove bad contacts within the structure, The protein 

hydrogen atoms in each complex were minimized using the SANDER program from the AMBER 

12 program suite.66 After structural minimization, The AF-QM/MM approach34 was used to 

compute the 1H isotropic chemical shielding constants (σ) of the protein binding pocket in both 

the bound and unbound forms, and the difference between these two values was taken as the 1H 

CSP (ΔδH) induced by ligand binding. The following two equations show the derivation of ΔδH 

from σH(unbound) and σH(bound) based on the definition of the chemical shift. 

                                (2) 

   (3) 

Herein δ represents the chemical shift, stands for the absolute resonance frequency. In our AF-

QM/MM calculations the QM region was described by the B3LYP/6-31G** level of theory while 

the MM region was described using AMBER ff94 partial charges.34 For each protein-ligand 

complex system, there were 2N (where N is the number of residues in the binding pocket) parallel 

δH =
υH −υref

υref

×106 =
σ ref −σ H

1−σ ref

=
σ ref <<1

σ ref −σ H

ΔδH = δH (bound ) −δH (unbound ) =σ ref −σ H (bound ) − (σ ref −σ H (unbound ) ) =σ H (unbound ) −σ H (bound )

υ
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calculations performed via treatment of each interacting residue as the center of the QM region, 

with and without ligand, respectively. We only collected the isotropic shielding constants of the 

protons in the center residue from each calculation. All calculations were carried out using the 

Gaussian 09 program.67 A collection of all of the computed isotopic shielding constants and the 

complex structures is given as part of the SI.  

 

Since it is the electron cloud surrounding the proton that serves to shield the proton from the 

external magnetic field, different molecular environments will lead to different (de)shieldings on 

the proton. Therefore, in order to accurately predict the CSPs for protein based protons induced by 

ligand binding to a given target protein, we categorized the protons from the backbone and side 

chain into 10 types with the side chain proton type assignment following the AMBER atom typing 

scheme.68 The details of the proton type categorization in HECSP are given in Table 2.1.  

 

Table 2.1. List of proton atom types in HECSP. 
Major group  Type Description 

Backbone 
HA Alpha H in protein backbone 

HN Amide H in protein backbone 

Side chain 

H H attached to N 

HC H attached to aliphatic carbon with no electron-withdrawing substituent 

H1 H attached to aliphatic carbon with one electron-withdrawing substituent 

Har H attached to aromatic carbon 

H4 H attached to aromatic carbon with one electronegative neighbor 

H5 H attached to aromatic carbon with two electronegative neighbors 

HP H attached to carbon directly bounded to formally positive atoms 

HO H in alcohols and acids 

a See references64 
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2.3.2. Ring Current Effects 

The ring current effect can significantly influence protein protons close to the aromatic rings of 

the ligand. When buried in an external magnetic field, the π electrons of the aromatic system create 

an induced ring current, which generates an induced magnetic field. Right above or below the 

central part of the ring, the induced magnetic field is antiparallel to the external field, which 

increases the shielding (causing lower precession frequency) on the target protons. However, on  

the edge but beyond the plane of the ring, the induced field adds strength to the external field, 

resulting in dishielding (causing higher precession frequency) for the target protons in this area. 

Several models have been developed to represent the ring current effect (e.g., Pople,69 Johnson 

and Bovey,70 and Haigh and Mallion71). We implemented the model from Haigh and Mallion into 

HECSP, which has performed well in previous studies.45, 48, 72  

 

When computing the ring current contributions of the ligand aromatic rings to protein 1H CSPs, 

HECSP first creates a list of aromatic rings in the ligand and then goes through the protein protons 

one by one. For each target proton, HECSP adds up the contribution from each ring whose ring 

center is within 6 Å of the current target proton. The total ring current contribution of the ligand 

to a particular 1H CSP is calculated using equation 4: 

                                                         (4) 

Herein  is a target-specific constant, is the geometrical factor for a pair consisting of the ring 

and proton, and  is the ring current intensity, which represents the ratio of the intensity of an 

aromatic ring relative to that of a benzene ring ( =1 for benzene). F and  are the two 

dimensionless constants being determined via linear regression. is further represented as: 

ΔδRC = F GI
rings
∑

F G

I

I I

G
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                                                      (5) 

Where  is expanded as: 

 .                                                          (6) 

Herein  and  are the distances from the target proton to the two adjacent ring atoms i and j 

respectively.  in equation 5 is the area of the triangle formed by the ith and jth ring atoms and  

the projection of the target proton onto the aromatic ring plane, which is shown as point  in 

Figure 2.1.  is positive if  is antiparallel to the normal vector of the ring ( ), and 

negative if it is parallel to the normal vector. The normal vector is calculated as the cross product 

of vectors pointing from the first ring atom to the second and the last one respectively. Hence, for 

each proton there will be a  and  value for each edge (defined by two adjacent atoms – for 

a total of six in benzene) of the aromatic ring. The details of the ring current effect are illustrated 

in Figure 2.1. 
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Figure 2.1. The ring current effect caused by an 
aromatic ring towards a target proton. The red 
sphere represents the target proton while the 
aromatic ring is shown in blue. The two smaller red 
dots are the center of the ring and the projection of 
the proton onto the plane of the aromatic ring.  

 
 

 

Figure 2.2. The electric field effect caused by a 
polar atom. The red sphere represents a polar 
atom, which is the source of the electric field 
effect on the target proton shown in light grey.  

 
 

 

2.3.3. Electric Field Effects 

The electric field effect is another important contribution to the 1H CSP. This effect originates 

from distant polar groups polarizing the target X-H bond (where X is a heavy atom) and thereby 
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influencing the local shielding by increasing or decreasing the local electron density. The electric 

field effect was evaluated for all protein protons in HECSP, which adds up the effects caused by 

any polar ligand atom within 10 Å. We also observed that a rather large cutoff improves the fit 

quality (see results and discussion). This is consistent with the fact that the electrostatic interaction 

decays slowly with distance. Herein the “polar atoms” include each carbon or hydrogen atom that 

connects to at least one atom which is not carbon or hydrogen, and all other elements (besides 

carbon and hydrogen). According to the method of Buckingham,73 the CSP of a particular proton 

is proportional to the local electric field projection on the X-H bond vector (see equation 7).  

                                                    (7) 

Herein, k is a specific parameter which depends on the proton type.  is the sum of local 

electric fields induced by polar atoms which are evaluated as:  

                                                (8) 

Herein  is the partial charge of a polar atom,  is the angle formed by the polar atom-H-X and 

 is square of the distance between the polar atom and the target proton. The electric field effect 

is depicted in Figure 2.2 We compared the performance of different charge models including the 

Gasteiger and AM1-BCC. Both charges were computed with antechamber in AmberTools15.74 

Based on our analysis we found that the Gasteiger charges gave slightly better computed results. 

 

2.3.4. Hydrogen Bond Effects 

Hydrogen bond interactions play an important role in protein-ligand binding. Early studies48, 75, 76 

showed that the hydrogen bond induced CSP for the amide and alpha proton (HN and HA) in a 

protein backbone can be modeled as: 

ΔδEF = kE(X −H )

E(X −H )

E(X −H ) = iq cosθ i

di
2

i
∑

iq θ i

di
2
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                                                       (9) 

Where r is the hydrogen-acceptor distance and a and b are fitting parameters. Taking a cue from 

ShiftX48, which does not include an explicit hydrogen bond term for side chain protons, we initially 

treated the CSPs of the side chain protons induced by nearby polar or charged atoms inside the 

ligand as an electrostatic effect (without the hydrogen bond term) and only employed the hydrogen 

bond term for the backbone protons. However, using this model, large errors occurred for the H 

and HO proton types during the fitting procedure. Therefore, we included the hydrogen bond term 

for H and HO atom types in the side chains which resulted in a concomitant decrease in the RMSE.  

Two steps were performed to detect hydrogen bonds between the protein binding site and its ligand. 

First, HECSP loops over all the ligand atoms and identifies potential hydrogen bond acceptors 

based on their SYBYL atom types, which were assigned using antechamber in AMBER.66 The 

potential acceptor types encountered in our dataset are N.1, N.2, N.3, N.ar, O.3, O.2, O.co2, S.3, 

F, Cl and Br. Secondly, the following distance and angle criteria were applied to determine if a 

hydrogen bond was present: (1) both the hydrogen-acceptor and donor-acceptor distances are less 

than 3.5 Å; (2) donor-hydrogen-acceptor angle larger than 90°; and (3) only the bond with shortest 

hydrogen-acceptor distance is selected if there are multiple bonds fulfilling criteria (1) and (2).  

 

2.3.5. Magnetic Anisotropic Group Contributions 

The magnetic anisotropy of unsaturated groups in the ligand can perturb chemical shifts in proteins. 

HECSP employed McConnell’s equation77 and scaled it by a target specific constant C to compute 

the contribution of the anisotropic groups in the ligand to protein 1H CSPs (see equation 10). 

                                              (10) 

ΔδHB = ar
−3 + b

ΔδM =
C

3NR3
χ ii (3cos

2θi −1)
i=a,b,c
∑
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Here, N is Avogadro’s number; R is the distance between the target proton and the center of mass 

of the distant group; χii is a component of the magnetic susceptibility tensor in the principal inertial 

axis system of that group;  is the angle between the ith principal axis and the vector from the 

group center to the target proton. Here the “group” is defined as a fragment which consists of 

several atoms that are connected by bonds other than single bonds.  

 

In the present work, we used the χii values of  Flygare and co-workers (see Table 2.2).78-80 They 

derived a collection of atom-based susceptibility components from gas-phase molecular Zeeman 

measurements of many molecules using a least-squares fitting strategy.78 These localized atom 

susceptibilities can be summed up to estimate the susceptibility ( ,  and ) of a molecular 

fragment by rotating the individual atom values from their atomic axis frame (see Table 2.2) into 

the principal inertial axis frame of the fragment using equation 11:78-80  

                                       (11 a) 

                                       (11 b) 

                                       (11 c)  

where  is the angle formed by the principal inertial axis a and the atomic axis x.  

 

Altogether, the full functional form of HECSP is: 

 

 

 

θi

χaa χbb χcc

χaa = χ xx cos
2θax + χ yy cos

2θay + χ zz cos
2θaz

χbb = χ xx cos
2θbx + χ yy cos

2θby + χ zz cos
2θbz

χcc = χ xx cos
2θcx + χ yy cos

2θcy + χ zz cos
2θcz

θax

ΔδH = F GI
rings
∑ + k qi cosθi

di
2 + ar−3 + b+ C

3NR3
χ ii (3cos

2θi −1)
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i
∑
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Table 2.2. Local Atom Susceptibilities in the atomic axis 
frame in units of 4π×10-12 m3/mol 

 

   

 

-3.64 -3.75 -7.33 

 
-9.9 -7.4 -7.4 

 1.90 -1.29 -5.70 

 

-13.82 -10.35 -6.13 

 
-9.5 -4.5 -4.5 

 
4.7 -13.1 -23.0 

 
-24.1 -17.9 -17.9 

a  See reference 78, 79 
b  See reference 80 

 

2.3.6. Parameter Fitting 

Overall, our model has 5 linear parameters (F, k, a, b and C) for each of the atom types HA, HN, 

H and HO, 3 linear parameters (F, k and C) for each atom type of the side chain protons excluding 

H and HO, and 7 ring current intensity factor parameters (I) for tetrazole, imidazole, pyrazole, 

thiophene, oxazole, pyridine and pyrimidine (using I=1.0 for benzene). 

 

Firstly, we performed a linear least-squares fit to parameterize the HECSP model.  Initially, the fit 

was performed only for the HA atom type with 12 parameters (F, k, a, b, C for HA and 7 

generalized ring current intensity factors). Next, 5 parameters (F, k, a, b, C) for the HN atom type 

were fit by fixing the 7 ring current intensity factors at the values obtained from the fit for HA and 

this was then repeated for the HO and H atom types as well. Then the same least-squares fitting 

χ xx χ yy χ zz

C
a

O
b

N (planar)
b

N
a

S
a

P
b

C
b
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algorithm was employed to parameterize other types of side chain protons: with three parameters 

(F, k and C) determined per atom type. The same procedure was carried out with the ligand 

molecules employing the AM1-BCC and Gasteiger charges, respectively. Here the two sets of 

parameters are referred to as “AM1-BCC_LS” (“LS” stands for least-squares fitting) and 

“Gasteiger_LS” respectively. The Gasteiger_LS parameter set  and the AM1-BCC_LS parameter 

set are shown in Supporting Information. 

 

In addition to the linear least-squares fits, we performed leave-one-out cross-validation (LOOCV) 

analysis to assess the predictive ability of the model. We left out one structure and fitted the model 

using the remaining 53 structures with the same least-squares fitting strategy described above. 

Then the 1H CSPs of the structure, which was left out, were predicted using the new parameter set. 

We defined a LOOCV estimate for each adjustable parameter as , which was obtained as: 

                                                                  (12) 

Herein is the least-squares estimate when the ith complex structure is left out and we have N=54 

in total. Then we further determined the uncertainties of these estimates by computing the standard 

errors of the mean (SEMs) using equation 13: 

   (13) 

All the LOOCV estimated parameters were collected and herein referred as the Gasteiger_LOOCV 

parameter set. The Gasteiger_LOOCV parameter set and the corresponding SEMs are shown in 

Supporting Information.  

 

p p

p = 1
N

pi
i=1

N

∑
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(pi − p)
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N

∑
N (N −1)
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2.3.7. NMRScore_P and NMRScore_L 

Previously, a NMR scoring function was developed based on semiempirical ligand CSPs induced 

by the protein environment (NMRScore_L)57. Similarly, we build another NMR scoring function 

(NMRScore_P), which is defined as the RMSD between calculated and experimental protein 1H 

CSPs induced by ligand binding. We demonstrate the application of NMRScore_P on the 

following two systems and its workflow is illustrated in Figure 2.3. 
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Figure 2.3. (A). Workflow of ranking structures in NMR ensemble using NMRScore_P on 
the apoNCS-naphthoate ester complex (PDB: 1J5I). (B). Workflow of ligand structure 
refinement in the apoNCS-naphthoate ester complex (PDB: 1J5I) using NMRScore_P. The 
red dots in the scatterplots represent the original NMR models. (C). Workflow of ternary 
hIFABP-ketorolac-ANS complex structure determination with NMRScore_P. hIFABP is 
shown as a rosy brown ribbon and the locations that were observed to have significantly 
perturbed protons are mapped onto the hIFABP structure in orange (induced by ketorolac), 
blue (induced by ANS) or violet (induced by ketorolac and ANS binding at the same time).  
Ketorolac is shown as a blue stick whereas ANS is shown as a cyan stick. 
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2.3.8. Application of Protein NMRScore_P to the ApoNCS-naphthoate ester complex 

2.3.8.1. Scoring procedure for the structural ensemble. 

 NMRScore_Ps were computed only for the residues that were significantly perturbed and within 

10 Å of the ligand (see Figure 2.3 A). The significantly perturbed residues are the ones that have 

protons with CSPs greater than one standard deviation from the average CSP for each proton type. 

Since NMRScore_P is the 1H CSP RMSD from experimental values, a lower score means a better 

NMR model. In order to verify the accuracy of NMRScore_P obtained with HECSP, we compared 

the performance of NMRScore_Ps with three parameter sets Gasteiger_LS, Gasteiger_LOOCV 

and AM1-BCC_LS and the NMRScore_Ps obtained with AF-QM/MM. Chemical shifts of the 

apoNCS-naphthoate ester complex and apoNCS are available in the BioMagResBank (BMRB 

accession number 5344 and 5343). 

 

2.3.8.2. Further refinement of the ligand solution structures.  

The solution structures of the apoNCS-naphthoate ester complex were originally determined from 

a set of distance and torsional angle restraints with intermolecular NOEs (nuclear Overhauser 

effect) available only between the four aromatic ring protons of the ligand and the receptor.81 The 

superposition of 44 structures shows that the 2-hydroxy-7-methoxy-5-methyl-naphthalene-1-

carboxylic acid fragment is well-defined, and binds deep into the pocket; however, the trihydroxy-

cyclopentene moiety is highly flexible and points towards the opening of the pocket (see the 

structure in Figure 2.4). Herein, in order to further refine the trihydroxy-cyclopentene moiety, we 

generated poses by rotating around the designated rotatable bonds (B1 and B2 see Figure 2.4) with 

a 20° step size and the poses with either intra- or inter- molecular steric clashes were screened out. 
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Then we computed the NMRScore_Ps with Gasteiger-LOOCV (see Figure 2.3 B) to identify the 

best structure(s). 

 

 
Figure 2.4. Ligand structure 

 

 

 

2.3.8.3. Docking Procedure. 

Glide was used to generate 50 different ligand decoys for each NMR model. The grid box was 

defined as a cube with an inner and outer edge of 10 and 30 Å and centered on the geometric center 

of the ligand pose from experiment. The top 10 poses were used to calculate the protein 

NMRScore_P. We then computed the NMRScore_P versus structural RMSD from the native 

ligand in the corresponding NMR model. The purpose here is to evaluate the ability of HECSP 

based NMRScore_P to distinguish the “native state” NMR model from decoy poses. 

 

2.3.9. Ternary hIFABP-ketorolac-ANS complex determination through induced fit docking 

(IFD) and NMRScore_P.  

IFD calculations were performed to generate ternary hIFABP-ketorolac-ANS complex candidates 

and Gasteiger_LOOCV based NMRScore_P calculations were then used to filter out the best 
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structures (see Figure 3 C). In one instance, we docked ANS into all ten models of the hIFABP-

ketorolac complex NMR ensemble (PDB: 2MJI) using the IFD default protocol available in 

Maestro,82  which allows receptor flexibility (herein hIFABP-ketorolac complex is the receptor). 

In the second instance, based on the observed CSP in the HSQC (heteronuclear single quantum 

coherence) spectra of hIFABP in the presence of ANS,83 ANS was first docked into the lower part 

of the barrel of 10 holo-hIFABP models with Glide59, 60 and the best hIFABP-ANS complex was 

screened out based on Gasteiger_LOOCV computed NMRScore_P. Then ketorolac was docked 

into the flexible receptor (hIFABP-ANS complex) with the same IFD protocol. Chemical shifts of 

the hIFABP in the ternary complex with ketorolac and ANS are available in the BioMagResBank 

(BMRB accession number 19727). Chemical shifts of apo hIFABP, hIFABP in complex with 

either ANS or ketorolac were provided by Professor Scanlon (private communication).  

 

2.4. Results and Discussion 

2.4.1. Hydrogen bond term for the protein sidechain protons 

In a previous study48, the intra-protein hydrogen bond effect on side chain polar protons were not 

explicitly described as an independent term, instead, all the CSPs caused by polar or charged atoms 

were generalized as the electric field effect for the side chain protons. Similarly, we made an 

assumption that the CSPs induced by hydrogen bond interactions between side chain polar protons 

and acceptor atoms in the ligand molecule could be treated as a part of the electric field effect. 

However, an independent hydrogen bond effect term was found to be crucial to predict the CSPs 

of side chain H and HO proton types. By adding an independent hydrogen bond term for H and 

HO proton types, both of the RMSEs decreased by ~0.2 ppm. 
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2.4.2. Cutoff dependence for the electric field term 

We have explored fitting the HECSP model (equation 1) with different cutoffs for the electric field 

term. The correlation coefficients, RMSEs and MUEs between the predicted values and target ones 

for all the protein protons are given in Figure 2.5 with respect to the cutoff employed. We can see 

that the fitting quality improved considerably as a function of the cutoff value. This is consistent 

with the fact that electrostatic interactions decay as a functionof 1/R. A 10Å cutoff is adopted in 

HECSP because it provided excellent accuracy at a modest computational cost. 

 

 

Figure 2.5. Correlation coefficients, RMSEs, and MUEs of the 
HECSP predictions for all proton CSPs along with the cutoff for 
electric field term. 
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2.4.3. Charge model dependence 

The charge model dependence of the HECSP approach was studied by comparing the fitting 

statistics of two different charge models for the ligand molecules. Table 2.3 illustrates the statistics 

of the AM1-BCC_LS, Gasteiger_LS, and Gasteiger_LOOCV parameter sets. As shown in Table 

2.3, Gasteiger performs slightly better than AM1-BCC charge except for amide 1H. With the 

Gasteiger_LS parameter set, HECSP yielded correlation coefficients pearson’s r of 0.897, 0.971, 

0.945 and 0.948 for the alpha 1H, amide 1H, side chain 1H and all 1H with RMSEs of 0.151, 0.199, 

0.257 and 0.238 ppm, respectively. Meanwhile, the AM1-BCC charge model is also a good 

alternative and its performance is similar to the Gasteiger charge model and AM1-BCC_LS even 

performs better on amide 1H than Gasteiger_LS. Overall it gave a RMSE for all 1H CSPs of 0.244 

ppm. Although there are noticeable gaps between the two charge models in predicting 1H CSPs, 

in general both of their predictions correlate well with AF-QM/MM calculated values. 

 

 

Table 2.3. Fitting statistics for the different parameter sets. 
Data set AM1-BCC_LS Gasteiger_LS Gasteiger_LOOCV 

Proton No. of 
protons r RMSE 

(ppm) 
MUE 
(ppm) r RMSE 

(ppm) 
MUE 
(ppm) r RMSE 

(ppm) 
MUE 
(ppm) 

HA 1123 0.888 0.157 0.101 0.897 0.151 0.097 0.897 0.151 0.097 
HN 1016 0.973 0.190 0.126 0.971 0.199 0.126 0.971 0.199 0.126 

Side chain H 5844 0.941 0.265 0.164 0.945 0.257 0.157 0.945 0.257 0.157 
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Figure 2.6. Statistics of the predictions from the leave-one-out cross-validation of all protons 
in the corresponding complex structure. 

 
 

 

2.4.4. Leave-one-out-cross-validation analysis 

We performed the LOOCV analysis for the Gasteiger_LS parameter set to evaluate the reliability 

of the fitted parameters. Each protein-ligand system is left out in turn and the parameters were 

refitted based on the other 53 systems using the same least-squares fitting algorithm. One important 

outcome of the LOOCV procedure is to validate whether the proposed model can accurately 

predict 1H CSPs in a new protein-ligand complex system. Each dot in Figure 2.6 represents the 

statistics for the corresponding system. The average of the correlation coefficients, RMSEs and 

MUEs are 0.86, 0.24 ppm and 0.15 ppm respectively. Although some fluctuations are seen for the 

correlation coefficient, the 54 RMSEs and MUEs in Figure 2.6 are consistently close to the mean 

values, which supports the predictive ability of our model. 
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The Gasteiger_LS parameter set and the Gasteiger_LOOCV parameter set with its SEMs are listed 

in Supporting Information. We can see that the Gasteiger_LOOCV parameter set is comparable to 

the Gasteiger_LS parameter set. And the SEMs are small in magnitude further validating the fitted 

parameters. Gasteiger_LS and Gasteiger_LOOCV parameter sets yield matching predictions for 

all the proton types, and they give identical correlation coefficients, RMSEs and MUEs when 

compared to the AF-QM/MM calculated values (see Table 2.3). 

 

2.4.5. Study on the apoNCS-naphthoate ester complex with NMRScore_P 

2.4.5.1. The apoNCS-naphthoate ester complex ensemble 

To further validate our approach and show its ability to rank the solution structures of protein-

ligand complexes, we have applied our approach to the apoNCS-naphthoate ester complex system. 

As shown in Figure 2.7, there is an excellent agreement between AF-QM/MM and HECSP 

calculated 1H CSPs over all the 44 protein-ligand solution structures in the ensemble. The RMSEs 

corresponding to each parameter set are also displayed in the plot and range from 0.107 to 0.112 

ppm.  

 

We also computed the NMRScore_Ps using both AF-QM/MM and our approach. As shown in 

Figure 2.8, HECSP based NMRScore_Ps are comparable to the values obtained with AF-QM/MM 

and a similar ranking is predicted for all the NMR models. Both Gasteiger_LOOCV and 

Gasteiger_LS gave nearly the same order for the 44 structures, with only two swaps in the ordering 

for closely ranked structures (31, 35 and 9, 38). AM1-BCC_LS provided a different order but it 

was still in close accord with AF-QM/MM. Although some gaps are seen in the NMRScore_Ps in 

Figure 2.8, the absolute discrepancy is just ~ 0.05 ppm. Table 2.4 lists the NMRScore_Ps for the 
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44 NMR models using Gasteiger_LOOCV. The NMRScore_Ps were distributed between 0.266 

and 0.401 ppm with a standard deviation of 0.031 ppm. NMRScore_Ps for the models numbered 

6, 1, 3, 39, 2, 32, 31, 35, 29, 7, 36, 8, 9, 38, 23, 20, 22, 24, 14, 44, 19, 21, 34, 28, 16, 41, 30 and 

42 (sorted from low to high) are below 0.297ppm, and, herein we consider them to be better 

representations of the native structure. Model 6 is the best one predicted by both Gasteiger_LS and 

Gasteiger_LOOCV and ranked second by AF-QM/MM NMRScore_P, which has an AF-QM/MM 

NMRScore_P of 0.276 ppm. The best model based on AF-QM/MM is model 24, whose AF-

QM/MM NMRScore_P is 0.271 ppm. 

 

 

Figure 2.7. Correlation between AF-QM/MM and HECSP calculated 1H CSPs over 
all the 44 protein-ligand solution structures in the ensemble (PDB:1J5I). 
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Table 2.4. Gasteiger_LOOCV NMRScore_Ps of the 44 experimentally determined 
apoNCS-naphthoate ester complex NMR models. 
Rank Model NMRScore_P 

(ppm) NMRScore_P after 
refinement Rank Model NMRScore_P 

(ppm) NMRScore_P after 
refinement 

1 6 0.266 0.264 23 34 0.287 -- 
2 1 0.269 0.267 24 28 0.287 -- 
3 3 0.269 0.268 25 16 0.288 -- 
4 39 0.272 -- 26 41 0.288 0.287 
5 2 0.273 0.268 27 30 0.289 -- 
6 32 0.273 0.271 28 42 0.295 0.287 
7 31 0.274 0.270 29 26 0.298 -- 
8 35 0.274 -- 30 17 0.300 0.297 
9 29 0.274 0.274 31 10 0.305 -- 
10 7 0.276 0.265 32 37 0.305 0.305 
11 36 0.276 -- 33 18 0.310 0.309 
12 8 0.277 0.268 34 27 0.311 0.311 
13 9 0.278 0.264 35 33 0.315 0.311 
14 38 0.278 0.272 36 15 0.319 0.293 
15 23 0.279 0.273 37 11 0.319 0.317 
16 20 0.280 -- 38 12 0.323 0.302 
17 22 0.281 0.271 39 43 0.323 0.319 
18 24 0.282 0.270 40 13 0.329 -- 
19 14 0.283 0.281 41 4 0.342 0.339 
20 44 0.283 -- 42 40 0.372 0.365 
21 19 0.283 0.278 43 25 0.393 -- 
22 21 0.284 0.281 44 5 0.401 0.388 

The models for which there were no better structures obtained after refinement were marked as --. 



 

 48 

 

 

 

Figure 2.8. NMRScore_P and Rank for the 44 Experimentally Determined NMR Models 
(PDB:1J5I). The x axis shows the ranking of the solution structures predicted by corresponding 
parameter set of our method. (A). Comparison of NMRScore_P computed with 
Gasteiger_LOOCV and AF-QM/MM. (B). Comparison of NMRScore_P computed with 
Gasteiger_LS and AF-QM/MM. (C). Comparison of NMRScore_P computed with AM1-
BCC_LS and AF-QM/MM. 
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Figure 2.9. Gasteiger_LOOCV NMRScore_P vs structural RMSD (Å) for 
corresponding models. The red dots represent the experimental NMR ligand 
structures (PDB: 1J5I) The blue dots represent the ligand conformers generated by 
rotating trihydroxy-cyclopentene moiety around two rotatable bonds.  
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2.4.5.2. Further refinement of ligand solution structures 

We also used Gasteiger_LOOCV NMRScore_P to further refine the ligand structures in all 44 

models. In order to fulfill the intermolecular NOEs, the aromatic fragment was kept fixed and only 

the trihydroxy-cyclopentene moiety was sampled around two rotatable bonds. Each scatterplot in 

Figure 2.9 is the Gasteiger_LOOCV NMRScore_P versus the structural RMSD for the 

corresponding model. For good NMR models, we can see many conformations turn out to be 

around the best NMRScore_P in the scatterplots, which is consistent with the fact that the 

trihydroxy-cyclopentene moiety is highly flexible.  The best NMRScore_Ps of the refined ligands 

are also listed in Table 2.4. Except for model 10, 16, 20, 25, 26, 28, 30, 34, 35, 36, 39, 41 and 44, 

there were ligand conformations generated with lower NMRScore_Ps than the corresponding 

experimental model counterparts, however, most of the enhancements were modest. Relatively big 

NMRScore_P improvements were observed for model 5, 7, 9, 12, 15 and 24 by 0.013, 0.011, 

0.014, 0.021, 0.026 and 0.012 ppm. As shown in Figure 2.10, in all the 6 models, we observed that 

the refined orientation of the trihydroxy-cyclopentene moiety were rotated to a common 

orientation, which had a much smaller angle between the double bond in cyclopentene and the 

aromatic plane. It was also a general trend throughout all 44 models. The average angle between 

the double bond in cyclopentene and the aromatic plane was 62 degrees, whereas the average angle 

decreased to 38 degrees after refinement. After refinement, the best NMRScore_P we obtained for 

this system is 0.264 ppm for model 6 (See Figure 2.11, which shows the overlay of the 

experimentally determined apoNCS-naphthoate ester complex and the structure determined by 

NMRScore_P) and we also obtained a collection of complex structures that had NMRScore_Ps 

better than 0.270 ppm (for model 6, 9, 7, 1, 3, 2 and 8). Of our refined models, we consider models 
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6, 9, 7, 1, 3, 2 and 8 as being our best and most representative of the putative native state. The 

refined ensemble of apoNCS-naphthoate ester complexes is provided as a PDB file in the SI. 

 

 

Figure 2.10. NMR structures of ApoNCS-naphthoate ester complex (PDB 1J5I) 
and the refined ligand structures. The blue colored part is the experimentally 
determined ligand structure in all the small figures. The fragments in other colors 
demonstrate the refined trihydroxy-cyclopentene moiety. The numbers shown in 
each figure are the NMR model numbers. 
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Figure 2.11. (A). NMR structure of ApoNCS (PDB 
1J5I model 6) together with refined ligand 
structure. It is the best ranked complex structure by 
NMRScore_P amongst all the NMR models and 
refined structures (as shown in yellow). (B). The 
gray counterpart is the best representative 
conformer in the experimental ensemble (PDB 1J5I 
model 1) 
 

  

 

 

2.4.5.3. Native states and decoys.  

We used Glide to do rigid docking of the flexible ligand to the receptor structures for the models 

numbered 6, 9, 7, 1, 3, 2 and 8. Structural RMSDs of the docked ligand poses ranged from 3.2 to 

9.2 Å with respect to the experimentally determined ligand structures (see Figure 2.12). For all the 

seven models, NMRScore_P successfully ranked the native state (refined ligand structure shown 

as blue dot in Figure 2.12) better than the top 10 poses generated using the Glide scoring function.  
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Figure 2.12. Gasteiger_LOOCV NMRScore_P vs structural RMSD (Å) of Glide docked poses. 
The red dots represent the experimental NMR ligand structures (PDB: 1J5I). The orange dots 
represent the docked poses. The blue dots represent the refined ligand structures. 

  

 

 

2.4.6. The ternary hIFABP-ketorolac-ANS complex.   

The NMRScore_Ps of the 10 models of hIFABP-ketorolac complex in PDB 2MJI ranged from 

0.142 to 0.146 ppm (only amide 1H CSPs were available), making them all equally good 

representatives for this complex. After two independent workflows of IFD simulations (IFD of 

ANS into all 10 hIFABP-ketorolac models and IFD of ketorolac into the best NMRScore_P ranked 

hIFABP-ANS complex structure using Glide), a series of ternary complexes were generated. 

NMRScore_Ps were computed for all the generated ternary complexes based on residues that were 

significantly perturbed. The 3 models of the ternary complex having the best NMRScore_Ps are 

depicted in Figure 2.13 together with the rankings of all the poses from IFD simulation. The ternary 

complexes generated by IFD of ANS into the hIFABP-ketorolac complex are displayed as red dots 

in the scatterplot in Figure 2.13, whereas, the structures generated with the other workflow are 

displayed as blue dots. It turned out that the complexes generated from IFD of ANS into the 
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hIFABP-ketorolac models were better ranked by NMRScore_P (from 0.376 to 0.480 ppm) than 

the results of IFD of ketorolac into the hIFABP-ANS complex (from 0.404 to 0.453 ppm). The 

best model predicted by NMRScore_P is compared to the best IFDScore ranked structure (See 

Figure 2.14). (1) IFD of ANS into hIFABP-ketorolac. The 1st up to the 42nd ranked complex were 

obtained with the current IFD workflow. As the top 3 structures show, similar to the NMR-derived 

model for the hIFABP-ketorolac complex, ketorolac still binds in the “portal region” of hIFABP 

in the ternary complex. ANS binds at the bottom of hIFABP forming a hydrogen bond with Arg106. 

Unlike the model provided by Patil et al., ANS adopts different binding conformations in our top 

3 predictions: the naphthalene is always aligned with the length of the cavity instead of being 

orthogonal to it, which makes the ANS interact with residues deeper down in the cavity and 

partially explains the significant CSPs observed in this region. The ternary complex that Patil et 

al.83 provided previously was generated from IFD simulation of ANS into the first model in the 

hIFABP-ketorolac NMR ensembles and selected by the IFD score.  Their structure is similar to 

the 4th ranked structure by NMRScore_P, which is also happens to be the IFD result from the first 

model in the NMR ensemble. (2) IFD of ketorolac into hIFABP-ANS. The best NMRScore_P 

ranked ternary complex structure from this IFD workflow is, however, ranked as the 43rd over all 

models considered herein (See Figure 2.15). The corresponding NMRScore_P (0.404 ppm) shows 

that it is not the best fit to the experimentally observed CSPs. We can see that, there is no hydrogen 

bond formed between ANS and Arg106. The binding positions of ANS and ketorolac are also 

different in this model in that ANS is also binding in the upper part of the barrel so that pushing 

ketorolac slightly towards the top of the cavity. Since both ligands bind to the upper portion of the 

cavity, the origin of significant CSPs buried deeper into the pocket cannot be explained.  
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Figure 2.13. NMRScore_Ps and rank for ternary hIFABP-ketorolac-ANS complex 
structures generated from IFD. The label for the x-axis is the original model number 
together with the pose number assigned by IFD. The top three structures are depicted 
with its ranking. hIFABP is shown as ribbon and the locations that were observed to have 
significantly perturbed protons are mapped onto the hIFABP structure in green. The red 
dots in the scatterplot represent the structures obtained by IFD of ANS into hIFABP-
ketorolac complex, whereas, the blue dots represent the ones got by IFD of ketorolac into 
hIFABP-ANS complex. 

 
 

 

2.5. Conclusion 

Considerable effort has been expended to develop empirical models to calculate intra-protein or 

protein-protein complex chemical shifts, all of which can generally well reproduce experimental 

values.49 A notable gap though has been models that can reproduce chemical shifts changes in 

proteins as a result of the binding of a ligand. This technology gap is largely the result of limited 

experimental data that can be used to develop just such a model. Herein we developed the HECSP 

approach, which is designed to predict the CSPs of protein protons induced by ligand binding. In 

order to build the model we have built a data set using AF-QM/MM calculations on a selection of 

Ketorolac ANS 
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protein-ligand complexes. The HECSP model consists of several empirical terms that address 

various effects that affect chemical shifts: the ring current effect, the electric field effect, the 

hydrogen bond effect and the magnetic anisotropy group contribution. Because of its empirical 

nature the model is very fast making it widely applicable. In general, HECSP computed values 

agreed well with the AF-QM/MM calculations for all the systems in our database. The resultant 

correlation coefficient is 0.948 and the RMSE is 0.238 ppm for 1H CSPs when compared to the 

AF-QM/MM calculations. 

 

The results of two studies on the apoNCS-naphthoate ester and hIFABP-ketorolac-ANS systems 

demonstrate that an NMRScore_P strategy for protein-ligand complexes, which is built upon 

HECSP, can be readily applied to solution NMR structures. In particular, we show the method can 

distinguish native ligand poses from decoys and refine protein-ligand complex structures. We 

provide further refined models for both complexes, which satisfy the observed 1H CSPs in 

experiments.  
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2.7. Supporting Information 

 

Table 2.5. List of protein proton types and corresponding parameters in Gasteiger_LS and 
Gasteiger_LOOCV parameter sets (except the ring current intensity factors).a 

Type 
Gasteiger_LS Gasteiger_LOOCV 

F k C a b F  k  C  a  b  

HA 22.416 12.399 1.310 12.721 -0.357 22.155 0.045 12.389 0.009 1.324 0.010 12.749 0.122 -0.357 0.007 

HN 27.706 13.234 3.622 21.473 -1.213 27.624 0.042 13.287 0.014 3.703 0.018 21.519 0.058 -1.234 0.008 

H 13.671 13.828 1.183 20.387 -0.905 13.690 0.119 13.829 0.023 1.229 0.035 20.379 0.034 -0.903 0.003 

H1 17.749 13.672 2.138 -- -- 17.404 0.083 13.657 0.009 2.235 0.021 -- -- -- -- 

H4 21.939 12.656 4.524 -- -- 21.817 0.088 12.657 0.026 4.520 0.048 -- -- -- -- 

H5 12.563 14.232 4.216 -- -- 12.771 0.228 14.263 0.062 4.123 0.038 -- -- -- -- 

HC 14.665 16.762 1.633 -- -- 14.536 0.064 16.755 0.010 1.642 0.005 -- -- -- -- 

HP 29.683 18.547 1.692 -- -- 29.074 0.328 18.560 0.045 1.649 0.009 -- -- -- -- 

Har 19.583 13.995 1.072 -- -- 19.224 0.069 13.954 0.022 1.083 0.006 -- -- -- -- 

HO 20.781 15.639 1.246 18.439 -0.564 22.006 0.265 15.855 0.042 1.168 0.038 18.014 0.078 -0.533 0.008 

aF is in units of ppm; k is in units of ppm�Å2/e; C, a and b are unitless constant factors. 
 
 
 

Table 2.6. List of aromatic ring types and corresponding ring current intensity factors for the 
Gasteiger_LS and Gasteiger_LOOCV parameter sets.a 

Aromatic ring Gasteiger_LS Gasteiger_LOOCV 
I I  

Tetrazole 1.020 1.020 0.002 
Imidazole 1.024 1.021 0.002 
Pyrazole 1.088 1.084 0.010 

Thiophene 0.721 0.756 0.006 
Oxazole 0.836 0.769 0.003 
Pyridine 0.990 1.028 0.023 

Pyrimidine 2.763 2.797 0.007 
aRing current intensity factors are unitless. 

  

σ̂ F σ̂ k σ̂C σ̂ a σ̂ b

σ̂ I
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Table 2.7. List of protein proton types and corresponding parameters in AM1-BCC_LS 
parameter set (except the ring current intensity factors).a 

Type 
AM1-BCC_LS 

F k C a b 
HA 20.201 13.506 0.848 10.392 -0.231 
HN 25.016 16.446 1.399 16.915 -1.082 
H 15.108 15.108 0.590 15.303 -0.651 

HC 14.109 18.232 1.237 -- -- 
H1 17.821 16.925 1.806 -- -- 
Har 18.455 13.790 0.664 -- -- 
H4 22.564 11.116 4.818 -- -- 
H5 11.329 13.003 1.188 -- -- 
HP 32.637 18.274 1.495 -- -- 
HO 19.353 20.000 1.689 15.224 -0.550 

aF is in units of ppm; k is in units of ppm�Å2/e; C, a and b are unitless constant factors. 
 
 
 

Table 2.8. List of aromatic ring types and corresponding ring current intensity factors in the 
AM1-BCC_LS parameter set.a 

Aromatic ring AM1-BCC_LS 
I 

Tetrazole 1.186 
Imidazole 1.310 
Pyrazole 0.939 

Thiophene 0.864 
Oxazole 1.111 
Pyridine 1.076 

Pyrimidine 2.593 
aRing current intensity factors are unitless. 

 
 
  



 

 59 

 
Figure 2.14. hIFABP is shown as light gray ribbon and 
the locations that were observed to have significantly 
perturbed protons are mapped onto the hIFABP 
structure in green. The dim gray ligands in the center 
represent the best IDFScore poses of ketorolac and 
ANS. Whereas, the orange ligands are the best 
NMRScore_P poses.  
 

 
 

 
 
 
 

Figure 2.15. Best NMRScore_P ranked ternary 
hIFABP-ketorolac-ANS complex structure generated 
from IFD of ketorolac into the hIFABP-ANS complex.  
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CHAPTER 3 

The Extended Zinc AMBER Force Field (EZAFF) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
† Reprinted (adapted) with permission from Yu, Z., Li, P. & Merz, K. M. Extended Zinc AMBER Force Field (EZAFF). J. Chem. Theory 

Comput. 14, 242–254 (2018). 
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3.1. Abstract 

An empirical approach based on the previously developed zinc AMBER force field (ZAFF) is 

proposed for the determination of the parameters for bonds and angles involving zinc. We call it 

the extended ZAFF (EZAFF) model because the original ZAFF model was only formulated for 4-

coordinated systems, while EZAFF additionally can tackle 5- and 6-coordinated systems. Tests 

were carried out for 6 metalloproteins and 6 organometallic compounds with different coordination 

spheres. Results validated the reliability of the current model to handle a variety of zinc containing 

complexes. Meanwhile, benchmark calculations were performed to assess the performance of 3 

bonded molecular mechanics models (EZAFF, Seminario, and Z-matrix models), 4 nonbonded 

parameter sets (the HFE, IOD, CM and 12-6-4 models) and 4 semiempirical quantum mechanical 

methods (AM1, PM3, PM6 and SCC-DFTB methods) for simulating zinc containing systems. The 

obtained results indicate that, even with their increased computational cost, the semiempirical 

quantum methods only offered slightly better accuracy for the computation of relative energies 

and only afforded similar molecular geometries, when compared to the investigated molecular 

mechanics models. 

 

3.2. Introduction 

As the second most abundant metal in the human body and in other biological systems, zinc plays 

an essential role in various biological activities in the form of zinc-containing proteins1. The zinc 

sites in proteins can be divided into (1) catalytic sites like in alcohol dehydrogenase which breaks 

down alcohol, carbonic anhydrase which interconverts carbon dioxide and bicarbonate, and 

carboxypeptidase A which catalyzes peptide cleavage; and (2) structural sites like in zinc fingers, 

where zinc is critical for correct folding2. Given the importance of zinc metalloproteins, much 
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attention has been paid to force field development and there are a number of nonpolarizable and 

polarizable models extant. 

 

Generally, there are three major types of nonpolarizable models to model zinc and its ligand sphere 

in proteins: the nonbonded model, the cationic dummy atom model and the bonded model. The 

nonbonded model is the simplest model among the three nonpolarizable models. Its potential only 

consists of the electrostatic and van der Waals (vdW) terms. The nonbonded model presented by 

Stote and Karplus3 has been widely used due to its simplicity and efficiency. Babu and Lim 

parameterized vdW parameters for a set of divalent cations (including Zn2+) which reproduced 

experimental relative hydration free energies, first-solvation-shell CNs and average ion-water 

distances at the same time.4 Wu et al. introduced the short-long effective functions (SLEF) 

approach.5 The method treated the short-range term with two parameters which were 

parameterized through force matching based on QM/MM MD simulations, while the long range 

term decays as 1/r. Results showed that the model could reproduce the different metal coordination 

modes from a number of crystal structures. However, it was found that the hydration free energy 

and ion-oxygen distance of the first solvation shell could not be simultaneously reproduced for the 

zinc ion when using the nonbonded model with the particle mesh Ewald (PME) method.6 Li and 

Merz proposed a 12-6-4 LJ-type nonbonded model for M(II) ions to explicitly take into account 

the charge-induced dipole interaction.7 Results demonstrated that the model reproduced the 

experimental hydration free energy, coordination number and ion-oxygen distance simultaneously. 

In order to improve the description of the electrostatic interactions between the zinc ion and other 

atoms in metalloproteins, Pang et al. developed the cationic dummy atom model for four-

coordinated zinc, which places four covalently bonded dummy atoms around the zinc ion in a 
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tetrahedral geometry and evenly distributes the +2e charge over these dummy atoms. , The zinc 

center is only described as a van der Waals core and carries no charge.8-9 In their study the tetra-

coordination of the zinc site was well maintained during their simulations.  

 

In the bonded model, harmonic bond and angle terms are incorporated into the potential energy 

function to describe the interactions between the metal ion and its ligating groups10, which leads 

to the advantage of preserving the coordination environment over the course of the simulation. 

However, this feature can turn into a drawback in cases where the coordination changes around 

the metal ion during simulation. In the bonded model, the partial atomic charges are obtained from 

RESP fitting11 or CMX models12 typically resulting in a non-integer charge on the metal ion unlike 

the formal charge typically used in the nonbonded model. A common way to generate the bond 

and angle force constants is to derive them using ab initio or DFT vibrational analysis. One can 

either take the diagonal elements in the Hessian matrix with internal coordinates as the force 

constants or follow the Seminario method to derive these parameters from a Hessian matrix with 

Cartesian coordinates13. 

 

Besides these models, there are also polarizable models that have been developed for zinc 

containing complexes. For example, the SIBFA model developed by Gresh et al,14-18 with 

polarization, charge transfer, penetration terms included, can give highly accurate ion-ligand 

interaction energies, which are comparable to those obtained using ab initio methods. Sakharov 

and Lim developed the CTPOL model for zinc containing proteins.19 Their model incorporated 

polarization and charge transfer (through distance-dependent partial charges) effects for zinc and 

its ligating atoms, and reproduced the tetrahedral geometries of Zn[Cys]2[His]2 and Zn[Cys]4 sites. 
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In the AMOEBA polarizable force field, the polarization effect is described via an induced dipole 

model and AMOEBA has been applied to the zinc-water system by Wu and coworkers.20 They 

found that AMOEBA provided a robust estimation of the hydration free energy along with 

reasonable solvation structure and dynamics. Zhang et al. examined the AMOEBA force field for 

its ability to model zinc-containing proteins with the simulations yielding reasonable coordination 

structures and relative binding free energies.21 Xiang and Ponder incorporated a valence bond 

model into the AMOEBA force field of Cu2+ and Zn2+.22 Considerable improvement was realized 

for the Cu2+ ion, while a trivial influence was observed for Zn2+ when applying the valence bond 

model. However, even higher accuracy was observed when using a polarizable model, even though 

nonpolarizable models are more widely used due to their advantage in functional simplicity and 

computational speed. For more extensive discussion on metal ion modeling see Li and Merz.23 

 

The zinc AMBER Force Field (ZAFF) was developed by Peters et al24 and It was specifically 

designed for simulating tetra-coordinated zinc sites with the bonded model. A number of validation 

tests were also performed with the results validating the reliability of ZAFF on a number of zinc 

containing systems, though later work showed deficiencies of the model for systems containing 

adjacent water molecules around the metal ion.25 In the present study, we developed the extended 

ZAFF (EZAFF) models based on the empirical trends found in the ZAFF parameters and applied 

it to a broader range of systems (12 systems with a variety of coordination modes) to good effect. 

Meanwhile, benchmark calculations were performed amongst seven MM models (EZAFF, Z-

matrix method, Seminario method, HFE, IOD, CM and 12-6-4) and four widely used 

semiempirical quantum models (AM1, PM3, PM6 and SCC-DFTB) for their accuracy on 

predicting the energetic and structural properties of zinc complexes. The obtained results indicate 
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that, even with their increased computational cost, the semiempirical quantum methods only 

offered slightly better accuracy for the computation of relative energies and only afforded similar 

molecular geometries, when compared to the molecular mechanics models.  

 

3.3. Methods 

3.3.1 Development and validation of the empirical scheme 

3.3.1.1. Empirical scheme for deriving the bond and angle parameters 

One intention of present research is to provide an empirical method to facilitate the force field 

parameterization of the bonded model for various zinc-containing systems. This idea originates 

from the parameter trends founded in the zinc AMBER force field (ZAFF).24 ZAFF was developed 

by Peters et al.24 based on the Seminario method.13 The parameters employed in the present work 

are derived from the updated version of ZAFF of August 2011, which is part of the AMBER 

distribution (“$AMBERHOME/dat/mtkpp/ZAFF/201108/”). After checking the zinc related bond 

parameters, we found clear trends between the equilibrium bond lengths and bond force constants 

between Zn-N, Zn-O and Zn-S bonds (see Figure 3.1). In general, the force constant anti-correlates 

with the equilibrium bond length. Three fitting strategies (linear, quadratic and exponential) were 

tested to fit the data between the equilibrium bond lengths and bond force constants. The fitting 

results are shown in Table 3.1. We find that the exponential fitting gives the largest Pearson’s r 

and R2 and smallest RMSE values, outperforming the quadratic and linear fittings. Even though 

the improvement of exponential fitting over quadratic fitting is not dramatic, the former fitting 

curves have monotonic characteristics (compared to quadratic fitting which has minima), making 

it a much more favorable choice. 
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Figure 3.1.  Fits of the ZAFF bond stretching force constants for the Zn-N, Zn-S,  
and Zn-O bond types. 
 

 
 

 

 

Table 3.1.  Pearson’s Correlation Coefficients, R2 and Root Mean Square Errors (RMSEs) of three 
options of fitting to ZAFF bond stretching force constants for Zn-N, Zn-S, and Zn-O bond types. 

Bond 
type 

Pearson’s r R2 
RMSE 

Exponential Linear Quadratic Exponential Linear Quadratic Exponential Linear Quadratic 

Zn - N 0.9989 0.9766 0.9988 0.9978 0.9537 0.9976 1.2046 5.5060 1.2412 

Zn - S 0.9993 0.9871 0.9990 0.9986 0.9744 0.9980 0.6898 2.9890 0.8356 

Zn - O 0.9994 0.9665 0.9988 0.9989 0.9342 0.9976 1.4817 11.2213 2.1598 

    
 

 

After checking the zinc related angle parameters in ZAFF, we found that, unlike the bond 

parameters, there is no obvious correlation (or anti-correlation) between the equilibrium angle 

values and angle force constants (see Figure 3.2). However, we found that the angle force constants 

in ZAFF have a pattern similar to that found in the general AMBER force field (GAFF). The 

authors of GAFF found that the A-B-C angles where both A and C are hydrogen atoms have force 

constants approximately 30-35 kcal/mol�rad-2, with either A or C is a hydrogen atom the force 

constant is ~50 kcal/mol�rad-2, and the remaining cases have force constants of ~70 kcal/mol�rad-

2.26. For ZAFF we found that if the central atom B is zinc, the angle force constant is ~35 
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kcal/mol�rad-2, and if zinc is a terminal atom in the angle and coordinated to an oxygen/nitrogen 

atom, the force constant is ~50 kcal/mol�rad-2, while if zinc is terminal and coordinated to a sulfur 

atom, the force constant is ~70 kcal/mol�rad-2. Hence in our empirical approach we assigned the 

angle force constants as 35, 50 and 70 kcal/mol�rad-2 respectively for the situations enumerated 

above. We note that this assignment protocol is consistent with the approach employed by GAFF. 

 
Figure 3.2.  Scatter plot of the bending force constant vs equilibrium bond 
angle for the Zn containing bond. As shown in the legend, X can be any atom 
and “X-Zn-X” doesn’t require that the two Xs are the same atom type. 

 
 

 

The above scheme has several advantages. First, it is straightforward and fast since it doesn’t need 

any time-consuming QM calculations to derive the bond and angle related parameters. Moreover, 

it is more broadly applicable: it is applicable to systems for which QM methods may be 
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problematic (see an example below). Last but not least, as we show below, the accuracy of this 

scheme, especially for structure prediction, is remarkable. 

 

We call this empirical scheme the extended ZAFF (EZAFF) model since it has broader 

applicability than ZAFF, which was designed for a number of four-coordinated zinc containing 

proteins. The EZAFF scheme has been added to the MCPB.py program27 and is in AmberTools 

1528. Herein we use MCPB.py to empirically assign the bonded and angle parameters involving 

zinc. During parameterization, the equilibrium bond lengths and angles involving zinc are 

calculated directly from the crystal structures except for Zn-X-H angles which are not in the ideal 

range (angle ± 5°), in which case the ideal angle is assigned as the equilibrium angle (the ideal 

value is determined based on the identity of X, e.g. 109.47° for four-coordinated X, 120° for three 

coordinated X). Next, the corresponding force constants were determined according to the EZAFF 

scheme. In light of the assumption of Hoops et al.29 and the success of ZAFF,24 the metal related 

torsion terms were treated as zero. 

 

3.3.1.2. Partial charge parameters 

Partial charge parameters for the metal site (metal ion and the atoms in the metal coordinated 

residues) were obtained from RESP (restrained electrostatic potential)11, 30-31 fits using the Merz-

Singh-Kollman population analysis32 based on QM calculation at the B3LYP/6-31G* level of 

theory. The VDW radius of the zinc ion was set at 1.375 Å for the RESP fits. This value was taken 

from the IOD parameter set (which reproduced the first solvation shell ion-oxygen distance) from 

Li et al.6 For each of the metalloprotein systems the QM calculation was performed on the large 

model built by MCPB.py while for each of the organometallic systems the QM calculation was 
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performed on the entire structure. The ChgModB scheme in MCPB.py was used for the RESP 

fitting procedure, and the charges of backbone heavy atoms for metal site amino acid residues were 

restrained to the corresponding partial charges found in the AMBER ff14SB force field. This 

choice was made because the ChgModB scheme gave the best performance in ZAFF.24 The partial 

charges of zinc ions in these complexes were found to be less than +2e, which is consistent with 

earlier work24, 29 and an extended Born model proposed by Heinz and Suter33. 

 

3.3.1.3. Structure selection 

In order to assess the present empirical model, tests were performed on 12 different systems (see 

Table 3.2), in which 6 are crystal structures of zinc-containing proteins from the protein data bank 

(PDB)41 (the MESPEUS database42 was utilized to facilitate the selection) and 5 are zinc 

containing organometallic structures taken from the Cambridge structural database (CSD)43. There 

is only one zinc ion in the binding pocket of all the structures. The resolution of the 6 

metalloprotein structures were all ≤ 2.0 Å. These structures covered a variety of coordination 

modes in different chemical environments: the coordination number covers 4 to 6 and with 

different ligands involved. The assessment consisted of evaluating the force field reliability along 

with MD simulations for the metalloprotein systems and for the organometallic compounds we 

evaluated the ability of the force field to predict the molecular geometry and the corresponding 

vibrational frequencies. The results showed that the empirical method can be applied to a much 

wider range of zinc complexes than the original ZAFF model (see below).  
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Table 3.2. Twelve Zn-containing model systems considered in present study. 
PDB Metalloprotein structures CSD zinc ligand complex structures 

PDB code Resolution Charge Metal site geometry CSD entry Charge Geometry 

1PZW34 2.0 Å -2 

 

AHOQIY35 
 0 

 

2AP1  1.9 Å -1 

 

BEZKOH36 
 0 

 

1P3J33 1.9 Å -2 

 

ZNTPBZ37 0 
 

1H4N38 2.0 Å 1 

 

KUBVOT39 
 0 

 

1F5723 1.8 Å 0 

 

ABOWOF27 0 

 

1Y9Q 1.9 Å -1 

 

EGIXOH40 0 
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3.3.1.4. MD validations on the metalloproteins 

MD simulations were performed on all 6 metalloprotein systems. Each system was solvated using 

a cubic box with box edges in each dimension of at least 10 Å away from any atom in the solute. 

An appropriate number of counter-ions were added to neutralize the system. The ff14SB force 

field and GAFF were used to model the amino acid residues and ligands, respectively. The metal 

site was modeled with the approach summarized above. 

 

The system was minimized using a four-stage procedure to eliminate bad contacts: first, we 

minimized the solvent via imposition of harmonic positional restraints of 200.0 kcal/(mol�Å2) on 

all atoms in the metalloprotein. Secondly, we imposed the same magnitude of restraint on all the 

non-hydrogen atoms in the metalloprotein, while in the third minimization step only the backbone 

heavy atom restraints remained. In each of these three stages, 2000 deepest descent steps followed 

by 1000 conjugate gradient steps were performed. Subsequently, the whole system was minimized 

using steepest descent for 5000 steps and conjugate gradient for 2000 steps. After the minimization, 

we equilibrated the entire system using a three-stage procedure. In the first stage, a heating step of 

1 ns was performed to heat the system from 0 K to 298.15 K in the NVT ensemble. Afterwards 1 

ns of NVT equilibration simulation was performed at 298.15 K. Subsequently a 1 ns NPT ensemble 

simulation was performed at 298.15 K and 1 atm to correct for the density of the system. Finally 

a production MD run of 20 ns was carried out using the NVT ensemble at 298.15K. Frames were 

saved every 10000 steps (10 ps) during the production run, providing 2000 frames for analysis for 

each metalloprotein. A 1 fs time-step was used during these MD simulations. The Particle Mesh 

Ewald (PME) method was utilized to handle the long-range electrostatic interactions. All bonds 

involving hydrogen atoms were constrained using SHAKE44. The Langevin thermostat was used 
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to control the temperature in these MD simulations. The root-mean-square deviation (RMSD) of 

the heavy atoms in the metal site and the RMSD of the backbone atoms of the entire protein were 

calculated based on these frames to assess the stability of the force field employed. 

 

3.3.1.5. Validations of the CSD complexes 

Besides assessing the performance of EZAFF in MD simulations of metalloproteins, we also 

evaluated its performance regarding the prediction of molecular geometries and normal mode 

frequencies of organometallic compounds. The RMSDs of the MM optimized structures with 

respect to the QM optimized structures (at the B3LYP/6-31G* level of theory) and CSD structures 

were calculated. These results are summarized in the results and discussion section below. We 

carried out normal mode frequency calculations for these organometallic compounds based on 

EZAFF using the NAB module in AMBER 14.45 The results were compared to the QM calculated 

results at the B3LYP/6-31G* level of theory and are depicted below. All the B3LYP/6-31G* 

calculations were performed using the Gaussian 09 program.46  

 

3.3.2 Benchmark evaluations of different MM and semi-empirical QM methods for modeling 

zinc-containing complexes 

There are different methods used for deriving force field parameters for metal-containing systems. 

In the present work we performed benchmark calculations on three bonded MM models  (EZAFF, 

Seminario13 and Z-matrix approaches), four nonbonded parameter sets (HFE, IOD, CM and 12-6-

4) and several popular semi-empirical molecular orbital methods (PM6, PM3, AM1, SCC-DFTB).  

 



 

 82 

The benchmark calculations were performed on the systems shown in Table 3.2. For the 6 

metalloprotein systems the small metal-containing active site models were built using MCPB.py 

as were the 6 organometallic systems (where the entire complex was the “small system”). The 

benchmark evaluations were performed to explore both the energetic and structural aspects of 

metal ion force field design. What we looked for in our benchmark calculations was how well 

these methods (7 MM methods and 4 semi-empirical quantum methods) reproduce QM (B3LYP/6-

31G*) calculated relative conformational energies and optimized structures along with the 

available crystallographic structures. 

 

The MCPB.py program was used to build the metal ion force field according to the EZAFF 

parameterization scheme (described above). This program was also used for the parameterization 

of the Seminario and Z-matrix methods based on QM calculations at the B3LYP/6-31G* level of 

theory. Unlike EZAFF, the equilibrium bond lengths and angle values were taken from the QM 

optimized structures coupled with the Seminario and Z-matrix methods. Except for the equilibrium 

values and force constants of the bonds and angles involving metal ions, the remaining parameters 

are the same for the EZAFF, Seminario and Z-matrix methods: torsion parameters involving metal 

ions were set to zero; partial charges were obtained from RESP fitting based on B3LYP/6-31G* 

calculations; the VDW parameter for the zinc ion was taken from Li et al.;6 and the ligands were 

modeled using GAFF. 

 

The single-point energy calculations and geometry optimization of the 7 MM methods were 

performed using the Sander program and the NAB module in AmberTools, except for the 12-6-4 

model where the geometry minimization was carried out with OpenMM40. PM6, PM3, AM1 and 
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SCC-DFTB29,30 calculations were performed using sqm in AmberTools. The benchmark QM 

calculations were carried out at the B3LYP/6-31G* level of theory. All the B3LYP/6-31G* 

calculations were performed using Gaussian 0946.  

 

3.3.2.1. Relative energies 

In order to obtain a structure set to evaluate relative energies, we carried out gas-phase MD 

simulations employing the SCC-DFTB method to collect snapshots for the 12 complexes. First, 

the system was optimized with SCC-DFTB. Then a 10 ps simulation was carried out to heat the 

system from 0 K to 300 K. This was followed by a 5 ps simulation to further equilibrate the system. 

Finally the production MD run covered 15 ps with snapshots being stored every 750 steps (0.75 

ps), providing 20 structures in total. A 1 fs time-step and the Langevin thermostat were used for 

these MD simulations. 

 

Then all the methods were validated, including the QM reference calculations, by calculating 

single-point energies on each snapshot structure. We then calculated the QM based relative 

energies between each structure, providing 190 relative reference energy values for each system, 

for comparison. The mean error (ME) and mean unsigned error (MUE) of these values relative to 

the DFT calculated results were then calculated. The same approach was performed for all 12 

systems yielding the overall ME and MUE for each method. 

 

3.3.2.2. Structural prediction 

Besides assessing the ability of each method to accurately compute relative energies, we also 

evaluated their ability to predict structural data by assessing their minimized structures relative to 
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DFT optimized and the crystal structures. The criteria used herein were the RMSD values of the 

zinc ion together with its coordinating atoms and the RMSD values of all the heavy atoms in the 

system. Moreover, we also performed comparison of the Zn-ligand bond lengths in the optimized 

structures to the bond lengths given by both DFT and experiment.  

 

3.3.2.3. Gas phase MD simulations for CSD complexes with nonbonded parameter sets 

Four 1ns simulations using HFE, IOD, CM and 12-6-4 were carried out for each of the six CSD 

complexes systems. First, the system was minimized and then three iterations of 1 ns of heating 

and 1 ns of equilibration were run to bring the system from 0 K to 300 K. Finally the production 

MD run covered 1 ns. A 1 fs time-step and the Langevin thermostat were used for these MD 

simulations. 
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Figure 3.3. RMSD values of the protein backbone, metal binding site and binding 
atoms monitored along the 20 ns MD trajectory for each metalloprotein investigated 
(left), and the last snapshot from each trajectory (right). In the plots to the left, the 
black, red and blue curves represent backbone, metal binding site and binding atoms 
respectively. 
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3.4. Results and Discussion 

3.4.1 Validation of EZAFF 

3.4.1.1. Zinc Metalloproteins  

EZAFF was tested on 6 zinc metalloproteins (see Table 3.2) in explicit water using MD simulations. 

RMSD values for the protein backbone, metal binding site (the zinc ion plus the heavy atoms in 

the ligating residues) and the directly bound atoms (the central zinc ion plus the ligating atoms) 

against relevant PDB structures were calculated for each MD trajectory. These results are plotted 

in Figure 3 where we find that the geometries of all the six metal binding centers were stable 

throughout the 20 ns of MD simulation with average RMSD values for the binding atoms of ~0.25 

Å. The average RMSD values of the metal binding site were slightly larger (~0.5 Å) in comparison 

to those of the binding atoms. Based on these results, we concluded that EZAFF works well (at 

least for these systems) along with the AMBER ff14SB force field and GAFF to model zinc 

containing metalloproteins. 

 

3.4.1.2. Zinc organometallics 

We also tested EZAFF’s ability to model zinc containing organometallic compounds. For each of 

the 6 CSD complexes shown in Table 3.2, we calculated all possible permutations of the RMSD 

values between the EZAFF minimized structure, the B3LYP/6-31G* optimized structure and the 

CSD structure. The results are summarized in Table 3.3. Superpositions of the three structures for 

each of the 6 systems are illustrated in Figure 3.4. For the coordinates of the zinc and its ligating 

atoms, the RMSD values with respect to the CSD structures are < 0.15 Å for all the 6 complexes 

and the RMSD values towards the QM optimized structures are < 0.56 Å. It was not unexpected 

that EZAFF would work better in reproducing CSD geometries over QM because it assigns 
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equilibrium bond lengths and angles involving the metal ion based on CSD structures. The RMSD 

values become larger when including the coordinates of all non-hydrogen atoms in the calculation. 

This may, in part, be due to crystal packing effects in structures obtained from the CSD. 

Nonetheless, these RMSD values are quite reasonable, showing the capabilities of EZAFF coupled 

with GAFF. Based on these results, we conclude that EZAFF performed well overall in 

reproducing CSD structures for all 6 systems. 

 

Figure 3.4. Superimposition of the EZAFF optimized, 
DFT optimized, and CSD structures for 5 compounds 
taken from the CSD. These structures are shown in 
gray, green and yellow, respectively. 
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Besides structural predictions, accurately predicting vibrational frequencies is another way to 

evaluate the quality of a force field. The vibrational frequencies of the 6 complexes were calculated 

based on the EZAFF approach and at B3LYP/6-31G* level of theory respectively and their 

comparisons are shown in Figure 3.5.  

 

 

 

 

 

 

 

 

 

 

 

 

Table 3.3. RMSD values between EZAFF minimized, DFT optimized and CSD structures 
of six zinc containing organometallic compounds 

Model systems 
RMSD (Å)a RMSD (Å)b 

MM vs QM MM vs CSD CSD vs QM MM vs QM MM vs CSD CSD vs QM 
AHOQIY 0.110 0.088 0.094 0.306 0.198 0.195 

BEZKOH 0.145 0.150 0.113 0.458 0.838 0.453 

KUBVOT 0.557 0.131 0.534 1.222 0.440 1.212 

ZNTPBZ 0.379 0.102 0.356 1.394 1.155 0.482 

ABOWOF 0.228 0.077 0.216 0.545 0.344 0.438 

EGIXOH 0.175 0.119 0.130 0.252 0.247 0.275 
a RMSD values were computed for the coordinates of zinc and its directly ligated atoms.  
b RMSD values were computed for the coordinates of all non-hydrogen atoms. 
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Figure 3.5. Vibrational frequencies calculated based on DFT 
(blue) and the EZAFF model (green). In each plot, the normal 
modes are arranged in the order of their vibrational 
frequencies calculated by DFT as shown in the x-axis. 
 

 
 

 

It can be seen that, excepting discrepancies in some of the high frequency modes which are located 

in the > 3000 cm-1 range, most of the vibrational frequencies generated by the EZAFF model match 

reasonably well with those generated by DFT calculations. Similar patterns were found by Lin and 

Wang.47 They noted that the discrepancies in the high frequency range were mainly due to the 

stretching force constants of the C-H, N-H, and S–H bonds in GAFF26 whose influence is 

negligible when applying SHAKE44 to constrain the X-H bonds during simulation.  
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Figure 3.6. B3LYP relative energies vs. heavy atom RMSDs over all 20 conformers 
for all the 12 test systems. The RMSDs were calculated with respect to the lowest 
energy conformer. The corresponding superposition is for the lowest single point 
energy conformer (gray) and the highest RMSD one (green or yellow). 

 
 

 

3.4.2. Benchmark assessment of different MM and semi-empirical QM methods for modeling 

zinc-containing systems 

As described in the Method section, 3 bonded MM methods (EZAFF, Seminario and Z-matrix 

methods), 4 nonbonded parameter sets (HFE, IOD, CM and 12-6-4) and 4 popular semi-empirical 
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molecular orbital methods (AM1, PM3, PM6 and SCC-DFTB) were evaluated against energetic 

and structural B3LYP/6-31G* derived benchmark quantities. We also provided a detailed 

comparison amongst the 4 nonbonded models based on how they performed on gas phase MD 

simulations of the 6 CSD test systems. 

 

 

Table 3.4. Mean unsigned errors (MUEs) of relative energies for 12 zinc complexes 
investigated 

   

method 
 MUEa (kcal/mol)  

1PZW 2AP1 1H4N 1P3J 1F57 1Y9Qb AHOQIY BEZKOH ZNTPBZ KUBVOT ABOWOF EGIXOH All 

PM6 3.88 4.86 4.66 3.75 8.11 4.68 5.14 4.13 2.58 4.25 8.71 6.21 5.08 
PM3 3.75 3.81 5.51 4.94 8.06 8.84 3.78 6.54 2.13 4.33 10.52 6.64 5.74 
AM1 5.26 3.34 6.60 4.08 9.19 7.21 3.65 6.74 4.14 4.72 12.36 5.46 6.06 
SCC-
DFTB 2.89 3.65 4.24 3.33 4.49 7.37 3.50 2.28 2.55 2.79 9.61 5.65 4.36 

EZAFF 10.30 7.34 18.71 15.44 25.03 16.34 9.10 6.89 9.43 17.07 12.58 22.93 14.26 
Seminario 5.38 7.37 10.84 7.12 39.25 -- 7.17 8.30 5.31 10.00 17.09 10.15 11.64c 
Z-matrix 4.46 5.37 15.68 6.15 21.75 -- 5.86 8.16 4.63 4.48 11.40 7.22 8.65 c 

HFE  6.19 6.38 13.51 7.64 19.58 16.45 10.16 14.05 5.81 7.20 13.61 8.90 10.79 
IOD 4.80 6.14 12.60 6.25 19.96 14.58 9.02 13.25 4.71 6.63 14.33 5.96 9.85 
CM 5.87 6.23 13.10 7.28 19.55 15.89 9.73 13.45 5.55 6.88 13.57 8.08 10.43 

12-6-4 5.89 7.42 13.23 6.62 21.37 14.56 9.69 14.78 6.30 8.02 14.57 6.27 10.73 
a MUEs were computed against B3LYP/6-31G* values. 
b One Zn-N bond broke after DFT optimization, so that Seminario and Z-matrix are not applicable. 
c MUEs were computed over all systems except 1Y9Q. 

 

 

 

3.4.2.1. Energetic predictions 

As described in the Methods section, 20 snapshots were taken for each system. DFT single point 

energy calculations were carried out for each of them. The scatterplots in Figure 3.6 show the 

B3LYP relative energies along with the corresponding structural RMSDs (with respect to the 

lowest energy point). Based on the superpositions in Figure 3.6 of the lowest energy conformer 

and the largest RMSD conformer, we can see that the metal ion coordination environment is 

maintained throughout the simulations.  First, we compared the relative energies predicted by the 

7 MM methods and 4 semi-empirical molecular orbital methods to the DFT benchmark values. 
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The performance of each model was evaluated by the mean unsigned errors (MUEs) and mean 

errors (MEs) against DFT derived results. Table 3.4 lists the MUEs for the relative energies for 

each system. The corresponding MEs are shown in Table 3.8. Generally, the semi-empirical 

molecular orbital methods outperform the MM models. SCC-DFTB gives the best predictions for 

the relative energies for 8 systems except 2AP1, 1Y9Q, ZNTPBZ and EGIXOH. The MUEs from 

Table 3.4 show the order SCC-DFTB, PM6, PM3, AM1, and then the Z-matrix and the IOD 

nonbonded parameter set (from best to worst). Finally, the remaining nonbonded parameter sets, 

Seminario’s and ZAFF perform the worst. However, the difference in the performance of methods 

in the same class is small. Among semi-empirical molecular orbital methods, PM6 and PM3 give 

similar results that are subtly better than AM1 with difference of ~1 kcal/mol. Within the 4 

nonbonded MM models, the IOD parameter set is the best option since it provides the lowest 

MUEs in 9 out of 12 of the test systems. This is followed by the CM and then the 12-6-4 models 

and which one of the two is best is case dependent. Finally, the HFE parameter set is a bit off from 

the other nonbonded models, which maybe isn’t surprising since this model makes the largest 

structural compromise to get the energies right. The discrepancies are comparatively bigger for the 

bonded MM models: Z-matrix method yielded an overall MUE 3 kcal/mol less than the Seminario 

method, and Seminario outperforms EZAFF by less than 3 kcal/mol. Moreover, the performances 

between the three categories of methods are not significantly different. For example, the difference 

between SCC-DFTB, which is the best semi-empirical molecular orbital method, and the best 

bonded MM methods was ~4 kcal/mol, while Z-matrix slightly outperformed the IOD nonbonded 

model by just ~1 kcal/mol. Meanwhile, the MEs (see Table 3.8) show different methods offer 

similar systematic errors, with nonbonded models offering consistently slightly higher MEs. We 

also plotted the correlation between relative energies computed with B3LYP and other methods in 
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Figure 3.7. The data points in the plots represent relative energies of conformers with respect to 

the one having the lowest B3LYP single point energy for each test system. The computed 

Pearson’s rs vary from 0.54 to 0.68. It is shown that semi-empirical methods are slightly more 

correlated to B3LYP values and render a similar range of relative energies. However, both bonded 

and nonbonded MM models give several relative energies out of range.  Based on the above, we 

conclude that both bonded and nonbonded MM models offer slightly less accurate relative energies 

with respect to semiempirical quantum methods but with reduced computation cost. Moreover, 

with much less effort needed in parameterization, EZAFF, represents a good substitute for the 

Seminario and Z-matrix methods for relative energy calculations.  
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Figure 3.7. Correlation of B3LYP relative energies vs. relative energies with different 
methods over all 20 conformers for all the 12 test systems. Relative energies were 
computed relative to the values of the conformers with the lowest B3LYP single point 
energy. The Pearson’s correlation coefficients are given for each plot. 

 
 

 

3.4.2.2. Structural Predictions 

We evaluated the structural models for each method by calculating the RMSDs between their 

minimized structures and the DFT optimized ones for the 11 applicable complexes (except 1Y9Q 

because one ZN-N bond was severed in the DFT optimization). All the RMSD values listed in 

Table 3.5 are based on the coordinates of the zinc ion and its ligating atoms. However, we find 

overall that it is hard to clearly distinguish between semi-empirical QM methods and bonded MM 

methods and their performance is case dependent. Overall, per Table 3.5, Seminario and PM6 are 
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slightly better overall since both of them have a higher probability of outperforming the other 

method and yield the lowest average RMSDs as shown in the last column of Table 3.5. When 

reproducing the DFT optimized structures, the Seminario method did the best job in 4 out of 12 

complexes, while PM6, SCC-DFTB, PM3 and AM1 yielded the lowest RMSDs for 3, 2, 1 and 1 

out of 12, respectively, which indicates a comparable ability of the bonded MM methods relative 

to the semi-empirical methods. Within the scope of the bonded MM methods, the Seminario 

method yielded a consistent performance overall and outperformed the Z-matrix and EZAFF 

method. However, both the Seminario and Z-matrix approaches have the same limitation in terms 

of the expense to build the model. Although the performance of nonbonded models are not up to 

semi-empirical QM methods and bonded models for most systems, they perform consistently well 

in reproducing DFT optimized structures. Amongst the 4 nonbonded models, IOD and 12-6-4 are 

the two best options, followed by CM and HFE.  

 

Next, we compared the different methods in their ability to reproduce the crystal structure and their 

corresponding RMSDs are listed in Table 3.6. It is not surprising to find that EZAFF performs the 

best and gives the smallest RMSD values for 9 systems, since EZAFF assigns the equilibrium bond 

lengths and angle values based on the crystal structures. However, it is hard to rank order the semi-

empirical QM methods, bonded models and nonbonded models since they all provide similar 

RMSD values for all test systems.  
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Table 3.6. RMSD values of the optimized structure by each method towards the crystal 
structure (PDB or CSD) for each of the 12 complexes 

method  RMSD (Å)a 
1PZW 2AP1 1H4N 1P3J 1F57 1Y9Qb  AHOQIY BEZKOH ZNTPBZ KUBVOT ABOWOF EGIXOH 

PM6 0.172 0.272 0.822 0.337 0.429c 0.331 0.080 0.136 0.377 0.544 0.287 0.131 
PM3 0.174 0.227 1.030c 0.255 0.422 2.193c 0.222 0.134 0.392 0.535 0.231 0.127 
AM1 0.223 0.304 0.863 0.290 0.156 0.303 0.254 0.238 0.351 0.531 0.263 0.164 

SCC-DFTB 0.190 0.277 0.896 0.183 0.781 0.283 0.137 0.140 0.390 0.531 0.176 0.281 
EZAFF 0.105 0.083 0.117 0.239 0.078 0.124 0.088 0.150 0.102 0.131 0.077 0.119 

Seminario 0.152 0.187 1.995 0.212 0.243 -- 0.151 0.216 0.359 0.752 0.205 0.150 
Z-matrix 0.131 0.844 2.045 0.190 0.541 -- 0.092 0.390 0.375 0.782 0.826 0.487 

HFE  0.407 0.445 0.875 0.470 0.406 2.010c 0.429 0.282 0.556 0.702 1.055c 0.232 
IOD 0.190 0.284 1.959 0.464 0.188 0.130 0.285 0.343 0.411 0.773 0.270 0.140 
CM 0.313 0.368 1.936 0.376 0.287 1.390c 0.354 0.386 0.490 0.645 0.295 0.149 

12-6-4 0.190 0.272 1.974 0.427 0.205 0.390 0.337 0.319 0.329 0.253 0.190 0.144 
a RMSD values were computed by considering the coordinates of zinc and the atoms in direct bonding with zinc. 
b One Zn-N bond broke after DFT optimization, so that Seminario and Z-matrix are not applicable. 
c Coordination changed after minimization with corresponding method. 

 

 

The RMSD values listed in Table 3.9 and Table 3.10 are based on the coordinates of all heavy 

atoms. One will notice that the lowest all heavy atom RMSDs generated among the 7 molecular 

mechanics methods are similar to the lowest RMSDs from the 4 semi-empirical QM methods.  

 Table 3.5. RMSD values of the optimized structure by each method towards the 
DFT optimized geometry for 12 complexes 

 

method  RMSD (Å)a  
1PZW 2AP1 1H4N 1P3J 1F57 1Y9Qb AHOQIY BEZKOH ZNTPBZ KUBVOT ABOWOF EGIXOH meand 

PM6 0.062 0.114 1.966 0.210 0.338 

c -- 0.081 0.050 0.044 0.045 0.083 0.242 0.294 

PM3 0.067 0.107 2.124c 0.177 0.572 -- 0.164 0.033 0.053 0.057 0.092 0.187 0.330 
AM1 0.217 0.162 2.024 0.252 0.251 -- 0.220 0.138 0.158 0.143 0.118 0.137 0.347 
SCC-
DFTB 0.071 0.116 1.960 0.059 0.835 -- 0.076 0.049 0.071 0.047 0.092 0.233 0.328 

EZAFF 0.260 0.241 1.987 0.285 0.205 -- 0.110 0.145 0.379 0.557 0.228 0.175 0.416 
Seminario 0.187 0.084 0.116 0.157 0.122 -- 0.088 0.146 0.083 1.104 0.077 0.149 0.210 
Z-matrix 0.197 0.904 1.070 1.288 0.400 -- 0.086 0.346 0.244 0.374 0.915 0.456 0.571 

HFE  0.514 0.453 0.912 0.477 0.396 -- 0.429 0.320 0.437 0.455 0.958c 0.232 0.508 
IOD 0.249 0.211 0.656 0.521 0.269 -- 0.263 0.376 0.158 0.282 0.460 0.198 0.331 
CM 0.411 0.356 0.789 0.375 0.308 -- 0.344 0.436 0.334 0.304 0.469 0.205 0.394 

12-6-4 0.237 0.189 0.666 0.473 0.255 -- 0.299 0.348 0.218 0.423 0.373 0.246 0.339 
a RMSD values were computed by considering the coordinates of zinc and the atoms in direct bonding with zinc.  
b One Zn-N bond broke after DFT optimization. 
c Coordination changed after minimization with corresponding method. 
d The mean RMSD over all the systems except 1Y9Q.  
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Therefore, we draw the conclusion that, when coupled with GAFF, the performance of both 

bonded and nonbonded models are comparable to semi-empirical QM methods. 

 

The MUEs, MEs of Zn-X equilibrium bond lengths prodcued by semi-empirical molecular orbital 

methods, bonded MM models and nonbonded MM models are collected in Table 3.7.  Again, as 

expected, EZAFF shows the best performance for crystal bond length prediction, followed by 

SCC-DFTB, PM6, Seminario, 12-6-4, AM1, IOD, Z-matrix, PM3, CM and HFE. For prediction 

of the DFT optimized Zn-X bond lengths, the performance ranking is SCC-DFTB, PM6, AM1, 

Seminario, Z-matirx, PM3, EZAFF, 12-6-4, IOD, CM and HFE. 

 

 

Table 3.7. MUEs and MEs of Zn-X distance values of 
the optimized structure by each method towards the 
crystal structure (PDB or CSD) and DFT optimized 
structure for 11 complexes (except 1Y9Q) 

method crystal structure DFT optimized structure 
MUE (Å) ME (Å) MUE (Å) ME (Å) 

PM6 0.113 -0.015 0.085 -0.033 
PM3 0.149 0.083 0.129 0.066 
AM1 0.126 0.100 0.099 0.079 

SCC-DFTB 0.104 -0.006 0.071 -0.023 
EZAFF 0.092 0.036 0.133 0.019 

Seminario 0.117 0.043 0.109 0.026 
Z-matrix 0.139 0.081 0.120 0.064 

HFE  0.452 -0.320 0.443 -0.337 
IOD 0.127 -0.088 0.137 -0.105 
CM 0.264 -0.255 0.278 -0.272 

12-6-4 0.120 -0.078 0.136 -0.095 

 

 

3.4.2.3. Gas phase MD simulations for CSD complexes with nonbonded parameter sets 

Each one of the 6 CSD complexes were modeled with different nonbonded parameter sets and 

simulated in the gas-phase for 1 ns. Zn-X distance values were recorded along all the simulations 
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and plotted in Figure 3.8. It is shown that the complex structures modeled with either IOD or 12-

6-4 parameter sets remain intact during the simulations, whereas, a few Zn-N and Zn-S interactions 

were broken when being modeled with HFE or CM, as seen in ABOWOF, BEZKOH and EGIXOH.  

 
 

Figure 3.8. Zn-X distance values from 1 ns gas-phase MD simulations of CSD complexes. 
The title for each plot includes the complex name and the nonbonded parameter set. Different 
colors represents different Zn-X interactions (ABOWOF: black, red, blue, green, yellow 
correspond to Zn-N and 4×Zn-O; AHOQIY: black, red, blue, green correspond to Zn-S, Zn-
N, Zn-S and Zn-N; BEZKOH: black, red, blue, green all represent Zn-N; EGIXOH: black, 
red, blue, green, yellow, brown correspond to 2×Zn-O, 2×Zn-N and 2×Zn-S; KUBVOT: 
black, red, blue, green correspond to Zn-S, Zn-N, Zn-S and Zn-N; ZNTPBZ: black, red, blue, 
green all represent Zn-S) 
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Figure 3.8.  (cont’d) 

 

 

 

3.5. Conclusions 

In present work we developed the EZAFF method that is based on an empirical approach to 

determine the force field parameters for bonds and angles involving the zinc ion. Validations were 

performed on 6 metalloproteins and 6 organometallic compounds with various coordination 

environments. Results showed that EZAFF is reliable for simulating these systems. Meanwhile, 

we performed benchmark calculations on 3 bonded MM methods (the EZAFF, Seminario and Z-

matrix methods), 4 nonbonded MM parameter sets (the HFE, IOD, CM and 12-6-4) and 4 semi-

empirical molecular orbital methods (AM1, PM3, PM6 and SCC-DFTB methods). These 

benchmark calculations explored the performance of these methods to both reproduce structural 

data and relative energies. At a reduced computational cost, the MM models yield a comparable 
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performance to the more expensive semi-empirical models for modeling zinc-containing 

complexes.  

 

3.6. Supporting Information 

 

 

 Table 3.8. Mean errors (MEs) of relative energies for 12 zinc complexes 
investigated 

   

method 
 MEa (kcal/mol)  

1PZW 2AP1 1H4N 1P3J 1F57 1Y9Qb AHOQIY BEZKOH ZNTPBZ KUBVOT ABOWOF EGIXOH All 

PM6 0.15 0.43 -0.84 -1.85 -0.69 -0.62 -0.07 -1.14 0.14 -0.48 -0.44 -0.13 -0.46 

PM3 0.52 0.75 -1.07 1.61 -0.21 3.74 -0.67 -1.77 0.54 -0.99 -0.40 -0.85 0.10 

AM1 0.13 1.48 0.46 0.98 -0.72 1.07 -0.16 -0.53 0.63 -1.04 -0.31 1.40 0.28 
SCC-
DFTB 0.42 0.03 0.41 1.29 0.15 -2.87 -0.17 -0.40 0.90 -0.53 -0.23 0.31 0.03 

EZAFF 0.98 3.44 -2.05 7.17 -3.87 0.46 0.04 -3.05 3.53 3.34 -4.41 -3.89 0.14 

Seminario -0.21 2.88 -2.10 1.24 -3.01 -- -0.18 -3.38 2.06 4.61 -7.13 -0.43 -
0.51c 

Z-matrix 0.02 1.52 -1.95 -0.40 -5.49 -- -0.64 -2.22 1.16 1.58 -2.98 2.26 -
0.65c 

HFE  0.92 0.81 0.27 -4.18 -9.06 1.55 1.42 -3.24 -0.87 1.77 -4.23 0.08 -1.23 

IOD 0.62 1.07 -0.36 -2.75 -8.78 1.81 0.24 -4.02 -0.14 0.61 -5.26 2.00 -1.25 

CM 0.85 0.86 1.38 -3.87 -9.00 1.61 1.16 -3.41 -0.71 1.52 -4.45 0.48 -1.24 

12-6-4 1.00 0.96 -0.21 -2.15 -8.63 3.19 0.12 -4.60 -0.49 0.63 -5.38 2.44 -1.09 
a MEs were computed against B3LYP/6-31G* values. 
b One Zn-N bond broke after DFT optimization, so that Seminario’s and Z-matrix are not applicable. 
c MEs were computed over all systems except 1Y9Q. 

 

 

 

 Table 3.9. RMSD values of the optimized structure by each method towards the DFT 
optimized geometry for 12 complexes 
method 

 RMSD (Å)a 

1PZW 2AP1 1H4N 1P3J 1F57 1Y9Qb AHOQIY BEZKOH ZNTPBZ KUBVOT ABOWOF EGIXOH 

PM6 0.431 0.764 3.024 1.452 1.371 c -- 0.772 0.743 0.271 0.083 0.090 0.563 

PM3 0.743 0.548 3.880c 1.203 1.479  -- 0.354 0.534 0.290 0.210 0.735 0.639 
AM1 1.044 0.636 3.054 1.219 0.541 -- 0.383 0.995 0.193 0.195 0.140 0.215 

SCC-DFTB 0.659 0.652 2.936 0.453 2.170 -- 0.724 0.697 0.108 0.087 0.183 0.295 

EZAFF 1.074 0.571 3.446 0.721 0.686 -- 0.306 0.838 1.394 1.222 0.545 0.252 

Seminario 0.738 0.551 0.737 0.636 1.562 -- 0.411 0.657 0.787 1.610 0.496 0.188 

Z-matrix 0.813 1.089 1.297 1.314 1.304 -- 0.286 0.932 1.150 0.575 1.124 0.984 

HFE  1.557 1.198 1.705 1.551 0.605 -- 1.525 0.592 0.709 0.439 1.209c 0.398 

IOD 1.571 1.236 1.456 1.470 0.762 -- 1.638 0.487 0.638 0.977 0.876 0.333 

CM 1.444 1.280 1.600 1.874 0.698 -- 1.589 0.610 0.653 0.402 0.844 0.366 

12-6-4 0.751 0.671 1.326 1.000 0.631 -- 1.728 0.445 1.745 1.067 0.622 0.317 
a RMSD values were computed by considering the coordinates  of all non-hydrogen atoms.  
b One Zn-N bond broke after DFT optimization. 
c Coordination changed after minimization with corresponding method.  
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Table 3.10. RMSD values of the optimized structure by each method towards the crystal 
structure (PDB or CSD) for each of the 12 complexes 

method 
 RMSD (Å)a 

1PZW 2AP1 1H4N 1P3J 1F57 1Y9Qb  AHOQIY BEZKOH ZNTPBZ KUBVOT ABOWOF EGIXOH 

PM6 0.547 0.706 1.579 1.769 1.423c 0.938 0.702 0.327 0.593 1.261 0.454 0.483 

PM3 0.607 0.665 1.196c 1.523 1.066 2.135c 0.445 0.204 0.539 1.069 0.557 0.652 
AM1 0.848 0.670 1.467 1.528 0.857 0.968 0.478 0.585 0.556 1.112 0.403 0.362 

SCC-DFTB 0.886 0.689 1.479 0.590 1.932 1.711 0.694 0.294 0.507 1.237 0.546 0.362 

EZAFF 1.139 0.689 0.848 0.483 0.864 1.323 0.198 0.458 1.155 0.440 0.344 0.247 

Seminario 0.981 0.796 3.483 0.585 1.963 -- 0.376 0.251 0.672 0.963 0.379 0.311 

Z-matrix 1.034 1.026 3.611 1.199 1.718 -- 0.187 0.531 1.018 0.995 0.912 1.162 

HFE  1.540 1.448 3.683 1.653 0.947 2.070c 1.451 0.434 1.072 1.494 1.269c 0.296 

IOD 1.565 1.512 3.763 1.295 0.955 1.906 1.570 0.547 1.046 2.122 0.484 0.229 

CM 1.397 1.531 3.688 1.750 1.043 1.641c 1.518 0.743 1.031 1.530 0.460 0.232 

12-6-4 0.492 0.617 3.699 0.616 0.663 1.077 1.664 0.559 1.614 0.252 0.241 0.173 
a RMSD values were computed by considering the coordinates of all non-hydrogen atoms. 
b One Zn-N bond broke after DFT optimization, so that Seminario and Z-matrix are not applicable. 
c Coordination changed after minimization with corresponding method. 
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Deep Learning in Toxicity Prediction with One-Dimensional Similarity 
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4.1. Introduction 

Drug discovery and development is a process that requires a significant amount of time and 

resources to successfully see to completion. Hence, there is a great need for robust computational 

methods to accelerate and reduce the costs associated with the process. Many methods have 

emerged recently including data mining, machine learning1 and deep learning2, 3 to address various 

aspects of the drug design workflow.  

 

Some traditional machine learning methods like Random Forest (RF) and Support Vector Machine 

(SVM) have been popular in predicting structure-activity relationships in drug discovery.4, 5 They 

offer high prediction accuracy and are easy to implement. Machine learning methods describe a 

molecular system using a range of chemical descriptors or “features”. The resultant vector of 

descriptors is input into the model to subsequently generate predictions about the properties of 

interest. Random Forest is an ensemble machine learning model built upon a collection of Decision 

Trees combined with bootstrap sampling and random feature selection. The output is determined 

by majority vote or the mean prediction of individual trees. Random Forest outperforms a single 

Decision Tree because it reduces variance and limits overfitting.  Unlike common machine 

learning algorithm that reduce the dimensionality of a problem, SVM actually increases the 

dimension of the data space and builds a hyperplane in the transformed feature space using kernel 

functions and margin maximizing techniques. There are also several other related methods that are 

commonly used including k-nearest neighbors6, 7, naïve Bayes classifier8 and artificial neural 

networks9. 
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Deep learning is a high-level machine learning algorithm, which is built on the basis of artificial 

neural networks with many layers of neurons. It is also called a deep neural network (DNN). A 

DNN can be considered as a process of data abstraction and transformation, or more specifically, 

a function mapping the input vector to an output vector. A layer in DNN is composed of up to 

thousands of neurons. Each neuron represents an abstract feature, which is activated by applying 

the activation function to the computed values of all the neurons in the previous layer. With an 

increased number of layers and neurons, higher levels of abstraction of the input features is done 

with the intent of teasing out more detailed information contained in the data relative to a shallow 

neural network.  

 

Accurately predicting the toxicity of a compound prior to its synthesis and biological testing is one 

of the ways in which computations could save the pharmaceutical and biotechnology industries 

time and money ultimately by failing early in the process rather than in the more expensive later 

stages of the drug discovery workflow. Experimentally, the effects of chemicals on human health 

have been evaluated by both in vivo tests on animals and via high-throughput screening (HTS)10. 

However, the drawback of these techniques is for the former ethics concerns and for the later the 

cost. So that a growing number of researchers have been working on developing computational 

models to predict the toxicity of compounds using both traditional machine learning algorithms 

and Deep Learning.  

 

The Tox21 10k compound library11 is a well-known data set for building models for toxicity. The 

data set consists of the results generated for 12 different pathway assays.12-16 Among the 

submissions of the Tox21 Challenge, many models have been built to predict toxicity and most of 
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them are machine learning models, including support vector machine (SVM), Random Forest (RF) 

and Deep Learning.17-25 The winning method, DeepTox, used a multi task Deep Learning model 

and performed the best in 6 of the assays.22 DeepChem was later introduced to use one-shot 

learning in computational drug discovery including toxicity prediction, which required smaller 

amount of data.26  

 

Herein, we present the models we built to predict toxicity using both chemical descriptors and one-

dimensional similarities as molecular features. These models cover SVM, RF and DNN. We did 

thorough model selection with 5-fold cross validation and model evaluation on a test set. The 

quality metric we used is AUCs for these classifiers. We are able to outperform the top methods 

in the Tox21 challenge for most of the tasks. And the one-dimensional similarities proved to be 

good features to add on top of chemical descriptors to improve the predictive power of our machine 

learning model. 

 

4.2. Method 

An overview of the workflow is shown in Figure 4.1. We have used various machine learning 

models including SVM, Random Forest and Deep Learning to predict toxicity using the Tox21 

dataset. The dataset contains the results from 12 nuclear receptor assays relevant to human toxicity. 

After data cleaning based on the structures, 8989 were kept out from more than 10k compounds. 

The criterion for structure selection is that there’s no metal ions involved and the molecule can be 

represented by a one-dimensional representation, which is discussed below. The training and test 

sets were generated by randomly splitting the data set using a 7:3 ratio. The details of the molecular 

features and machine learning process are covered in subsequent sections. 
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Figure 4.1. Workflow overview 

 

 

 

4.2.1 Molecular Features 

4.2.1.1. Chemical descriptors.  

The molecular features included in our machine learning models are a combination of chemical 

descriptors and one-dimensional similarities. DeepTox is the pipeline developed by the winning 

team of the Tox21 Challenge27. The chemical descriptors included in our model are static 

descriptors calculated with DeepTox. These include atom counts, various surface area values 

(polar, nonpolar, etc.), definitions of thousands of predefined toxicophores, Van der Waals 

volume, partial charges, etc..28, 29  

 

4.2.1.2. One-dimensional similarity.  

Apart from chemical descriptors, pair wise one-dimensional similarities were also included as 

model features. The similarity is computed as the normalized maximum overlap area of the one-

dimensional representations of two molecules using the method developed by Dixon et al.30 1D 

representations are generated through projecting atoms in a molecule from 3-D onto a 1D primary 

axis followed by BFGS optimization. The primary axis is determined through principal component 
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analysis of the Gram matrix. Once the similarity matrix of the whole Tox21 data set was available, 

we included certain number of top similarity values as features compared to toxic compounds in 

the training set for each assay target. 4 sets of similarity values were compared: 5, 10, 15 or 20. 

For example, when the number is 5 we would pick for the molecule in question the largest 5 

similarity values against the toxic compounds in the training set as new input variables appended 

to the chemical descriptors. 

 

4.2.2 Machine Learning 

Various classifiers have been built including SVM, random forest (RF) and Deep Neural Network 

(DNN) models. A grid search with 5-fold cross validation were carried out to optimize 

hyperparameter for each model. The selected models were then evaluated using the test set. 

 

4.2.2.1. Support Vector Machines (SVM).   

SVM is a robust method and widely used in modeling chemical properties.5, 31, 32 SVM selects a 

kernel function to map the data points from the input space to a higher-dimensional space (feature 

space) where a separating hyperplane is defined. There are several parameters used to define a 

SVM model. Optimal parameters are not identical for each of the 12 tasks, so that hyperparameters 

were tuned through grid search over all combinations of kernel types including soft margin 

parameter C, class weight and Gamma specific to radial basis function (RBF) kernels. Best sets of 

hyperparameters were determined based on 5-fold cross validation. It was observed that the RBF 

kernel performs better for most of the cases.  
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4.2.2.2. Random Forests (RF).  

 Random Forest33 classifier is an ensembled algorithm constructed by a collection of decision trees. 

A single decision tree is a weak estimator randomly, however, RF combines several weak 

estimators to form a stronger one. Similar to SVM, a grid search was done to find the optimal 

hyperparameters. The tuning parameters for RF are the number of trees in forest, the number of 

features considered when looking for the best split, the maximum depth of the tree and the 

minimum number of samples required to be at a leaf node.  

 

4.2.2.3. Deep Neural Networks (DNNs).  

The method we used was the standard fully connected multilayer neural network. For each task, 

the input layer takes an input vector including molecular features and similarity values. The hidden 

layers consist of 3 or 4 layers with rectified linear units (ReLU), which is by far the most popular 

activation function in DNN.2 Since predicting toxicity is a binary classification problem, the output 

is either one for having a toxic effect or zero for being nontoxic. In the output layer of the DNN, 

softmax activation is applied to get an estimated probability. The two classes are mutually 

exclusive for each task, so that a loss function of average softmax cross entropy is used to measure 

the probability error. Learning minimizes this error with the Adam algorithm as the optimizer. 

Grid search and cross validation were implemented to select the best set of hyperparameters 

including the number of layers, number of hidden nodes, activation function, batch size, learning 

rate, dropout rate and class weight. It was discovered that the optimal setting for the DNN varies 

from task to task.  
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4.3. Results and Discussion 

4.3.1. Benefit of One-Dimensional similarity 

To investigate whether one-dimensional similarities improves the performance, I compared AUC 

results of various learning methods with DeepTox (DT) features only and DT plus one-

dimensional similarities. Table 4.1 lists the resulting AUC values and indicates the best result for 

each task in bold font. If comparing all the combinations of features across three kinds of learning 

methods (SVM, DNN and RF), for 6 out of 12 tasks, DT plus similarities outperformed DT only. 

For 3 out of 12 tasks, they performed equally. For either DNN or RF, including similarities make 

AUC results better for 8 out of 12 tasks. Whereas, for SVM, similarities only improved the results 

for 4 assays.  Table 4.2 shows the average AUC for each method. In general, similarities enhance 

the performance of DNN and RF models when predicting toxicity with DT static features.  

 

4.3.2. Comparison of DNN, RF and SVM 

I selected the best-performing models from each machine learning method through grid search 5-

fold cross validations and evaluated them on the final test set. The methods I compared were DNN, 

SVM and RF. As shown in Table 4.1 and 4.2, RF is superior to the other two methods by achieving 

the best mean AUC on the test set and performing the best in 9 out of 12 assays.   

 

To summarize, in this chapter, I have introduced one-dimensional similarities as new features to 

toxicity prediction and have tested the performance of three different machine learning methods. 

AUC results show the benefit of including similarities for both RF and DNN but not for SVM.  

Finally, I found it interesting that RF achieved the best performance out of the three approaches. 
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Table 4.1. AUC results for different learning methods and different input features for 
each task 

Models Features 

Tasks 

nr-ahr nr-ar-lbd 
nr-
aromatase nr-ar nr-er-lbd nr-er 

nr-ppar-
gamma sr-are 

sr-
atad5 sr-hse sr-mmp sr-p53 

DNN DT 0.922 0.900 0.815 0.837 0.866 0.808 0.798 0.831 0.903 0.806 0.913 0.896 

 
DT+ Top 5 
similarities 0.922 0.884 0.818 0.831 0.862 0.806 0.810 0.825 0.898 0.763 0.911 0.902 

 
DT+ Top 10 
similarities 0.919 0.889 0.833 0.828 0.870 0.792 0.823 0.815 0.895 0.782 0.914 0.897 

 
DT+ Top 15 
similarities 0.918 0.903 0.827 0.836 0.865 0.792 0.813 0.828 0.905 0.778 0.910 0.893 

 
DT+ Top 20 
similarities 0.914 0.904 0.817 0.801 0.874 0.797 0.807 0.826 0.894 0.777 0.909 0.900 

RF DT 0.931 0.924 0.874 0.875 0.878 0.809 0.829 0.860 0.915 0.806 0.928 0.900 

 
DT+ Top 5 
similarities 0.927 0.924 0.882 0.878 0.880 0.806 0.837 0.861 0.913 0.800 0.925 0.899 

 
DT+ Top 10 
similarities 0.928 0.906 0.872 0.875 0.876 0.804 0.836 0.860 0.909 0.799 0.925 0.903 

 
DT+ Top 15 
similarities 0.926 0.910 0.872 0.876 0.880 0.807 0.830 0.855 0.906 0.800 0.925 0.896 

 
DT+ Top 20 
similarities 0.929 0.911 0.873 0.874 0.876 0.804 0.832 0.857 0.915 0.801 0.924 0.900 

SVM DT 0.919 0.886 0.866 0.851 0.892 0.816 0.816 0.836 0.882 0.787 0.915 0.910 

 
DT+ Top 5 
similarities 0.917 0.884 0.857 0.855 0.890 0.817 0.815 0.834 0.881 0.783 0.915 0.913 

 
DT+ Top 10 
similarities 0.917 0.884 0.856 0.855 0.891 0.817 0.815 0.833 0.879 0.781 0.915 0.914 

 
DT+ Top 15 
similarities 0.917 0.884 0.857 0.855 0.891 0.818 0.815 0.834 0.876 0.782 0.914 0.913 

 
DT+ Top 20 
similarities 0.917 0.885 0.857 0.855 0.891 0.817 0.812 0.834 0.876 0.780 0.914 0.911 

DT stands for Static chemical descriptors calculated with DeepTox. 

 

 

Table 4.2. Average AUC results for different learning methods  

Models Features Average AUC 

DNN DT 0.858 

 DT + similarities 0.861 

RF DT 0.877 

 DT + similarities 0.879 

SVM DT 0.865 

 DT + similarities 0.864 

The average AUCs are calculated over best AUC of each task for “DT + similarities” 
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The objective of this dissertation was to implement data science techniques in computational 

chemistry/biology using building machine learning (ML) models to predict protein-ligand 

complex structure, develop zinc ion force fields and predict the toxicity of drug molecules. 

 

The first chapter after the introduction in this thesis describes a fast and accurate methodology that 

uses protein chemical shift perturbations (CSP) to determine the structure of protein-ligand 

complexes1. The whole methodology consists of two parts. Firstly, I introduced a new regression 

model called HECSP to calculate ligand binding-induced proton CSPs in a protein. On the basis 

of HECSP, I further built a scoring function NMRScore_P which can rank the poses according to 

the discrepancy between computed and observed proton CSPs. Over all, HECSP coupled with 

NMRScore_P provides an accurate and rapid platform to refine protein-ligand complexes using 

NMR-derived information.  

  

Besides using a regression model in the development of HECSP, I also demonstrated the 

application of regression models in force field development. Based on the zinc AMBER force field 

(ZAFF), I developed an empirical approach called extended ZAFF (EZAFF) to determine the 

parameters for bonds and angles involving zinc.2 The advantage of EZAFF is that it can handle 

not only four-coordinated systems like ZAFF but also five- and six-coordinated systems. The 

reliability of EZAFF has been validated by tests on twelve different systems including 

metalloproteins and organometallic compounds with various coordination numbers. Further 

benchmark calculations were done as well to evaluate the relative performance of eleven methods 

for simulating zinc containing systems. It was discovered that the MM models could yield a 

comparable performance with a reduced computational cost compared to semiempirical models. 
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After building regression models for protein CSPs prediction and zinc ion force field development, 

we next applied ML and deep learning (DL) to predict the toxicity of small molecule compounds. 

I have presented the models I built in Chapter 4, which include SVM, RF and DNN. The dataset I 

used is from the Tox21 challenge. And the features included in my models are DeepTox3 static 

features and inter-molecular similarities based on a one-dimensional molecular representations4. 

The study has demonstrated the benefit of adding similarities on top of static features in terms of 

toxicity prediction. It is interesting to note that RF provides the best performance with the highest 

AUC on test set. 

 

Overall, the ultimate goal of my work is to implement ML in the field of computational chemistry 

and biology, where I have built several machine learning models ranging from basic linear 

regressions to DL models. It is shown that ML is indeed a strong alternative for physics-based 

models with enough high-quality data, especially for DL.  

 

ML and DL has gained more attention and has achieved good performance in computational 

chemistry and biology with access to big data, improved algorithms and powerful computers. 

However, it is not a clear-cut decision to totally shift gears to ML and DL despite of all the previous 

success stories in this field. It is still a challenge to find the right representations of chemical or 

biological molecules which bear the causal relationship with the property observed in 

experiments.5 Also, in order to build models with satisfying performance, the training dataset is 

the main factor. Another challenge for ML in chemistry is that the training data is usually coming 

from experiments, which means it is often sparse and unbalanced. A closer collaboration between 
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experimentalists and computational chemists is crucial to create data sets of good quality and better 

serve the machine learning community. To fully make the best use of ML and DL in computational 

chemistry the models and performance metrics need to be carefully tailored to specific problem. 

Even with these challenges, I am convinced that ML and DL will help drive the advancement in 

computational chemistry and biology. 
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