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ABSTRACT

SUICIDE, SIGNALS, AND SYMBIONTS: EVOLVING COOPERATION IN AGENT-BASED
SYSTEMS

By

Anya E. Vostinar

Cooperation is ubiquitous in nature despite the constant pressure for organisms to cheat by receiv-

ing a benefit from cooperators, while not cooperating themselves. The continued evolution and

persistence of countless forms of cooperation is a central topic in evolutionary theory. Extensive

research has been done on the theoretical dynamics of cooperation through game theory and the

natural examples of cooperation. However, it remains difficult to understand thoroughly the evolu-

tion of many cooperative systems, due in part to the ancient origins of these systems and the long

time scales required to see cooperation evolve in any natural populations. I have systematically

analyzed the evolution of three broad types of cooperation: programmed cell death, quorum sens-

ing, and mutualisms (cooperation across species). I have provided evidence that programmed cell

death can originate due to kin selection. I have also created two new systems to enable the ex-

tensive exploration of factors that affect the evolution of public goods cooperation and mutualism.

Using these systems, I determine the effects of environmental factors on the evolution of public

goods cooperation and mutualism. By uniting the expansive theoretical work on these forms of co-

operation with a fully-controlled experimental system, I contributed to our understanding of how

these forms of cooperation can emerge and be maintained in industrial and medical applications

that rely on bacterial cooperation.
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CHAPTER 1

INTRODUCTION

Darwinian evolution is often portrayed as a “tooth and claw” [87] fight between individuals for

survival [23]. However, interactions among organisms come in many forms, one major category

of which is cooperation. Cooperation is any interaction that benefits a recipient at a potential cost

to the actor, but that is favored by natural selection anyway due to either reciprocal cooperation

or kin selection [94]. As Darwin suspected, researchers have found vast amounts of evidence that

organisms of every size cooperate to improve their chances of survival [92, 27, 37].

1.1 Types of Cooperation

Cooperation in nature comes in many forms including among groups of closely-related indi-

viduals, among more distantly-related members of the same species, and even among organisms

of different species [92].

Cooperation within a group of related individuals encompasses many of the best known types

of cooperation, such as familial care among elephants traveling together, pack hunting in wolves

or other large predators, and eusocial behavior in colonies of bees, ants, or other insects [24].

Even bacteria frequently engage in cooperation among groups of related individuals, including

many cases that can affect human health, both positively (e.g., microbiomes) and negatively (e.g.,

diseases such as E. coli) [99].

Generally this form of cooperation works because the individual that is benefiting also has a

copy of the cooperative gene, leading to the continued existence of that gene in the population even

if the cooperative behavior kills (or otherwise reduces the fitness of) some of the individuals, as

long as there is a net gain of fitness to kin that possess the gene [24]. Of course, in any cooperative

system there is the possibility that a cheater will arise: a mutant that does not have the cooperative

gene but still receives benefits from its relatives that do. The logic of natural selection seems to

lead to that mutant doing disproportionately well, having many more offspring, and taking over
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the population, leading to the collapse of cooperation. On the other hand, it’s hard to imagine how

that cooperative trait got going in the first place, since a single cooperator that has just been born

surrounded by non-cooperators probably won’t last long. There are many factors that could allow

for this form of cooperation to evolve and flourish, but it is difficult to test all the possibilities in

any single system. Therefore, in Section 2, I will be using a digital system to test some of the

possibilities.

Cooperation is not limited to closely related individuals, however. Some notable forms of

cooperation occur in large groups within a single species, but not necessarily closely related.

Schools of fish, swarms of insects, and flocks of birds help the group avoid predators on average,

no matter how distantly individuals are related. However, it is still better to be the fish on the inside

of the school than the outside, leading to selective pressure to get a better position [24].

Many species of bacteria also engage in this form of cooperation. For example, Vibrio fischeri

cooperate to produce the brilliant bioluminesence visible at night in many places of the ocean,

and, less obviously, Erwinia carotovora – a plant pathogen – breaks down cell walls that are too

difficult for an individual bacterium by waiting until they get to a high enough concentration in the

plant before suddenly making the plant sick [75].

To coordinate these large groups of non-kin, there needs to be some kind of communication,

information passed from one organism to another until the entire group knows. Often this commu-

nication is not the verbal kind that we are used to using; instead, bacteria use small chemicals that

diffuse through the environment and detect how much of that chemical is around them [65]. This

way, an individual can get a rough idea of whether the colony is big enough for some sort of mass

action that is only beneficial in large quantities. Once there are enough individuals all producing

the signal and listening, they can suddenly switch on and avoid wasting precious resources. This

type of system is again susceptible to cheaters: individuals that don’t switch on with the group but

still get the benefit produced by the group. These individuals should then have more resources,

produce more offspring, and again take over the population. Determining how that is prevented in

natural systems and if it works in the same conditions where the cooperative communication first
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evolved is vital to our being able to control the group action of many types of bacteria, both to al-

low us to increase and decrease the cooperation depending on the effect. To better analyze several

possible factors, I created a new digital system to explore this form of cooperation in Section 3.

Finally, cooperation can occur among individuals of different species, and this type of cooper-

ation is called a mutualism [99]. Virtually every known species is likely involved in a mutualism of

some kind, from the well-known examples of cleaner fish and pollinators to the countless ‘helpful’

bacteria that we are discovering in ourselves, and every other species we examine, to mutualism

between disease-causing bacteria and viruses that are difficult to fight due to rapid evolution [99].

When the benefit of cooperation is going to a member of a different species, it is clear that sharing

genes cannot be the root cause as neatly as it can be within a species. This realization has made

the evolution and maintenance of mutualism a topic that researchers have spent decades theorizing

about, while also being a topic that is so complex that it has been difficult to test any of that theory

[55]. By creating a digital system called Symbulation, I have been able to directly test and verify

theoretical models as well as combine factors in ways that are simply impractical in a theoretical

model. In Section 4 I present that system along with several experimental tests of long-debated

and recent theoretical hypotheses.

1.2 Mathematical Frameworks

When systematically studying the evolution of cooperation, analyses must eventually boil down

to measuring risks versus rewards and identifying the expected costs and benefits of the cooper-

ative act. Therefore, we can use the mathematical framework of Game Theory to more formally

categorize the three types of cooperation that I am considering in this work.

Game theoretic scenarios can often pose interesting puzzles for the players, where exact anal-

ysis is not always easy. A well-studied two-player game is the Prisoner’s Dilemma. In a single

round of this game, a player will always score better by defecting than by cooperating with their

opponent, leading to an outcome where both players defect. The challenge comes in that players

will do better if both cooperate rather than both defect, but far worse if they cooperate and their op-
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Figure 1.1: Example Prisoner’s Dilemma payoffs.

ponent defects, as shown by the payoffs in Fig 1.1. Indeed, game theoretic calculations [77] show

that without information about the other players, defection is the only stable strategy in single iter-

ations of these games. However, if there is information (often gained through repeated interactions

between the same players), cooperation can become stable. A similar dynamic can also be seen

in the Public Goods game, where multiple individuals have the opportunity to take advantage of a

shared resource, often leading the to a tragedy of the commons [44]. Therefore, within either the

Prisoner’s Dilemma or the Public Goods game, the forms of cooperation can be classified by the

type of information they rely on:

1. Spatial information - Perhaps the most basic form of information that an organism can rely

on is the relative positions of themselves and the other players. If the environment is such

that close genetic relatives tend to be near each other – either through some mechanism of

self-selection or because offspring tend to stay near their parents – then cooperative organ-

isms can assume they will disproportionately interact with other cooperators near them. As

shown in Adami et al., adding spatial dynamics to game theory makes analytical solutions

difficult and therefore agent-based systems are more practical to determine the conditions

under which cooperation can evolve and persist [2]. I analyze a form of cooperation via

spatial information in Chapter 2.

2. Communication information - If organisms are able to use some sort of messaging, coop-

eration can be stable. Communication can allow organisms to identify other cooperators and
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selectively interact with them. Therefore, organisms do not need to be spatially near other

cooperators all the time for cooperation to succeed. Generally there is both a cost to com-

munication and cooperation, leading to increasingly complicated dynamics. Game theory

is able to analyze games where communication is enabled [3, 62], however spatial dynam-

ics (in that biological organisms are almost always non-randomly assorted in space) again

make agent-based simulations more practical to understand when cooperation will evolve

and persist. I explore a form of communication called quorum sensing in Chapter 3, where

organisms are able to communicate only their presence and detect the number of cooperators

in their immediate area in a public goods game.

3. Species information - If cooperation is between different species, as is the case in biological

mutualisms, the unique features of a species provide information to its partner. There is often

some kind of communication between partners, which would make that instance a subset of

the second category. However, because the organisms are from different species, they may

not be in direct competition and as such there is the possibility of a net gain from cooperation

due to resource specialization and differential need. For example, the acacia tree cannot

physically attack herbivores that eat its leaves, but it can provide nutrition to an ant colony,

and if that ant colony in return fights off herbivores, there is a net gain for organisms of

both species. There are many theoretical models as to how mutualisms might evolve and be

maintained, and there are many well-known examples of mutualisms in nature [55, 91, 59,

82]. The field is at a point where these two sources of information can be connected through

experimental systems in ways that were previously impossible. In Chapter 4, I explore the

factors that lead to the evolution and persistence of mutualism.

Of course, many other mechanisms are possible for gaining information about the other players

in a game-theoretic scenario. For example, organisms may be able to play multiple games with

each other to gain trust or observe each other interacting to create community-level reputations. As

I am not focusing on any of these alternative mechanisms in this proposal, however, I am limiting
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detailed descriptions to the three above.

1.3 Model Systems in Which to Study Cooperation

There are three main categories of model systems in which cooperation is frequently studied:

mathematical models, biological model organisms, and agent-based computational models.

William D. Hamilton determined an elegant inequality, called Hamilton’s Rule, that describes

whether an organism should perform a costly behavior (with cost C) based on the relatedness of

the other organism (r) and the benefit (B) to that other organism: C < r ∗B [42]. As discussed

previously, game theory is a field of mathematics devoted to the study of interacting agents, and

it has often been used to study cooperation [45, 3, 2]. There have since been many studies that

find conditions under which cooperation can persist, such as when individuals can remember what

the other has done previously [62]. Evolutionary game theory has furthered these ideas by putting

strategies into an ecological context (i.e. a population of individuals with one of several strategies)

and determining what strategies dominate when a population of organisms is interacting [2]. By

determining mathematically what benefit there should be in a system free of noise, researchers can

form predictions of what may happen in a more realistic system. However, game theory assumes

populations have infinite size and are under a strong-selection, weak-mutation regime (SSWM).

SSWM means that it is assumed that when a mutation occurs, selection is strong enough that that

mutation either sweeps the population or disappears before another mutation arises. However, as

demonstrated in Adami et al. [2], even E. coli will, on average, have multiple mutations in a

population at any given time, putting it, and likely most other biological organisms, in the weak-

selection, strong-mutation regime (WSSM).

To truly understand cooperative traits in nature, we have to study biological organisms. There

is a large amount of research into cooperation among natural organisms, from humans to insects,

large carnivores to microscopic herbivores, and a myriad of other species in between [93, 76, 78].

Bacteria are especially useful for understanding the basic evolutionary dynamics of cooperation be-

cause there are many instances of cooperation between single-celled creatures, they have relatively
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quick replication times, and they can be revived after being frozen making possible competitions

between ancestral and derived strains [96]. However, even bacteria take hours to reproduce in a

sustained experiment and therefore months or years to experiment with when studying long-term

evolutionary dynamics. Further, while genetic testing has progressed at a staggering rate, it is still

difficult and expensive to track every cooperative trait in which I may be interested in an evolving

population of bacteria.

That ongoing challenge brings me finally to agent-based computational models of evolutionary

dynamics, spanning from basic implementations of mathematical models, to complex and power-

ful artificial life platforms such as Avida [71]. By using computers to implement the necessary

components of evolution – variation, inheritance and competition – we can 1) run evolutionary

experiments for many more generations per second, 2) have perfect data recording and perfect

control of the experiment, and 3) incorporate finite populations and a WSSM regime. Due to

these benefits, I use Avida along side simpler artificial life systems, depending on the particular

experimental needs of the project.

1.4 Methodology

As discussed previously, there are many possible systems in which to study the evolution and

maintenance of cooperation, raising the question: which should be used to determine the factors

leading to the evolution of cooperative traits? Observing and experimenting on the maintenance

of cooperation is often done in a wet lab system, allowing researchers to catalog what cooperative

systems actually exist in nature and determine how they will continue to evolve [92]. However,

it is nearly impossible and certainly impractical to try to study the origin of cooperation in a wet

lab system because either the system already has a cooperative trait (and thus you cannot study the

origin) or it does not and you would have to hope that such a trait will evolve in your system if you

wait long enough.

Some of the mathematical models that have been presented previously allow for studying the

emergence of a cooperative trait when it is rare, thus giving an indication of how such a trait could
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initially persist in a non-cooperative environment. However, the same issues with mathematical

models discussed previously still apply: many interacting factors are likely involved in natural

systems and mathematical models become unwieldy when stretched to include all known relevant

factors [4]. To use a mathematical model, the researcher must make a number of assumptions

about the system to simplify the dynamics. Due to the sometimes fragile nature of cooperation,

this lack of noise and interacting dynamics can be misleading.

Therefore, here I use digital systems to bring together the strengths of mathematical and bi-

ological models. In a digital system, I am able to fully control the environment and organisms,

similar to a mathematical model, but I am also able to combine all known relevant interacting fac-

tors, similar to a biological wet lab system. However, just as it is important to carefully choose a

broad category of model, it is also important to choose which digital system to use. Some are large

and as close to wet lab experiments as they can get [71], and in fact more complex than necessary

for studying the evolution and maintenance of cooperation, even when factoring in many possible

dynamics. Here, I use the complex digital system, Avida, when it is most appropriate, and I have

also designed two new digital systems tailored to the needs of my research questions. Details about

each will be presented in the chapter in which they are used.

1.5 Contributions

My central thesis in this work is that the origin and maintenance of cooperative traits are sep-

arate stages of evolution that have historically been conflated. The possible selective pressures for

each stage are vital to our understanding of the system as a whole and therefore must be analyzed

separately. The many possible factors affecting the evolution of both of these stages of cooperative

evolution are far too complicated to tease apart in natural systems. Therefore, targeted models

should be used to disentangle these possible factors, which can be used to inform future, more

targeted studies of natural organisms.

By understanding the evolutionary pressures that lead to cooperation evolving and persisting

in a population, I can improve our approaches to evolving communities to 1) better understand
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natural populations and aid in conservation efforts, 2) identify methods of disrupting cooperation

in pathogenic microbes to improve human health, 3) augment useful microbial populations to

increase production of targeted biomolecules, and 4) use cooperation in evolutionary algorithms

for solving computational and engineering problems.

Specifically, first I have contributed to our understanding of how altruism can come to exist

in natural systems and what effects it has on the continued evolution of those systems. I did this

work by determining the effects of factors leading to the evolution of cooperation with spatial

information by creating two models of kin altruism in Avida. Specifically, I used a programmed

cell death trait because by making the altruist unable to receive a later reciprocal benefit, I am able

to clearly differentiate altruistic effects from reciprocal cooperation. Using both an direct-benefit

and indirect-benefit example of programmed cell death, I have found that increased mutation rates

and large population sizes increase the de novo evolution and persistence of programmed cell death.

I have found that indirect-benefit programmed cell death evolves into a population more easily and

is more persistent in the presence of cheating organisms. I also found that mutation rate strongly

affects both forms of programmed cell death, whereas population size does not have a significant

effect until very large population sizes are used [54, 53]. These results are presented in Section 2.

Second I have determined how cooperation evolves when basic communication information is

available, by working directly with biologists to model a public goods behavior that is controlled

by quorum sensing, based on Vibrio harveyi. I have created a digital system where organisms

can produce a public good for a cost and receive a benefit if enough surrounding organisms are

also producing that public good. To enable the organisms to collect information that will allow

them to better decide whether producing the public good is worthwhile, they are also able to signal

their presence and sense the presence of surrounding signaling organisms; that is, they can quorum

sense. With this model, I have performed competitions (in parallel with my wet-lab collaborators)

to compete defector, unconditional cooperator, and quorum-sensing cooperator strains to find what

benefits enable the quorum-sensing cooperator to resist invasion by the defector. I have explored

how spatial structure, unrestricted resources, and positive feedback mechanisms affect both the
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origin and maintenance of this cooperative trait, as detailed in Section 3.

Finally, I have isolated some of the factors leading to the evolution of cooperation with species

information (i.e. the evolution of mutualisms) by connecting the plethora of theoretical work in

this area with a controllable experimental system. I have created a host-symbiont digital system

to enable symbionts to inhabit hosts and cooperate by exchanging resources with the host, making

them mutualists, or attempting to steal resources from a defensive host, making them parasites.

With this system I have investigated how the likelihood of a mutualism evolving and persisting is

affected by 1) the vertical transmission rate of the system – i.e. how likely it is that a symbiont

will pass to a host offspring, 2) the starting conditions of the symbiont and host populations – for

example if it is a parasite or commensalist (i.e. benefit without a cost), 3) the amount of division of

labor between host and symbiont, and 4) the spatial structure of the environment. I have confirmed

several recent theoretical findings with vastly relaxed assumptions from the mathematical models

and found where those theoretical models break down, presented in Section 4.

To summarize, in the remainder of this dissertation I present the results of evolving two ver-

sions of programmed cell death under varying environmental conditions (Section 2), evolving co-

operation controlled by quorum-sensing in a new digital system (Section 3), and the likelihood

of mutualism evolving between two species in varying conditions in an additional new system

(Section 4). Finally I conclude by observing general trends regarding the factors leading to the

evolution of the origin or maintenance of cooperative traits and provide more details for how these

results may promote further research beyond the scope of this dissertation.
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CHAPTER 2

SUICIDAL SELECTION: PROGRAMMED CELL DEATH CAN EVOLVE IN
UNICELLULAR ORGANISMS DUE SOLELY TO KIN SELECTION

2.1 Abstract

Unicellular organisms can engage in a process by which a cell purposefully destroys itself,

termed programmed cell death (PCD). While it is clear that the death of specific cells within a

multicellular organism could benefit the whole (i.e. during development), the origins of PCD in

unicellular organisms is less obvious. Kin selection has been shown to help maintain instances of

PCD in existing populations of unicellular organisms, however, competing hypotheses exist about

whether additional factors are necessary for its origin. Those factors could include an environmen-

tal shift that causes latent PCD to be expressed, PCD hitch-hiking on a large beneficial mutation,

and PCD being simply a common pathology. Here we present results using an artificial life model

to demonstrate that kin selection can, in fact, be sufficient to give rise to PCD in unicellular organ-

isms. Furthermore, when benefits to kin are direct – i.e. resources provided to nearby kin – PCD

is more beneficial than when benefits are indirect – i.e. non-kin are injured, thus increasing the

relative amount of resources for kin. Finally, the amount PCD is evolved to be used is influenced

by the form (direct vs. indirect) of benefit.

2.2 Introduction

In programmed cell death, a cell destroys itself through internally controlled processes [67].

Initially, it may seem puzzling that such apparently undesirable behavior has not been eradicated

by natural selection [67]. However, if the cell is part of a multicellular organism, programmed cell

death has the potential to increase the fitness of the overall organism and thus be under positive

selection [51]. For example, the purging of damaged or diseased cells to maintain health, or the

restructuring of tissue to facilitate normal development [57]. However, many types of behavior
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resembling programmed cell death have also been identified in unicellular organisms [60]. This

situation is less clear given that programmed cell death in a unicellular organism kills the entire or-

ganism, eliminating any direct selective pressure for this trait. This observation raises the question:

How can programmed cell death evolve at all in unicellular organisms?

One adaptive explanation for programmed cell death in unicellular organisms is that surviv-

ing kin receive some benefit from the death [37]. However, alternative non-adaptive hypotheses

for the origin of programmed cell death have recently been proposed [67, 30]. These alternative

hypotheses include: 1) programmed cell death is a side effect of behavior evolved in previous envi-

ronments, 2) programmed cell death is caused by a hitchhiking and/or pleiotropic gene wherein a

beneficial trait offsets this undesirable behavior, 3) programmed cell death is a pathological break-

down of the cell’s functioning and is not under selection due to benefits provided to kin, or 4) the

historically-accepted scenario of kin selection (where selection for programmed cell death is due

to the benefits provided to kin instead of directly benefiting the organism itself [37]).

Determining the likelihood that these scenarios resulted in the evolution of programmed cell

death is difficult for a number of reasons: scenarios one and two require knowledge of past evolu-

tionary conditions to evaluate definitively; unfortunately, this detailed knowledge does not exist for

many ancient organisms. Testing scenario three would require experimental evolution treatments

that control whether a benefit is provided to kin or not. This is difficult to accomplish in an organic

system due to both time constraints and current technological capabilities.

Because there is no simple way of evaluating these alternative hypotheses using historical data

or within organic systems, we use self-replicating digital organisms, a type of computational mod-

eling that evolves agents in a complex digital environment, to determine whether programmed cell

death could evolve due to kin selection without any other possible scenarios. For this study, we

use Avida, which is a digital evolution platform used to study evolutionary questions, including

complexity [61], division of labor [41], and communication [9]. An Avida experiment consists

of a virtual world where digital unicellular organisms, or ‘unicells,’ can evolve for thousands of

generations over hours with perfect control and data collection. Using Avida, we implemented
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programmed cell death behavior. We then observed under what conditions programmed cell death

was able to evolve into a population de novo.

Our hypothesis is that programmed cell death can evolve as a response to specific types of kin

selection. For this work, we categorize the potential benefits of programmed cell death into two

major categories: direct benefit to kin and indirect benefit to kin through harm to competitors.

In directly beneficial programmed cell death, when an organism dies, its surrounding kin are

provided a competitive advantage, for example Dictyostelium discoideum where individual organ-

isms die to lift the spores of those remaining for better propagation [85].

In indirectly beneficial programmed cell death, when an organism dies the surrounding non-

kin are set at a competitive disadvantage, such as colicin production in E. coli, which kills any

organisms without the resistance gene after the focal organism has burst [22].

These two forms of programmed cell death occur throughout nature, but are difficult to directly

compare due to the need to control for the many other differences between species that exhibit one

form or the other [30, 11, 84].

Using the Avida software, we created two forms of programmed cell death that differed only

in whether the effect directly increased the fitness of kin or decreased the fitness of competitors.

We provide experimental evidence that a benefit to kin is sufficient to cause the evolution of pro-

grammed cell death. Furthermore, we confirmed that direct benefits made programmed cell death

more beneficial than indirect benefits to kin. Finally, we found that indirect benefits led to a dif-

ferent pattern of response to the degree of kin discrimination than direct benefits. These findings

are critical to our understanding of the evolution of programmed cell death as the form of benefit

directly changes the conditions under which it will evolve.

2.3 Literature Reviewed

The phenomenon of programmed cell death has been of interest to researchers for the past 25

years, with many examples found, such as Table 1 in [67]. Nedelcu et al. explain how programmed

cell death has been assumed to be adaptive due to providing benefits to surviving kin. They go on
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to discuss how this assumption may be premature due to the difficulties in determining causality

in the evolution of a trait after the fact.

This idea of a benefit to kin directly indicating an adaptive trait originated with Hamilton’s

concept of ‘inclusive fitness’ [43]. Traditionally an organism’s fitness is measured as the number of

offspring it has produced [100]. However, Hamilton realized that because related organisms share

many of the same genes, an organism could help its genes be represented in the next generation by

aiding in the survival and successful reproduction of its relatives. Dawkins expanded upon this idea

by anthropomorphizing an individual gene to be ‘selfish’ to convey the idea that the gene is trying

to get copies of itself into the next generation and an individual gene actually does not generally

care what happens to the other genes it happens to share an organism with, except insofar as they

are necessary for its own survival [24].

The general idea of an individual not necessarily being the unit of selection in natural selec-

tion was further explored by Lewontin, who proposed the idea that before there were organisms,

individual molecules could have been under selection in the same way as genes or organisms: the

molecule that will persist is the one that is able to replicate itself [63]. Lewontin also pushed this

idea in the other extreme and suggested that groups of organisms could be units of selection if the

group as a whole was able to propagate itself in the same way that multicellular organisms do.

So-called ‘group selection’ is an alternative hypothesis to ‘kin selection’, though they are similar

ideas and one can generally be translated into the other [69].

While there are many other forms of cooperation, reviewed in [93], programmed cell death

must inherently be a form of altruism (if cooperative) because the acting organism is not able to

gain a reward later, as is necessary for any form of reciprocal cooperation. Due to this clarity of

the form of cooperation, programmed cell death is a useful form of extreme altruism that can shed

light on less extreme forms of altruism.

Finally, while cooperation and altruism in particular can be found across all forms of life (from

humans [13] to termites [12] to bacteria [95]), studying the evolution of altruism can be challeng-

ing due to the extensive evolutionary times required and lack of experimental control available.
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However, the many forms of bacteria that perform altruistic behaviors has made them ideal sys-

tems for studying social behaviors [95]. Determining the factors contributing to the origin of these

traits, however, even in bacteria, is challenging if not impossible. Therefore, we have turned to a

digital system.

2.4 Avida Digital Evolution System

For this study, we use the Avida digital evolution system [71]. Avida is a flexible system that

has been used for evolutionary studies with different biological analogies, including bacterial cells

[9] and eusocial insects [41]. Here we consider each digital organism to be the digital equivalent of

a unicellular organism, which we call ‘unicells.’ As shown in Figure 2.1, Avida consists of a virtual

world where unicells compete for space as they reproduce with variation. Each grid position may

contain a single unicell, which can replicate into the 8 neighboring grid positions.

Each unicell has a genome consisting of computational instructions from a Turing-complete

programming language, a sample of which is shown in Figure 2.1. Each unicell also has a virtual

CPU on which its genome is executed. This CPU includes storage space, which consists of registers

and stacks.
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Figure 2.1: A simplified example of an Avida world. Half-circles are unicells where color indicates differences in genomes. One
unicell’s internal hardware is shown, including CPU, memory, and a genome of program instructions.
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A unicell is able to reproduce by executing a series of instructions that fully copies its genome,

followed by a “divide” instruction to place the resulting offspring into a neighboring space, killing

any organism that was occupying that space. This copying process is imperfect, however, and

mutations may be introduced. The rate at which these mutations occur is based on user-configured

settings. These mutations produce the required inheritable variation for selection to act on, and

when combined with competition for limited space, lead to evolution by natural selection.

Within Avida, the metabolic rate of a unicell determines how many CPU cycles it is given

compared to the rest of the population. As such, metabolic rate is similar to the amount of energy a

natural organism has to forage. A unicell may receive a bonus through the programmed cell death

of another unicell. This bonus increases the metabolic rate (and thus number of CPU cycles) of any

offspring the unicell has. These extra cycles will allow the offspring to execute its genome faster,

and therefore potentially reproduce faster, allowing its genotype to spread more quickly through

the population. Conversely, a unicell that is harmed by the programmed cell death of a non-kin

unicell will have offspring with a lower metabolic rate (receiving fewer CPU cycles), which will

therefore reproduce more slowly. We used the default settings of Avida (found in [70]) with the

addition of the two novel programmed cell death behaviors described below.

2.4.1 Programmed Cell Death Instructions

We implemented two programmed cell death instructions to test the importance of direct vs. indi-

rect kin selection. The direct-kin-benefit programmed cell death instruction (DIRECT-PCD), when

executed successfully, kills the unicell, but increases the metabolic rate of a unicell’s kin that are

nearby. In contrast, the indirect-kin-benefit programmed cell death instruction (INDIRECT-PCD),

when executed successfully, decreases the metabolic rate of any unrelated (non-kin) unicells that

are nearby. To make sure that the effects of direct versus indirect kin benefits were comparable,

we made the behavior of both types of instructions adjust metabolic rate: either directly increasing

the metabolic rate of kin or directly decreasing the metabolic rate of non-kin. These two forms of

programmed cell death are high-level abstractions of the many ways programmed cell death can
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affect surrounding organisms in organic systems, such as producing a toxin, producing an external

enzyme necessary for survival, or removing the threat of a bacteriophage from the colony [78].

When a unicell attempts to execute one of the programmed cell death instructions (either

DIRECT-PCD or INDIRECT-PCD), there is a 5% chance the unicell will kill itself and cause ben-

efit or harm to surrounding unicells in a 2-space radius on the grid. Clearly the effects of this

behavior hinge upon which surrounding unicells are considered kin and which are not. There are

two aspects to this determination of kin: ‘kin inclusivity level’ (i.e., how many genetic differ-

ences are tolerated in kin) and kin recognition (i.e. how accurate a unicell is at identifying related

organisms).

We define ‘kin inclusivity level’ (KIL) to be a measure of how distantly related organisms may

be before they are considered non-kin by the programmed cell death instructions. Specifically we

use the number of genetic differences between two unicells to measure their kinship. For example,

a kin inclusivity level of three – the default in our experiments – means that a nearby unicell whose

genome has up to three genetic differences from the unicell executing the programmed cell death

instruction will be considered kin (see Figure 2.2). In experiments with direct benefits (DIRECT-

PCD-3), this kin unicell’s metabolic rate will be multiplied by 5. Conversely, in experiments with

indirect benefits (INDIRECT-PCD-3), any unicell in the radius with more than three genetic differ-

ences will have its metabolic rate divided by 5. The ancestor unicell’s metabolic rate is initially

the size of its genome, in this case 100. Therefore, unicells with a benefit will on average be able

to copy their entire genome and produce an offspring before unicells without the benefit are able

to copy one fifth of their genome. Conversely, unicells with the penalty will, on average, only be

able to execute instructions at a rate of one fifth compared to non-penalized unicells. This effect

is extreme with the goal of reflecting systems in which the focal organism releases colicins to kill

nearby competitors or destroys a virus that would otherwise be deadly to surrounding kin [78].

Within our system, unicells’ kin recognition is automated as part of the execution of the pro-

grammed cell death instructions. In particular, kin recognition within this system is perfect and

uses the number of genetic differences between two unicells to compute kinship. The kin distance
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Figure 2.2: An example of a unicell undergoing programmed cell death. Each square represents
a unicell. The number in each cell is a number of genetic differences between the unicell in that
space and the focal unicell depicted as an explosion. Every unicell in a 2-space radius (red line) is
evaluated as kin or non-kin. Non-kin are marked with red X’s. If the programmed cell death has
direct benefit, unicells within the radius without a red X will receive the benefit. If the behavior
has indirect benefit, unicells with red X’s will be harmed.
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is the Hamming distance between the focal unicell and every other unicell in a 2-cell radius. Ham-

ming distance is the measure of the number of differences between genomes when genomes are a

fixed size. To decrease computational overhead, we required all unicells to have a fixed genome

of length 100, allowing for Hamming distance to be used instead of Levenstein distance. This

kin-recognition system is an idealized form of the many kin-recognition systems found in organic

organisms [49] and can be thought of as focusing on, for example, only the genes that encode a

particular external protein or the presence of a plasmid [22].

2.5 Methods

Here we outline the factors we considered in the de novo evolution of both forms of pro-

grammed cell death. We ran each experiment for 60,000 updates 1 or approximately 2,000 gener-

ations. For every treatment, we ran 30 replicates. All experiments were in structured populations.

Avida is open-source at: https://github.com/devosoft/avida and our implementation is at commit

102dd2071558ccd981a2cdab7af47f99ff8d4299. All analysis scripts and data are at

https://github.com/anyaevostinar/SuicidalAltruismDissertation.

2.5.1 Kin Inclusivity Level

Our previous work has suggested that the level of kin discrimination can greatly alter the benefits

of programmed cell death [54]. If too many unicells are considered kin (i.e. kin inclusivity level

is high and unicells with many genetic differences are considered kin), cheating unicells that do

not posses the programmed cell death gene may gain the benefit, decreasing the relative inclusive

fitness for that gene. (Inclusive fitness is a measure of fitness that takes into account all copies

of that unicell’s genetic variants in the population, including its siblings and their offspring, for

example [86].) However, if too few unicells are considered kin (i.e. kin inclusivity is low and few

genetic differences are tolerated), mutants that contain the programmed cell death gene or contain

other beneficial traits are considered non-kin and thus fail to invade, decreasing the population’s

1An update is the time unit in Avida during which unicells execute, on average, 30 instructions

20



evolvability.

To explore how kin inclusivity levels influence the evolution of programmed cell death, we

tested a wide range of kin inclusivity levels (KIL): 0, 1, 3, 10, 20, 30, and 100. Because our

unicells were required to have genomes of length 100, these treatments span the full possible range

of kin inclusivity from only clones being considered kin (KIL 0) to every possible unicell being

considered kin (KIL 100).

2.5.2 No-Effect Controls

To assess whether kin selection can be the sole driver of the evolution of programmed cell death,

we ran controls for every replicate where the programmed cell death killed the unicell but had no

other direct or indirect effect on kin. In the experimental treatments, the effect is 5: for direct

benefits, metabolic rate of kin was multiplied by 5; for indirect benefits, metabolic rate of non-

kin was divided by 5. In our controls, we simply set the effect to the identity 1, so that nothing

changed in our configurations except the effect to metabolic rate. This control allows us to measure

the exact effect of there being a benefit – direct or indirect – to kin on the evolution of programmed

cell death.

2.6 Results and Discussion

The key question addressed by this study is: can programmed cell death evolve strictly due

to the benefit conferred to surrounding kin? To begin to answer this question, we created an

environment where it was not possible for the alternative hypotheses presented previously to have

an effect – unicells could not die due to pathology, gain fitness through other tasks, or maintain

adaptations to a previously different environment.

We then made the programmed cell death instruction ( DIRECT-PCD) available via mutation.

This programmed cell death behavior was stochastic in that it had only a 5% probability of suc-

cessfully killing the unicell and conferring benefits. Successful use of this behavior increased the

metabolic rate of surrounding kin unicells. We compared the number of times that the behavior

21



was attempted and benefited kin to how much it was attempted when no benefit was given to kin

(a control where the active organisms merely died with no benefit). As shown in Figure 2.3, we

found that 12.52% of unicells executed the programmed cell death instruction when there was a

benefit to surrounding kin, compared to 0.09% when there was not a benefit to surrounding kin

(Mann-Whitney U test p < 2.2e− 16). This result provides evidence that, under these environ-

mental conditions, kin selection is sufficient as the sole selective pressure for the evolution of

programmed cell death.
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Figure 2.3: When there is a direct benefit to kin, programmed cell death evolves to occur in 12.52% of the final population, on
average. However, when that benefit is removed, the behavior does not evolve into the population. When there is an indirect benefit
to kin, programmed cell death occurs in 7.11% of the final population on average. However, when the indirect benefit is removed, the
behavior does not evolve into the population.
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2.6.1 How do indirect benefits affect programmed cell death?

There is another category of programmed cell death, however, that could exhibit different evolu-

tionary dynamics: programmed cell death that damages non-kin instead of directly benefiting kin.

Many forms of programmed cell death involve the focal organisms producing harmful substances

that only impact non-kin, such as colicinogenic E. coli [22]. However, clearly such an indirect

benefit only aids kin when non-kin are present within the local environment. The indirect nature

of this benefit could decrease the viability of kin selection for programmed cell death.

To investigate this possibility, we provided organisms with the INDIRECT-PCD instruction,

which they could incorporate into their genomes. When executed, this instruction had a 5% chance

of triggering PCD, which would kill the host organism as well as decrease the execution speed

(metabolic rate) of any non-kin in the surrounding area. We again compared our experimental

results to a control treatment where there was no effect on surrounding non-kin or kin unicells.

As shown in Figure 2.3, we found that when there was an indirect benefit to kin resulting from

harm to non-kin; 7.11% of unicells executed the programmed cell death instruction compared to

0.09% when there was no harm done to non-kin (Mann-Whitney U test p < 2.2e−16). This result

shows that an indirect benefit to kin is also sufficient for programmed cell death to evolve due to

kin selection in conditions where it otherwise would not, in agreement with previous studies that

suggested kin selection as a possible mechanism for this behavior [1, 72, 34].

There are, however, differences in the evolution of programmed cell death when it provides

direct benefits, as compared to when it provides indirect benefits. As seen when comparing treat-

ments in Figure 2.3, indirect benefits reduce how strongly selected programmed cell death is. When

the benefit to kin is direct, 12.52% of unicells executed the programmed cell death instruction by

the end of the experiment compared to 7.11% when the benefit was indirect (Mann-Whitney U test

p−value = 2.493e−13). This nearly twofold difference in use demonstrates that the form of ben-

efit significantly impacts the selection for programmed cell death and should be considered when

analyzing organic systems. This result suggests that kin selection could favor a direct benefit, such

as freeing resources [30], over an indirect benefit as found in colicinogenic E. coli [22].
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2.6.2 How does kin inclusivity level affect programmed cell death?

Finally, the accuracy and degree of kin discrimination determines how many unicells are consid-

ered kin or non-kin and therefore is likely to have a large impact on the evolution of programmed

cell death under kin selection. To explore this behavioral factor, we varied the kin inclusivity

level (the number of genetic differences necessary to qualify as non-kin) used for both direct and

indirect benefits. As discussed in the Methods section, our system uses perfect genetic infor-

mation of length-100 genomes to determine kinship and should be considered a simulation of a

kin-recognition system based on, for example, the form of an external protein [22].

As shown in Figure 2.4, we found that the kin inclusivity level has a significant effect on

the evolution of programmed cell death for both direct and indirect benefits. When the benefit

is direct, at a kin inclusivity level of zero, 7.58% of unicells execute the programmed cell death

instruction on average compared to 0.05% when the kin inclusivity level is 100 (Mann-Whitney U

test p− value < 2.2e−16).

Similarly, at a kin inclusivity level of zero, 7.33% of unicells execute the programmed cell death

instruction with indirect benefits, as compared to 0.09% when the kin inclusivity level was 100

(Mann-Whitney U test p− value = 2.897e−11). Note that the value of performing programmed

cell death at kin inclusivity level zero is very low, as a result of a lack of variation in the population.

At that level, mutants of any kind are severely penalized and therefore little genetic variation is

able to persist. This result shows that programmed cell death can evolve due only to kin selection

if there is an accurate and discriminatory form of kin recognition, though the exact degree of

discrimination for an optimal benefit from programmed cell death clearly will rely on factors such

as average mutation rate, as we have found previously [54].
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Figure 2.4: Percentage of final population that performed programmed cell death when benefits to kin were direct or indirect
with varying kin inclusivity levels. At DIRECT-PCD-3, the programmed-cell-death behavior is used most frequently. For indirect
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At intermediate kin inclusivity levels, the effect of kin selection on programmed cell death dif-

fers depending on whether benefits are direct or indirect (as shown in Figure 2.4). DIRECT-PCD-3

was executed significantly more (10.32% of the unicells) than

DIRECT-PCD-0 (7.58% of unicells, Mann-Whitney U test p− value < 2.2e− 16). However, the

number of times the INDIRECT-PCD instruction was executed was not significantly different at

INDIRECT-PCD-3 (7.11% of unicells) compared to INDIRECT-PCD-0 (7.33% of unicells, Mann-

Whitney U test p− value = 0.4639). Only at INDIRECT-PCD-10 or higher is the instruction ex-

ecuted significantly less frequently (4.67% unicells at INDIRECT-PCD-10, Mann-Whitney U test

p− value = 6.637e− 09 compared to INDIRECT-PCD-3). This result shows that the degree of

kin discrimination differentially affects the likelihood of programmed cell death evolving via kin

selection depending on whether the benefits to kin are direct or indirect.

2.6.3 What causes the different response to kin inclusivity level?

This difference between the use of programmed cell death in contexts where it provides direct or

indirect benefits is due to the likelihood of the instructions having an effect on the neighboring

unicells.

When the benefit is direct, there is a trade off between the effectiveness of programmed cell

death events during the initial invasion and the effectiveness of the programmed cell death events

to resist subsequent invasion of unicell cheaters without the PCD gene. Initially, programmed

cell death is most beneficial when a sufficient number of unicells are considered kin, as shown in

Figure 2.5a. At DIRECT-PCD-3, enough unicells are considered kin for a large benefit to be gen-

erated upon an individual’s programmed cell death. If too few unicells are considered kin (such

as at DIRECT-PCD-0), the average benefit generated is significantly less per PCD event compared

to DIRECT-PCD-3 (at update 500 DIRECT-PCD-0 mean kin is 7.32 unicells, DIRECT-PCD-3 kin is

19.67 unicells, Mann-Whitney U test p−value= 2.847e−07). Later in evolution, if too many uni-

cells are considered kin (such as at DIRECT-PCD-100), unicells without the programmed cell death

gene can gain a benefit from programmed cell death events and invade, as shown in Figure 2.6a (at
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update 2000 DIRECT-PCD-3 mean kin without PCD gene is 4.72 unicells, DIRECT-PCD-100 mean

kin without PCD gene is 18.31 unicells, Mann-Whitney U test p− value = 8.988e−11).

When the benefit is instead indirect, programmed cell death is only beneficial if a sufficient

number of unicells are considered non-kin, as shown in Figure 2.5b. A kin inclusivity level of zero

harms the maximum number of unicells with a programmed cell death (mean 14.23 unicells af-

fected per PCD event at update 500). When the kin inclusivity level of an indirect benefit increases

to INDIRECT-PCD-3, the number of unicells harmed significantly decreases (mean 0.27 unicells

affected per PCD event at update 500, Mann-Whitney U test p− value = 5.332e− 10), thereby

decreasing the benefit of the trait. This effect is even more extreme at INDIRECT-PCD-100 where

no unicells are considered non-kin at update 500, making the programmed cell death worthless

(yet still lethal to the cell engaging in it). As shown in Figure 2.6b INDIRECT-PCD-0 also prevents

unicells with the PCD gene from invading throughout evolution.
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Figure 2.5: The average number of surrounding unicells directly affected per programmed cell death event across varying kin
inclusivity levels when trait first emerges. (a) When benefits are direct, DIRECT-PCD-100 have the highest amount of surrounding
kin during initial evolution of the trait, leading to the most initial benefit. (b) When benefits are indirect, non-kin unicells are directly
affected and at INDIRECT-PCD-0, the most surrounding unicells are considered non-kin and therefore each programmed cell death event
has the largest effect.
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(b) Indirect benefit through harm to non-kin

Figure 2.6: Average number of cheating unicells, i.e. unicells that are considered kin but do not contain the PCD instruction and
therefore will never engage in the behavior. (a) While populations with DIRECT-PCD-30 to 100 have a high initial benefit (Fig 2.5a),
unicells without the PCD gene are considered kin throughout the experiment, decreasing the relative benefit of the PCD trait for unicells
with the PCD gene. DIRECT-PCD-3, however, enables unicells expressing the PCD trait to balance a high initial benefit with excluding
unicells without the PCD gene after the initial emergence of the trait (cheaters). (b) At INDIRECT-PCD-0, unicells without the PCD trait
(cheaters) are prevented from invading completely throughout evolution. Unicells have no way of detecting presence of the PCD gene,
the KIL requires unicells to use overall genetic difference as a proxy for the likelihood of another unicell having the PCD gene or not.
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As Dawkins discussed in The Selfish Gene, whether an altruistic trait is selected ultimately

depends on whether it is able to increase the number of copies of itself in the population [24].

Relatedness in Hamilton’s Rule is a proxy for the likelihood of an organism containing an altruistic

genetic variant [43], but here we are able to directly measure the effect on unicells containing the

altruistic genetic variant of interest. We have shown that the degree of kin discrimination affects kin

selection differently depending on whether the programmed cell death behavior directly affects kin

or non-kin. When the behavior is indirect, the lowest level of kin inclusivity is beneficial initially

for a large effect and later in evolution to resist invasion. However, if the benefit is direct, there

is a trade off between high initial benefit by having high kin inclusivity and the ability to resist

subsequent invasion, which requires a lower kin inclusivity level. Due to the wide variety of kin

discrimination mechanisms and direct or indirect benefits found in organic systems [11, 39, 33],

these varying responses should be taken into consideration when analyzing programmed cell death

behavior.

2.7 Conclusions

We have shown in this work that programmed cell death can evolve due to kin selection under

conditions where it otherwise would not have evolved. This work provides a proof of concept that

kin selection can be the driving force behind the evolution of programmed cell death in unicellular

organisms. We further analyzed how the type of benefit associated with programmed cell death

(direct or indirect) and the degree of kin discrimination affected evolutionary outcomes. We found

that accurate kin discrimination was necessary for kin selection to evolve programmed cell death.

However, programmed cell death that confers a direct benefit to kin evolved to significantly higher

levels of use when many unicells are considered kin, whereas when the benefit was indirect the

most restrictive kin discrimination led to the highest use of programmed cell death.

While it is difficult to fully control organic systems, several experimental systems have sug-

gested that programmed cell death could have been under direct selection due to inclusive fitness

including E. coli [78], Dictyostelium discoideum [64], and Streptococcus mutans [74]. Further-
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more, while this work demonstrates that programmed cell death can arise as the results of benefits

conferred to kin, it does not rule out other factors and conditions that may result in the evolution

of programmed cell death as well. Indeed, further explorations using this system could test the

alternative mechanisms that may lead to the evolution of programmed cell death.

This work has focused on unicellular organisms, but multicellular organisms also engage in

whole-organism programmed death, such as bee workers that remove themselves from the hive

when their health is compromised or termites that produce an explosive substance on their backs

to attack predators [83]. Given the importance of these eusocial insects to our ecosystem and

the current concern for the survival of many bee species [31], expanding this model to consider

these more complex organism interactions could prove useful to understanding these behaviors in

eusocial insects.

The presence or de novo evolution of programmed cell death in unicellular organisms is an

exciting possible mechanism for improving human health, either by triggering programmed cell

death in pathogenic bacteria or to reduce viral load in beneficial bacteria. However, to harness that

power, we must understand what selective forces are acting on the behavior now and in the past.

This work contributes to our understanding of how such behavior could have evolved and provides

a system that can be used to understand how it will continue to change.
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CHAPTER 3

SIGNALS IN THE DARK: WHAT FACTORS SELECT FOR THE EVOLUTION OF
COOPERATION CONTROLLED BY QUORUM SENSING?

Quorum sensing is a primary mechanism for coordination in many species of organisms, including

various bacteria [90, 18, 90]. It occurs when individual cells produce a small amount of a signal

molecule – called an autoinducer – and detect the amount of that molecule in their surroundings.

By sensing the concentration of autoinducer, cells can get a rough estimate of how many related

organisms are likely to be around them. If the size of the colony is large enough (i.e. it has reached

a quorum), the organisms will start performing an action that is only beneficial when there are

a large number of cooperating cells. In this way, a colony is able to cooperate to do things like

bioluminesce [17], digest resources too large for individuals [29], or wait to become virulent until

they can overwhelm an immune system [8].

Like most forms of cooperation, quorum sensing is susceptible to cheating. Cheating organ-

isms do not contribute to the costly cooperative behavior, but they gain from the rest of the cells’

cooperation [93]. For example, cooperators may produce an enzyme that cheaters can gain from

by taking in freed resources without paying the cost of producing the enzyme themselves. Some

especially insidious cheaters may even produce the autoinducer signal that makes other organisms

believe that a quorum has been reached and that they should start the costly behavior [18].

Vibrio harveyi is an example of a marine bacterium that uses quorum sensing to control the

production of a public good [18]. The public good is an extracellular protease that can break down

proteins outside of the cell, but must be excreted in large amounts to be useful. The restricted

nutrients produced when the proteins are broken down are then generally available in the envi-

ronment for the surrounding bacteria to ingest. There is a known defector strain that produces

negligible amounts of autoinducer and protease, but still intakes the nutrients freed by surrounding

cooperators.

Bruger et al. has found in their experiments that their wildtype V. harveyi is resistant to de-
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fectors while an unconditional cooperator is not, indicating that the quorum-sensing control gives

the cooperators the ability to repel invading defectors [19]. Therefore, the question becomes: what

factors select for the origin and maintenance of cooperation controlled by quorum sensing, thereby

preventing the known defector from invading the population? Further, are the factors that select

for the origin of the trait the same as those that select for the maintenance of the trait?

We hypothesized that population structure, the availability of unrestricted resources, and a

positive feedback loop in the quorum sensing mechanism are all possible factors to select for

cooperation in a quorum-sensing system. We tested the effects of these factors in an agent-based

computer system called Empirical and found that increased population structure and decreased

unrestricted resources both stabilize pre-existing cooperation and select for cooperation to evolve

de novo.

3.1 Literature Reviewed

Quorum sensing is found in many bacterial systems, a variety of which are reviewed in [90].

Waters et al. further explain how quorum sensing is a behavior that can enable unicellular or-

ganisms to act similarly to a multicellular organism by allowing coordination within a large area.

Quorum sensing could even allow for communication between bacteria and multicellular organ-

isms because the molecules that are used have substantial overlap across species.

As with altruism, quorum sensing, and specifically the group-generated benefits often produced

by quorum sensing, can be vulnerable to cheaters [89]. Because quorum sensing controls other

cooperative behaviors, cheaters could theoretically cheat by failing to produce the autoinducer-

sensing molecule at all, or by participating in the quorum sensing, but not producing the costly

public good when quorum is reached.

Diggle et al. showed experimentally that both types of cheaters can invade an established pop-

ulation of cooperators when there was no spatial structure [27]. However, when spatial structure is

introduced, such as in a biofilm, cooperators are more likely to be near their offspring and therefore

kin selection can stabilize the cooperation. Even when the population is not completely structured,

34



if there are sufficient subpopulations, cooperation may be able to persist [73]. Cheating can also be

frequency-dependent, meaning that cheaters have a higher fitness when rare but if instead coopera-

tors are rare, the cooperators have higher fitness [79]. This dynamic can occur when the population

is structured such that groups of cooperators can grow faster than groups of cheaters.

Another mechanism found to decrease the likelihood of cheaters invading a population of co-

operators is bottlenecking, discussed in [14]. A bottleneck is when the majority of the population

(usually 99%) is killed and the survivors are allowed to grow to fill the population again. If cheaters

grow slower than cooperators, they will represent less of the population and therefore be less likely

to make it through the bottleneck. Typically the bottleneck leaves the surviving population spread

out over the available space, so even if cheaters are common, they are unlikely to be near enough to

a cooperator to gain a fitness advantage [14]. If these bottleneck events occur at the right frequency,

they may be able to stabilize a cooperative trait.

Many models of cooperation, including some discussed above, use only two phenotypes: co-

operator and cheater. However that may not be biologically realistic and Killingback et al. found

that when intermediate cooperative phenotypes were considered, cooperation was able to stabilize

as long as there was also spatial structure [58].

In many of the model systems used, researchers are still trying to understand the actual costs

and benefits to quorum-sensing-based cooperation. Heilmann et al. provides a theoretical frame-

work to test the many quorum-sensing-controlled public-goods strategies already known about in

natural systems [47]. Because the optimal public goods strategy depends on the shape of the ben-

efits curve, researchers can use this framework to determine what strategy various bacteria are

likely to use and then manipulate the benefits they are receiving to our own gain. Using two math-

ematical models, Heilmann et al. explored how the benefit of the public good changes with the

population size and found that the best strategy for production would be either to continuously

increase production as population size increases (“continuous”) or to not produce anything until a

tipping point in the population size (“discontinuous”). Which of these categories holds the optimal

strategy depends on how beneficial the public good is at small concentrations. If the benefit of the
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public good is sigmoidal so that it initially decelerates as the concentration increases, then the cost

of producing the public good at small concentrations (the cost is a linear function) outweighs the

benefit. It is only when the concentration of public good hits a critical amount that there is a net

benefit, leading to a discontinuous strategy of production being best. If, instead, the benefit of the

public good accelerates initially, a continuous production strategy is best [47].

Finally, one of the more complex mathematical models produced for quorum sensing, collec-

tive action, is presented in [17]. Using this model, Brown et al. predicted that as the number of

strains of quorum-sensing bacteria increased, the strength of signaling would also increase. This

dynamic would be the result of individuals increasing their signal to try to trigger competitors

to perform the costly action. This additional noise would then decrease the value of the signal,

which could explain why there is such diversity in the types of signals and cooperative responses

in bacteria [17]. They also pointed out that a costly signal could prevent this devaluation.

3.2 Methods

To investigate the factors that select for and stabilize quorum-sensing-controlled public goods,

we created an agent-based system in the artificial life platform Empirical. While more complex

artificial life systems, like Avida [71], have been used previously for similar work, the questions

we are addressing are more focused and will benefit from initial investigations with a targeted

simulation. Therefore, we implemented the following key features:

1. a system with the fundamental components necessary for evolution (mutation, inheritance,

and differential fitness)

2. organisms that can sense their neighbors, identify quorum, and conditionally produce a re-

stricted good

3. a population with varying spatial structures

4. rewards that can be set independently for unrestricted and restricted resources
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5. an optional positive feedback mechanism that enables cooperators to produce more autoin-

ducer once quorum is reached.

Specifically, our system creates a toroidal world of organisms that are able to engage in quorum

sensing and public goods production that frees an otherwise restricted resource. Each organism

has a simple genome consisting of one value: the probability of attempting to cooperate. The

quorum threshold – the proportion of neighbors producing an autoinducer necessary to produce a

public good – is user-configurable and set to 60% by default. This default value was determined

empirically, by testing a range of possible values, as seen in Figure 3.1, determining that 60%

would be a reasonable default setting.
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Figure 3.1: Relative fitness of wildtype and defector across quorum threshold values.
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Whether an organism will produce the autoinducer is determined at birth by its probability of

attempting to cooperate. As such, we make cooperation and autoinducer production pleiotropically

linked and we remove the possibility of a defector that ‘lies’ by producing autoinducer. At every

‘update’ each organism is allowed to try to cooperate by testing its probability of cooperation. If

an organism tries to cooperate, its neighbors within a specified radius (10 by default) are checked

for autoinducer production. If enough neighbors are producing an autoinducer compared to the

set quorum threshold, the organism pays the cost to produce the public good (by default 9 units

of resource) and all organisms within a one-cell radius receive a portion of the restricted resource

freed by the public good, including the producer, all cooperators, and any cheaters fortunate enough

to be part of the group. By default there are 45 resource units split among up to nine organisms

round-robin starting with the producer.

After the public goods benefits are determined, each organism is tested for reproduction. If an

organism has reached 50 or more units of resource, it is allowed to reproduce. Both the parent

and the offspring are mutated (essentially creating two offspring and replacing the parent). If

mutations are enabled, the probability to cooperate value has a user-defined chance of mutating,

0.001 by default, and if it mutates, a new value is pulled from a uniform distribution between 0 and

1.

We started all experiments with an initial population of 1% of the spaces filled, randomly

distributed across the world. An initial starting amount of unrestricted resource (i.e. a resource that

does not need to be freed via public goods production) of 80,000 is distributed evenly throughout

the world. This unrestricted resource is necessary to allow the wildtype to increase to sufficient

density to trigger public goods production.

Most experiments included regular ‘bottleneck’ events, simulating a daily transfer in a wet lab.

The population is randomly reduced back to 1% of the world and 80,000 more units of unrestricted

resource are distributed evenly. These bottleneck events occur every 100 updates, which is approx-

imately how long it takes for the population to fill the world in monocultures, in agreement with

standard wetlab protocol.
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Finally, we created three hand-coded organism types that can be injected at varying proportions

into the starting population. The ‘wildtype’ simulates quorum-sensing-controlled public goods

production by having a cooperation probability of 1.0 and a quorum threshold of 0.6 (i.e. 60%

of neighbors producing autoinducer within 10 spaces). The ‘unconditional’ type simulates an

unconditional or constitutive cooperator by having a cooperation probability of 1.0 and a quorum

threshold of 0.0 (i.e. no neighbors need to produce autoinducer). Finally, the ‘defector’ type

simulates a defecting organism by a cooperation probability of 0.0 and it would have the set default

quorum threshold if it were to mutate. Spaces in the world can be empty, but only one organism

can occupy a space at a time.

3.3 Results and Discussion

We determined how factors such as population structure, units of unrestricted resources, and

a positive feedback mechanism affected the stability of pre-established populations of cooperators

when challenged with defectors and the de novo evolution of the cooperation trait from a non-

cooperating phenotype.

3.3.1 Verification of Simulation Accuracy

Before starting experiments with our simulation, we calibrated the parameters with the goal of

qualitatively matching the Vibrio harveyi system that we aimed to simulate. In Figure 3.2 the V.

harveyi growth of each phenotype in monoculture is shown on the right and the simulation is shown

on the left.
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Figure 3.2: Monocultures of wildtype, unconditional cooperator, and defector in the Vibrio harveyi system (left) and our simula-
tion (right). The qualitative similarity between the two systems verifies that our simulation is correctly calibrated.
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3.3.2 Does population structure increase selection for quorum-sensing-controlled public
goods?

We first hypothesized that population structure plays a large role in the initial evolution and contin-

ued stability of public goods cooperation controlled by quorum sensing. The fitness gained from

the public good is determined by how many surrounding organisms are producing the public good,

therefore the more cooperators are able to isolate themselves from defectors, the more success-

ful the cooperators will be, as we found in previous work [53] and as found in other agent-based

cooperation models [2].

As predicted, population structure does enable the unconditional cooperator to outcompete

the defector, whereas in the well-mixed environment, the unconditional cooperator quickly loses.

Further, the wildtype is also able to outcompete the defector only when spatial structure is applied.

Notably, the wildtype is never able to grow to a density to activate public goods production in a

well-mixed environment (and therefore each replicate drifts to one dominate phenotype, averaged

in the figure).
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Figure 3.3: Competition assays between defectors and two types of cooperator across population structures. When the population
is well-mixed, neither cooperator is able to consistently outcompete the defector. When a grid spatial structure is introduced, both are
able to completely invade the defector. When the spatial structure is partway between those extremes, with well-mixed but isolated
subpopulations, the wildtype cooperator is able to invade the defector, demonstrating Simpson’s Paradox.
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The final population structure we implemented is a set of subpopulations in the form of pools

similar to a 96-well plate setup. Each subpopulation was a 10 x 10 well-mixed pool, and organisms

from one subpopulation were only able to move to another subpopulation during bottleneck events

when the surviving 1% of organisms were randomly distributed. It is in this structure that the

effect of quorum-sensing can be seen most strongly. The unconditional cooperators are quickly

driven to extinction. However, the wildtype is able to eventually outcompete the defector, despite

these pools having well-mixed internal structures. The wildtype finding is the same result seen

in 96-well plates with V. harveyi [19] and is a demonstration of Simpson’s Paradox [73], where a

dynamic is observed in subpopulations, but that dynamic disappears when those populations are

combined. Bruger et al. found, however, that the unconditional cooperator was also able to to

outcompete the defector in 96-well plates [19]. This difference is likely due to the timing of the

bottleneck event and will be explored in future work.

After verifying that we were seeing the same ecological results as the wetlab experiments, we

proceeded to evolutionary time scales that are more difficult to achieve in the wetlab. By enabling

the cooperation probability to mutate, we were able to determine what effect population structure

may have on evolving populations of V. harveyi in conditions such as the open ocean compared to

a biofilm.

As seen in Figure 3.4, when the populations start with the cooperative trait at 0% probability,

i.e. a defector population, only in a spatially-structured environment does the cooperative trait

evolve to significantly higher than the control value. The control variable is a number that is

mutated at the same rate as the cooperative trait but is not under selection and therefore shows

how the cooperative trait would evolve if it were not under selection, positive or negative. When

compared to the previous ecological results, it is noteworthy that while the wildtype could invade

the defectors in a pools environment when there were no mutations, the cooperative trait is not

similarly adaptive when mutations are enabled. This result suggests that cooperation of this type

would need to first emerge in a spatially structured environment though it could then persist in

well-mixed pools. As such, this result is an example of where observing the conditions under
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which a trait is maintained is not necessarily sufficient for determining the origin of that trait.
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(a) Evolution of cooperation across population structures.
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(b) Control Value

Figure 3.4: When the populations start with no cooperative trait, only the spatially structured population evolves a cooperative
trait value significantly different from the control value. The variation in the control variable is due to the varying genetic drift
resulting from different population structures.
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(a) Control variable.
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(b) Maintaining cooperation over evolutionary time.

Figure 3.5: Maintaining cooperation across population structures. In all population structures, the cooperative trait is under
selective pressure and is significantly different than the control value. However, in well-mixed populations, it is under negative
selection and in pools and spatial, it is under positive selection.
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The final stage of evolution is the long-term maintenance of a trait. Due to the ancient nature of

the many natural systems with quorum-sensing-controlled public goods cooperation, it is clear that

such a trait can be maintained for extended time scales. However, it is not guaranteed that the same

factors that provide a short-term competitive advantage will also hold for long-term evolution.

Therefore, we started populations with full wildtype cooperators (i.e. they had 100% chance to

cooperate though still determined by quorum sensing) and enabled mutations to assess the stability

of the cooperative trait over evolutionary time. As shown in Figure 3.5, spatial structure is still the

most beneficial environment for the cooperative trait, maintaining cooperation at near 100% and

significantly higher than the control value (Wilcoxon rank sum pairwise p− value < 2.2e− 16).

Furthermore, when the environment is structured into well-mixed pools, the percent of cooperation

stabilizes at around 75%, higher than the 61% when evolving from a non-cooperative population,

though similar. The cooperation probability in the well-mixed pools is significantly higher than

the control value, showing that the value of 75% is adaptive (Wilcoxon rank sum pairwise p <

0.005). Finally, the cooperative trait is not significantly different than the control in the well-mixed

environment (Wilcoxon rank sum pairwise p−value = 0.09512). These results indicate that while

a population may achieve high cooperation in a pools environment, they may not be able to persist

at that high level of cooperation long term.

3.3.3 Does the availability of unrestricted resources decrease the benefit of public-goods
cooperation?

Because our specific cooperative behavior is focused around restricted resources (i.e. freed by a

public good), the relative distribution of unrestricted resources and restricted resources is likely to

influence what strategy is most successful [40]. There is a small amount of unrestricted resource

in all of our experiments because it is required for a population of purely wildtype to be able to

start producing the public good and freeing the restricted resource. However, we hypothesized that

increasing amounts of unrestricted resource would destabilize cooperation and allow defectors to

more easily invade because defectors would be less reliant on being able to use restricted resources
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freed by cooperators.

We created a new set of experimental treatments where unrestricted resources were introduced

after each bottleneck event. The treatments differed in the amount of unrestricted resource provided

and allowed us to explore the effects of varying levels of unrestricted resources on the evolution of

public-goods cooperation. As shown in Figure 3.6, in well-mixed and spatially structured environ-

ments, the resource levels we tested – 80k, 100k, 120k, 140k, 160k, 180k and 200k – did not have

a significant effect on the final proportion of cooperators. This result disputes our hypothesis that

increased unrestricted resource would destabilize cooperation, indicating that spatial structure has

a larger effect than the amount of unrestricted resource.

However, in the intermediately structured pools environment, increased unrestricted resources

prevented cooperators from out-competing defectors. This result confirms that when there is

enough unrestricted resource, defectors are able to avoid their lower yield weakness and prevent

the cooperators from reaching quorum.
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Figure 3.6: The effect of increased unrestricted resource on ecological competition between wildtype and defectors across pop-
ulation structures. Increased unrestricted resources had no significant effect in well-mixed and spatial environments, however it did
reduce the competitive advantage of wildtype in pools.
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For a trait to be successful in ecological competitions, a genome must first arise that possesses

the trait and then increase in frequency in a population. To determine the likelihood of the coopera-

tive trait evolving from a fully defector background across resource levels, we initiated experiments

where the population started with the defector phenotype of 0% chance of cooperating and allowed

for mutations upon reproduction. As shown in Figure 3.7, we again compared the value of the co-

operation probability to a control variable to determine whether the trait was under selection. We

found that in well-mixed environments, cooperation is not under positive selection. However, in

spatially-structured environments, the cooperative trait quickly invades the population of defectors

at all resource levels. This result indicates that spatial structure is sufficient to enable cooperators

to overcome defectors even when the defectors do not face an unrestricted resource limitation. Fi-

nally, at resource levels 80-140k in the pools environment, cooperation is able to evolve de novo

at the same resource levels in which cooperators were able to outcompete defectors ecologically.

This result indicates that within the resource levels I tested, the factors that select for the ecological

maintenance of the cooperative trait also select for the de novo evolution of it.
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(a) Cooperation evolving across structures and resource values.
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(b) Control value across structures and resource values.

Figure 3.7: Cooperation evolving de novo across resource values and spatial structure. In spatial environments, the resource levels
do not affect the evolution of cooperation. In the pools environment, lower levels of resource select for cooperation whereas higher
levels do not.
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Finally, I again tested the long-term stability of the cooperative trait when mutations were

enabled. As seen in Figure 3.8, in well-mixed and spatial environments, the resource values do

not affect the stability of the cooperative trait; as seen previously, well-mixed environments se-

lect against cooperation and spatial environments select for cooperation. However as seen in the

de novo evolution of the cooperative trait over resource values, in the pools environment, when

80,000 unrestricted resource units are introduced regularly, cooperation is maintained significantly

higher than the control (Wilcoxon rank sum pairwise p−value < 2.2e−16), whereas at the higher

resource values, they are not significantly different than the control. This result indicates that the

resource values tested here generally do not affect the long-term stability of cooperation, except in

the case of the pools environment.
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(a) Cooperation stability across structures and resource values.
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(b) Control value stability across structures and resource values.

Figure 3.8: Resource values do not significantly affect the long-term stability of the cooperative trait, with the exception of 80k
unrestricted resource units in the pools environment, where cooperation is maintained at a value significantly above the control.
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Taken together, the previous results show that the resource values did not strongly affect any

stages of the evolution of this cooperative trait, with the exception of the pools environment. In

that environment, lower resource values selected for cooperation in ecological competition and de

novo evolution. However, only the lowest resource amount significantly increased the long-term

stability of the cooperative trait. This result shows that ecological competitions do not necessarily

reflect the long-term evolutionary trends of the trait.

3.3.4 Does a positive feedback loop on quorum sensing increase stability of cooperation?

Many natural quorum-sensing systems have a positive feedback mechanism for the production of

autoinducers [18]. With a positive feedback mechanism, once an individual detects enough autoin-

ducer for a quorum, it increases the amount of autoinducer it produces to make more of the colony

switch states to produce the public good. We hypothesize that this mechanism could increase the

initial evolution and stability of quorum sensing, as long as defectors are somehow policed. If de-

fectors are not policed, they would gain a huge fitness increase by deliberately pushing surrounding

cooperators into a high-production state even though there are not enough cooperators for it to be

beneficial. In our system, we do not allow defectors to produce an autoinducer, simulating one of

various mechanisms that could prevent ‘lying’ defectors [85].
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Figure 3.9: The addition of a positive feedback mechanism does not significantly change the evolution of cooperation in spatial or
pools environments. In the well-mixed environment, the positive feedback reduces the fitness advantage of the cooperator significantly
(Mann-Whitney U test p = 1.911e−06).
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I found that in the well-mixed environment, this positive feedback loop caused cooperators to

be selected against, as seen in Figure 3.9 (Mann-Whitney U test p− value = 1.911e−06). In the

spatial and pools environments, however, the availability of the positive feedback mechanism did

not significantly affect the evolution of the cooperative trait. Because the pools consist of smaller

well-mixed environments, this result indicates that the Simpson’s Paradox dynamic – whereby co-

operative subpopulations grow faster than defector subpopulations – has a stronger effect than a

positive feedback mechanism. Further, these findings indicate that the positive feedback mecha-

nism implemented here is neither necessary nor sufficient for cooperation to evolve.
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(a) Cooperation evolving across structures and feedback.
Well-Mixed Spatial Pools

0 5000 10000 15000 20000 25000 0 5000 10000 15000 20000 25000 0 5000 10000 15000 20000 25000

0.00

0.25

0.50

0.75

1.00

Evolutionary time (in updates)

M
ea

n 
C

on
tro

l V
al

ue

Feedback
None

Positive

(b) Control value evolving across structures and feedback.

Figure 3.10: Positive feedback does not significantly affect the evolution of the cooperative trait over most spatial structures.
Only in the pools environment does the positive feedback mechanism significantly decrease the final amount of cooperation in
the populations.
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I again tested how the de novo evolution of the cooperative trait may differ from the ecological

competitions by enabling mutations in a population that started with the defector phenotype. As

seen in 3.10, I found that generally the positive feedback mechanism did not have a significant

effect, except in the pools structure. When evolving de novo in the pools structure, the positive

feedback mechanism significantly reduced the level of cooperation evolved (Mann-Whitney U test

p− value < 2.2e− 16). This result indicates that when evolving de novo, the selective pressure

against the positive feedback cooperator in well-mixed structures does affect the pools structure,

though cooperation is still able to evolve.
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(a) Cooperation evolving across structures and feedback.

Well-Mixed Spatial Pools

0 5000 10000 15000 20000 25000 0 5000 10000 15000 20000 25000 0 5000 10000 15000 20000 25000

0.00

0.25

0.50

0.75

1.00

Evolutionary time (in updates)

M
ea

n 
C

on
tro

l V
al

ue

Feedback
None

Positive

(b) Control value evolving across structures and feedback.

Figure 3.11: Positive feedback does not significantly affect the long term maintenance of the cooperative trait across environmen-
tal structures.
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Finally I examined the long-term evolution of the cooperative trait with and without the positive

feedback mechanism. As seen in Figure 3.11, I found that the positive feedback mechanism did

not have a significant affect on the stability of the cooperative trait in any of the environmental

structures.

These results indicate that the positive feedback mechanism I implemented does not, in general,

significantly affect the evolution of the cooperative trait, with the exception of some effect in

well-mixed environments and sub-populations. In ecological competitions, the positive feedback

decreased cooperation in well-mixed environments, whereas in de novo evolution that effect was

only apparent in the pools (which consists of 100 well-mixed sub-populations). Finally, neither

structure showed an effect of positive feedback on the long-term stability of the cooperative trait.

3.3.5 Conclusion

In this chapter, I have presented a digital system for studying the factors contributing to the three

stages of evolution of a quorum sensing trait. I found that population structure was the dominant

factor, with unrestricted resource amounts and the presence of a positive feedback mechanism

having only a small, if any, effect on the cooperative trait. Further, I found that whether there is an

effect and the direction of selection can vary depending on whether the trait is evolving de novo,

maintaining short term, or maintaining long term. The final cooperation values of the population

are not guaranteed to stabilize at the same value regardless of the stage of evolution.

These findings show that in order to fully understand the evolutionary dynamics of a coopera-

tive trait, we must study its origin, short-term stability, and long-term stability; we must not make

assumptions that the factors selecting for the origin or long-term stability will be the same as those

found to select for short-term stability.

As we begin to explore using evolving populations in medical and agricultural interventions,

we must identify when the interventions rely on a cooperative trait and study how that cooperative

trait may evolve over the long term. Digital systems such as the one presented here are ideal for

testing such scenarios and making more informed decisions about matters relating to human health
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and safety.
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CHAPTER 4

SYMBIOTIC RELATIONSHIPS: WHAT FACTORS SELECT FOR THE EVOLUTION
OF MUTUALISM?

Researchers have been fascinated by the existence of mutualisms – cooperation between members

of different species – since Darwin [23], and therefore there are many well-documented example

systems, such as pollinators with flowers, cleaner fish with other fish, and soil bacteria with plants

[20, 6, 25]. Mutualisms between bacterial microbiomes and host species have been found to be

especially common, including in many parts of the human body [7], making them relevant to hu-

man health. Further, more intricate mutualisms continue to be discovered in complex communities

at an astounding rate [91, 66, 80, 56, 81]. Because these systems range across abundant sizes and

species, it has been difficult to identify general principles of the evolution of mutualism. Further,

most of these mutualisms are ancient, and therefore difficult to recreate or determine the factors

that led to the original evolution of the behavior.

Like all cooperative systems, mutualisms are at risk of one partner cheating the other and

destroying the mutually-beneficial arrangement [55]. This conflict raises the question of how mu-

tualisms are able to arise in evolving populations and be maintained over many generations of

organisms.

There are many hypotheses about what factors could influence the evolution and maintenance

of mutualisms [55], several of which highlight the influence of the natural history of the partners

[56], the amount of vertical and/or horizontal transmission of the symbiont [82], and the nature

of the benefit conveyed by the symbiont [16]. While examining extant mutualisms can provide

insight into how these factors affect their stability, it is difficult to experimentally test the influence

of these factors on the de novo evolution and long-term maintenance of a mutualism.

The evolution of mutualisms is difficult to test in biological systems due to the long generation

times of partners (even bacterial species take months to evolve [81]) and our imperfect control

of the experimental system. To circumvent these challenges, I created a simulation to evolve a
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mutualism under varying conditions, called Symbulation. Using this system, I was able to vary

specific factors while guaranteeing conditions were otherwise identical, enabling me to thoroughly

test the effects of natural history, vertical transmission, and benefits from the symbiont on the de

novo evolution of a mutualism.

4.1 Literature Reviewed

Mutualism – i.e. cooperation between members of different species – has been a subject of

interest to field researchers since Darwin [23]. Due to this interest, there are countless examples

of mutualisms in the natural world, a number of which are reviewed in depth by Herre et al. [48].

Because two organisms of different species are highly unlikely to share a cooperative gene, kin

selection and the idea of selfish genes do not easily explain this type of cooperation, making it all

the more intriguing, and therefore leading to an abundance of hypotheses regarding their evolution

and maintenance.

Historically it was a common assumption that because mutualism was better overall for both

species, parasites would be pressured to evolve into commensalists, which would then have pres-

sure to evolve to mutualists [32]. However Ewald et al. introduced the idea that, while parasitism to

mutualism is a spectrum, we must remember that selection often pressures individuals of a species

to cheat a cooperative trait because in a cooperative background, cheaters will have a fitness ad-

vantage [32].

Frank et al. proposed that mutualisms are still selected due to benefits to kin, just indirectly. If

the original donor is likely to have kin nearby that would benefit from reciprocation from the orig-

inal recipient, it could lead to the cooperation being under more consistent positive selection [38].

Van Cleve et al. [88] modeled a system with a high benefit relative to the cost of the mutualism,

as well as high within-species relatedness and high between-species partner fidelity – the idea that

the maintenance of evolution depends on partners remaining with each other for extended periods

of time, thus aligning their fitnesses [21]. They found that with those assumptions, feedback mech-

anisms between partners were more important than the genetic correlations of individuals within
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each of the species involved [88].

Other researchers have turned to inspiration from mate choice, drawing the parallel that a fe-

male choosing a male (or vice versa) is in many ways similar to a mutualist choosing a partner

among the individuals of the other species [68]. Using game theoretic models of rational traders in

human markets, assuming that partner choice is the dominant force in the system, Noe et al. found

that the cost of sampling partners determined whether the host was choosy or not. If it is cheap to

figure out the quality of a partner, it makes sense to try many and keep the best one. Conversely, if

it expensive to try out a partner, hosts cannot switch symbionts whenever they please and so will

be more tolerant of less-than-ideal partners [68]. This idea of partner-choice being a determining

factor in the evolution of mutualism first arose in [21] in opposition to the concept of partner fi-

delity. Conversely, partner-choice is the idea discussed previously where a host has some way of

sampling potential partners and picking the highest quality, thus possibly selecting for symbionts

to be of higher quality [21].

Partner fidelity can also take place across generations with vertical transmission. Vertical trans-

mission is when offspring of a host are infected by offspring of the host’s symbiont [35]. This idea

of vertical transmission was first discussed in terms of parasites passed from parent to offspring,

which Fine et al. modeled. However the same idea can and should be applied to potentially co-

operative symbionts. In Yamamura et al., researchers presented a differential equation model of

a mutualism system where vertical transmission can evolve [97]. They found with their model

that when the vertical transmission rate reaches a tipping point, the system will be pushed toward

perfect vertical transmission. That tipping point’s exact value can vary based on other factors,

however. Bronstein et al. also found that ecological conditions must be taken into account when

trying to understand the costs and benefits of mutualisms because they can cause a large shift along

the parasitism-to-mutualism spectrum [15].

Much of the research on cooperation is focused on how cheaters – or low-quality partners

when considering mutualisms – are prevented from invading a system [46]. However Heath et

al. pointed out that, when natural systems have been closely studied, a large amount of natural
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variation is generally present, which many models do not take into account [46]. Therefore, when

determining how mutualisms evolved and are maintained in many natural systems, models must

incorporate large amounts of standing variation in partners [46]. Foster et al. found that factoring

in standing variation in partner quality may actually have a stabilizing effect on mutualisms [36].

When all partners are of high quality, there is no reason to be choosy. When choosiness is no longer

under strong selection, low-quality individuals can start to take advantage of non-choosy partners

[36]. Therefore, if a variety of low-quality partners are introduced every generation, selection for

choosiness would be maintained and therefore cooperation as well.

Yamamura et al. explored how spatial structure and dispersal could affect the evolution of a

mutualism in [98]. They created a mathematical model and simulation with a mutualist and non-

mutualist phenotype with a high benefit-to-cost ratio and a low reproductive rate. They found that

unlimited dispersal prevented the mutualist phenotype from being able to invade non-mutualists,

and conversely with neighborhood reproduction only, the mutualists were able to invade non-

mutualists [98]. Doebeli et al. also found that spatial structure was vital to the evolution of

mutualism in their model [28]. They also required that increased investment in the mutualism

led directly to increased yield and with those assumptions, mutualisms were actually relatively

easy to evolve. This finding led them to suggest that, in some situations, it may not be an issue for

mutualism to evolve once a symbiont is engaged with a host; it may instead be more an issue of

the host’s initial defenses [28].

Akcay reviews the mechanisms discussed previously and identifies selective pathways that

can lead to stability in a mutualism [4]. Beyond these mechanisms, however, Akcay comes to the

conclusion that most of the existing models that he found incorporated only one of the many mech-

anisms listed. This finding highlights a critical flaw, as Van Cleve et al. finds that when reciprocity,

genetic relatedness, and synergy (the additional fitness advantage created by the mutualism) are

all included in a mathematical model, they interact in non-trivial ways and cannot be assumed to

be simply additive [88]. This issue is further discussed in Hoeksema et al., which reviewed the

theoretical findings of the field of mutualism evolution and noted that while many of the models
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work well for a specific aspect, none attempted to bring together the many factors [50]. Of course,

they then point out that doing so would be difficult if not impossible in an analytical model, which

is compounded by the issue that naturalists have had difficulty in determining the actual costs and

benefit values in any specific system [50]. A bridge needs to be created between the theoretical

and empirical researchers, and I have endeavored to begin the creation of that bridge in this work.

4.2 Methods

I created an agent-based simulation, Symbulation, that models coevolution between host or-

ganisms and symbionts, providing a simple environment to examine the conditions under which

symbionts engage in strategies that are mutualistic, at one extreme, or parasitic, at the other.

4.2.1 Symbulation

In Symbulation, host and symbiont genomes each consist of a single number, the resource behav-

ior. The resource behavior can be inclusively between -1 (antagonistic) and 1 (cooperative) and

determines how the organism acts toward its partner, if it has one.

A resource behavior value below 0 means the organism is antagonistic toward its partner. A

host with a negative resource behavior will invest that proportion of the new resources available to

it into defense. A symbiont with a negative resource behavior attempts to steal resources from the

host. It attacks the host based on the magnitude of its resource behavior and the amount that the

symbiont’s value is more negative than the host’s value determines the proportion of resources the

symbiont is able to steal from the host. For example, as shown in 4.1, if the host has a value of -0.3

and the symbiont a value of -0.8, the host first invests 30% of its resources into defense, meaning

that those resources are no longer available for host or symbiont reproduction. If 20 resources

came into the host cell, 6 have now been used up and 14 remain for reproduction. The symbiont

then attacks with -0.8 and because that value is negative and of greater magnitude than the host’s

defense value, the symbiont is able to overcome the host defense. The symbiont is therefore able

to steal 50% of the remaining resources. Therefore the symbiont is able to steal 7 resources and
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apply them to its own reproductive progress. The host then has 7 remaining resources that it is able

to use for its own reproduction.
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Figure 4.1: Example host and symbiont with antagonistic behavior. The host spends 30% of resources on defense (lock), the symbiont
steals 50% of what remains, and the host retains what the symbiont does not steal.

69



Table 4.1: Interaction results for host and symbiont phenotypes

Host Phenotype Symbiont Phenotype Result
X > 0 Y > 0 Host donates proportion X to symbiont, sym-

biont donates proportion Y back, which is mul-
tiplied by 5

X < 0 Y < 0 Host invests proportion X in defense, symbiont
steals proportion X - Y, host gets what remains

X > 0 Y < 0 Host donates proportion X to symbiont, sym-
bionts steals additional proportion Y, host gets
what remains

X < 0 Y > 0 Host invests X in defense, symbiont has no re-
sources to donate, host gets remaining resources

Conversely, a resource behavior value above 0 means the organism is acting cooperatively

toward its partner. The host donates that proportion of resources to its symbiont (if it has one),

and the symbiont, in turn, donates a proportion back to the host – determined by the symbiont’s

resource behavior – with a synergy factor of multiplying by five applied. All combinations of

positive and negative phenotypes are presented in Table 4.1.

When either a host or a symbiont reproduces, the offspring are placed in a random location in

the world. A symbiont offspring must infect a host to survive and if the host targeted is already

infected, the offspring fails and dies. Reproduction is imperfect, of course, and the parent and off-

spring both have the chance of mutation changing their resource behavior value and their chosen

resources. The resource behavior is altered by a random number pulled from a Gaussian distribu-

tion with a mean of zero and a standard deviation of 0.002. The chosen resources set is altered by

a random resource type being removed and a random possible resource type being added.

The symbionts have two ways of replicating themselves: horizontal and vertical transmission.

In horizontal transmission, the symbiont accrues enough resources to make an offspring and send

that offspring into the world to try to infect a random host. Alternatively, vertical transmission may

occur when a symbiont’s host reproduces. The vertical transmission rate determines the likelihood

of the symbiont being copied into the offspring along with the host’s genome. This transmission

rate can be set by the user or evolved by the hosts.
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Determining whether a mutualism has actually emerged in any system is difficult, both because

it is difficult to measure the required values and because the literature is not agreed on what the

measurements or values should actually be [55]. Because Symbulation allows complete control of

data, I am able to avoid any indirect proxies and instead measure exactly the behavior each partner

exhibits to the other, that is, the resource behavior value. However, there is still the question of how

positive a value needs to be to be a mutualism and which partner needs to be positive. I am using

the definition of a mutualism that the host is better off with its partner than it would be without (and

conversely worse with a parasite than without). Therefore, a symbiont that has a positive resource

value less than 1 (100% of resources back to host) could still be a mutualist if what it is contributing

is more than the host would have without that partner, even if there are also better partners in the

world. I consider a mutualism to be any relationship that appears stable over evolutionary time and

both partners have positive resource behavior value. While this is not a direct test of whether the

host is better off with the symbiont, selective pressure will select for hosts with a positive resource

behavior value only if donating to the symbiont is of value to the host. Similarly, because defense

is costly to the host, a host will only have a negative value if the symbiont is causing it more harm

than not having a partner; parasitism will therefore be a stable relationship where both partners

have negative resource behavior values.

4.3 One Infinite Resource

4.3.1 Methods

Each section of this chapter will have a methods subsection describing what additional features I

made to examine the questions posed in that section. One infinite resource is the default environ-

ment and therefore has nothing unique to it. All future types of resource will have these settings

unless otherwise specified in the respective methods subsection.
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4.3.2 How does vertical transmission rate affect the maintenance of mutualism?

Vertical transmission is imperfect in natural systems, and the probability of vertical transmission

succeeding is likely to affect the investment a symbiont places into a mutualism [55]. The more a

symbiont can rely on spreading its offspring when its host reproduces, the more beneficial it would

be to increase its host’s fitness. However, if it is unlikely a symbiont will be able to spread when its

host reproduces, it would make more sense for the symbiont to spread via horizontal transmission

[82]. Therefore, I first focused on determining how the probability of vertical transmission would

influence the evolution of a mutualism. I tested values of 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, and

100% vertical transmission. These set probabilities are in addition to the other requirements for

vertical and horizontal transmission discussed previously. An artificial synergy factor of five was

applied.
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Figure 4.2: Evolution of mutualisms across vertical transmission rates. Final resource behavior values are shown after evolution
across vertical transmission rates from 0% to 100%. Vertical transmission rate clearly strongly influences the final resource behavior
value of each partner. At 0% vertical transmission rate, the symbiont becomes fully parasitic and the host defensive. At 100% vertical
transmission rate, the symbiont and host are fully invested in a mutualism, to the point that the symbiont has lost the ability to reproduce
horizontally.
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As shown in Figure 4.2, I found that a vertical transmission rate of 0% led to a clear parasitism

where the symbiont is on average attacking the host as much as it can and the host is investing

half of its resource into defense. This confirms my hypothesis that when there is no chance of the

symbiont being vertically transmitted, it will not cooperate with the host and instead steal as many

resources as possible for horizontal transmission.

Conversely, at 100% vertical transmission rate, an extreme mutualism evolves where the host

donates all of its resources to the symbiont and the symbiont donates all of its resources back to

the host. This result means that the symbiont has lost the ability to horizontally transfer because

it can no longer amass any resources to do so. Similarly, the host is completely dependent on

its symbiont such that it would be unable to reproduce without it (assuming the resources it tried

to donate were therefore wasted). This extreme result confirms the hypothesis that a guaranteed

vertical transmission will align the symbiont’s selective pressure with the host’s and possibly lead

to a major transition over evolutionary time.

At intermediate vertical transmission rates of 10-90%, the final relationship supports the idea

of imperfect mutualisms [55]. In these cases, the symbiont is not a perfect partner, but it could

contribute more resources back to the host instead of keeping some for itself. However, the host

still has an resource behavior value near to 1. This result is an example of when the host is still

selected to invest in the mutualism with an imperfect partner because having an imperfect partner

is better than no partner at all. Because of the synergy effect (x5), the host only needs to get 10%

of its contributed resources back to break even. Any higher resource behavior value above 10% in

a symbiont is beneficial to the host.

The transition from most likely to evolve to a mutualism and most likely to evolve to a para-

sitism occurs between 10 and 0% vertical transmission rate. To better understand the dynamic of

this transition, I ran additional experiments at every whole percentage vertical transmission rate

between 0 and 20%. In Figure 4.3 it is clear that the transition between effects of vertical transmis-

sion rates are sharp between 7% and 11% with intermediate final population states at 8, 9, and 10%

vertical transmission rates. This result suggests that there are few vertical transmission rates that
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can lead to an intermediate population state without other confounding factors, but it is possible.
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Figure 4.3: Evolution of behavior between 0% and 20% vertical transmission rates. Vertical transmission rates of 8, 9 and 10%
show an intermediate final state. However, the other treatments make it clear that generally there is a sharp tipping point between a
population ending in mutualism or parasitism.
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The intermediate state of populations at 8 and 9% vertical transmission rate is particularly

strange because the average is -0.598 and -0.286, respectively, suggesting that symbionts in these

populations are at a behavior of below 0 yet the hosts are still investing in these useless sym-

bionts. However, when the phenotypes of the symbionts are not reduced to a single average, as in

Figure 4.4, it is clear that these are not populations of purely parasitic symbionts and mutualistic

hosts. Instead, there appears to be a stable coexistence of parasitic and mutualistic symbionts.

However, when the phenotypes of individual populations are examined, as in Figure 4.5, the

three possible scenarios become clear. In 17/20 replicates, a coexistence between extreme parasites

and moderate to extreme mutualists was able to persist to 100,000 updates. Notably in the 3/20

replicates that did not have a stable coexistence, a mutualistic phenotype was dominant.
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Figure 4.4: Phenotypes of symbiont at vertical transmission rates 8, 9, and 10%. At each intermediate vertical transmission rate a
stable coexistence between parasitic and mutualistic symbionts persists through evolutionary time.
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Figure 4.5: Phenotypes of each replicate symbiont population at vertical transmission rate 9%. Twenty replicate populations
evolved at 9% vertical transmission rate are shown. Two stable types of co-existence exist with either imperfect mutualists or extreme
parasites as dominant.
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Further, there are two distinct types of coexisting populations: 1) majority moderate mutualists

and minority parasites (6/20 replicates, ex: 1001 in 4.5) and 2) majority parasites and minority

extreme mutualists (11/20 replicates, ex: 1003 in 4.5).

Together these results show that even in a simple agent-based system, complex dynamics can

emerge and there are multiple stable states that populations can evolve to. I have confirmed that in-

creased vertical transmission rate does more strongly select for mutualism, however at intermediate

vertical transmission rates, stable coexistence of parasites and mutualists is possible.

4.3.3 How does vertical transmission affect the evolution of mutualism?

The previous section focused on whether mutualistic traits could invade an environment when

starting as an established subset of the population. However, a population with high standing

variation in a mutualistic trait will not necessarily have the same dynamics as a population starting

with a neutral phenotype (neither mutualistic nor antagonistic) and therefore the de novo evolution

of a mutualistic trait against a neutral background must be explored separately.

I created starting populations where all organisms started with a phenotype of 0, meaning

they neither donated to their partners nor acted antagonistically. As seen in Figure 4.6, at all

vertical transmission rates except for 100%, starting with a neutral background led to the extinction

of the symbionts before they were able to evolve to parasitism or mutualism. At 100% vertical

transmission rate, a small proportion of more mutualistic hosts starts to emerge at the end of the

experiment, as seen in Figure 4.7, however these final populations are clearly less mutualistic than

populations that start with standing diversity as discussed in the previous section.
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Figure 4.6: Phenotypes of Symbionts across vertical transmission rates when hosts start at neutral phenotype. Symbionts go
extinct except when the vertical transmission rate is 100%.
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Figure 4.7: Phenotypes of hosts across vertical transmission rates when ancestral hosts all start with the neutral phenotype.
Because symbionts go extinct (see 4.6), host resource behavior value is not under selective pressure and does not evolve except at 100%
vertical transmission rate.
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These results suggest that the conditions that allow mutualisms to become established and

stable in a population do not necessarily also enable a mutualism to emerge de novo in a population

of neutral phenotypes. This finding would imply that other mechanisms would need to be in place

to allow a mutualism to grow to a sufficient proportion of the population or allow a population to

already have a diverse set of organisms when selection on the mutualist trait becomes active.

4.3.4 How does the ancestral symbiont behavior affect the evolution and maintenance of
mutualism?

The initial behaviors of symbionts is likely to influence the likelihood that mutualisms success-

fully evolve or can be maintained in the system. Symbionts frequently evolve to infect a new

host species [55], thus beginning their co-evolution with that host as potentially already parasitic

or mutualistic. If a symbiont at the beginning of an evolutionary experiment has more parasitic

behaviors, I hypothesized that a stable mutualistic relationship would be less likely to arise in the

longer term than if the symbiont has initially random or mutualistic behaviors. Therefore, I de-

signed three treatments to test how the symbionts’ behavior at the start of evolution changes the

ending relationship between symbiont and host. My control treatment and the default is for a new

symbiont’s genome to be randomly assigned values at the start of evolution. I then created a par-

asitic population of symbionts to start the parasitic behavior treatment by forcing the symbionts’

resource behavior values to be negative. Conversely, I created ancestor symbionts with more mu-

tualistic behavior by changing their resource behavior values to be positive, thus exploring the

maintenance of mutualisms. The values could still be between -1 and 0 or 0 and 1, respectively.
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(a) Symbiont starts more mutualistic.
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(b) Symbiont starts more parasitic.

Figure 4.8: Evolution of mutualisms across vertical transmission rates when symbiont starts (a) more mutualistic than random or
(b) more parasitic than random. (a) When a symbiont starts as more mutualistic in behavior, mutualisms are able to evolve at vertical
transmission rates 20% and higher, where tended to fail when the symbiont started with a random behavior. (b) When a symbiont
starts as more parasitic in behavior, it is more difficult for a mutualism to evolve than when the symbionts start with random behaviors.
However at vertical transmission rate 100% the mutualism is able to recover from the parasitic starting behavior.
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As seen in 4.8 the general starting phenotype of the symbiont significantly affects whether a

mutualism will evolve or be maintained at vertical transmission rates between 20% and 90%. This

result indicates that the evolutionary history of the symbiont when it moves to a new host can

completely alter the relationship with that host.

Once again the population averages in the intermediate vertical transmission rates of the par-

asitic starting treatments are near 0%, indicating that there is a coexistence or multiple stable

phenotypes. In Figure 4.9 a coexistence between two parasitic symbionts occurs at the vertical

transmission rates where a mutualism would evolve if the symbiont had started with random phe-

notypes. This result indicates that this type of coexistence between one extreme phenotype and

one less extreme phenotype is not dependent on a mutualistic host.
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Figure 4.9: Phenotypes of symbionts starting more parasitic than random across vertical transmission rates. When starting at more
parasitic phenotypes, stable coexistence of parasitic and mutualistic phenotypes can evolve only at 90% or 100% vertical transmission
rate as opposed to all rates about 10% when starting random.
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While the previous section shows that a mutualism cannot evolve de novo in this system from

a neutral starting population, these results indicate that a new mutualism could evolve from a

host range change of a symbiont. If the symbiont starts interacting with a new host and is more

mutualistic than random, a mutualism can evolve under a broader range of vertical transmission

rates.

4.4 Multiple Infinite Resources

Many natural mutualisms are successful because the endosymbiont performs a task, such as

defense, that the host is incapable of doing itself (as in the classic example of the ants and acacia

trees [52]). This division of labor leads to a synergy effect where the symbiont is able to increase

the energy yield for the host when the host donates resources to it. In the previous experiments this

effect was artificially set. Here I introduce resource types and allow the synergy effect to emerge

due to true division of labor between host and symbiont. I then compare this to a control where the

host is able to choose all resource types and therefore has no need of the symbiont.

4.4.1 Methods

If resource types are enabled, at least two types of resources are available in the environment in

unlimited quantities, but only a set amount of each resource can be brought into the host in a given

time step. If the symbiont chooses different resources than the host, its host is able to process

that additional type of resource efficiently, increasing the overall amount of resources available to

the pair at that time step. For example, if there are two possible resources, A and B, and the host

and symbiont can choose only one resource type each, the host might choose resource A and the

symbiont might choose resource B and enable the host to efficiently digest resource B. A host that

overlaps with its symbiont is able to efficiently digest only a single type of resource and therefore

fail to obtain half of the available resources.

The host first efficiently digests all of its available specialty resource. Its resource behavior

value then determines the proportion of non-specialty resource types it gives to its symbiont. The
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symbiont then processes whatever types it can and returns a proportion of those resources to the

host. The host is able to efficiently make use of the symbiont’s specialty resource after the symbiont

processes it.

When the relationship is antagonistic and resource types are enabled, as shown in Figure 4.10,

the chosen resource types determine the type of defense the host invests in and the type of attack

the symbiont uses. By default 25 (example uses 10 for clarity) of each type of resource is again

available to the host, but the symbiont is trying to steal some of them and the host is only able to

defend one by default.

If the host and symbiont do not have matching chosen resources, the host uses a portion – deter-

mined by its resource behavior value – of its non-specialty resources, in the example resource B, to

protect its specialty resource. If the symbiont has a more negative resource behavior value than the

host, it is able to overcome the host’s defenses and steal a portion of the host’s specialty resource

in addition to what remains of the host’s non-specialty resources. If the symbiont has the same

specialty resource as the host, the symbiont is only able to access that specialty resource, and the

non-specialty resource is wasted. If the host is able to fend off the symbiont, each partner receives

half of the B resource (host’s non-specialty), and the host keeps all of its specialty resource.

To summarize, when the host and symbiont are mutualistic, jointly they are more fit when they

have different chosen resource types. However, when the relationship is antagonistic, the hosts

will be most fit if they choose the same resource type as the symbiont. Conversely, the symbionts

will be most fit if they choose a different resource type from the host, leading to conflict between

hosts and parasites.

88



Figure 4.10: Example host and symbiont antagonistic resource behavior with non-matching chosen resource types. The host uses
up 3 B in defense of resource A. The symbiont is able to destroy some of A and steal what is left of B.
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Table 4.2: Interaction results for host and symbiont phenotypes with resource types

Host

Phenotype

Symbiont

Phenotype

Chosen

Resource

Types

Result

X > 0 Y > 0 Types

match

(ex: both

A)

Host digests all of A, donates X of B to symbiont,

inefficiently digests 1-X of B; symbiont cannot digest

B and so X of B is wasted

X > 0 Y > 0 Types

mismatch

(ex: Host

A, Sym B)

Host digests A and donates X of B to symbiont, host

inefficiently digests 1-X of B; symbiont processes B

and returns Y proportion processed B, symbiont gains

1-Y of processed B; host digests processed B

X < 0 Y < 0 Types

match

(ex: both

A)

Host spends -X of B for general defense; symbiont

tries to steal A, if Y < X , symbiont wastes Y-X of A

and steals -Y of remaining A; if Y >= X each get half

of A; B is wasted

X < 0 Y < 0 Types

mismatch

(ex: Host

A, Sym B)

Host spends X of B for general defense; symbionts

tries to steal B, if Y < X , symbiont wastes Y-X of A,

steals -Y of B; if Y >= X each get half of B; host gets

remaining A

X > 0 Y < 0 Types

match

(ex: both

A)

Host donates X of A to symbiont, symbiont takes all

remaining A, B is wasted
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Table 4.2 – (cont’d)

Host

Phenotype

Symbiont

Phenotype

Chosen

Resource

Types

Result

X > 0 Y < 0 Types

mismatch

(ex: Host

A, Sym B)

Host donates X of A to symbiont, symbiont takes all

of B, host gains what remains of A

X < 0 Y > 0 Types

match

(ex: both

A)

Host digests A; Host spends X of B on defense; Sym-

biont tries to digest A but none left; B is wasted

X < 0 Y > 0 Types

mismatch

(ex: Host

A, Sym B)

Host digests A; Host spends X of B on defense, an-

other 0.5 of B is lost due to symbiont having to fight

to get to it; Symbiont donates Y of what B it gets to

host as processed and keeps 1-Y of the B it got for

itself

All combinations of resource behavior value and chosen resource type are presented in Ta-

ble 4.2. These interaction dynamics were selected because they produce a fitness landscape that

creates conflict between the partners. As seen in Figure 4.11, the region of the fitness landscape

that is best for the symbiont is the opposite of that that is ideal for the host. This conflict is an ab-

straction of the many mutualism-parasitism systems where it is assumed that there is this conflict

due to observed interactions.

91



Figure 4.11: Fitness landscapes for Symbiont and Host with non-matching resource types. The symbiont and host fitness landscapes
show that the two partners conflict on which phenotypes are best for each of them.
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4.4.2 Is a mutualism able to evolve without a forced synergy effect?

By having the organisms choose resources to use, I am no longer enforcing an artificial synergy

by multiplying the returned symbiont’s resources by 5. Instead, the host and symbiont only have a

synergy if they use different resources. I first verified that the full range of parasitism to mutualism

was able to evolve across vertical transmission rates, as seen in 4.12
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Figure 4.12: Evolution of mutualism across vertical transmission rates without artificial synergy. When an artificial synergy factor
is replaced with a set of resource types that are divided based on the host and symbiont phenotypes, mutualisms are still able to evolve
at higher vertical transmission rates.
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I then determined that the coexistence of multiple symbiont phenotypes was not an artifact of

the artificial synergy, as shown in 4.13.
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Figure 4.13: Count of symbiont phenotypes across evolution of mutualism when vertical transmission is 60% As with a forced
synergy, multiple phenotypes of symbiont, some parasitic and some mutualistic, are able to stably coexist with a more natural resource
type system.
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Further, the host population at vertical transmission rate 60% has multiple coexisting pheno-

types, some defensive and some mutualistic, as shown in 4.14.
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Figure 4.14: Count of host phenotypes across evolution of mutualism when vertical transmission rate is 60% Host populations
evolved coexistence of phenotypes.
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Finally, as seen in 4.15, the resource type system enables the host to attempt to defend itself

from parasitic symbionts by changing resource types. This change would then pressure the sym-

biont population to evolve to again match the host resource type, then pushing the hosts back to

the original resource type. This dynamic is found in many natural systems of parasites and hosts

[26], and therefore the emergence of this dynamic in Symbulation indicates that the Red Queen

dynamic can occur in the simplest of host-parasite interactions.
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Figure 4.15: The number of hosts and symbionts choosing resource A over time across vertical transmission rates. When the
vertical transmission rate is low and the majority of symbionts are parasitic, Red Queen oscillations emerge quickly in the populations.
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4.4.3 Is division of labor between the partners necessary for the evolution of mutualism?

While I have shown that a mutualism can evolve and persist with a natural synergy created by a

required division of labor, that does not mean that a division of labor is necessary for the evolution

of a mutualism. To determine its necessity, I removed the limitation on how many resource types

the host could choose, thus allowing the host to evolve to choose both resources A and B and no

longer requiring a division of labor between host and symbiont.

When the host population is able to choose both resources A and B, it quickly evolves resistance

to the symbiont, as seen in Figure 4.16. The symbiont population in fact goes extinct, as seen in

Figure 4.17.
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Figure 4.16: The resource behavior values of hosts and symbionts over time when the host can choose both resource types. The
host quickly evolves to be extremely defensive and the symbiont population cannot evolve to parasitic before going extinct.
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Figure 4.17: The population counts of hosts and symbionts over time when the host can choose both resource types. The symbiont
quickly goes extinct at all vertical transmission rates except 100% (which was omitted because the host cannot force the symbiont extinct
then).
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This result indicates that some form of division of labor is necessary for the evolution of a

mutualism, thus all of the following experiments have the required division-of-labor mechanism

active.

4.5 Spatial Structure

As discussed in Chapter 3, spatial structure is often able to increase the fitness advantage of

cooperators because it allows them to preferentially interact with other cooperators and exclude

cheaters. Therefore, the introduction of spatial structure to a mutualism system has been hypothe-

sized to increase the evolution of mutualism [98]. However, Akcay et al. presented a mathematical

model where spatial structure in fact selected for less mutualism [5]. This result was due to the

decreased diversity of symbionts in a given area, due to neighborhood dispersal of the symbionts.

Akcay et al.’s system allowed hosts to be choosy regarding their symbiont partners and therefore

a reduced diversity of symbionts to choose from meant that hosts in some areas were stuck with

lower quality choices than the population as a whole. Conversely, in a well-mixed population,

all hosts have access to the highest quality symbiont partners, potentially leading to more stable

mutualism. Of course, if choosiness can evolve as well, as discussed in [36], consistently high

quality partners can lead to reduced selection for choosiness. Mathematical models are limited in

their ability to show how complex dynamics may combine in noisy and imperfect environments,

making Symbulation an ideal system for exploring the effects of spatial structure on mutualism

empirically.

4.5.1 Methods

For these experiments, we enabled neighborhood reproduction in Symbulation with two infinite

resources (as discussed previously). When a host was able to reproduce, its offspring was randomly

placed in one of the eight spaces surrounding the parent in a Von Neumann neighborhood. Any

previous occupant of the chosen space is killed, just as before in the well-mixed reproductive

model. Symbionts are able to vertically transmit with these offspring with a set probability just as
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previously. If a symbiont is able to horizontally transmit, however, its offspring attempts to inject

into one of the eight neighboring spaces. If there is not an uninfected host in the chosen space, the

symbiont transmission fails, just as previously in the well-mixed model.

There is not an explicit mechanism for host choice in these experiments. Once a host has a

symbiont, it cannot oust the symbiont. However, when a host is overwritten by another’s offspring,

that offspring may be born uninfected. If that offspring is fairly similar to the organism in that

space previously, the dynamic is nearly indistinguishable from a host ousting its current symbiont.

A host with a less cooperative symbiont is more likely to be overwritten by a reproducing neigh-

bor, thus making it more likely that a parasite will be ousted from its current host and replaced

with an uninfected host. Conversely, a host with a more cooperative symbiont is more likely to

produce offspring that have some probability of inheriting the host parent’s symbiont. Thus if a

neighboring host is overwritten by a new host infected by a vertically transmitted symbiont, this

dynamic approximates a host choosing a more mutualistic symbiont. I will refer to this dynamic

as implicit partner choice as it closely parallels within-lifetime partner choice if host mutation rate

is low enough.

4.5.2 How does local reproduction change the evolution of mutualism across vertical trans-
mission rates?

Spatial structure or local reproduction is generally found to increase cooperation in single-species

systems (see previous chapters). However, there is evidence that this might not be the case when

a second species is included [5] due to the limited number of partner choices available in a spa-

tially structured environment. Vertical transmission rate also affects the potential diversity of local

organisms because the Symbulation system assumes that an established symbiont (whether passed

vertically or horizontally) cannot be forced out of its host. Therefore, a higher vertical transmission

rate would increase the number of hosts born already infected, potentially halting the spread of a

horizontally transmitted strain and thus reducing local partner diversity. To explore how vertical

transmission rate and spatial structure interact to influence the evolution of mutualism, I enabled

105



spatial structure and compared the resulting data to the previous section’s.

As seen in 4.18, at vertical transmission rates of 60% and 70%, the final average resource be-

havior value is significantly higher with global reproduction than with local reproduction (60%:

local mean -0.218, global mean 0.663, Mann-Whitney U test p << 0.005; 70%: local mean 0.385,

global mean 0.759, Mann-Whitney U test p << 0.005). Conversely, when the vertical transmis-

sion rate is 30%, the average resource behavior value is significantly lower with global repro-

duction than with local reproduction (local mean: -0.693, global: -0.993, Mann-Whitney U test

p << 0.005). This result indicates that the vertical transmission rate is a key determining factor in

whether spatial structure selects for or against mutualism.
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Figure 4.18: Resource behavior values after 100,000 updates across vertical transmission rates with global and local reproduction
of host and symbiont. Considering the vertical transmission rates tested, at rates of 40% and lower, global reproduction resulted in
significantly lower levels of mutualism than local reproduction. Conversely, at vertical transmission rates of 60% and 70%, global
reproduction resulted in significantly less mutualism than local reproduction.
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Akcay et al. predicted that spatial structure would reduce the fitness advantage for mutualisms

because the hosts would not have access to the full population of symbionts when choosing partners

[5]. While my experiments do not have an explicit partner choice mechanism – a host cannot oust

a symbiont even if it is parasitic – this dynamic is approximated by population dynamics: a host

with a low-quality partner is more likely to be overwritten before it has the chance to reproduce

and possibly vertically transmit its partner. When that unfortunate host is replaced, it is likely to be

by either an uninfected host or a host infected with a vertically transmitted mutualistic symbiont

(since hosts with mutualists are more likely to be able to reproduce). Thus the same dynamic of

low-quality symbionts being less likely to be maintained in a host through partner choice can be

approximated by differential survival.

To determine whether my results are due to the same mechanism as outlined by Akcay et al., I

calculated the average Shannon diversity of symbionts in a local neighborhood in both treatments.

When reproduction is local, the Shannon diversity of symbionts will capture how many different

phenotypes of symbiont a host lineage may ‘choose’. When reproduction is global, the Shannon

diversity of the immediate neighboring symbionts will be a proxy for the Shannon diversity of the

full population of symbionts.

As seen in Figure 4.19, when the vertical transmission rate is 60%, global reproduction results

in a significantly higher Shannon diversity of local symbionts than local reproduction. However at

a vertical transmission rate of 30%, there is not a significant difference, as seen in Figure 4.20.
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Figure 4.19: The average Shannon diversity of local symbionts when reproduction is local and global when vertical transmission
rate is 60%. When reproduction is local, the Shannon diversity is lower than when reproduction is global, indicating the hosts have
fewer choices of symbiont partner.
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Figure 4.20: The average Shannon diversity of local symbionts when reproduction is local and global when vertical transmission
rate is 30%. There is no significant difference between local and global reproduction.
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This result confirms that spatial structure does reduce the partner choice options available to the

host lineage at intermediate vertical transmission rates, leading to reduced evolution of mutualism.

This result also shows that the theoretical findings hold for a system with intermediate phenotypes

and additional noise.

4.5.3 Does spatial structure increase the likelihood of mutualism evolving de novo?

Finally, I again return to the question of how the origin of a trait may differ from the maintenance

of that trait. In the spatially structured environment, a mutualism that already exists in the popu-

lation is able to invade in some vertical transmission rates, even if it is less than in a well-mixed

environment. However, previously I showed that mutualisms were not able to evolve from neutral

hosts and symbionts when I used an artificial synergy effect. The symbionts quickly died out and

the hosts evolve defenses at all vertical transmission rates except 100%. While spatial structure

reduces host partner choice, it also causes a newly emerged cooperative phenotype to stay next to

its relatives, making it more likely a pocket of cooperation could grow to large enough numbers

to become established. To determine the effect of spatial structure on the de novo evolution of

mutualism, I again created a population of hosts and symbionts starting with neutral phenotypes,

neither aggressive nor cooperative, and allowed evolution to proceed. As shown in Figure 4.21, the

symbionts do not go extinct in the spatially-structured population, but a strong mutualism also does

not evolve. At vertical transmission rates of 60% and below, parasites and defensive hosts become

dominant by the end of the experiment. At higher vertical transmission rates, neutral or slightly

positive hosts and symbionts are able to persist, though they do not evolve to be strong mutualists.

This result suggests that, while a high vertical transmission rate is not sufficient for the de novo

evolution of mutualism as it is for the maintenance, spatial structure does allow the symbionts to

remain extant. This extra time could allow another mechanism to select for a mutualism, such as

partner sanctions.
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Figure 4.21: Host and symbiont phenotypes across vertical transmission rates when evolving from a neutral starting phenotype.
At low vertical transmission rates, successive waves of more parasitic and defensive phenotypes evolve over time. At higher vertical
transmission rates, neutral or slightly mutualistic phenotypes remain dominant over time.
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4.6 Conclusion

This chapter has presented the system Symbulation to study the many theoretical hypotheses

related to the evolution of mutualism. Due to the limited nature of both biological systems and

mathematical models, many of these hypotheses have been difficult if not impossible to test. Here,

I have shown that a mutualism can evolve with imperfect vertical transmission and imperfect part-

ners. I have empirically tested the theoretical hypothesis that the evolution of mutualism is in

fact hampered by spatial structure at some vertical transmission rates due to lower partner choice.

Finally, I have shown that the conditions under which a mutualism is able to increase in a popula-

tion are not sufficient for the de novo evolution of mutualism in well-mixed or spatially-structured

populations.

Taken together, these results argue the value of Symbulation as a new tool in the study of the

evolution of mutualism that can be used to experimentally confirm theoretical findings and deter-

mine conditions that are likely to lead to the evolution of a mutualism in a natural system. There

are many expansions I plan to make to Symbulation to encompass more of the mutualism theory,

including: within-lifetime partner choice, multi-infection, multi-births for symbionts, lysogeny,

and partner sanctions. With these and other optional additional features, Symbulation will be a

system that can be used to predict biological evolution of the human gut microbiome in response

to changing conditions; pathogens of humans, crops, and livestock; and phage therapy in response

to antibiotic resistant bacteria.
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CHAPTER 5

CONCLUSIONS

In this work, I have contributed to the understanding of the evolution and maintenance of three

forms of cooperation: programmed cell death via spatial information, public goods cooperation

via communication, and mutualism via species information. I have found that some factors can

select for both the origin and maintenance of a cooperative trait, such as population structure in

the quorum sensing system. However, others enable the maintenance of a cooperative trait – such

as intermediate vertical transmission rates in mutualisms – but are not sufficient to give rise to a

new cooperative trait. Combined, these results make it clear that the relationship between factors

selecting for the origin or maintenance of a cooperative trait are complicated and must be assessed

individually at first, before trying to understand them in combination. This dissertation begins to

address this need by isolating several factors for three types of cooperation and demonstrating the

effect of those factors on the origin and maintenance of the cooperative trait over evolutionary

time. Specifically, I have presented three systems in which to study the origin and maintenance of

cooperative traits, demonstrated the need to study interactions among environmental factors, and

established the ground work for further examination of increasingly complex cooperative systems

in the future.

5.1 Systems

In this work, I have made use of several digital systems and different levels of complexity,

depending on the type of question that I was asking, allowing me to explore a range of cooperative

dynamics. When the cooperative trait of interest required more exploration of open-ended evolu-

tionary process, I found an open-ended system such as Avida to be most appropriate. However,

when the hypotheses that I was investigating involved a more mathematically rigorous hypothesis

regarding the dynamics of a cooperative trait, I was able to make use of a more targeted numerical

simulation that enabled a clear answer to the validity of those hypotheses.
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Each of the systems that I used can be further expanded based on the work presented here.

First, the programmed cell death system in Avida can be expanded to test the remaining alternative

hypotheses, such as pleitropy and changing environments, to determine if they are also sufficient to

lead to programmed cell death becoming established in a population. Second, the quorum sensing

system has shown that phenotypically plastic phenotypes may be more fit than fixed phenotypes

and therefore can be expanded to test the fitness advantage of that phenotypic plasticity. Finally,

Symbulation has many possible expansions due to the plethora of theory regarding the evolution

of mutualisms; these possibilities include multi-infection, an independent symbiont stage, extreme

differing generational times between partners, partner choice, partner fidelity, partner sanctions,

and a third trophic level interaction.

In this work I have established the utility of these three systems and developed the most salient

features for each of them. This work therefore enables future explorations to finesse the finer

details of these intricate cooperative systems.

5.2 Interactions

I have also demonstrated in this work that some factors interact in non-additive ways while

others completely overpower seemingly important environmental factors. In biological systems, it

is often impossible to isolate these factors and vary them relative to each other in controlled ways.

This limitation makes it difficult to causally determine how the interaction of factors changes the

evolution of the cooperative trait. As discussed in [4], mathematical models have the opposite

problem: it is relatively simple to model a single factor’s influence, but combining a virtually

unlimited number of those factors is unwieldy if not impossible. The three digital systems I have

used here, however, present no difficulty when used to examine both isolated factors and enable

those factors to interact in an evolving cooperative system. This ability makes digital systems such

as mine vital to future work in the evolution of cooperation because natural systems obviously

interact in infinitely complex ways, and therefore we must be able to gain experimental insight

into those interactions.
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Beyond interactions of factors within a single cooperative system, these cooperative systems

themselves routinely interact in the natural world. Quorum sensing bacteria such as Vibrio fis-

cheri exist in a mutualism with squid and other bioluminescing organisms [59]; E. coli execute

programmed cell death when the presence of a parasitic pathogen endangers the colony [10]. The

additional complications in these natural systems of even more organisms to control and care for

make studying the interaction of the cooperative traits prohibitive despite their clear importance.

By creating digital systems that can be combined and controlled at every level, future work will be

able to indicate fruitful directions for the challenging experiments on natural systems and suggest

what assumptions can be made in new analytical models.

5.3 Complexity

Finally, each of the forms of cooperation I have examined in this dissertation can interact with

the evolution of complexity both positively and negatively. Because cooperative traits generally

confer a benefit to related organisms, new mutants can be selected against. For example, in a pop-

ulation with an established programmed cell death trait that is sensitive to the slightest phenotypic

difference, mutants with otherwise beneficial and more complex mutations can be prevented from

invading the population. However, for increasing complexity to evolve, cooperation is required,

either between genes to form a successful organism or cells to form a multicellular individual or

between individuals to form colonies. Therefore, each of these digital systems can be used to de-

termine under what conditions cooperation selects against increased complexity and under what

conditions cooperation is necessary for continued evolution of complexity.

In this work I have completed the first steps in building and analyzing each of these forms of

cooperation. By further expanding each system and eventually combining them, I will be able to

experimentally demonstrate how the evolution and maintenance of many forms of cooperation lead

to the increasingly complex and varied natural world.
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