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ABSTRACT

ON DESIGN AND IMPLEMENTATION OF FAST & SECURE NETWORK PROTOCOLS
FOR DATACENTERS

By

Ali Munir

My PhD work focuses on improving the performance and security of networked systems. For

network performance, my research focuses on scheduling and transport in datacenter networks. For

network security, my research focuses on multipath TCP security.

To improve the performance of datacenter transport, I proposed PASE, a near-optimal and

deployment friendly transport protocol. To this end, I first identified the underlying strategies

used by existing datacenter transports. Next, I showed that these strategies are complimentary to

each other, rather than substitutes, as they have different strengths and can address each other’s

limitations. Unfortunately, prior datacenter transports use only one of these strategies and as a

result they either achieve near-optimal performance or deployment friendliness but not both. Based

on this insight, I designed a datacenter transport protocol called PASE, which carefully synthesizes

these strategies by assigning different transport responsibility to each strategy. To further improve

the performance of datacenter transport in multi-tenant networks, I proposed Stacked Congestion

Control (SCC), to achieve performance isolation and objective scheduling simultaneously. SCC is a

distributed host-based bandwidth allocation framework, where an underlay congestion control layer

handles contention among tenants, and a private congestion control layer for each tenant optimizes

its performance objective. To my best knowledge, no prior work supported performance isolation

and objective scheduling simultaneously.

To improve task scheduling performance in datacenters, I proposed NEAT, a task schedul-

ing framework that leverages information from the underlying network scheduler to make task

placement decisions. Existing datacenter schedulers optimize either the placement of tasks or the

scheduling of network flows. Inconsistent assumptions of the two schedulers can compromise the

overall application performance. The core of NEAT is a task completion time predictor that esti-



mates the completion time of a task under given network condition and a given network scheduling

policy. Next, a distributed task placement framework leverages the predicted task completion times

to make task placement decisions and minimize the average completion time of active tasks.

To improve multipath TCP (MPTCP) security, I reported vulnerabilities in MPTCP that arise

because of cross-path interactions between MPTCP subflows. MPTCP allows two endpoints to

simultaneously use multiple paths between them. An attacker eavesdropping one MPTCP subflow

can infer throughput of other subflows and also can inject forged MPTCP packets to change priorities

of any MPTCP subflow. Attacker can exploit these vulnerabilities to launch the connection hijack

attack on the paths he has no access to, or to divert traffic from one path to other paths. My proposed

vulnerabilities fixes, changes to MPTCP specification, provide the guarantees that MPTCP is at

least as secure as TCP and the original MPTCP. And has been adopted by IETF.
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CHAPTER 1

BACKGROUND AND MOTIVATION

Datacenters have become a critical infrastructure for hosting user-facing online services such as web

search, stock trading, social networking, and product advertising. Such services usually generate

a large number of short but latency-sensitive flows and a small number of long but delay-tolerant

flows [12, 17, 20]. For short flows, even a fraction of a second increase in latency can make

a quantifiable difference in application performance, which in turn, impacts user experience and

operator revenue. For example, Amazon found that every additional 100ms of latency costs them

1% loss in business revenue [70]. With today’s TCP that treats short and long flows equally,

short flows suffer from high latency as long flows tend to occupy most of the buffer space in

switches [17, 126]. Thus, datacenter networks need a new transport protocol and task scheduling

mechanisms that can minimize the latency for short flows yet achieve high throughput for long

flows. Similarly, with today’s task scheduling policies, network state is ignored while making task

placement decisions. Therefore, there is a need for network state aware task placement framework.

Similarly, with the design of new technologies, protocols introduce new security vulnerabilities.

In this work, we discover two vulnerabilities in multipath TCP (MPTCP) that enable attackers to

launch various attacks on the connections. Below, I present four works that address these issues for

datacenter protocols.

1.1 PASE: A Near-Optimal Transport for Datacenters

Unfortunately, prior datacenter transport protocols either achieve near-optimal performance

(in terms of minimizing flow completion times or maximizing the number of deadlines met) or

deployment friendliness (i.e., require no changes in switch hardware) but not both. For example,

protocols like PDQ [70] and pFabric [20] can minimize average flow completion times (AFCTs) but

require switches to perform complex operations that are not available in commercial switches and

thus mandate modifications to switch hardware. On the other hand, protocols like DCTCP [17],
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L2DCT [97], and D2TCP [126] achieve deployment friendliness but lack global coordination

between flows, which leads to sub-optimal flow scheduling. In this paper, we ask: how can we

design a datacenter transport protocol that achieves both near-optimal flow scheduling as well as

deployment friendliness?

Towards this end, we first identify three underlying strategies used in prior datacenter transport

protocols, namely in-network prioritization (used in pFabric [20]), arbitration (used in D3 [134]

and PDQ [70]), and self-adjusting at endpoints (used in DCTCP [17] and L2DCT [97]). With

in-network prioritization, switches schedule and drop packets based on the priority of each packet,

thus allowing each switch to locally prioritize short flows over long flows. In the arbitration strategy,

every network link has an arbitrator (implemented at a switch or a host) that allocates rates to each

flow in real-time based on the global view of all active flows. With the self-adjusting at end-points

strategy, each sender independently decides to increase or decrease their rate based on the observed

congestion in the network.

Our key insight is that these three strategies, which were used individually before, are in fact

complementary to each other and can be unified to work together nicely. For example, approaches

that rely on arbitration alone have high flow switching overhead because flows need to be explicitly

paused and unpaused. With in-network prioritization using strict priority queues inside switches,

switching from a high priority flow to the next is seamless. Conversely, in-network prioritization

approaches typically need to support a large number of priority levels whereas existing switches

only have a limited number of priority queues. Arbitration addresses this problem by dynamically

changing the mapping of flows to queues. Flows whose turn is far away are all mapped to the lowest

priority queue while flows whose turn is about to come are mapped to the high priority queues.

Based on the above insights, we propose PASE; a transport protocol for datacenters that

achieves near-optimal performance as well as deployment friendliness by synthesizing the three

strategies, in-network Prioritization, Arbitration, and Self-adjusting at Endpoints. The design of

PASE is based on the underlying principle that each strategy should focus on what it is best at

doing. Arbitrators should do inter-flow prioritization at coarse time-scales. They should not be

2



responsible for computing precise rates or for doing fine-grained prioritization. End-points should

react to congestion or spare capacity on their own, without involving any other entity. Further,

given their lack of global information, they should not try to achieve inter-flow prioritization. We

have observed that protocols that try to do this have poor performance. In-network prioritization

mechanism should focus on per-packet prioritization at short, sub-RTT timescales.

This division of responsibilities among the three strategies follows the well-known separation of

concerns principle and makes PASE perform comparable to the state-of-the-art transport protocols

while also being deployment friendly, i.e., requiring no changes to the network switches. A key

aspect of PASE is a scalable control plane for arbitration. PASE uses distributed arbitrators that

decide the priority of a flow given other flows in the system. For every link in the datacenter

topology, PASE uses a dedicated arbitrator for arbitration. This functionality can be implemented

at the endpoints themselves (e.g., for their own links to the switch) or on dedicated nodes within

the datacenter. The outcome of arbitration is the priority queue and reference rate for a flow. At

endpoints, PASE uses a TCP-like endpoint transport protocol, which leverages the priority queue

and reference rate information for its rate control. At switches, PASE leverages existing priority

queues to prioritize the scheduling of packets over network links.

To achieve its goals, the first challenge for PASE is to minimize the arbitration latency and

arbitration overhead. Arbitration latency depends on the distance between the end-hosts and

their corresponding arbitrators. This delay matters most during flow setup time as it can end

up increasing the flow completion times, especially for short flows. Due to a separate control

plane, each arbitration message is potentially processed as a separate packet by the switches which

consumes their bandwidth and also require processing at arbitrators. We need to ensure that this

overhead is kept low and that it does not cause network congestion for our primary traffic and does

not add any significant processing delay.

To overcome these challenges, we exploit the typical tree-based datacenter topology features

[12, 15] to make the arbitration decisions in a bottom up fashion, starting from the end-points and

going up to the root. This has several performance and scalability benefits. First, for intra-rack
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communication, which constitutes a sizeable share of datacenter traffic [17], only the source and

destination are involved, obviating the need to communicate with any other entity. Second, lower

level arbitrators (those closer to the leaf nodes) can do early pruning by discarding those flows

that are unlikely to become part of the top priority queue. Third, high level arbitrators (those

closer to the root) can delegate their arbitration decision to lower level arbitrators. Both early

pruning and delegation reduce the arbitration latency and arbitration overhead, of course, at the

cost of potentially less accurate decisions. PASE evaluation shows that these optimizations improve

performance by up to 10% and reduce arbitration overhead by up to 60%.

Loss recovery in PASE is more challenging because packets can be delayed in a lower priority

queue, which may trigger spurious timeouts, if we use today’s timeout mechanisms. Thus, for

lower priority flows, instead of retransmitting the data packet, PASE uses small probe packets that

help in determining whether the packet was lost or was delayed.

We evaluate PASE using a small testbed and ns2 [7] simulations. In terms of flow completion

times, compared to deployment friendly protocols, PASE improves the average FCT (AFCT) by

40% to 60% for various scenarios; compared to near-optimal protocols, PASE performs within

6% of pFabric in scenarios where pFabric is close to optimal while in other scenarios, PASE

outperforms pFabric by almost 80% both in terms of the AFCT and the 99th percentile FCT.

PASE shows the promise of combining existing transport strategies in a single transport frame-

work. We view it as a first step towards a more holistic approach for building the next generation

datacenter transport protocols.

1.2 NEAT: Task Placement in Datacenters

Data transfer time has a significant impact on task completion times within a datacenter because

most datacenter applications (such as MapReduce [48], Pregel [91], MPI [64], Dryad [72]) are

data-intensive and they need to access data that are distributed throughout the network. For

example, for MapReduce, 30% task completion time is spent on transferring data across the

network [138]. For large commercial datacenters, the transfer of shuffle data is the dominant

4



source of network traffic [13]. In Facebook [138] MapReduce clusters, 20% jobs are shuffle-

heavy (i.e., generate a large amount of shuffle data), and in Yahoo! clusters [38] this goes up to

60%. The network congestion caused by shuffle data is a key factor that degrades the performance

of MapReduce jobs [43]. Therefore, data transfer time in datacenter is critical for improving

application performance.

Prior work on minimizing data transfer time falls into two categories: task placement ( [13,23,

73, 76, 123, 138]) and network scheduling ( [21, 27, 40–42, 51, 69, 94, 96, 141, 144]). The idea of

task placement is to place compute tasks close to input data so that data locality is maximized and

network traffic is minimized [23,73,138]. The idea of network scheduling is to schedule the flows

or groups of flows (i.e., coflows) generated by tasks, at shared links, based on given flow properties

(such as size, deadline, and correlation among flows) and given task placement to minimize flow

completion times [21, 42, 69, 94, 96]. The limitation of prior task placement policies is that they

design traffic matrix assuming fair sharing of network bandwidth and ignore the priorities assigned

to different flows by the network scheduler; meanwhile, network schedulers schedule flows based

on flow priorities (such as size or deadline) and the flow completion time of a low priority flow

can increase if placed on a path sharing links with high priority flows. The limitation of network

schedulers is that the source/destination of each flow is independently decided by the task schedulers

and not necessarily optimal.

We propose NEAT, a Network-schEduling-Aware Task placement framework that leverages

network scheduling policy and network state in making task placement decisions for data-intensive

applications. The placement by NEAT coupled with a properly selected network scheduling policy

ensures that tasks are finished as quickly as possible. The intuition behind NEAT is that a good

placement of data-intensive tasks should spread the flows to minimize the sharing of network links.

When sharing is inevitable, however, the preferred placement strategy depends on how the network

schedules flows, as illustrated by the following example.

Let us consider a simple scenario in Figure 1.1, where we want to place a task R that needs to

read data from task M running on node 2 onto candidate hosts node 1 or node 3. At the current
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Active flows:

One 4Gb flow

Active flows:

Two 10Gb flows

Node 2Node 1 Node 3

Task M

Candidate hosts: Node 1 or 3,  New Flow (R) size: 5 Gb, 

Link capacity: 1 Gbps

Network 

Scheduling Policy 

Placement 

of R

Completion 

time of R (s)

Increase in Total 

Completion time (s)

FCFS Node 1 25 25

Node 3 9 9

Fair Node 1 15 25

Node 3 9 13

SRPT Node 1 5 15

Node 3 9 9

Figure 1.1: Network scheduling aware placement

time, the network has one flow with remaining size of 4 Gb on path 2 → 3 and requires four more

seconds (on 1 Gbps link) to finish if running alone. There are two other flows on path 2 → 1, each

of remaining size 10 Gb, thus requiring ten more seconds if running alone. Suppose that the input

data of candidate task R is of size 5 Gb and our goal is to finish the task as quickly as possible.

Assuming First Come First Serve scheduling (FCFS) in the network, we will place task R on node 3,

as it provides the smaller completion time of 9 seconds as compared to 25 seconds when placed on

node 1, because flow R will not be scheduled until the existing flows finish data transfer. Assuming

fair scheduling (Fair) in the network, we will place task R on node 3, as it requires 9 seconds to

complete flow R on node 3 compared to 15 seconds on node 1. Assuming the network uses shortest

remaining processing time (SRPT) scheduling, we will place task R on node 1, as it can finish in 5

seconds on node 1 by preempting both the existing flows. We assume flows with the same priority

share the network fairly as in existing solutions [21, 94]. However, if the goal is to minimize the
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increase in total (i.e., sum) flow completion time of all the active flows in the network, then under

SRPT, the scheduler will choose node 3 to minimize the increase in completion time of flows in

the network (i.e., completion time of new flow plus increased completion times of existing flows).

We see that the optimal task placement in a network can vary depending on the network scheduling

policy and the network performance metric.

NEAT leverages these insights in its design and provides a task placement framework to mini-

mize the average flow completion time (AFCT) in the network. NEAT employs a task performance

predictor that predicts the completion time of a given task under an arbitrary network scheduling

policy. NEAT is quite pluggable in terms of better resource or application models and predictors.

NEAT makes task placement decision in two steps: first, it predicts task performance by hypothet-

ically placing a task on each candidate node and analyzing its performance based on the network

scheduling policy and the network state. Next, it selects a node for the task based on the predicted

task completion time and a node state, that characterizes the sizes of existing flows. The proposed

task placement mechanism focuses on network performance in task placement decisions and only

uses node properties (e.g., CPU, memory) to determine whether a node is a candidate host. We

leave joint placement to future work. To realize this idea, NEAT addresses two challenges:

The first technical challenge in designing NEAT is to accurately predict the performance of a

task for a given network state and scheduling policy. We use the completion time of data transfer,

i.e., the flow completion time (FCT) or the coflow completion time (CCT), to measure the overall

task performance. Compared to network-centric performance metrics such as delay, jitter, and

available bandwidth, completion time is task-centric and better models network conditions in terms

of their impact on task performance (§5.6).

The second technical challenge is to efficiently collect network state information and make

placement decisions. As illustrated in Figure 1.2, NEAT uses a distributed control framework with

two components: a local controller (network daemon) that maintains a compressed state of all

active flows (or coflows) on each node to predict task completion times, and a global controller

(task placement daemon) that gathers the predicted task completion times from local controllers
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Task Placement 

Daemon 

Network 

Daemon

Network 

Daemon

Task properties
Predicted performance, 

Node State

Figure 1.2: NEAT Architecture

to make task placement decisions. Here, a “node” refers to an endhost (e.g., server) capable of

running tasks. Using the flow state information, the local controllers predict the FCT/CCT on edge

links (i.e., links directly connected to nodes), based on which the global controller uses a greedy

algorithm to pick the node whose edge link has the smallest FCT/CCT. To reduce communications

with the local controllers, the global controller also maintains a state for each node, defined as the

remaining size of the smallest active flow on that node, such that only nodes with preferred states

(no less than the size of the current flow) are contacted.

NEAT does not require any changes to the network. However, it requires task information (e.g.,

size) from applications, similar to prior works [21, 40, 94], to accurately predict task completion

time. For recurrent workloads, this information can be inferred by monitoring task execution [76].

NEAT’s performance is upper-bounded by the underlying network (flow/coflow) scheduling

policy. When the network scheduling policy is suboptimal (e.g., Fair, LAS), when our goal is

FCT, there is plenty of room for improvement and NEAT is able to significantly improve the

task performance; when the network scheduling policy is near optimal (SRPT), the room for

improvement is reduced, NEAT still achieves notable improvement for such scenarios.

We evaluate NEAT using both a trace-driven simulator and a 10-machine testbed based on a

variety of production workloads [21, 48] and network scheduling policies such as DCTCP [18],

L2DCT [96], PASE [94], and Varys [42]. We evaluate two other state-of-art task placement policies:
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minLoad that always selects a node with the minimum load, measured by the total size of flows

scheduled on that node, and minDist that always selects a node closest to the input data. NEAT

performs 3.7x better than alternative strategies when the underlying network scheduling policy is

Fair (DCTCP [18]), 3x better when the policy is least attained service (LAS) (L2DCT [96]), and

30% better when the policy is SRPT (PASE [94]). In both cases, NEAT improves performance by

being aware of the network scheduling policy. In particular, since Fair is the underlying policy in

most commercial datacenters, NEAT can significantly improve the performance of data-intensive

applications in majority of cases.

1.3 Bandwidth Allocation in Multi-tenant Datacenters

In datacenter networks, flows can have different performance objectives. A private datacenter

is shared by various tenants, such as search engine, advertising and e-Business applications. Each

tenant can run many service entities (e.g., Virtual Machines, Containers, Java processes) that

communicate over the underlying network. The flows generated by these services have different

performance objectives due to their service requirements. Some flows are Latency-Sensitive (LS):

service can enqueue copies of a task in multiple servers to combat computation time variability [46];

to minimize resource wastage, a cancelation message should be sent to the counterpart servers as

soon as the first replica is finished. On the other hand, some flows are Deadline-Sensitive (DS): the

partition-aggregate architecture of Online Data Intensive applications (OLDI) [49,75] and real-time

analytic [52, 92] enforce deadline semantics for every leaf-to-parent flow. Furthermore for many

other applications, minimizing average flow-completion-time (AFCT) can significantly improve

their performance [21, 69, 94], and we call these flows as Completion-Sensitive (CS) flows. We

use a tenant-objective division to denote all the flows of a tenant that share the same performance

objective.

Bandwidth allocation in datacenters should support not only performance isolation among di-

visions but also objective-oriented scheduling among flows within the same division. Bandwidth

allocation design, in essence, defines how flows behave when congestion happens. Most data-
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center networks are oversubscribed [54] and congestion is not uncommon: packet drops due to

congestion can be observed when the whole network utilization is around only 25% [121]. To

achieve performance isolation, administrators can assign weights to different divisions that share

the underlying network [120]. For example, upon congestion, an administrator may prefer tenant

A’s DS flows over tenant B’s DS flows, or all tenants’ LS flows over their CS flows. Various

techniques can be used to support objective-oriented flow scheduling: some reduce tail latency of

messages [18, 19, 65, 77], some add deadline awareness [69, 127, 135, 142], and others focus on

reducing AFCT [21,27, 59, 69, 93, 94, 96, 106, 141].

This paper studies the Multi-Tenant Multi-Objective (MT-MO) bandwidth allocation problem

in datacenter networks. To our best knowledge, no existing work supports performance isolation

and objective scheduling simultaneously.

Many of the existing objective-oriented approaches [18,19,21,27,59,65,69,77,93,94,96,106,

141] are designed to achieve only a single performance objective at a time, and there could be severe

interference if approaches of different objectives coexist without isolation. This happens because

these approaches may detect congestion differently (e.g., packet drop, or ECN) or react to congestion

differently (e.g., the ECN co-existence problem in production Cloud [80, 122]). pFabric [21] and

Karuna [35] evaluate the coexistence of the DS and CS flows by setting absolute priority to

DS flows over CS flows. However, performance isolation among flows with the same objective

but of different tenants is not considered. Furthermore, existing performance isolation approaches

cannot optimize performance objectives for individual tenant-objective division. Neither bandwidth

guarantee [66,71,79,84,108,114] nor proportional sharing [120] can perform bandwidth allocation

at flow-level granularity.

Bandwidth allocation design should be practical and readily-deployable. Many works either

require non-trivial switch modifications [19, 21, 51, 69, 141], or assume non-blocking network,

which is not widely available in production datacenter [59]. A centralized scheduling mechanism

(e.g., Fastpass [106]) may perform optimization for all divisions, but requires an ideally scalable

control plane and time synchronization for arbitration.
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In this work, we propose Stacked Congestion Control (SCC), a distributed host-based bandwidth

allocation framework. SCC can support both performance isolation and objective scheduling, and

is readily-deployable. SCC has two layers to perform congestion control: (i) an underlay congestion

control (UCC) layer handles contention among divisions (i.e. performance isolation), and (ii) a

private congestion control (PCC) layer for each division to optimize its performance objective

(i.e. objective scheduling). UCC supports the following abstraction: a weight (obtained via

administrator policy or utility function maximization [107]) is attached with each division; each

division should get a bandwidth share that is proportional to its weight.

The first challenge is how to achieve weighted bandwidth allocation by controlling the active

flows within each division in a distributed and transparent way. Irrespective of the tenant-objective

division semantic, TCP (and its variants) only allocates bandwidth proportional to the contending

flows. SCC thus introduces tenant-objective tunnel as an edge-based abstraction (between every

eligible pair of source and destination hosts, flows of each division are aggregated inside a dedicated

point-to-point tunnel). Each tunnel is assigned a weight (dynamically updated by the division’s

PCC) and SCC allocates the bandwidth share to a tunnel in proportion to its weight. Because

of the state-of-the-art multi-path load balancing schemes (e.g., Presto [67]) in datacenter (e.g.,

Clos-network), the share of a tunnel in each network tier is statistically proportional to its weight.

Our key insight is that the division’s bandwidth share can be achieved by cooperatively scaling each

tunnel’s network weight if the tunnels in the same division ensure that the sum of their weights

equals the global weight of the division.

The second challenge is how to support two congestion control mechanisms (UCC and PCC)

simultaneously. For distributed host-based bandwidth allocation, two factors define congestion

control behaviour: (i) congestion signal, i.e., what method is used to detect network congestion,

and (ii) control law, i.e., what rate increase (decrease) law is used to grab (yield) network band-

width. The dilemma is that, to respect performance isolation, all tunnels should follow the same

UCC mechanism; there is only one uniform set of congestion signal available from the network,

which reflects the contention among tunnels; it cannot be directly exploited for objective-oriented
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congestion control inside each tunnel. Our technical contribution here is to add a rate-limiting

queue in the ingress of each tunnel to completely decouple two congestion control mechanisms.

UCC uses ECN as the congestion signal and uses weighted network sharing algorithms (similar

to Seawall [120]) to derive the tunnel rate according to network condition. Moreover, each sender

queue can locally generate desired congestion signal for PCC layer.

Further, we develop PCC algorithms for every objective to dynamically derive the per-tunnel

weight, so that each tunnel is allocated a weight according to the demand of its flows as compared to

other flows within the same division. Besides existing objective-oriented scheduling approaches, we

also develop new in-tunnel scheduling algorithms to exploit the extra flexibility provided by SCC.

We implement SCC as a Linux kernel module using NetFilter. We evaluate SCC on a small-

scale testbed with 16 Dell servers and a commodity PICA-8 Gigabit Ethernet switch with ECN

enabled. To complement our small-scale testbed experiments, we further conduct large-scale

simulations using NS-2. SCC can meet requirements of performance objectives, when flows of

different objectives coexist in the datacenter networks. Compared to the direct coexistence cases,

SCC reduces latency by up to 40% for Latency-Sensitive flows, deadline miss ratio by up to 3.2× for

Deadline-Sensitive flows, and average flow-completion-time by up to 53% for Completion-Sensitive

flows.

1.4 Multipath TCP Attacks & Countermeasures

Multipath TCP (MPTCP) is an IETF standardized suite of TCP extensions that allow an

MPTCP connection between two hosts to simultaneously use multiple available paths [56]. This

parallelism capability significantly improves throughput and reliability while maintaining the same

TCP interface to the applications. For example, smartphones can use MPTCP to stream videos over

both WiFi and 3G/4G connections simultaneously for better user experience. Since its inception,

MPTCP has been fueled with great interest and excitement from both academia [82,105,112,136]

and industry [56,116]. For example, Apple iOS (version 7 onwards) supports MPTCP and Google

Android now has modified ROMs with MPTCP [10,11] support.
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Compared to TCP, MPTCP splits the security risk through multiple subflows. If only one

subflow is attacked, the MPTCP connection as a whole may not be severely affected. In theory,

if only one subflow is eavesdropped, the attacker should not be able to eavesdrop the traffic of the

whole MPTCP connection. On the flip side, MPTCP has a larger attack surface than TCP – as

long as any one of the subflows is under attack (e.g. by a man-in-the-middle attacker), the whole

MPTCP connection can be affected, which puts MPTCP at a disadvantage compared to TCP. Prior

work lacks on analyzing and comparing the attack surface of MPTCP with that of TCP [25,26]. To

date, it is still largely unclear whether new attacks are possible or whether prior known attacks on

TCP (e.g. connection hijack [8, 88, 110, 111]) can be more easily launched on MPTCP [56].

To fill this gap, in this paper, we specifically analyze the MPTCP’s cross-path attack surface,

i.e. what an attacker controlling one path can do to affect other paths or the MPTCP connection as

a whole. We show that there are indeed worrisome cross-path attacks that make the current version

of MPTCP less secure than TCP. For instance, we show that an attacker controlling any one of the

subflows can take full control over the MPTCP connection (See § 7.2), which makes many attacks

that require full man-in-the-middle capability much more likely to occur in MPTCP [24, 37, 119].

We subsequently analyze the root causes of such cross-path vulnerabilities, propose and implement

a set of changes to MPTCP to prevent such class of attacks. As the weaknesses are fundamental to

MPTCP, we argue that these changes should be made at the MPTCP layer itself (instead of being

pushed to higher layers).

Our key contributions and findings are as follows.

• Vulnerabilities: We report two cross-path MPTCP vulnerabilities. First, an attacker eavesdropping

one MPTCP subflow can infer the throughput of other MPTCP subflows by analyzing the local and

global sequence numbers (GSN) embedded in MPTCP headers. Second, an attacker can send forged

packets with the MPTCP MP_PRIO option containing the backup flag to set any MPTCP subflow

as the backup, causing it to be stalled completely. Even though the vulnerabilities are verified on

the Linux MPTCP implementation (version 0.91), they are actually caused by the current design of

MPTCP, which calls for changes to the specification rather than simple implementation fixes.
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• Attacks: Based on these vulnerabilities, we present two practical attacks on MPTCP, directed traffic

diversion attacks and hijack attacks. We show that an attacker can onload or offload controlled

amount of traffic on specific MPTCP subflows. We also show that an attacker controlling one

path can easily force all traffic to route through itself by setting all other subflows as backup.

We implement and validate these attacks on a real network testbed using MPTCP Linux Kernel

implementation (v0.91) [101].

• Attack Prevention and Countermeasures: We show that the two cross-path vulnerabilities can in

fact be prevented by leveraging the “secret splitting” across multiple paths. The intuition is that it

is highly unlikely that an attacker will be able to monitor and control all paths used by an MPTCP

connection. Therefore, secrets can be split across multiple paths to prevent complete eavesdropping

or tampering. We propose a set of changes to MPTCP based on the intuition and implement in the

Linux MPTCP code base to verify the ability to defend against this class of cross-path attacks.
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CHAPTER 2

REVIEW OF RELATED RESEARCH

In this chapter, I review the existing schemes for each of the project.

2.1 PASE: A Near-Optimal Transport for Datacenters

We can categorize prior works in terms of the underlying transport strategies they use.

Self-Adjusting Endpoints: Several data center transports use this strategy [17, 36, 97, 126].

DCTCP uses an adaptive congestion control mechanism based on ECN to maintain low queues.

D2TCP and L2DCT add deadline-awareness and size-awareness to DCTCP, respectively. MCP [36]

improves performance over D2TCP by assigning more precise flow rates using ECN marks. These

rates are based on the solution of a stochastic delay minimization problem. These protocols do not

support flow preemption and in-network prioritization, which limits their performance.

Arbitration: PDQ [70] and D3 [134] use network-wide arbitration but incur high flow switching

overhead. PASE’s bottom up approach to arbitration has similarities with EyeQ [78], which targets

a different problem of providing bandwidth guarantees in multi-tenant cloud data centers. PASE’s

arbitration mechanism generalizes EyeQ’s arbitration by dealing with scenarios where contention

can occur at links other than the access links.

In-network Prioritization: pFabric [20] uses in-network prioritization by doing priority-based

scheduling/dropping of packets. DeTail [140], a cross layer network stack, focuses on minimizing

the tail latency but does not target the average FCT. In [83], authors propose virtual shapers to

overcome the challenge of limited number of rate limiters. While both DeTail and virtual shapers use

in-network prioritization, they do not provide mechanisms for achieving network-wide arbitration.

In general, prior proposals target one specific transport strategy, PASE uses all these strategies

in unison to overcome limitations of individual strategies and thus achieves high performance across

a wide range of scenarios while being deployment friendly.
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2.2 NEAT: Task Placement in Datacenters

The related work can be divided in two categories: Task placement (or scheduling) and network

scheduling.

Task Scheduling: State-of-art task schedulers follow the principle of “maximizing data local-

ity” to minimize data transfer over the network. For the first stage of jobs (e.g., Map), techniques

such as delay scheduling [138] and flow-based scheduling [73] try to place tasks on the machines

or racks where most of their input data are located. Mantri instead optimizes the data locality while

placing reducers [23]. However, when the data is spread throughout the cluster (e.g., in distributed

file systems like HDFS [30]), the subsequent job stages (e.g., shuffle phase) have to read data using

cross-rack links, and often suffer from heavy network congestion [39]. To alleviate the problem,

techniques like ShuffleWatcher [13] attempt to localize the Map tasks of a job to one or a few racks,

and thus reduce cross-rack shuffling. However, such techniques end up increasing the cross-rack

transfer of the input data. A similar idea was exploited in Sinbad [39] to place the endpoints of

flows to avoid congested links, but Sinbad is for a special type of flows (replicated file system

writes) and is agnostic to the underlying network scheduling policy. When the input data of a job

is known beforehand, techniques like Corral [76] can be used to pack the input data to a few racks

such that all computation can be performed on local data. Similarly, many fairness based cluster

scheduling frameworks [60–62,68,128] or straggler mitigation techniques [22,23,113,139] have

been proposed. However, these works assume fair sharing in the network and does not consider

effect of underlying network scheduling policies. Another category of works [33, 34] does joint

network and task execution scheduling, however these works assume that they have knowledge

about task arrival times and make offline task scheduling decisions.

Network Scheduling: Generally, data-intensive jobs spend a substantial fraction of their

execution time on data transfer [138], and consequently, their performance critically depends on the

performance of network scheduling. In recent years, a variety of network scheduling systems such

as DCTCP [18], L2DCT [96], PASE [94], Varys [42], and Baraat [51] have been proposed. Many

of these protocols provide near-optimal data transfer time, but the improvement to the overall task
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performance is limited as they do not optimize the placement of sources/destinations of the flows.

NEAT addresses these limitations in two ways: it places the destinations of flows (via task

placement) while taking into account the underlying network scheduling policy to minimize the

overall data transfer time, and it uses a performance predictor that captures network state and

essence of the network scheduling policies.

2.3 Bandwidth Allocation in Multi-tenant Datacenters

We can divide the related work based on the objective.

Latency Sensitive (LS): Silo [77] proposes a placement algorithm and a hypervisor-based

packet pacing to provide latency guarantees. However, it does not differentiate among flows and

applications with other performance goals such as deadlines and relative priorities among flows.

HULL [19] trades bandwidth for ultra-low latency and it requires modification to switch ASIC.

Fastpass [106] uses a centralized arbiter to decide when and which path each packet should be sent.

Its potential in large scale datacenters is yet to be proven. QJUMP [65] uses multiple physical

switch queues to provide different combinations of latency and throughput. It supports both

latency-sensitive and throughput-sensitive flows, but with constraints. DCTCP can keep switch

queue length at a low level to reduce packet latency [18].

Deadline Sensitive (DS): D3 pioneers the idea of incorporating deadline awareness into network

scheduling [135]. However, D3 and RACS [95] are not deployment friendly as they require

modifications to the commodity switch hardware. D2TCP [127] is a distributed deadline-sensitive

protocol, which uses both ECN feedback and deadlines to modulate the congestion window.

Completion Sensitive (CS): PDQ [69] uses preemptive flow scheduling to minimize average

FCT. pFabric [21] and PASE [94] assume flow size is known a priori, and attempt to approximate

Shortest Job First (SJF), which is the optimal scheduling for minimizing average FCT in a single

bottleneck scenario. L2DCT [96] and PIAS [27], without prior knowledge of flow size information,

reduce AFCT by approximating the Least Attained Service (LAS) scheduling discipline.
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2.4 Multipath TCP Attacks & Countermeasures

TCP Attacks We review TCP attacks aimed at terminating or hijacking TCP connections. In

such attacks, an attacker first finds an in-window sequence number and then forges packets (such

as TCP reset packets) to terminate or hijack a TCP connection. To find an in-window sequence

number, the attacker first generates candidate sequence numbers (e.g., using random guessing)

and then uses a feedback mechanism to identify which candidate sequence number falls into the

TCP window. Several feedback mechanisms to identify the correctly guessed sequence number

have been used in prior work. In [8], the feedback mechanism is based on the behavior of the

Linux 2.0.X kernel implementation, i.e., the kernel dropped the packets if the sequence number

is too small and reset the connection if the sequence number is too large, and this vulnerability

has been fixed in newer versions of the Linux kernel. In [88, 111], the feedback mechanism is

based on the behavior of recent Windows and Linux TCP stack implementations respectively.

In [110], the feedback mechanism is based on the behavior of some stateful firewalls that drop

packets with out-of-window sequence numbers. The attacks in [111] and [110] assume that a piece

of unprivileged malware runs on the host and the malware can read packet counter from procfs

(which is publicly accessible) in the Linux operating system and notify the attacker when an ACK

packet with in-window sequence number is received.

MPTCP Attacks: RFC 6181 [25] and RFC 7430 [26] discuss some MPTCP-specific attacks

including flooding, hijacking, and Denial of Service (DoS) attacks. However, they do not cover the

threat model and the problems discussed in this paper.

Shafiq et al. [118] proposed cross-path throughput inference attacks on MPTCP. The authors

showed that MPTCP subflows are interdependent due to the congestion control coupling. The

authors demonstrated that the resulting side-channels can be exploited by an attacker controlling

one of the subflows to infer the throughput of other subflows. In this paper, we build on their work

by proposing novel traffic diversion attacks optionally based on cross-path MPTCP throughput

inference that provides feedback to the attacker. We also design and implement countermeasures to

defend against these cross-path throughput inference based attacks.
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Popovici et al. [109] discuss use of MPTCP congestion control for diverting traffic from one

network to another to gain profit. Authors introduce a policy drop strategy that, a network operator,

can be used to divert traffic from one path to another path by introducing packet drop on one of

the paths. This allows network operators to reduce the traffic they carry, and divert some of their

own traffic to the other path(s). However, this work does not consider per-connection policy drops

and assume all the connections experience same level of packet drops. Our MPTCP connection

throughput inference attack will allow more fine-grained control of traffic diversion attacks. Network

operators can use throughput inference to monitor the overall connection throughput, from the

subflow through their network, and only divert some amount of traffic that does not hurt the overall

MPTCP connection throughput. Moreover, using MP_PRIO option, an attacker can diverge traffic to

or from a specific path, which can not be done by other existing attack scenarios.

Jadin et al. [74] propose MPTCPSec that adds authentication and encryption to MPTCP for

both the data and MPTCP options. MPTCPSec is a complete suite that can be used to prevent the

attacks discussed in this paper. It is a relatively heavyweight solution (e.g., key distribution/sharing

and more complete encryption) compared to the small changes we propose to prevent the reported

attacks.

Since MPTCP transparently distributes traffic of an end-to-end TCP connection across multiple

paths, network monitoring devices such as intrusion detection systems (IDS) can only observe

partial traffic. Therefore, MPTCP will negatively impact the functionality of network monitoring

devices [104]. For examples, attackers can evade signature-based detection by splitting malicious

payloads across multiple paths. Distributed signature-based intrusion detection approaches (e.g.,

[89]) have been investigated to overcome these difficulties.
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CHAPTER 3

OVERVIEW

In this chapter, I explain the overview of limitations of existing approaches using some case studies.

3.1 PASE: A Near-Optimal Transport for Datacenters

To achieve high performance, which means to minimize completion times, maximize through-

put, or reduce the deadline miss rate [17,20,70], existing datacenter transports use one or two of the

following three transport strategies: (1) self-adjusting at endpoints, (2) arbitration, or (3) in-network

prioritization. In this section, we first introduce these strategies and discuss their limitations when

they are employed in isolation. Then, we discuss how these limitations can be addressed if these

strategies are used together.

3.1.1 Transport Strategies in Isolation

Each transport strategy has its own strengths and limitations as shown in Table 3.1. We now

introduce the basic working of each strategy, discuss its strengths, and validate their limitations

through simulation experiments.

Self-Adjusting at Endpoints: With this strategy, endpoints themselves decide the amount of data

to send based on network congestion status, which is determined through congestion signals that

could be implicit (such as packet loss) or explicit (such as ECN). In case of congestion, if fairness

is the objective, the window size is reduced by the same factor for all flows; if flow prioritization

is the objective, the window size is reduced based on other parameters (such as the remaining flow

size [20, 97] or deadline [126]).

Protocols in this category are easy to deploy because they do not require any changes to the

network infrastructure. However, when considering flow prioritization, their performance is inferior

to the state-of-the-art datacenter transport protocols (such as pFabric [20] and PDQ [70]) as they

do not provide strict priority scheduling: even low priority flows, which should be paused, continue
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Transport
Strategy

Pros Cons Examples

Self-
Adjusting
Endpoints

Ease of deployment Lack of support for strict priority scheduling DCTCP [17],
D2TCP [126]
L2DCT [97]

Arbitration (1) Support for strict priority
scheduling
(2) Fast convergence to
allocated rates

(1) High flow switching overhead
(2) Hard to compute precise flow rates

D3 [134]
PDQ [70]

In-network
Prioritization

(1) Work conservation
(2) Low flow switching
overhead

(1) Limited number of priority queues in switches
(2) Switch-local decisions lead to sub-optimal
performance

pFabric [20]

Table 3.1: Comparison of different transport strategies.

to send at least one packet per RTT. Thus, this hurts transport performance, especially at high loads

when multiple flows are simultaneously active.

To demonstrate this behavior, we take two protocols that follow the self-adjusting end-point

strategy, DCTCP [17] and D2TCP [126] (a deadline-aware version of DCTCP), and compare their

performance with pFabric [20], the state-of-the-art datacenter transport with the best reported

performance. We replicate a deadline oriented scenario in ns2. This corresponds to the experiment

section 4.1.3 in the D2TCP paper [126]: it represents an intra-rack scenario, where the source and

destination of each flow is picked randomly and the flow sizes are uniformly distributed between

[100 KB, 500 KB] in the presence of two background long flows. The deadlines are uniformly

distributed from 5 ms-25 ms. Figure 3.1(a) shows the fraction of deadlines met (or application

throughput) as a function of load for the three schemes. While at low loads, D2TCP is able to meet

deadlines (i.e., achieve prioritization), at higher loads its performance approaches its fair-sharing

counterpart, DCTCP. Moreover, both these protocols perform much worse than pFabric at high

loads, highlighting their limitations in achieving priority scheduling across a wide range of network

loads.

Arbitration: Explicit rate protocols, like PDQ [70], use this transport strategy. Instead of end-

points making decisions on their own, arbitration based approaches [70, 134] require the switches

to make the scheduling decision, keeping in view all network flows and their individual priorities

(e.g., deadline, flow size). The scheduling decision is communicated as a rate at which flows should
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Figure 3.1: Comparison of a) D2TCP, DCTCP and pFabric, b) PDQ (an arbitration based
approach) with DCTCP.

send data at. The rate could be zero, if the flow needs to be paused because of its low priority, or

it could be the full link capacity, if the flow has the highest priority. While a centralized problem

in general, prior work [70, 134] shows that arbitration can be done in a decentralized fashion–each

switch along the path of a flow adds its rate to the packet header and the minimum rate is picked by

the sender for transmitting data.

The explicit nature of arbitration based approaches ensures that flows achieve their desired rate

quickly (typically in one RTT). Moreover, the ability to pause and unpause flows enables strict

priority scheduling of flows: highest priority flow gets the full link capacity (if it can saturate

the link) while other flows are paused. However, the explicit rate assignment comes with its

own set of problems. For example, calculating accurate rates for flows is challenging as flows

could be bottlenecked at other non-network resources (e.g., source application, receiver, etc).

Another important issue is the flow switching overhead, which refers to the overhead of pausing and

unpausing flows. This overhead is typically around 1-2 RTTs, which can be significant in scenarios

involving short flows (when flows last for a small duration) and at high network load (when flows

need to be frequently preempted).

We illustrate the impact of flow switching overhead in a practical scenario through a simulation

experiment. We consider PDQ [70]1, which is considered as the best performing arbitration based

1Based on the simulator code obtained from the PDQ authors. It supports all the optimizations
that reduce the flow switching overhead.
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scheme, and compare its performance with DCTCP [17]. The scenario is a repeat of the previous

intra-rack, all-to-all experiment, except the metric here is flow completion time. Figure 3.1(b) shows

the average flow completion time as a function of network load. At low loads, PDQ outperforms

DCTCP because of its fast convergence to the desired rate. However, at high loads, the flow

switching overhead becomes significant as more flows contend with each other, thereby requiring

more preemptions in the network. As a result, PDQ’s performance degrades and the completion

time becomes even higher than that of DCTCP.

In-network Prioritization: In transport protocols that use in-network prioritization (e.g., pFab-

ric [20]), packets carry flow priorities, such as the flow deadline or size, and the switches use this

priority to decide which packet to schedule or drop (in case of congestion). This behavior ensures

two desirable properties: work conservation, so a lower priority packet is scheduled if there is no

packet belonging to the high priority, and preemption, which ensures that when a higher priority

packet arrives, it gets precedence over a lower priority packet.

The well known downside to in-network prioritization is the limited number of priority queues

available in switches–typically on the order of 8-12 [134] (also see Table 4.1). For most practical

scenarios, this number is much smaller than the number of unique flow priorities in the system.

Proposals that can support larger number of priority levels require changing the network fabric [20],

which makes them hard to deploy.

Another shortcoming of this strategy is that switches make local decisions about prioritization

which can lead to sub-optimal performance in multi-link scenarios. This is shown in Figure 3.2

through a simple toy example involving three flows. Flow 1 has the highest priority; Flow 2 has

medium priority and flow 3 has the lowest priority. Flows 1 and 2 share link B, so only flow 1 can

progress while flow 2 should wait. A protocol like pFabric continues to send packets of flow 2 on

link A even though these packets are dropped at link B. These unnecessary transmissions stall flow

3, which could have run in parallel with flow 1 as both flows do not share any link.

The above toy example highlights a common use case present in all-to-all traffic patterns

(e.g., MapReduce [47], Search) where a node typically has data to send to many other nodes. To
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Figure 3.3: Loss rate for pFabric as a function of load.

quantify this problem under such practical settings, we simulate the interaction between workers and

aggregators within a single rack of a search application. Each worker-aggregator flow is uniformly

distributed between [2,198] KB. We focus on the loss rate of pFabric when the network load is

increased. Figure 3.3 shows that loss rate shoots up as the load on network links is increased. For a

load of 80%, more than 40% packets are dropped. These lost packets translate into throughput loss

as we could have used these transmissions for packets belonging to other flows. Section 5.6 shows

how this high loss rate results in poor flow completion time for pFabric.
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3.1.2 Transport Strategies in Unison

We now discuss how combining these transport strategies offers a simple solution to the problems

identified earlier.

In-network Prioritization complementing arbitration: The high flow switching overhead of

arbitration-only approaches can be avoided with the help of in-network prioritization. As today’s

arbitration-only approaches, like PDQ [70], assume no prioritization within the network, they

achieve priority scheduling by communicating explicit rates to end-hosts, which takes time, and

thus results in a high flow switching overhead. If we have in-network prioritization, the arbitrator

can just assign relative priorities to the flows (e.g., high priority flow vs. low priority flow),

leaving it up to the switches to enforce this relative priority through a suitable scheduling and

dropping mechanism. The current in-network prioritization mechanisms (e.g., priority queues)

provide seamless switching between flows of different priorities, so there is no flow switching

overhead and link utilization remains high during this period.

A simple example illustrates this benefit. Assume we have two flows–F1 (higher priority) and F2

(lower priority). With arbitration-only approaches, F1 is initially assigned the entire link capacity

while F2 is paused during this time. When F1 finishes, we have to explicitly signal F2 to unpause.

With in-network prioritization, we can just assign these flows to different priority classes–F1 is

mapped to the high priority class while F2 is mapped to the low priority class. The switch ensures

that as soon as there are no more packets of F1 in the high priority queue, it starts scheduling

packets of F2 from the lower priority queue.

Arbitration aiding In-network Prioritization: The small number of priority queues cause per-

formance degradation when multiple flows get mapped to the high priority queue [20]. This results

in multiplexing of these flows instead of strict priority scheduling (i.e., one flow at a time). This

problem can be avoided with the help of arbitration. Instead of statically mapping flows to queues,

an arbitrator can do a dynamic mapping. So a flow’s priority queue keeps on changing during the

flow’s lifetime. Flows whose “turn” is far away are mapped to lower priority queues. As a flow’s

turn is about to come, it moves up to a higher priority queue.
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We explain this idea through a simple two queue example. Suppose queue A (QA) is the high

priority queue and queue B (QB) is the lower priority queue. We have four flows to schedule (F1,

F2, F3, and F4, with F1 having the highest priority and F4, the lowest)–as the number of flows is

more than the number of queues, any static mapping of flows to queues will result in sub-optimal

performance. With the help of arbitration, we can initially map F1 to QA and the other three flows

to QB. When F1 finishes, we can change the mapping of F2 from QB to QA while flows F3 and F4

are still mapped to QB. Similar process is applied when F2 (and later on, F3) finishes. In short, the

highest priority queue is used for the active, high priority flow while the lower priority queue is used

primarily to keep link utilization high (i.e., work-conservation). The example shows how arbitration

can help leverage the limited number of priority queues without compromising on performance.

Arbitration helping Self-Adjusting Endpoints: With arbitration-only approaches, calculating

precise flow rates can be hard as the arbitrator may not have accurate information about all the

possible bottlenecks in the system [70,134]. Thus, we can end up underestimating or overestimating

the available capacity. Unfortunately, in arbitration-only approaches, end-points–which typically

have a better idea of path conditions–are dumb: they always transmit at the rate assigned by the

arbitrator, so even if they are in a position to detect congestion or spare capacity in the network,

they cannot respond.

The self-adjusting end-point strategy naturally addresses this problem as it constantly probes

the network: if there is any spare capacity, it will increase its rate, and if there is congestion, it

will back off. For example, suppose there are two flows in the system with different priorities. The

higher priority flow is assigned the full link capacity but it is unable to use it. The lower priority

flow will remain paused if we do not use self-adjusting end-points. However, if the end-point uses

a self-adjusting policy, it will detect spare capacity and increase its rate until the link is saturated.

Note that arbitration also helps the self-adjusting end-point strategy: instead of just blindly probing

the network for its due share, a flow can use information from the arbitrator to “bootstrap” the

self-adjusting behavior.
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3.2 NEAT: Task Placement in Datacenters

Task placement policies perform differently when used with different network scheduling

policies. To illustrate this, we compare the performance of two task scheduling policies under

two different network scheduling policies. For task scheduling policies, we consider: minimum-

distance placement (minDist), which places each task to minimize its distance to the input data,

and minimum-load placement (minLoad), which places each task on the server with the minimum

traffic load. For network scheduling policy, we consider: DCTCP [18], which approximates the Fair

sharing policy, and PASE [94], which approximates the shortest remaining processing time (SRPT)

policy in the network.

We simulate a topology of 160 machines, connected using a folded CLOS topology as in [94].

We configure the links to have 200µsec RTT and 1 Gbps (edge) or 10 Gbps (core) bandwidth.

We evaluate each combination of the above task/network scheduling policies under flow demands

generated according to the data-mining workload [21]. Figure 3.4(a) and Figure 3.4(b) show the

ratio between the FCT of minDist and the FCT of minLoad for various flow sizes under the Fair, and

SRPT network scheduling policy, respectively. A bar with coordinates (x, y) indicates that flows of

sizes x have an FCT ratio of y, where y<1 indicates that minDist outperforms minLoad and y>1

indicates the opposite.
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Figure 3.4: Comparison of minDist and minLoad placement under SRPT and Fair network
scheduling policy
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The results show that when the network follows SRPT policy (Figure 3.4(a)), minDist placement

works better (ratio less than 1). In contrast, when the network follows a Fair policy (Figure 3.4(b)),

minLoad placement works better for the majority of the flow sizes. The results can be explained

by the following observations: when the network follows SRPT policy (Figure 3.4(a)), short flows

preempt long flows, and receive full link bandwidth. Short flows therefore achieve near-optimal

completion time. We verified it in the FCT logs but omit the details because of page limitations.

After the short flows complete, more bandwidth becomes available to the long flows, allowing them

to finish quickly. The minDist placement outperforms minLoad placement because it minimizes

the total network load, defined as sum of the product of the size and the hop count for each flow. In

contrast, when the network follows the Fair policy (Figure 3.4(b)), short flows no longer preempt

long flows. The minLoad placement works better – especially for long flows – because it ensures

that long flows avoid being placed on nodes with existing long flows. However, Figure 3.4(b)

shows that short flows may suffer longer FCTs under the minLoad placement compared to the

minDist placement. This usually happens when newly arriving long flows are placed on nodes

with ongoing short flows, thus increasing the FCTs of short flows. In conclusion, this experiment

demonstrates that the performance of task placement depends on the underlying network scheduling

policy. Therefore, it is important to design a task placement framework that takes into account the

underlying network scheduling policy.

3.3 Bandwidth Allocation in Multi-tenant Datacenters

3.3.1 Interference when Sharing Network

To demonstrate interference, when flows with different objectives coexist in the same network, we

use a single bottleneck topology as shown in Fig. 3.5(a). This represents a common datacenter

scenario where edge to core links might be the bottleneck among flows of different applications.

We set the switch ECN marking threshold to 20, the switch buffer size to 250 packets and the

round trip time to 300 us. We consider traffic from a LS application (from SRC1 to DST1), a

DS application (from SRC2 to DST2), and a CS application (from SRC3 to DST3). We use the
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Figure 3.5: Interference demonstration, when alone and coexist.

instantaneous end-to-end packet RTT, fraction of missed deadlines, and average FCT (AFCT) as

the performance metrics for evaluating the LS, DS and CS flows, respectively. We use NS-2 for

performance evaluation.

We consider state-of-the-art deployment-friendly protocols for each of the performance goals

and implement them in NS-2. Specifically, we use DCTCP for LS flows, D2TCP for DS and L2DCT

for CS flows. For LS flows, we generate small (2 KB) flows that arrive at intervals following a Poisson

distribution and require an aggregate bandwidth of 400 Mbps on average. For DS and CS, the flows

are generated uniformly within the range 2 KB-198 KB with deadlines in the range 5-25 ms (for DS

only). Flows arrive at intervals generated following Poisson distribution and incurring low (20%),

medium(50%) and high (80%) load on the link.

3.3.1.1 Performance in Isolation

We first evaluate the application performance in a scenario where each protocol has exclusive access

to the underlying network. When used in isolation, we represent flows as Base-LS, Base-DS, and

Base-CS respectively. In these experiments, the bottleneck link capacity is 500 Mbps.

Base-LS: As shown in Fig. 3.5(b), the LS flow packets experience almost zero queuing delay and

the round-trip latency is very close to the RTT (300 us).

Base-DS: Fig. 3.5(c) demonstrates the deadline missing rate of DS flows across a range of loads.

We can see that for light to moderate loads, almost no flows miss deadlines. However, at high load

many flows miss deadlines.

Base-CS: Fig. 3.5(d) shows the AFCT under different network load conditions.
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3.3.1.2 Coexistence of Different Objectives

Next, we evaluate the scenarios with two performance objectives coexisting in the network. The

bottleneck link capacity is 1000 Mbps, which is large enough to meet the demands of both types of

flows.

Coexist-LS/DS: In this scenario, the performance of LS flows is severely affected as shown in

Fig. 3.5(b). LS flows experience large queuing delays and, as a result, their tail latency increases by

more than 300%; the average latency increases by more than 50%. On the other hand, DS flows also

experience performance degradation and many flows miss their deadlines, as shown in Fig. 3.5(c).

Coexist-DS/CS: We consider the coexistence of DS and CS flows in the network. In this scenario,

DS flows experience performance degradation, as shown in Fig. 3.5(c): even at low loads, some of

the flows miss their deadline due to interference from CS flows and the degradation increases up

to 4x for medium and higher network loads. Similarly, the completion times of CS flows is also

affected and flows take longer to finish compared to the scenario with only CS flows in the network

(Fig. 3.5 (d)). Specifically, at higher loads, the AFCT of CS flows increases by more than 2x.

3.3.1.3 Same Objective Different Tenants

We also consider the scenarios where multiple tenants with the same performance objective coexist.

We evaluate both Coexist-LS/LS and Coexist-DS/DS scenarios, where the bottleneck capacity is

not large enough to meet the requirements of all flows. Lacking the ability to favor one tenant

over another, flows of both the tenants experience performance degradation. We omit results due to

space limitation.

3.3.2 Current Isolation won’t Work

An intuitive solution is to segregate application flows with different objectives to separate physical

queues in a switch. Such an segregation approach requires a large number of traffic classes, which

are not supported by currently available CoS tags in packet formats; existing commodity switches
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also do not have sufficient number of queues [120].

Bandwidth Guarantee: Several bandwidth guarantee approaches have been proposed, which pro-

vide network abstraction models and placement algorithms for tenants or applications to express

their bandwidth requirements [66, 79, 84, 108, 114, 120]. Bandwidth guarantee are coarse grained:

they should meet the peak requirements, which is either inefficient, or is suboptimal in terms of

flow objectives.

Proportional Sharing: Seawall provides per-entity weight enforcement for each VM-to-VM tun-

nel [120]. However, it does not support bandwidth allocation at flow-level granularity, hence cannot

optimize the performance objectives of individual flow divisions. Further, it does not support tenant

level network sharing.

3.4 Multipath TCP Attacks & Countermeasures

Below, I first provide a brief overview of MPTCP, and then discuss security vulnerabilities of

MPTCP.
Host A Host B

Address A1 Address A2 Address B
SYN + MP_CAPABLE(Key-A)

SYN/ACK + MP_CAPABLE(Key-B)

SYN + MP_JOIN(Token-B, nonce-A)

SYN/ACK + MP_JOIN(HMAC-B, nonce-B)

ACK + MP_CAPABLE(Key-A, Key-B)

ACK + MP_JOIN(HMAC-A2)

ADD_ADDR(Addrs-A2)

Figure 3.6: Example 2-path MPTCP connection setup
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3.4.1 MPTCP Background

MPTCP is an extended version of TCP implemented using the TCP option field, which allows a

TCP connection between two hosts to use multiple paths simultaneously [56]. Below we explain

the operation of an example 2-path MPTCP connection, illustrated in Figure 3.6.

Connection Establishment. The client uses its IP address A1 to establish an MPTCP subflow with

the server. The SYN, SYN/ACK, and ACK handshake packets include the MP_CAPABLE option to

indicate MPTCP support. Hosts also exchange 64-bit keys during the handshake to authenticate the

establishment of additional subflows in future. The client notifies the server that it has another IP

address A2 using the ADD_ADDR option. Note that, these address advertisements can be refreshed

periodically and sent on any subflow. A host receiving the advertisements will then establish new

MPTCP subflows using the MP_JOIN option. The SYN, SYN/ACK, and ACK handshake packets

include the MP_JOIN option to indicate establishment of the new MPTCP subflow, using Adress A2.

Hosts use 32-bit tokens to identify the MPTCP connection. Hosts also use 64-bit truncated Hash-

based Message Authentication Code (HMAC) for authentication. Finally, MPTCP uses address

identifiers (advertised via ADD_ADDR), instead of IP addresses, to cope with possible IP address

changes due to the presence of a NAT on the path. Each address has a corresponding address

identifier to uniquely identify it within a connection.

Data Transfer. MPTCP packets include a 32-bit local sequence number and a 64-bit global

sequence number (also called data sequence number, short for DSN) to ensure reliable and in-order

data delivery. The 32-bit local sequence number is used for flow control at the subflow level and

64-bit global sequence number is used for flow control at the connection level. MPTCP also signals

both the connection-level acknowledgements and subflow level acknowledgments to implement

flow control.

Subflow Priority. MPTCP uses the MP_PRIO option to dynamically change the priority of subflows.

Hosts can request change in the priority to use a subflow as regular or backup. A backup subflow

is used only if there is no regular subflow available for data transmission [56]. MP_PRIO carries an

optional address ID field that can be used to specify the subflow that needs to be set as backup. To
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set a subflow as backup, a host can request a change in the subflow priority by sending MPTCP

MP_PRIO option to the other host with the corresponding address identifier. The key property of

MP_PRIOmessages is that they can be sent on any subflow. The reason is that if a subflow is already

congested, it may not be possible to deliver the message to pause itself.

3.4.2 Threat Model

Figure 3.7 illustrates an MPTCP connection where the attacker is on one of the two paths used

in the MPTCP connection. In the more general case, if there are m paths (with m subflows), an

attacker may be on a subset of the paths. Our threat model assumes that the attacker can eavesdrop

or inject traffic on the paths. This threat model is commonly found in the case of open WiFi access

points where an attacker connected to the same access point can eavesdrop or inject traffic on the

subflow established through the access point. Our threat model does not assume that the attacker

can modify existing traffic.

3.4.3 Backup Flag Vulnerability

MPTCP supports using subflows as backup – i.e., using a subflow to send data only if there is no

other subflow available. Specifically, an MPTCP host can send a request to the other host to set any

subflow as a backup by using the MPTCP MP_PRIO option. As mentioned earlier, this request can

be sent via any MPTCP subflow. After receiving such a control packet, the sender will stop sending

data and the corresponding subflow’s throughput will drop to zero. Unfortunately, unlike MP_JOIN,

such a control packet has no authentication required by the specification whatsoever [56], allowing

an attacker controlling only one path to set any subflow (using the corresponding address ID) as

back up, Figure 3.7. For example, for the two path MPTCP connection shown in Figure 3.7, the

attacker on path1 can send a forged MP_PRIO packet with address ID of path2 to set subflow on

path2 as backup. The backup flag vulnerability allows an attacker to divert traffic among MPTCP

subflows. An attacker can offload traffic from the eavesdropped subflow to other MPTCP subflows

by sending forged packets with the MP_PRIO option to set the eavesdropped subflow as a backup.
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Path 1

Path 2

Time t2

Time t1
Data Transfer + backup message (MP_PRIO [Path2 Address ID])

Time t2

Time t1 Data Transfer

Data Transfer (paused)

Data Transfer

Figure 3.7: Subflow pause using MP_PRIO option

An attacker can also onload traffic from non-eavesdropped subflows to the eavesdropped subflow

by sending forged packets with the MP_PRIO option to set all other subflows as backup. This attack

is similar to connection hijack attack, where an attacker diverts all the traffic to pass through the

subflow on the eavesdropped path.

3.4.4 Throughput Inference Vulnerability

If there are two subflows in an MPTCP connection, Shafiq et al. showed that an attacker eaves-

dropping a subflow can learn the throughput of the other subflow [118]. For example, an attacker

can infer the throughput of the non-eavesdropped subflow on most phones that have both WiFi

and cellular network interfaces. The subflows of an MPTCP connection are seemingly indepen-

dent, but in reality they are fundamentally coupled because they carry data of the same MPTCP

connection. Take the example of an MPTCP connection with two subflows, since the two subflows

carry packets in the same MPTCP connection, the destination host needs to reassemble the packets

from both subflows into that MPTCP connection. Thus, each packet in a subflow needs to have two

sequence numbers: a local sequence number for reliable transmission over that subflow, which is

the traditional subflow sequence number encoded in the TCP sequence field, and a global sequence

number for assembling packets from both subflows into that MPTCP connection. By passively

eavesdropping one subflow, an attacker can calculate the throughput of the eavesdropped subflow

from the local sequence number and that of the MPTCP connection from the global sequence
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numbers.

In this paper, we show that it is not hard to generalize the result to more than two subflows.

Specifically, if an attacker eavesdropping on m − 1 subflows for an m-path MPTCP connection

(m ≥ 2), it is possible to infer the throughput of the non-eavesdropped subflows. For an eavesdropped

subflow, from the local sequence numbers, which indicates the number of bytes that have been

transferred over that subflow, the attacker can calculate the throughput of the subflow; from the

global sequence number, which indicates the number of bytes that have been transferred over all

subflows, the attacker can calculate the throughput of the overall MPTCP connection. Let t1, · · · , tm

denote the throughput of m subflows over paths p1, · · · , pm, respectively. Let t denote the throughput

of the overall MPTCP connection over m paths. Then we have t1+ ...+ tm = t. Suppose the attacker

can eavesdrop the m − 1 paths p1, · · · , pm−1. Then, the attacker can calculate the throughput tm of

the subflow over path pm as tm = t −∑m−1
i=1 ti.

The ability to infer throughput can help an attacker validate the success of connection hijack

attack and traffic diversion attacks. Note that, a simple approach to validate the attacks is to check

that there are no holes in DSS space, however, it works only for a connection with two subflows

or when all the subflows have been hijacked. For a connection with more than two subflows or

when only specific subflows are targeted, we still need throughput inference to validate and detect

change in throughput.An attacker eavesdropping a single path can infer the total throughput of the

MPTCP connection (t) and the throughput of the subflow (tm) on that path. Therefore, using this

information, an attacker can validate that the backup flag attack was successful. For example, for

an MPTCP connection with two subflows, t will be equal to tm if the backup attack was successful.

Similarly, from this the attacker can calculate the total throughput of the MPTCP connection on

other paths (as tpaths = t − tm), however, an attacker can not calculate the throughput of a particular

subflow on the uneavesdropped path, unless it can eavesdrop m − 1 paths. For example, an attacker

eavesdropping m − 2 paths can not calculate the exact throughput of the other 2 paths as it does

not have sufficient information to compute the throughput. This information can help an attacker to

offload or onload traffic from one subflow to another subflow while maintaining the same overall
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throughput of the MPTCP connection. Note that the connection hijack attack can work without

throughput information, however throughput information can help an attacker make sure that the

attack was successful. For example, in some cases, the host may or may not decide to stop sending

the data on the backup path. Therefore, it is important for connection hijack attack that the attacker

is able to infer the throughput.
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CHAPTER 4

PASE: A NEAR-OPTIMAL TRANSPORT FOR DATACENTERS

PASE is a transport framework that synthesizes the three transport strategies, namely in-network

Prioritization, Arbitration, and Self-adjusting Endpoints. The underlying design principle behind

PASE is that each transport strategy should focus on what it is best at doing, such as:

• Arbitrators should do inter-flow prioritization at coarse time-scales. They should not be

responsible for computing precise rates or for doing fine-grained prioritization.

• Endpoints should probe for any spare link capacity on their own, without involving any other

entity. Further, given their lack of global information, they should not try to do inter-flow

prioritization (protocols that do this have poor performance, as shown in Section 2).

• In-network prioritization mechanism should focus on per-packet prioritization at short, sub-

RTT timescales. The goal should be to obey decisions made by other strategies while keeping

the data plane simple and efficient.

Given the above roles for each strategy, the high-level working of PASE is as follows. Every

RTT, each source invokes the arbitration algorithm to get its priority queue and reference rate. The

arbitration decision is based on the flows currently in the system and their priorities (e.g., deadline,

flow-size). As the name suggests, the reference rate is not binding on the sources, so depending

on the path conditions, the sources may end up sending at higher or lower than this rate (i.e.,

self-adjusting endpoints). A key benefit of PASE is that we do not require any changes to the data

Switch Vendor Num. Queues ECN
BCM56820 [3] Broadcom 10 Yes

G8264 [5] IBM 8 Yes
7050S [2] Arista 7 Yes

EX3300 [6] Juniper 5 No
S4810 [4] Dell 3 Yes

Table 4.1: Priority Queues and ECN support in popular commodity top-of-rack switches. The
numbers are per interface.
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plane: switches on the path use existing priority queues to schedule packets and employ explicit

congestion notification (ECN) to signal congestion. As shown in Table 4.1, most modern switches

support these two features.

To achieve high performance while being deployment friendly, PASE incorporates two key

components: a control plane arbitration mechanism and an end-host transport protocol. While

existing arbitration mechanisms operate in the data plane (and hence require changes to the network

fabric), we implement a separate control plane for performing arbitration in a scalable manner. To

this end, we introduce optimizations that leverage the typical tree structure of datacenter topologies

to reduce arbitration overhead. Finally, PASE’s transport protocol has an explicit notion of reference

rate and priority queues, which leads to new rate control and loss recovery mechanisms.

In the following sections, we describe the control plane and the end-host transport protocol of

PASE, followed by the details of its implementation.

4.1 Arbitration Control Plane

While a centralized arbitrator is an attractive option for multiple reasons, making it work in

scenarios involving short flows is still an open problem [14, 45]. Prior work [70] shows that the

problem of flow arbitration can indeed be solved in a distributed fashion: each switch along the

path of a flow independently makes the arbitration decision and returns the allocated rate for its

own link, and the source can pick the minimum rate. While prior work implements arbitration as

part of the data plane, PASE supports this as part of the control plane because experiences with

prior protocols (e.g., XCP [81]) show that even small changes to the data plane are hard to deploy.

We now describe (a) the basic arbitration algorithm employed by each PASE arbitrator in the

control plane and the key sources of overhead that limit the scalability of the arbitration process,

(b) how arbitrators exchange information to determine the priority queue and the reference rate for

each flow across the end-to-end path, and (c) two optimizations that reduce the arbitration overhead

by exploiting the characteristics of typical datacenter topologies.
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4.1.1 Basic Arbitration Algorithm

For each link in the datacenter topology, there is an arbitrator that runs the arbitration algorithm and

makes decisions for all flows that traverse the particular link. The arbitrator can be implemented on

any server in the datacenter or on dedicated controllers that are co-located with the switches. The

arbitration algorithm works at the granularity of a flow, where a flow could be a single RPC in a

typical client-server interaction, or a long running TCP-like connection between two machines.

Algorithm 1 Arbitration Algorithm
Input: < FlowSize,FlowID, demand(optional) >
Output: < PrioQue,Rre f >
Arbitrator locally maintains a sorted list of flows Step#1: Sort/update flow entry based on the FlowSize
Step#2: Compute PrioQue and Rre f of the flow.
//Link capacity is C, and AggregateDemandHigher (ADH) is the sum of demands of flows with priority higher than
current flow.
1: Assign rate:
if ADH < C then

Rre f = min(demand,C − ADH);
else

Rre f = baserate;
end if
2: Assign PrioQue:
PrioQue = ⌈ADH/C⌉;
if PrioQue > LowestQueue then

PrioQue = LowestQueue;
end if
3: return < PrioQue,Rre f >;

The interaction between a flow’s source and the arbitrator(s) is captured in Algorithm 1. The

source provides the arbitrator(s) with two pieces of information: i) the flow size (FlowSize), which is

used as the criterion for scheduling (i.e., shortest flow first). To support other scheduling techniques,

the FlowSize can be replaced by deadline [134] or task-id for task-aware scheduling [50] and ii)

demand, this represents the maximum rate at which the source can send data. For long flows that

can saturate the link, this is equal to the NIC rate, while for short flows that do not have enough data

to saturate the link, this is set to a lower value. Demand and flow size are inputs to the arbitration

algorithm whereas the flows’ reference rate (Rre f ) and priority queue (PrioQue) is the output.

To compute Rre f and PrioQue, the arbitrator locally maintains a sorted list of flows based on

their sizes. This list is updated based on the latest FlowSize information of the current flow. The
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flow’s priority queue and reference rate depend on the aggregate demand (AggregateDemandHigher

or ADH) of flows that have higher priority compared to the current flow. An ADH value less than

the link capacity C implies that there is some spare capacity on the link and the flow can be mapped

to the top queue. Thus, if the flow’s demand is less than the spare capacity, we set the reference rate

equal to the demand. Otherwise, we set the reference rate equal to the spare capacity.

The other case is when the ADH exceeds link capacity. This happens when a link is already

saturated by higher priority flows, so the current flow cannot make it to the top queue. In this case,

the flow’s reference rate is set to a base value, which is equal to one packet per RTT. This allows

such low priority flows to make progress in case some capacity becomes available in the network,

and to even increase their rate in the future based on self-adjusting behavior.

Finally, if the current flow cannot be mapped to the top queue, it is either mapped to the lowest

queue (if ADH exceeds the aggregate capacity of intermediate queues) or is mapped to one of

the intermediate queues. Thus, each intermediate queue accommodates flows with an aggregate

demand of C and the last queue accommodates all the remaining flows.

Challenges. The above design described how each arbitrator determines the priority queue and

reference for a flow at a particular link. To carry out arbitration across the end-to-end path of a flow,

we design a distributed control plane for arbitration. There are three sources of overhead that limit

the scalability of such a distributed control plane.

• Communication Latency. The communication latency between the source and the arbitrator

depends on their physical distance within the datacenter. This delay matters the most during

flow setup time as it can end up increasing the FCT, especially for short flows. To keep this

delay small, arbitrators must be placed carefully, such that they are located as close to the

sources as possible.

• Processing Overhead. The second challenge is the processing overhead of arbitration mes-

sages, which can potentially add non-negligible delay, especially under high load scenarios.

• Network Overhead. Due to a separate control plane, each arbitration message is potentially

40



Figure 4.1: The bottom-up arbitration approach employed by PASE for intra-rack and inter-rack
traffic scenarios.

processed as a separate packet by the switches which consumes link capacity. We need to

ensure that this overhead is kept low and that it does not cause network congestion for our

primary traffic.

To reduce these overheads, PASE’s distributed control plane has been structured to carry out

arbitration in a bottom-up manner, which we describe next.

4.1.2 Bottom Up Arbitration

We exploit the typical tree structure of datacenter topologies. Sources obtain information about the

PrioQue and Rre f in a bottom-up fashion, starting from the leaf nodes up to the core as shown in

Figure 4.1. For this purpose, the end-to-end path between a source and destination is divided into

two halves—one from the source up to the root (srcHalf) and the other from the destination up to

the root (dstHalf).

For each half, the respective leaf nodes (i.e., source and destination) initiate the arbitration

at the start of a flow1. They start off with their link to the ToR switch and then move upwards.

The arbitration request messages move up the arbitration hierarchy until it reaches the top-level

1The destination node initiates the arbitration when it receives an arbitration request message
from the source node.
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arbitrator. The responses move downwards in the opposite direction. A source receives arbitration

responses for the srcHalf and the dstHalf containing priority queue and reference rate assigned

to the flow. A source then uses the minimum of these reference rates and the lowest of the priority

queues assigned by arbitration at the srcHalf and the dstHalf.

This bottom-up approach ensures that for intra-rack communication, arbitration is done solely

at the endpoints. Thus, in this scenario, flows incur no additional network latency for arbitration.

This is particularly useful as many datacenter applications have communication patterns that have

an explicit notion of rack affinity [17, 28].

For the inter-rack scenario, the bottom up approach facilitates two other optimizations, early

pruning and delegation, to reduce the arbitration overhead and latency. Both early pruning and

delegation exploit a trade-off between low overhead and high accuracy of arbitration. As our

evaluation shows, by giving away some accuracy, they can significantly decrease the arbitration

overhead.

Early Pruning The network and processing overheads can be reduced by limiting the number of

flows that contact the arbitrators for PrioQue and Rre f information. In early pruning, only flows

that are mapped to the highest priority queue move upwards for arbitration. Thus, in Algorithm 1

a lower-level arbitrator only sends the arbitration message to its parent if the flow is mapped to

the top queue(s). This results in lower priority flows being pruned at lower levels, as soon as they

are mapped to lower priority queues (see Figure 4.2(a)). The intuition behind this is that a flow

mapped to a lower priority queue on one of its links will never make it to the highest priority queue

irrespective of the arbitration decision on other links. This is because a flow always uses the lowest

of the priority queues assigned by all the arbitrators (i.e., bottleneck in the path). Thus, we avoid

the overhead of making arbitration decisions for the flows mapped to lower priority queues.

There are two key benefits of early pruning. First, it reduces the network overhead as arbitration

messages for only high priority flows propagate upwards. Second, it reduces the processing load

on higher level arbitrators. In both cases, the reduction in overhead can be significant, especially in
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the more challenging heavy load scenarios, where such overhead can hurt system performance.

In general, early pruning makes the overhead independent of the total number of flows in the

system. Instead, the overhead depends on the number of children that a higher level arbitrator may

have because each child arbitrator only sends a limited number of flows (the top ones) upwards.

Due to limited port density of modern switches (typically less than 100), the number of children,

and hence the overhead, is quite small. This leads to significant reduction in the overhead compared

to the non-pruning case where the overhead is proportional to the total number of flows traversing

a link, which can be in thousands (or more) for typical datacenter settings [17, 28]. However, the

above overhead reduction comes at the cost of less precise arbitration. As we only send the top flows

to the higher-level arbitrators, flows that are pruned do not get the complete and accurate arbitration

information. Our evaluation shows that sending flows belonging to the top two queues upwards

(rather than just the top queue), provides the right balance: there is little performance degradation

while reduction in overhead is still significant.

Delegation Delegation is specially designed to reduce the arbitration latency. While early pruning

can significantly reduce the arbitration processing overhead as well as the network overhead, it does

not reduce the latency involved in the arbitration decision because top flows still need to go all the

way up to the top arbitrator.

In delegation, a higher level link (i.e., closer to the core) is divided into smaller “virtual” links

of lower capacity – each virtual link is delegated to one of the child arbitrators who then becomes

responsible for all arbitration decisions related to the virtual link. Thus, it can make a local decision

about a higher level link without going to the corresponding arbitrator. On each virtual link, we run

the same arbitration algorithm i.e., Algorithm 1 as we do for normal links.

As a simple example, the aggregation-core link of capacity C shown in Figure 4.2(b) can be

divided into N virtual links of capacity aiC each (where ai is the fraction of capacity allocated

to virtual link i) and then delegated to one of the child arbitrators. The capacity of each virtual

link is updated periodically, reflecting the PrioQue of flows received by each child arbitrator. For
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(a) Early Pruning
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(b) Delegation

Figure 4.2: (a) The early pruning optimization used to reduce the arbitration overhead. Note that
si and ki represent flows that are mapped to the highest priority queue at the senders and the ToR
arbitrators, respectively and (b) the delegation optimization used to reduce the setup latency and
control overhead.

example, one child that is consistently observing flows of higher priorities can get a virtual link of

higher capacity.

Delegation provides two benefits. First, it reduces the flow setup delay because arbitration

decisions for higher level links are made at lower level arbitrators, which are likely to be located

close to the sources (e.g., within the rack). Second, it reduces the control traffic destined towards

higher level arbitrators. Note that this happens because only aggregate information about flows is

sent by the child arbitrators to their parents for determining the new share of virtual link capacities.

The impact on processing load has both positive and negative dimensions. While it reduces the

processing load on higher level arbitrators, it ends up increasing the load on lower level arbitrators

as they need to do arbitration for their parents’ virtual links too. However, we believe this may be

acceptable as lower level arbitrators typically deal with fewer flows compared to top level arbitrators.

Like early pruning, delegation also involves the overhead-accuracy trade-off. The capacity

assigned to a specific virtual link may not be accurate which may lead to performance degradation.

For example, we may have assigned a lower virtual capacity to a child who may suddenly start

receiving higher priority flows. These flows would need to wait for an update to the virtual link

capacity before they can get their due share. On the other hand, there could be cases where the

virtual capacity may remain unused if the child does not have enough flows to use this capacity.
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This is especially true in scenarios where a link is delegated all the way to the end-host and the

end-host may have a bursty flow arrival pattern.

Given the above trade-off, PASE only delegates the Aggregation-Core link capacity to its

children (ToR-Aggregation arbitrators). These child arbitrators should be typically located within

the rack of the source/destination (or co-located with the ToR switch). Thus, for any inter-rack

communication within a typical three level tree topology, the source and destination only need to

contact their ToR-aggregation arbitrator, who can do the arbitration all the way up to the root. In

fact, flows need not wait for the feedback from the other half i.e., destination-root. Thus, in PASE,

a flow starts as soon as it receives arbitration information from the child arbitrator. This approach

is reasonable in scenarios where both halves of the tree are likely to have similar traffic patterns. If

that is not true then PASE’s self-adjusting behavior ensures that flows adjust accordingly.

4.2 End-host Transport

PASE’s end-host transport builds on top of existing transports that use the self-adjusting end-

points strategy (e.g., DCTCP). Compared to existing protocols, the PASE transport has to deal with

two new additional pieces: (a) a priority queue (PrioQue) on which a flow is mapped and (b) a

reference sending rate (Rre f ). This impacts two aspects of the transport protocol: rate control and

loss recovery. Rate control in PASE is more guided and is closely tied to the Rre f and the PrioQue

of a flow. Similarly, the transport requires a new loss recovery mechanism because flows mapped to

lower priority queues may experience spurious timeouts as they have to wait for a long time before

they get an opportunity to send a packet. We now elaborate on these two aspects.

Rate Control: A PASE source uses the Rre f and the PrioQue assigned by the arbitrators to

guide its transmission rate. The rate control uses congestion window (cwnd) adjustment, based on

the Rre f and the flow RTT, to achieve the average reference rate at RTT timescales.

Algorithm 2 describes the rate control mechanism in PASE. For the flows mapped to the top

queue, the congestion window is set to Rre f × RTT in order to reflect the reference rate assigned

by the arbitrator. For all other flows, the congestion window is set to one packet. Note that for flows
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belonging to the top queue, the reference rate Rre f is generally equal to the access link capacity

unless flows have smaller sizes.

For the flows mapped to lower priority queues (except the bottom queue), the subsequent

increase or decrease in congestion window cwnd is based on the well-studied control laws of

DCTCP [17]. In particular, when an unmarked ACK is received, the window size is increased as

cwnd = cwnd + 1/cwnd. (4.1)

When a marked ACK (i.e., with ECN-Echo flag set) is received, the window size is reduced as

cwnd = cwnd × (1 − α/2) (4.2)

where α is the weighted average of the fraction of marked packets. This self-adjusting behavior for

higher priority queues is important for ensuring high fabric utilization at all times because the Rre f

may not be accurate and there may be spare capacity or congestion along the path.

For the flows mapped to the bottom queue, the window size always remains one. This is because

under high loads all flows that cannot make it to the top queues are mapped to the bottom queue,

so the load on the bottom queue can be usually high.

Algorithm 2 Rate Control
Input: < PrioQue,Rre f >
Output: < cwnd > // congestion window
// Priority queues q1, q2,.., qk where q1 is the highest priority queue and q2, q3, and qk−1 are intermediate queues
// if an ACK with the ECN-Echo flag set is received
if ACKmarked == 1 then

cwnd = cwnd × (1 − α/2); // Use DCTCP decrease law
else

if PrioQue == q1 then
cwnd = Rre f × RTT ;
isInterQueue = 0; // not an intermediate queue

else if PrioQue ∈ {q2,q3, ..,qk−1} then
// if already mapped to an intermediate queue
if isInterQueue == 1 then

cwnd = 1 + 1/cwnd; // Use DCTCP increase law
else

isInterQueue = 1; cwnd = 1;
end if

else if PrioQue == qk then
cwnd = 1; isInterQueue = 0;

end if
end if

46



Loss Recovery: For flows belonging to the top queue, we use existing loss recovery mechanisms

(i.e., timeout based retransmissions). However, flows that get mapped to the lower priority queues

can timeout for two reasons: (a) their packet(s) could not be transmitted because higher priority

queues kept the link fully utilized and (b) a packet was lost. In case of scenario (a), a sender

should avoid sending any new packets into the network as it increases the buffer occupancy and the

likelihood of packet losses especially at high network loads. In case of scenario (b), a sender should

retransmit the lost packet as early as it is possible so that the flows can make use of any available

capacity without under-utilizing the network. However, differentiating between these two scenarios

is a challenging task without incurring any additional overhead.

We use small probe packets instead of retransmitting the entire packet whenever a flow, mapped

to one of the lower priority queues, times out. If we receive an ACK for the probe packet (but not the

original packet), it is a sign that the data packet was lost, so we retransmit the original data packet.

If the probe packet is also delayed (no ACK received), we increase our timeout value (and resend

another probe) just like we do this for successive losses for data packets. An alternative approach is

to set suitable timeout values: smaller values for flows belonging to the top queue and larger values

for the other flows.

Finally, a related issue is that of packet reordering. When a flow from a low priority queue gets

mapped to a higher priority queue, packet re-ordering may occur as earlier packets may be buffered

at the former queue. This can lead to unnecessary backoffs which degrades throughput. To address

this, we ensure that when a flow moves to a higher priority queue, we wait for the ACKs of already

sent packets to be received before sending packets with the updated priority.

4.3 Discussion

Handling arbitrator failures: When an arbitrator fails, the arbitration result can be inaccurate,

which may lead to network congestion (e.g., if the reference rate is greater than the available

capacity). To handle such scenarios, PASE sources fall back to applying DCTCP control laws upon

detecting the failure of one or more arbitrators along a flow’s path. In addition, such flows are
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mapped to the top queue to avoid starvation of flows. When the arbitrator becomes alive again, the

source arbitrator detects this within the arbitration period (equal to one RTT), and the end-to-end

arbitration resumes. As each arbitration message carries flow state information, arbitrators can

rebuild the sorted list of flows as soon as arbitration messages are received.

Handling losses of arbitration messages: Loss of arbitration messages can negatively impact

the arbitration process. Thus, we use TCP SACK for reliably sending arbitration messages. More-

over, to ensure that arbitration messages get delivered in a timely manner, they are mapped to the

highest priority queue.

Overhead of arbitration messages: The size of each arbitration message is 52 bytes (including

40 bytes of TCP and IP headers). Sending 52-byte messages every RTT=300µs equates to a sending

rate of ≈1.4Mbps. On a 1Gbps and 10Gbps links, this amounts to only 0.14% and 0.014% of

overhead, respectively. With the delegation optimization, arbitration messages do not percolate

beyond the ToR-Aggregation arbitrators, which prevents such control traffic from aggregating at

higher level links. With early pruning, arbitration decision is only carried out for flows that are

mapped to the top queues. This further limits the control traffic2.

4.4 Performance Evaluation and Comparison

4.4.1 Implementation

We implement PASE on a small-scale Linux testbed as well as in the ns2 simulator. Our ns2

implementation supports all the optimizations discussed in Section III whereas our testbed imple-

mentation only supports the basic arbitration algorithm that runs on the endhosts (src/dest only)

and we do not implement separate (external) arbitrators for our Linux implementation.

Client: For the testbed evaluation, we implement the transport protocol and the arbitration

logic as Linux kernel modules on the clients. The Linux transport module, which is built on top of

DCTCP, communicates with the arbitration module to obtain the packet priority and the reference

2In our evaluation, the path BDP was 38KB. Even if a single source generates 38 1KB flows
every RTT, this would lead to a control traffic overhead of 0.53% on a 10Gbps link.
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rate. It then adds the PASE header on outgoing packets. For ns2 evaluation, we implement client

side similar to the Linux implementation, however, additionally the arbitration module at the client

communicates with the arbitrator that is co-located with the ToR switch. The arbitration module

communicates with the arbitrator using packets containing PASE header.

Arbitrator: The arbitration module implements Algorithm 1. It maintains a sorted list of flows

based on flowSize or flowDeadline and assigns a priority queue and reference rate using the logic

described in Algorithm 1. It returns these values to the arbitration module running on clients, which

communicate with rate control module to control flow’ priority.

Switch: For the desired switch support, we use the PRIO [9] queue and CBQ (class-based

queueing) implementation, on top of the RED queue implementation in Linux and ns2. We use

eight priority queues/classes and classify packets based on the DSCP field in the IP header. Out

of these eight queues, a separate, strictly lower priority queue is maintained for background traffic.

For the RED queue, we set the low and high thresholds of RED queue to K and perform marking

based on the instantaneous rather than the average queue length as done in DCTCP [17].

4.5 Evaluation

We evaluate the performance of PASE using ns2 simulations [7] as well as through small-scale

testbed experiments. First, we conduct macro-benchmark experiments in ns2 to compare PASE’s

performance against existing datacenter transports. We compare PASE against both deployment-

friendly protocols including DCTCP [17], D2TCP [126], and L2DCT [97] (§4.6.1) as well as

the best performing transport, namely, pFabric [20] (§4.6.2). Second, we micro-benchmark the

internal working of PASE (e.g., benefits of arbitration optimizations, use of reference rate, etc)

using simulations (§4.7).

Data center Topology: We use a 3-tier topology for our evaluation comprising layers of ToR

(Top-of-Rack) switches, aggregation switches, and a core switch. This is a commonly used topology

in datacenters [15, 126, 134]. The topology interconnects 160 hosts through 4 ToR switches that

are connected to 2 aggregation switches, which in turn are interconnected via a core switch. Each
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Figure 4.3: (a) Comparison of PASE with L2DCT and DCTCP in terms of AFCTs under the
(left-right) inter-rack scenario, (b) shows the CDF of FCTs at 70% load in case of (a), and (c)
Deadline-constrained flows: Comparison of application throughput for PASE, D2TCP and
DCTCP under the intra-rack scenario.

host-ToR link has a capacity of 1 Gbps whereas all other links are of 10 Gbps. This results in an

oversubscription ratio of 4:1 for the uplink from the ToR switches. In all the experiments, the

arbitrators are co-located with their respective switches. The end-to-end round-trip propagation

delay (in the absence of queueing) between hosts via the core switch is 300µs.

Traffic Workloads: We consider traffic workloads that are derived from patterns observed in

production datacenters. Flows arrive according to a Poisson process and flow sizes are drawn from

the interval [2 KB, 198 KB] using a uniform distribution, as done in prior studies [70, 134]. This

represents query traffic and latency sensitive short messages in datacenter networks. In addition

to these flows, we generate two long-lived flows in the background, which represents the 75th

percentile of multiplexing in datacenters [17]. Note that we always use these settings unless specified

otherwise. We consider two kinds of flows: deadline-constrained flows and deadline-unconstrained

flows. They cover typical application requirements in today’s data centers [126].

We also evaluate PASE under the web search [17] and data mining [20] workloads. Compared

to web search, the data mining is much more skewed, with ∼80% of flows having a size of less than

10KB and the largest 3.5% of flows containing more than 95% of all bytes.

Protocols Compared: We compare PASE with several data center transports including DCTCP

[17], D2TCP [126], L2DCT [97], and pFabric [20]. We implemented DCTCP, D2TCP and L2DCT

in ns2 and use the source code of pFabric provided by the authors to evaluate their scheme. The

parameters of these protocols are set according to the recommendations provided by the authors,
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Scheme Parameters
DCTCP qSize = 100 pkts (packet size is 1KB)
D2TCP markingThresh = 65 pkts (10Gbps) & 20 pkts (1Gbps)
L2DCT minRTO = 10ms, initCwnd = 10 pkts

qSize = 76 pkts (= 2×BDP)
pFabric initCwnd = 38 pkts (= BDP)

minRTO = 1ms (∼3.3×RTT)
qSize = 100 pkts

PASE minRTO (flows in top queue) = 10ms
minRTO (flows in other queues) = 200ms
numQue = 8

Table 4.2: Default simulation parameter settings.

or reflect the best settings, which we determined experimentally (see Table 5.1).

Performance Metrics: For traffic without any deadlines, we use the FCT as a metric. We

consider the AFCT as well as the 99th percentile FCT for small flows. In case of web search and

data mining workloads, we report the AFCT across all flows as well as separately for short and

long flows. For deadline-constrained traffic, we use application throughput as our metric which is

defined as the fraction of flows that meet their deadlines. We use the control messages per second

to quantify the arbitration overhead.

4.6 Macro-benchmarks

4.6.1 Comparison with Deployment Friendly Schemes

PASE is a deployment friendly transport that does not require any changes to the network fabric.

Therefore, we now compare PASE’s performance with deployment friendly data center transports,

namely, DCTCP and L2DCT. DCTCP [17] is a fair sharing protocol that uses ECN marks to infer

the degree of congestion and employs adaptive backoff factors to maintain small queues. The goal

of L2DCT [97] is to minimize FCT – it builds on DCTCP by prioritizing short flows over long

flows through the use of adaptive control laws that depend on the size of the flows.

Deadline-unconstrained flows: We consider an inter-rack communication scenario (termed as

left-right) where 80 hosts in the left subtree of the core switch generate traffic towards hosts in the

right subtree. This is a common scenario in user-facing web services where the front-end servers
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and the back-end storage reside in separate racks [140]. The generated traffic comprises flows with

sizes drawn from the interval [2 KB, 198 KB] using a uniform distribution. In addition, we generate

two long-lived flows in the background.

Figure 4.3(a) shows the improvement in AFCT as a function of network load. Observe that

PASE outperforms L2DCT and DCTCP by at least 50% and 70%, respectively across a wide range

of loads. At low loads, PASE performs better primarily because of its quick convergence to the

correct rate for each flow. At higher loads, PASE ensures that shorter flows are strictly prioritized

over long flows, whereas with L2DCT, all flows, irrespective of their priorities, continue to send

at least one packet into the network. This lack of support for strict priority scheduling in L2DCT

leads to larger FCTs for short flows. DCTCP does not prioritize short flows over long flows. Thus,

it results in worst FCTs across all protocols.

Figure 4.3(b) shows the CDF of FCTs at 70% load. Observe that PASE results in better FCTs

for almost all flows compared to L2DCT and DCTCP.

Deadline-constrained flows: We now consider latency-sensitive flows that have specific dead-

lines associated with them. Thus, we compare PASE’s performance with D2TCP, a deadline-aware

transport protocol. We replicate the D2TCP experiment from [126], which considers an intra-rack

scenario with 20 machines and generate short query traffic with flow sizes drawn from the interval

[100 KB, 500 KB] using a uniform distribution. Figure 4.3(c) shows the application throughput as

a function of network load. PASE significantly outperforms D2TCP and DCTCP, especially at high

loads because of the large number of active flows in the network. Since each D2TCP and DCTCP

flow sends at least one packet per RTT, these flows consume significant network capacity which

makes it difficult for a large fraction of flows to meet their respective deadlines. PASE, on the

other hand, ensures that flows with the earliest deadlines are given the desired rates and are strictly

prioritized inside the switches.
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4.6.2 Comparison with Best Performing Scheme

We now compare the performance of PASE with pFabric, which achieves close to optimal perfor-

mance in several scenarios but requires changes in switches. With pFabric, packets carry a priority

number that is set independently by each flow. Based on this, pFabric switches perform priority-

based scheduling and dropping. All flows start at the line rate and backoff only under persistent

packet loss. PASE performs better than pFabric in two important scenarios: (a) multi-link (single

rack) scenarios with all-to-all traffic patterns and (b) at high loads (generally > 80%) whereas it

achieves similar performance (< 6% difference in AFCTs) compared to pFabric in the following

two cases: (a) single bottleneck scenarios and (b) when the network load is typically less than 80%.

We first consider the left-right inter-rack scenario where the aggregation-core link becomes the

bottleneck. Figure 4.4 shows the AFCT and 99th percentile FCT as a function of load. Observe that

PASE achieves AFCT similar to pFabric (Figure 4.4(a)) and for 99th percentile FCT (Figure 4.4(b))

pFabric achieves smaller FCT for up to 50% load and PASE achieves comparable performance.

However, at ≥ 60% loads, PASE results in smaller FCT than pFabric. At 90% load, this improvement

is more than 85%. This happens due to high and persistent loss rate with pFabric at high loads.

Next we consider an all-to-all intra-rack scenario, which is common in applications like web

search where responses from several worker nodes within a rack are combined by an aggregator

node before a final response is sent to the user. Moreover, any node within a rack can be an

aggregator node for a user query and the aggregators are picked in a round robin fashion to achieve

load balancing [12].

Figure 4.5 shows that PASE provides up to 85% improvement in 99th percentile FCT over

pFabric (Figure 4.5(b)) and results in lower AFCTs across all loads (Figure 4.5(a)). This happens

because with pFabric multiple flows sending at line rate can collide at a downstream ToR-host link.

This causes a significant amount of network capacity to be wasted on the host-ToR links, which

could have been used by other flows (as this is an all-to-all scenario). With PASE, flows do not

incur any arbitration latency in the intra-rack scenario as new flows start sending traffic at line rate

based on the information (priority and reference rate) from their local arbitrator. After one RTT,
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all flows obtain their global priorities which helps in avoiding any persistent loss of throughput in

case the local and global priorities are different.

4.6.3 Evaluation under the Web Search and Data Mining Workloads

We now evaluate PASE’s performance under the web search [17] and data mining [20] workloads

and perform comparison with DCTCP, L2DCT and pFabric. These empirical workloads contain a

diverse mix of short and long flows with heavy-tailed characteristics. In the web search workload,

more than 95% of all bytes are from the 30% of the flows with sizes in the range [1,20]MB. The

data mining workload is more skewed: ∼80% of the flows are less than 7KB in size and 95% of

54



 0

 10

 20

 30

 40

 50

 10  20  30  40  50  60  70  80  90

A
F

C
T

 (
m

s
e

c
)

Offered load (%)

DCTCP

L
2
DCT

pFabric
PASE

(a) Web search workload

 40

 60

 80

 100

 120

 140

 10  20  30  40  50  60  70  80  90

A
F

C
T

 (
m

s
e

c
)

Offered load (%)

DCTCP

L
2
DCT

pFabric
PASE

(b) Data mining workload
Figure 4.6: Comparison of PASE with pFabric, L2DCT and DCTCP under web search and data
mining workloads.

all bytes are in the 4% flows that are larger than 35MB. Note that the data mining workload leads

to large number of tiny flows. PASE’s arbitration may incur greater overhead in this case (as large

number of flows get mapped to the top queue) as well as inflate the AFCT of short flows (due to

the arbitration latency being a greater fraction of their FCTs). Thus, it is important to evaluate how

PASE performs under such workloads.

We consider the left-right inter-rack scenario, where the aggregation-core link becomes the

bottleneck. Figure 4.6 shows the AFCT as a function of load under the data mining and web search

workloads. Observe that PASE consistently outperforms DCTCP and L2DCT and achieves similar

performance compared to pFabric across all loads. Note that using a larger initial window size

(=10) in case of DCTCP and L2DCT improves performance but lack of in-networking priority

scheduling and arbitration leads to large AFCTs especially under medium to high loads. Figure 4.7

and 4.9 shows the breakdown of AFCT across small and large flows the same scenario. Observe

that PASE not only achieves similar performance to pFabric for flows less than 100KB (i.e., short

flows), it improves the AFCT of long flows under the web search workload. This happens because

long flows with PASE experience lower packet loss rate than pFabric. These results show that PASE

achieves comparable or better performance than the existing state-of-the-art protocols, like pFabric,

yet does not require any changes to the switch hardware.
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workload. Note that y-axis of plots have different labels.

4.6.4 PASE under the Incast scenario

We now evaluate PASE under synchronized flow arrivals, which are fairly common in datacenters

due to the partition-aggregate structure followed by many datacenter applications [17, 100]. We

generate multiple synchronized short flows with sizes uniformly distributed between 50KB and

150KB and vary the number of flows from 2 to 100 (where each flow originates from exactly

one sender). Figure 4.9(a) shows that PASE performs well across a range of conditions. PASE is

able to tolerate large packet bursts as it maps only those flows to the high priority queues that can

saturate the link and maps rest of the flows to the lower priority queues. As a result PASE essentially
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Figure 4.9: Performance of PASE under (a) incast scenario and (b) AFCT improvement due to
PASE optimizations as a function of offered load.

eliminates network congestion and substantially improves AFCT.

4.7 Micro-benchmarks

In this section, we evaluate the basic components of PASE with the help of several micro-

benchmarks. Results show that PASE optimizations significantly reduce the control traffic overhead

and the number of messages that arbitrators need to process. In addition, other features of PASE

such as its rate control are important for achieving high performance.

4.7.1 Arbitration Optimizations

PASE introduces early pruning and delegation for reducing the arbitration overhead of update

messages. We now evaluate the overhead reduction brought about by these optimizations as well as

study their impact on the performance of PASE. Figure 4.10(a) shows the overhead reduction that is

achieved by PASE when all its optimizations are enabled. Observe that these optimizations provide

up to 50% reduction in arbitration overhead especially at high loads. This happens because when

these optimizations are enabled, higher-level arbitrators delegate some portion of the bandwidth to

lower level arbitrators, which significantly reduces the control overhead on ToR-Aggregation links.

In addition, updates of only those flows are propagated that map to the highest priority queues due

to early pruning. Figure 4.9(b) shows that these optimizations also improve the AFCT by 4-10%
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Figure 4.10: AFCT improvement and overhead reduction as a function of load for PASE with its
optimizations in the left-right scenario.

across all loads. This happens because of delegation, which reduces the arbitration delays.

Benefit of end-to-end arbitration: PASE enables global prioritization among flows through

its scalable end-to-end arbitration mechanism. This arbitration, however, requires additional update

messages to be sent on the network. It is worth asking if most of the benefits of PASE are realizable

through only local arbitration, which can be solely done by the endpoints. Thus, we now compare

the performance of end-to-end arbitration and local arbitration in the left-right inter-rack scenario.

Figure 4.10(b) shows that end-to-end arbitration leads to significant improvements (up to 60%)

in AFCTs across a wide range of loads. This happens because local arbitration cannot account

for scenarios where contention does not occur on the access links, thus leading to sub-optimal

performance.

In PASE, sources contact the arbitrators periodically, every RTT. The Arbitration=OFF case

can also be viewed as (a) a scenario in which the arbitration period is so large that none of the short

flows get any end-to-end arbitration feedback during their lifetime or (b) a scenario in which one or

more arbitrators have failed. As a result, a source cannot get any end-to-end arbitration feedback.

Instead, only the local arbitrator (i.e., the one at the end-host) assigns a priority and rate to a

flow based on the host-ToR link. Figure 4.10(b) shows that even in such cases, PASE outperforms

DCTCP.
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4.7.2 In-network Prioritization and Transport Micro-benchmarks

In this section, we evaluate the impact of different components in PASE.

Impact of switch buffer size: We now evaluate the impact of reducing the switch buffer size.

Figure 4.11(a) shows the AFCT for two switch buffer sizes (i.e., 100 packets and 500 packets).

Observe that for loads less than 70%, the AFCT remains unchanged. However, at higher loads the

AFCT increases by up to 9% at 90% load. These results show that even with small buffer sizes,

PASE keeps AFCTs small.

Impact of number of priority queues: We now evaluate the impact of changing the number

of priority queues in the switches. To test this scenario we repeat the left-right inter-rack scenario

with different number of queues. Figure 4.11(b) shows that using four queues provide significant

improvement in AFCT at loads ≥ 70%. However, increasing the number of queues beyond this

provides only marginal improvement in AFCT. These results further reinforce the ability of PASE

to achieve high performance with existing switches that support a limited number of priority queues.

Reference Rate: We now evaluate the benefit of using the reference rate information. We

compare PASE with PASE-DCTCP, where all flows (including the ones mapped to the top queue

as well as the lowest priority queue) behave as DCTCP sources and do not use the reference rate.

However, these flows are mapped to different priority queues through the normal arbitration process.

To illustrate this, we consider the intra-rack scenario with 20 nodes and uniformly distributed flow
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Figure 4.12: AFCT improvement under distributed arbitration over centralized arbitration under
(a) intra-rack scenario (b) inter-rack scenario.

sizes from [100 KB, 500 KB]. As shown in Figure 4.13(a), leveraging reference rate results in

AFCTs of PASE to be 50% smaller than the AFCTs for PASE-DCTCP.

Impact of RTO and Probing: Flows mapped to the lower priority queues may experience

large number of timeouts, which can affect performance. We implement probing in which flows

mapped to the lowest priority queue send a header-only probe packet every RTT rather than a full-

sized packet. Using probing improves performance by ≈2.4% and ≈11% at 80% and 90% loads,

respectively in the all-to-all intra-rack scenario. Note that unlike pFabric, PASE does not require

small RTOs which forgoes the need to have high resolution timers.

4.8 Distributed vs. Centralized Arbitration

In this section, we compare the performance of PASE under a single centralized arbitrator

(which makes decisions for all flows in the DC network) with (multiple) distributed arbitrators. For

distributed arbitration, we use the same settings as mentioned in Section 5.6. Our evaluation shows

that distributed arbitration improves AFCT under both the all-to-all and left-to-right traffic scenarios

(see Figure 4.12). Under distributed arbitration, local arbitrators (that are close to the sources) can

assign priorities to the sources and flows start sending data without waiting for feedback from other

arbitrators along the path. This reduces the arbitration latency and improves AFCT. In the centralized

approach, the arbitrator may not be located close to all sources, which can significantly increase
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Figure 4.13: PASE AFCT performance.

the arbitration latency for some traffic. To study the impact of controller/arbitrator placement under

the centralized approach, we consider placing the arbitrator at aggregation and core levels (i.e.,

co-located with the switches). The evaluation results in Figure 4.12) show that the application

performance improves by up to 50% when a centralized arbitrator is placed at the aggregation

switch level as compared to when placed at core switch level.

4.9 Testbed Evaluation

We now present a subset of results from our testbed evaluation. Our testbed comprises of a

single rack of ten nodes (nine clients, one server), with 1 Gbps links, 250 µsec RTT and a queue

size of 100 packets on each interface. We set the marking threshold K to 20 packets and use eight

priority queues. We compare PASE’s performance with the DCTCP implementation (provided

by its authors). To emulate data center like settings, we generate flows sizes that are uniformly

distributed between 100 KB and 500 KB, as done in [126]. We start 1000 short flows and vary

the flow arrival rate to generate a load between 10% to 90%. In addition, we also generate a long

lived background flow from one of the clients. We compare PASE with DCTCP and report the

average of ten runs. Figure 4.13(b) shows the AFCT for both the schemes. Observe that PASE

significantly outperforms DCTCP: it achieves ≈50%-60% smaller AFCTs compared to DCTCP.

This also matches the ns2 simulation results.
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4.10 Discussion

Multipath PASE: The existing arbitration mechanism of PASE assumes that each flow uses a

single path. However, it can be extended to allow striping of a flow across multiple network paths.

To achieve this, every arbitrator can maintain a flow list for each of its outgoing links. In addition

to the reference rate and priority queue assignment, the arbitration algorithm will also return the

path information. The source arbitrators will use this information to allow routing of flows across

multiple paths. For flowlet-based schemes, like CONGA [16], PASE arbitrators can track flowlets

instead of flows. With packet-level load balancing schemes, such as DRB [32], arbitrators can

assign an average rate to a flow on each path it uses. However, we leave a detailed treatment of

multipath PASE for future work.

4.11 Conclusion

In this paper, we make three key contributions. First, we extract the three underlying strategies

used in data center transport protocols and find that these strategies, which were used individually

in earlier transports, are in fact complementary to each other and can be unified to work together.

Second, we design PASE, a data center transport protocol that synthesizes existing transport

strategies. PASE includes two new components: a scalable arbitration control plane for data center

networks, and an endpoint transport protocol that is explicitly aware of priority queues and uses

a guided rate control mechanism. Third, we conducted a comprehensive evaluation of PASE,

which includes both macro-benchmarks that compare PASE’s performance against multiple existing

transport protocols, and micro-benchmarks that focus on the internal working of the system.
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CHAPTER 5

NEAT: TASK PLACEMENT IN DATACENTERS

NEAT, is a Network-schEduling-Aware Task placement framework that considers the network

scheduling policy and the network state while making task placement decisions. NEAT considers

placing both flows and coflows in the network via placing the tasks on the nodes that act as

destinations of these flows (coflows). The placement framework, coupled with the underlying

network scheduling policy (e.g., Fair, FCFS, LAS, SRPT), ensures that network resources are

properly allocated among tasks to minimize their average completion time.

NEAT uses a distributed architecture to make task placement decisions, as shown in Figure 5.1.

It leverages the master-slave architecture of existing task scheduling systems [68, 128] to achieve

its functionality in a distributed fashion. NEAT has two components, i) a global task placement

daemon and ii) a per-node network daemon. The two components exchange information to perform

network-aware task scheduling.
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Figure 5.1: NEAT components

Network Daemon: NEAT network daemon (similar to node manager in Hadoop) runs on
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all the nodes (i.e., endhosts) in the network and uses the completion time of data transfer (FCT

for flow, CCT for coflow) as a metric for predicting task performance. The prediction is based

on the network state, e.g., (residual) sizes of all active flows, and the network scheduling policy.

Therefore, network daemon performs two functions: (i) maintaining network information of all the

active tasks on the node (such as the number of flows and their residual sizes), and ii) predicting the

performance of a new task when requested by the task placement daemon, based on the analysis

in section 5.1. NEAT considers only the edge links for task performance prediction. Therefore, the

task performance prediction is based on the assumption that only the edge links are bottleneck in

the network and core is congestion free. As a result NEAT needs to maintain flow information at

the end-hosts only and does not require any feedback from the network.

Task Placement Daemon: NEAT task placement daemon makes placement decisions in two

steps: First, it queries the network daemons on nodes that are valid hosts (determined by node state,

CPU and memory) of a given task for their predicted task performance. Next, it chooses the best

node or subset of nodes for placing the task using the predicted task completion times and node

states (i.e., the smallest residual flow size of active tasks on each node). It also caches the node

states locally to facilitate future placement decisions, as discussed below. The node states cache is

updated whenever a new task is placed on the node or an existing task is completed.

NEAT Workflow: As illustrated in Figure 5.1, when the task placement daemon receives a

request to place a new task (step 1), it identifies a set of preferred hosts based on local copies of

node states and contacts the respective network daemons to get predicted performance of the new

task (step 2). Each network daemon maintains the local network state (such as the number and

the sizes of flows starting/ending at the node) and uses this state together with knowledge of the

network scheduling policy to predict the performance of the new task. The task placement daemon

then gathers this information (step 3) and places the task on the best of the preferred hosts based

on the predicted performance (step 4).

Discussions: It is worthwhile to clarify a few points. First of all, NEAT is a task placement

framework and as such, it does not impose any changes in the network switches or network
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scheduling mechanism. The network congestion is managed by the underlying network scheduling

policy. However, NEAT helps to mitigate the network congestion by properly distributing traffic

loads across the network. Moreover, in the current design, NEAT abstracts network as a single-

switch topology, as assumed in earlier works [21, 76]. The single-switch assumption means that

only edge links are the bottleneck and thus for task completion time (FCT/CCT) prediction, it only

considers edge links. However, such restriction is not fundamental to NEAT, and we discuss in

Section 5.10 how it can be extended to other topologies.

In the next two sections, we discuss task performance prediction and NEAT design in more

detail.

5.1 Task Performance Predictor

NEAT has a pluggable task performance predictor that can predict the completion time of a

given task under an arbitrary network scheduling policy. An interesting insight of our analysis is

that: for flow-based scheduling, it suffices to predict FCT according to the Fair policy under mild

conditions even if the underlying policy is not Fair; for coflow-based scheduling, however, this is

generally not true.

From a networking perspective, placing a task onto a server is equivalent to placing a flow onto

a path (or a coflow onto a set of paths). We now define the objective function for flow placement; the

objective function for coflow placement is analogous. For flow placement, our goal is to place each

flow onto the path that minimizes the sum (and hence average) FCT over all active flows. Consider

a flow f placed on path p f with size s f (bits). Let FCT( f , l) denote the completion time of flow f

on link l ∈ p f (i.e., time taken for the flow to finish transmission over link l). Now consider placing

a new flow f0 onto path p f0 . Let ∆FCT( f , l) denote the increase in the completion time of f on

link l due to the scheduling of f0. Let F be the set of cross-flows in the network (i.e., flows that

share at least one link with f0). Then the increase in the sum FCT over all active flows due to the

65



placement of f0 equals

max
l∈p f0

FCT( f0, l) +
∑
f ∈F

(
max
l∈p f

(FCT( f , l) + ∆FCT( f , l))

− max
l∈p f

FCT( f , l)
)
, (5.1)

and the optimal online placement is to place f0 such that (5.1) is minimized (note that (5.1) depends

on p f0).

The original objective (5.1) requires calculation of the FCT before and after placing f0 for every

flow f ∈ F and every hop l traversed by f . To simplify computation, we exchange the order of

summation and maximization to obtain an alternative objective function

max
l∈p f0

FCT( f0, l) + max
l∈p f0

∑
f ∈Fl

∆FCT( f , l)

≥ max
l∈p f0

©­«FCT( f0, l) +
∑
f ∈Fl

∆FCT( f , l)ª®¬ , (5.2)

where Fl is the set of flows traversing link l. Note that (5.2) is only an approximation of (5.1) and

thus minimizing (5.2) is not guaranteed to minimize the sum FCT. However, as we show later,

the alternative objective (5.2) has a nice property that it is invariant, up to a constant scaling, to

the network scheduling policy under certain conditions (see Propositions 5.2.1 and 5.3.1), and the

placement that minimizes (5.2) achieves superior performance in minimizing the FCT for a variety

of flows and network scheduling policies.

For simplicity of analysis, we do not consider the impact of future task arrivals or task completion

on the prediction. We choose this design in favor of applicability (not requiring prediction capability)

and stability (not moving existing flows) of NEAT design (see remark § 5.4.1).

5.2 FCT Prediction for Flow Scheduling

Given a placement of flow f0 and its cross-flows, the FCT of f0 is determined by the scheduling

policy employed by the network. We therefore study FCT prediction under several widely-adopted

scheduling policies, including FCFS, Fair, LAS, and SFF. For ease of presentation, we fix a
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(candidate) placement and consider the prediction for a given link l with bandwidth Bl . The key

idea of NEAT predictor is to compute the total number of bytes that will be transmitted across the

bottleneck link by the time the current flow finishes transmission, which is then divided by the link

bandwidth to predict the completion time of the current flow. For example, to predict the completion

time of a flow f when placed onto a path p, we compute for each link l on p the total traffic volume

Vl from f and coexisting flows that will cross l upon the completion of f , and then the maximum

of Vl/Bl (Bl is the bandwidth of l) over all the links l ∈ p gives the predicted completion time of

f . This approach applies to any work-conserving scheduling policy (i.e., a link is never idle when

there is pending traffic on that link), while different policies differ in the computation of Vl .

5.2.1 FCT under FCFS Scheduling

Under FCFS scheduling, flows are served in the order they arrive, and FCT of the new flow can be

predicted as:

FCTFCFS( f0, l) =
1
Bl

(s f0 +
∑
f ∈Fl

s f ), (5.3)

and ∆FCTFCFS( f , l) ≡ 0 for all f ∈ Fl since the new flow does not affect the completion of

existing flows. Hence, the two objectives in (5.1) and (5.2) coincide in this case, both equal to

maxl∈p f0
FCTFCFS( f0, l).

5.2.2 FCT under Fair or LAS Scheduling

Under a scheduling policy that performs fair sharing, all flows will receive equal service until

completion, i.e., by the time flow f0 completes transmission over link l, each existing flow f ∈ Fl

will have transmitted min(s f , s f0) bytes over l. The FCT of f0 can thus be predicted as:

FCTFAIR( f0, l) =
1
Bl

©­«s f0 +
∑
f ∈Fl

min(s f , s f0)
ª®¬ . (5.4)
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Meanwhile, the fair sharing rule implies that for each flow f ∈ Fl of size s f < s f0 , scheduling f0

increases its FCT by imposing an additional traffic load of s f on link l (during the lifetime of f );

for each flow f ∈ Fl of size s f ≥ s f0 , f0 will finish earlier, causing an additional load of s f0 . Thus,

the change in FCT of existing flows is:

∆FCTFAIR( f , l) =
min(s f , s f0)

Bl
. (5.5)

Substituting (5.4) and (5.5) into (5.1) gives the overall increase in the sum FCT.

The alternative objective (5.2) accepts a more compact form in this case. Specifically, for given

l,

FCTFAIR( f0, l) +
∑
f ∈Fl

∆FCTFAIR( f , l)

=
s f0
Bl
+

2
Bl

∑
f ∈Fl

min(s f , s f0) ≈ 2FCTFAIR( f0, l), (5.6)

where the approximation is accurate when s f0 is small relative to
∑

f ∈Fl
min(s f , s f0).

Remark: Since LAS scheduling (with preemption) is equivalent to fair sharing, the above result

also applies to LAS scheduling.

5.2.3 FCT under SRPT Scheduling

If the network employs SRPT scheduling, then only flows of remaining sizes smaller than or equal

to the current flow will be served before the current flow finishes (assuming FCFS rule is applied to

break ties among flow sizes), and larger flows will be preempted. Hence, the FCT of the new flow

f0 under SRPT can be predicted as:

FCTSRPT( f0, l) =
1
Bl

©­­«s f0 +
∑

f ∈Fl :s f ≤s f0

s f
ª®®¬ . (5.7)

Meanwhile, each flow of size s f > s f0 will be delayed by s f0/Bl due to the placement of f0, while

flows of size s f ≤ s f0 will not be affected, implying:

∆FCTSRPT( f , l) =
s f0
Bl

1s f >s f0
, (5.8)
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where 1· is the indicator function. Applying (5.7) and (5.8) to (5.1) gives the first objective. For

second objective, we have

FCTSRPT( f0, l) +
∑
f ∈Fl

∆FCTSRPT( f , l)

=
1
Bl

©­«s f0 +
∑
f ∈Fl

min(s f , s f0)
ª®¬ = FCTFAIR( f0, l). (5.9)

5.2.4 Invariance Condition

Although the predicted FCT varies for different network scheduling policies, we show that the

optimal placement can be invariant under certain conditions. Specifically, we have shown that

under SRPT scheduling, the alternative objective (5.2) reduces to the fair-sharing FCT of the newly

arrived flow (see (5.9)), and under Fair/LAS scheduling, this objective is approximately twice

of the fair-sharing FCT (see (5.6)). Since constant-factor scaling does not affect the selection of

placement, these results imply that we can use the same objective function to place flows no matter

whether the network performs Fair, LAS, or SRPT scheduling.

Proposition 5.2.1 If the network performs Fair, LAS, or SRPT flow scheduling and each flow is

small relative to the total load on each link, then the optimal placement that minimizes (5.2) is

always the one that minimizes bottleneck fair-sharing FCT of the newly arrived flow as predicted

by (5.4).

Remark: Surprisingly, we have shown that when the network schedules flows by LAS or SRPT,

we should place flows to minimize their predicted FCTs under Fair scheduling in order to optimize

the objective (5.2).

5.3 CCT Prediction for Coflow Scheduling

We now revise the above formulas for the case that the network schedules traffic at the level of

coflow. We study the following policies applied to coflow scheduling, including FCFS [51], Fair,
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LAS [41], and an extension of SRPT called permutation scheduling [42]. For a coflow c, let sc

denote its total size (in number of bytes), and sc,l denote the sum size of the individual flows in

c that traverse link l. We show that the idea of computing FCT can be generalized to predict the

performance of coflows.

We make the following assumptions: (i) all flows of a coflow have the same priority, and (ii)

all flows of a coflow complete simultaneously. The first assumption is based on a principle adopted

by state-of-art coflow schedulers [42, 51] that flows within a coflow should progress together; the

second assumption is based on a state-of-art coflow rate adaptation mechanism [42], which slows

down all but the slowest flows in a coflow to match the completion time of the slowest flow so as to

conserve bandwidth without increasing the CCT. In particular, assumption (ii) allows us to apply the

same objective functions (5.1, 5.2) in placing coflows, with f ( f0) replaced by c (c0), FCT replaced

by CCT, and p f replaced by pc (denoting the set of links traversed by any flow of a coflow c). The

computation of CCT(c, l) and ∆CCT(c, l) is, however, different from their single-flow counterparts,

and will be detailed below. We redefine Fl to be the set of coflows with at least one constituent flow

traversing link l.

5.3.1 CCT under FCFS Scheduling

Under FCFS scheduling, each link will serve traffic from existing coflows before serving the newly

arrived coflow, thus

CCTFCFS(c0, l) =
1
Bl

(sc0,l +
∑
c∈Fl

sc,l), (5.10)

and ∆CCTFCFS(c, l) ≡ 0 for all c ∈ Fl .

5.3.2 CCT under Fair or LAS Scheduling

Under fair sharing or LAS scheduling, all coflows of size smaller than c0 will have finished and

all coflows of size larger than c0 will have transmitted sc0 bytes when coflow c0 completes. Under

assumption (ii), flows within a coflow make progress proportionally to their sizes, and thus when
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a coflow traversing link l finishes b bytes over all its constituent flows, bsc,l/sc bytes must be

transmitted over link l. Therefore, each coflow c ∈ Fl introduces a load of min(sc, sc0)sc,l/sc on

link l during the lifetime of coflow c0 and vice versa. The above arguments imply that

CCTFAIR(c0, l) =
1
Bl

©­­­­­«
sc0,l +

∑
c∈Fl

sc≤sc0

sc,l +
∑
c∈Fl

sc>sc0

sc0sc,l

sc

ª®®®®®¬
(5.11)

for the newly arrived coflow c0, and

∆CCTFAIR(c, l) =
sc0,l

Bl sc0
min(sc, sc0) (5.12)

for each existing coflow c ∈ Fl . From the above, we see that

∑
c∈Fl

∆CCTFAIR(c, l) = 1
Bl

©­­­­­«
∑
c∈Fl

sc≤sc0

scsc0,l

sc0
+

∑
c∈Fl

sc>sc0

sc0,l

ª®®®®®¬
, (5.13)

which is different from (5.11) unless sc,l/sc = sc0,l/sc0 for all c ∈ Fl . It means that compared to

the single-flow Fair/LAS scheduling, where minimizing the objective (5.2) reduces to minimizing

the FCT of the newly arrived flow, we have to explicitly consider the impact on existing coflows

through (5.13) (in addition to (5.11)) under coflow Fair/LAS scheduling.

5.3.3 CCT under Permutation Scheduling

Permutation scheduling [42] serves the coflows sequentially and includes many scheduling policies

as special cases (e.g., FCFS and all variations of SRPT). Given a permutation π = (πc)c∈Fl∪{c0} of

all the coflows sharing link l, where πc is the order of scheduling coflow c, the CCT of the newly

arrived coflow c0 equals

CCTπ(c0, l) =
1
Bl

∑
πc≤πc0

sc,l, (5.14)

and the increase in CCT for each existing coflow c ∈ Fl equals

∆CCTπ(c, l) =
sc0,l

Bl
1πc>πc0 , (5.15)
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which can be used to evaluate the first objective (5.1).

For the second objective (5.2), we have

CCTπ(c0, l) +
∑
c∈Fl

∆CCTπ(c, l)

=
1
Bl

©­«
∑
πc≤πc0

sc,l + sc0,l |{c ∈ Fl : πc > πc0}|
ª®¬ . (5.16)

In particular, for a counterpart of SRPT called smallesT-Coflow-First (TCF) [42], (5.16) becomes

CCTTCF(c0, l) +
∑
c∈Fl

∆CCTTCF(c, l)

=
1
Bl

©­­­­­«
sc0,l +

∑
c∈Fl

sc≤sc0

sc,l +
∑
c∈Fl

sc>sc0

sc0,l

ª®®®®®¬
, (5.17)

which is similar to the CCT under fair sharing (5.11) if sc,l/sc = sc0,l/sc0 for all c ∈ Fl , sc > sc0 .

5.3.4 Invariance Condition

The above analysis shows that in the special case of sc,l/sc = sc0,l/sc0 for all c ∈ Fl , i.e.,

all coflows split traffic among traversed links in the same way, the objective (5.2) satisfies

CCTFAIR(c0, l) +
∑

c∈Fl
∆CCTFAIR(c, l) ≈ 2CCTFAIR(c0, l) under Fair/LAS scheduling (assum-

ing sc0,l ≪ ∑
c∈Fl sc≤sc0

sc,l +
∑

c∈Fl sc>sc0
sc0,l), and CCTTCF(c0, l) +

∑
c∈Fl
∆CCTTCF(c, l) =

CCTFAIR(c0, l) under TCF scheduling. By arguments similar to Proposition 5.2.1, we have the

following statement.

Proposition 5.3.1 If the network performs Fair, LAS, or TCF coflow scheduling, each coflow

imposes a small load on each link (relative to its total load), and sc,l/sc are identical among all

coflows c ∈ Fl for each link l, then the optimal placement that minimizes (5.2) is always the one

that minimizes the bottleneck fair-sharing CCT of the newly arrived coflow as predicted by (5.11).

Remark: We note that compared to the case of flow scheduling (Proposition 4.1), the invariance

property for coflow scheduling only holds in very special cases when all the coflows split traffic
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in the same way. It means that in contrast to flow placement, there is rarely a uniformly optimal

placement for coflows under different coflow scheduling policies, and it is crucial to customize

coflow placement according to the underlying coflow scheduling policy in the network.

5.4 NEAT Task Placement Framework

NEAT targets data-intensive applications such as MapReduce or directed acyclic graph DAG-

based systems (such as Spark, Tez etc.). Such applications run in multiple stages and NEAT aims

at placing tasks in each stage with the goal of minimizing the average completion time of all the

active tasks in the system. For example, a MapReduce job has two stages, Map (where input data

is processed) and Reduce (where results of Map stage are summarized) and each stage may have a

data shuffle part and a data processing part. Both data shuffle and data processing contribute to the

total completion time of a job. Similarly, DAG-based applications can be considered an extension

of MapReduce applications, which can have multiple Map/Reduce phases [76]. Therefore, in this

work for simplicity, we use MapReduce as the base model and then extend it to DAG for multi-stage

jobs.

5.4.1 Flow Placement

NEAT places a new task in two steps: First, it identifies a set of candidate hosts for task placement

and next, it selects a best host among these for task execution.

1) Identification of preferred hosts: For a given task, NEAT divides nodes into preferred hosts

and non-preferred hosts based on the the size of the current task and the node state (defined as the

smallest remaining flow size on each node). If the task generates a flow of size s, then a node is

a preferred host if it is idle or all the flows currently scheduled on this node are no smaller than

s. Using preferred hosts provides various benefits. First, it reduces the communication overhead

among the network daemons and task placement daemons. For each new task, the task daemon

contacts only a subset of hosts to get predicted task completion times. Thus, it improves the time

taken to search the right candidate such that the selection time is linear in the number of candidate
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hosts. Secondly, using preferred hosts compliments the benefits of different network scheduling

policies. For example, under the Fair or LAS policy, it ensures that long flows are not placed

with existing short flows (although short flows can be placed with existing long flows under LAS

scheduling), thus improving separation between short and long flows and reducing the switch

queuing delays experienced by the short flows. Similarly, under the SRPT policy, it makes sure that

the new task can start data transfer immediately. The preferred hosts are further compared in the

next step. If there is no preferred host, such that every node has at least one flow smaller than the

flow of the current task, then this preference is ignored, i.e., all the nodes are considered preferred

hosts. NEAT, in case of large set of preferred hosts, can also consider input data placement to limit

the number of preferred hosts for each task.

2) Selection of a best host: Given a set of preferred hosts, the next step is to select a host that

achieves the minimum task completion time. The completion time of a task depends on: i) the time

required to transfer input data, and ii) the time required to process the data. The data transfer time

is captured by the predicted FCT/CCT, which is obtained from the network daemon (see Section

3). The data processing time depends on the available node resources (e.g., CPU and memory),

which can be obtained from an existing per-node resource manager (e.g., Hadoop node manager).

In the current design, NEAT compares the available node resources of each preferred host with

requirements imposed by the application (e.g., minimum CPU and memory) to identify candidate

hosts, and then selects the one that gives the minimum data transfer time. However, this design can

be easily extended with a processing time predictor to minimize the total task completion time; we

leave the details to future work.

Remark: NEAT is an online scheduler that greedily optimizes the performance of each new task.

We choose this design because: (i) it significantly simplifies the computation per placement, and

(ii) it approximates the optimal placement under certain conditions as specified in Proposition 5.2.1

and 5.3.1. Note that NEAT only places each task once at the beginning of its lifetime, and does not

move any task during its execution.
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5.4.2 Coflow Placement

Compared to flow placement, coflow placement poses additional challenges. Ideally, we want to

jointly place all the flows in a coflow to minimize the completion time of the slowest flow. However,

in the case of one-to-many or many-to-many coflows, joint placement of all the flows in a coflow

has exponential complexity due to the exponentially many possible solutions. To solve this problem,

we use a sequential heuristic, where we first place the largest flow within the coflow using the flow

placement algorithm, and then place the second largest flow using the same algorithm based on

the updated network state, and so on. This sequential heuristic used for coflow placement should

have quadratic complexity. The reason for placing flows in descending order of their sizes is that

larger flows are more likely to be the critical flows determining the completion time of the coflow

and hence should be placed on nodes that have more available resources. We leave evaluation of

other coflow placement algorithms as a future work. Note that many-to-one coflows do not have

the complexity problem and thus can be placed optimally.

5.4.3 Application to MapReduce Scheduling

NEAT considers each MapReduce job as a concatenation of two tasks, one for the Map stage and

one for the Reduce stage. Since there are generally multiple Map “tasks” in a job1, this requires

NEAT to place two coflows, one many-to-many coflow for reading input data into Map tasks and

one many-to-one coflow for shuffling intermediate results to Reduce task (or many-to-many if there

are multiple Reduce tasks). In both the cases, NEAT strives to achieve data locality if possible (as a

node with the input data will have zero FCT/CCT), and minimizes data transfer time otherwise. For

example, for placing Map tasks, it can leverage the data placement policy of the cluster filesystem

(such as HDFS in Apache Yarn). In HDFS, data is usually placed on multiple locations for fault

tolerance and to provide better data locality. During Map task placement, NEAT can either place

task on the nodes that has the input data available or choose the nodes using it’s placement heuristic.

1Note that NEAT defines “task” differently from the MapReduce framework.
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5.4.4 Application to DAG Scheduling

DAG-style applications can be modelled as an extension of MapReduce applications, except that a

DAG may have multiple shuffle stages. NEAT considers each stage of a DAG job as a separate task

and places flows (coflows) within a task using the procedure discussed in sections 5.4.1 and 5.4.2.

The placement algorithm used by NEAT encourages placing tasks of same job on nodes close to

the input data.

5.5 NEAT Optimizations

NEAT needs the state of all the active flows in the network to make optimal task placement

decisions, which can incur significant overhead at both the network daemons and the task placement

daemon. To reduce the overhead, NEAT introduces two optimizations: (i) instead of keeping

individual states of all the active flows, each network daemon only maintains a compressed state

with a constant size, (ii) instead of contacting all the network daemons, the task placement daemon

determines a subset of nodes as candidate hosts based on local information and only contacts the

network daemons at the candidate hosts.

Compressed Flow State: Keeping the original flow state requires space that grows linearly

with the number of active flows, which limits scalability of the network daemon (with respect

to network load). NEAT addresses this issue by approximating the FCT/CCT prediction using a

compressed flow state. Each network daemon compresses information of its local flows (coflows)

by quantizing the flow sizes into a fixed number of bins and maintaining summary statistics (e.g.,

total size and number of flows) in each bin. Compared with the original flow state that keeps track

of individual flows, this compressed state has a size that is determined by the number of bins,

regardless of the number of flows in the network.

We refer to the set of active flows Fl on link l as the flow state of link l. The flow states of

all the links form the overall flow state F of the network. Note that under FCFS, we can easily

compress Fl by storing only the total load (
∑

c∈Fl
s f for flow scheduling and

∑
c∈Fl

sc,l for coflow

scheduling), which suffices for FCT/CCT prediction. We thus focus on the other scheduling policies
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in the sequel.

For FCT prediction, our idea is to divide flows on each link into a finite number of bins

n = 1, . . . ,N , where we keep the following parameters for each bin: the minimum and maximum

flow size (s(1)l,n , s(2)l,n ), the total flow size (in number of bytes) bl,n, and the number of flows cl,n. In

essence, we compress a set of flow sizes into a histogram of flow sizes with flexible bin boundaries

(s(1)l,n , s(2)l,n ). Using the compressed flow state, we can approximate (5.4) by:

FCTFAIR( f0, l) ≈
1
Bl

©­«s f0 +
p∑

n=1
bl,n + s f0

N∑
n=p+1

cl,n
ª®¬ , (5.18)

where p = ml(s f0) and ml(s) ∈ {1, . . . ,N} is the index of the bin containing flow size s (i.e.,

s(1)l,ml (s)
≤ s < s(2)l,ml (s)

). Other predictions in § 5.2 can be approximated similarly, although we only

need to approximate (5.4) if the invariance condition in Proposition 5.2.1 is satisfied. Note that

storing bl,n is optional as it can be approximated by cl,ns for some s ∈ [s(1)l,n , s(2)l,n ).

For CCT prediction, the compressed flow state in each bin has two additional attributes: dl,n,

denoting the total load on link l (i.e., sum of sc,l over coflows in this bin), and el,n, denoting the

total normalized load on link l (i.e., sum of sc,l/sc over coflows in the bin). Assuming q = ml(sc0),

for Fair/LAS scheduling, we can approximate (5.11) by

CCTFAIR(c0, l) ≈
1
Bl

©­«sc0,l +
q∑

n=1
dl,n + sc0

N∑
n=q+1

el,n
ª®¬ , (5.19)

and (5.13) by ∑
c∈Fl

∆CCTFAIR(c, l) ≈
sc0,l

Bl sc0

©­«
q∑

n=1
bl,n + sc0

N∑
n=q+1

cl,n
ª®¬ . (5.20)

Under TCF scheduling, we can approximate the righthand side of (5.17) by

1
Bl

©­«sc0,l +
q∑

n=1
dl,n + sc0,l

N∑
n=q+1

cl,n
ª®¬ . (5.21)

Here storing el,n is also optional as it can be approximated by dl,n/s for some s ∈ [s(1)l,n , s(2)l,n ).

Remark: The compressed flow state has a size that is linear in the number of bins (which is a

design parameter), regardless of the number of flows in the network. The cost of this compression
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is the loss of accuracy in the FCT/CCT prediction, caused by uncertainty in the sizes of flows

(coflows) that are in the same bin as the newly arrived flow (coflow). The bin sizes can be set

based on the datacenter traffic distribution. For example, for heavy tailed traffic [18], one can use

exponentially growing bin sizes to have smaller bin sizes for short flows and large bin sizes for long

flows.

Reduced Communication Overhead: NEAT uses distributed components (network daemons)

spread across the network to maintain the flow states (see Figure 1.2). To minimize the communica-

tion overhead between the task placement daemon and the network daemons, the network daemons

do not always report their updated flow states; instead, the task placement daemon pings the network

daemons to get the predicted task performance when it needs to place a new task.

In a large cluster, the task placement daemon has to contact a large number of network daemons

to place a task. To further reduce the overhead, the task placement daemon uses local information to

reduce the number of network daemons it needs to contact. Specifically, it only contacts a network

daemon if (i) the node it resides on is sufficiently close to the input data (e.g., in the same rack

or a rack one-hop away from the input data), and (ii) if the node state (i.e., the smallest residual

size of flows currently scheduled on this node) is no smaller than the size of the current task. Note

that without contacting the network daemon, the task placement daemon does not know the current

node state. In our design, the task placement daemon caches the node states previously reported by

the network daemons and uses the cached values as estimates.

5.6 Evaluation

We evaluate NEAT using trace-driven simulations based on ns2 [7] as well as experiments on

a small-scale testbed.

5.6.1 Simulation Settings

Datacenter Topology: We use a 160 node, 3-tier multi-rooted topology for our evaluation com-

prising layers of ToR (Top-of-Rack) switches, aggregation switches and core switches, similar to
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[15, 127, 135]. Each host-ToR link has a capacity of 1 Gbps whereas all other links are of 10 Gbps.

The end-to-end round-trip propagation delay (in the absence of queuing) between hosts via the core

switch is 300µs.

Traffic Workloads: We consider traffic workloads that are derived from patterns observed in

production datacenters. We evaluate NEAT using the benchmark Hadoop (map-reduce) [48] and

web-search [21] workloads. These workloads contain a diverse mix of short and long flows with

a heavy-tailed flow size distribution. In the web-search workload, more than 75% of all bytes are

from 50% of the flows with sizes in the range [1,20MB]. The hadoop workload is less skewed:

∼50% of the flows are less than 100MB in size and 4% flows are larger than 80GB. Note that we

always use these settings unless specified otherwise.

Protocols Compared: We compare NEAT with two task scheduling strategies: load aware place-

ment (minLoad) and locality aware placement (minDist). We consider several state-of-art datacenter

network scheduling strategies including DCTCP (that implements Fair) [18], L2DCT (that imple-

ments LAS) [96], and PASE (that implements SRPT) [94] for flow scheduling and Varys [42] for

coflow scheduling. minLoad places each task on the node with the minimum network load, defined

as the utilization ratio of its link to ToR. minDist places each task as close as possible to its input

data, as proposed by earlier schemes [76]. We also test coflow performance using smallest coflow

first (SCF) heuristic. We implemented DCTCP, L2DCT, PASE, and Varys using the source code

provided by the authors to evaluate their scheme. The parameters of these protocols are set according

to the recommendations provided by the authors, or reflect the best settings, which we determined

experimentally (see Table 5.1). For FCT prediction, we use Fair sharing based prediction model

unless stated otherwise and for CCT prediction, we use the prediction models corresponding to

each evaluated coflow scheduling scheme.

Performance Metrics: We consider the average flow completion time (AFCT) for the flow-based

scheduling and coflow completion time (CCT) for coflow-based scheduling schemes. We use gap

from optimal as the performance metric. For example, for FCT based schemes, the gap from optimal

is calculated as (FCT − FCTopt)/FCTopt , where FCTopt is the optimal FCT defined as the time
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Scheme Parameters
DCTCP qSize = 250 pkts

markingThresh = 65
L2DCT minRTO = 10 msec

qSize = 250 pkts
PASE minRTO (flows in top queue) = 10 msec

minRTO (flows in other queues) = 200 msec
numQue = 8

Table 5.1: Default parameter settings used in simulation.
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Figure 5.2: Flow placement under DCTCP

it takes to complete the data transfer when that is the only flow (coflow) in the network. Note that

the gap from optimal equals slowdown (a.k.a. stretch) minus one. The gap from optimal tells us

the margin for performance improvement for different kind of network scheduling policies. For

example, we observe in our evaluation that the room for improvement is more for suboptimal

scheduling policies, in terms of FCT, (such as FAIR, LAS) and less for near-optimal network

scheduling policies (such as SRPT).

5.7 Macrobenchmarks

NEAT improves application performance upto 3.7x, compared to the existing task placement

algorithms that only consider data and compute, by incorporating network state and network

scheduling policies into task placement decisions. Below, we first discuss NEAT performance in

placing flows and then its performance in placing coflows.

Flow placement performance under Fair sharing: Figure 5.2 shows that NEAT outperforms

minLoad and minDist by up to 3.6x for web-search workload and up to 3.7x for Hadoop workloads
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Figure 5.3: Flow placement under Hadoop workload

when the network employs Fair sharing scheduling policy. This is because NEAT chooses the node

with minFCT to finish flows faster and uses node state NEAT to avoid placing short flows on same

links with long flows. Note that many of the existing policies deployed in the datacenter employ Fair

sharing discipline. This shows that even if datacenter does not implement any optimized network

scheduling mechanism, NEAT can improve application performance significantly by being aware

of network state.

Flow placement performance under different network scheduling policies: Figure 5.3 shows

NEAT performance for Hadoop workload when the network uses L2DCT (LAS) and PASE (SRPT)

as network scheduling policies. NEAT improves the performance by 2.7x compared to minLoad and

by upto 3.2x compared to minDist when used with L2DCT. NEAT also improves the performance

by 30% compared to minLoad and by upto 20% compared to minDist when used with PASE.
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Note that PASE is a near-optimal algorithm and there is very little performance improvement

margin for NEAT. Also, observe that minDist and minLoad perform differently under different

scheduling policies, whereas, NEAT consistently performs better than both for all the evaluated

network scheduling policies. We observe similar performance trends with websearch workloads.

CoFlow placement performance under different network scheduling policies: NEAT improves the

CCT performance for Hadoop workloads by upto 25% for two coflow scheduling policies, 1) Varys

(Figure 5.4(a)) and 2) Smallest Coflow First (SCF) (Figure 5.4(b)). Coflow placement requires a

group of flows to be placed in a batch. For coflow placement, NEAT works as described in Section

5.1, while minLoad and minDist are modified as follows - For minLoad, we place each flow of the

coflow separately, in the decreasing order of flow sizes, on a node that has the minimum network

load. For minDist, our goal is to place flows of the same coflow within the same rack and close to

input data and we start by placing the largest flow of a coflow first. NEAT performs better under

both coflow scheduling policies, however its gains are limited by the performance of underlying

coflow scheduling policy. For example, minDist with Varys scheduling performs better than NEAT

with SCF scheduling. The reason for this is that Varys, which adjusts the flow rates based on the

smallest bottleneck heuristic, is a much better heuristic than SCF. However, we observe that the

gap from optimal is substantial (30% to 50%), for these strategies, for large flow sizes with Varys

and nearly for all flow sizes with SCF. The reason for this gap is that the optimal completion time

is not always achievable, even under the optimal scheduling, as our definition of optimal ignores

resource competition from other flows/coflows. Also, many of these protocols implement certain

approximations, instead of the actual optimal scheduling algorithm, to be more deployment friendly.

5.8 Microbenchmarks

In this section, we discuss various aspects of NEAT design, with the help of several micro-

benchmarks. We analyze NEAT dynamics using Hadoop workload under SRPT (PASE) network

scheduling policy, unless stated otherwise. Our evaluation shows that NEAT optimizations (such as

prediction assuming FAIR policy only, preferred hosts) improve the application performance and
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Figure 5.4: CoFlow placement for Hadoop workload
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Figure 5.5: Fair prediction vs SRPT prediction

it can predict task completion times quite accurately.

Benefits of using Fair predictor: Figure 5.5 shows the NEAT performance when task completion

time is predicted using the Fair-sharing model (Eq. 5.4) or the SRPT-sharing model (Eq. 5.7)

when the underlying network scheduling mechanism is SRPT. Both predictors achieve similar

performance, therefore, even though the network performs SRPT flow scheduling, NEAT can

perform FCT prediction by assuming the fair-sharing principle. This validates our proposition,

in §5.2.4, which states that for flow based network scheduling mechanisms, task placement using

minimum predicted task completion time, assuming FAIR predictor, can provide better performance

for any flow based network scheduling policy.

Benefits of using preferred hosts aware placement: Figure 5.6 shows the benefits of using preferred
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Figure 5.6: Benefits of using preferred hosts placement

hosts for making task placement decisions. To evaluate the impact on performance, we compare

NEAT performance to minFCT. minFCT strategy makes task placement decision based on the

predicted task completion times alone and ignores the node states i.e., it places each task on

to a node with the smallest predicted FCT and does not consider the priority of the tasks already

scheduled on that node. Figure 5.6 shows that minFCT placement degrades application performance

by up to 50%, and performs even worse than minDist placement. NEAT on the other hand achieves

better performance by being aware of node states. Intuitively, minFCT hurts performance in two

ways: i) it groups short flows together, thus increasing fair sharing among short flows. ii) for long

flows it selects nodes with many short flows, thus long flows experience more preemption by the

currently scheduled and newly arriving short flows. We note that the comparison between minFCT

and minDist is workload-dependent, e.g., for the workloads, where short and long flows have

proportional number of bytes, minFCT performs similar to or better than minDist placement. Thus,

using preferred hosts based task placement not only minimizes communication overhead, but it

also improves application performance.

Flow completion time prediction accuracy: NEAT can predict flow completion times with rea-

sonable accuracy as shown in Figure 5.7. NEAT performance depends on accurately predicting

completion times. It is important to keep the prediction error small because NEAT only con-

siders currently active tasks while predicting FCTs and future task arrivals may make current

placement decisions suboptimal. Figure 5.7 reports the prediction accuracy, which is calculated as
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Figure 5.7: Completion time prediction error

(FCT f low − FCT pred)/FCT pred , where FCT f low is the actual FCT and FCT pred is the FCT

predicted by NEAT. Figure 5.7 shows the prediction accuracy for short flows (Figure 5.7(a)), and

long flows (Figure 5.7(b)) and we observe that the prediction error increases with the flow size.

This is because, with the increase in flow size, the flow spends more time in the network and is

affected more by the tasks arriving later in time. In many practical datacenter applications, most

tasks generate short flows, for which NEAT can predict the FCT within 5% error. This experiment

shows that NEAT is not very sensitive to mis-prediction in task completion time estimate and it is

able to achieve good performance even in the presence of small inaccuracies in task completion

time estimates.

5.9 Testbed Evaluation

We discuss testbed implementation and evaluation results.

Implementation: NEAT follows a master/slave architecture similar to Hadoop-Yarn [1], and

we implement NEAT in Scala using support from Akka for messaging between task placement

daemon (TD) and network daemons (ND). We currently implement NEAT as an application layer

program by extending Varys implementation [42] and leave the integration with Hadoop-Yarn as a

future work. Similar to Yarn, the TD acts as the resource manager (RM) and makes task placement

decisions, and NDs act as node managers, which maintain flow state of the active jobs and share the

network state upon receiving requests from the task placement daemon. The TD accepts a user job
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similar to RM and invokes network daemon APIs at the nodes (endhosts). Cluster framework (e.g.,

Spark or Hadoop) drivers can submit a job using the register() API to interact with NEAT.

Upon receiving a request from the TD, NDs update their local states and reply with predicted

task performance and node state. The TD then runs our placement algorithm to schedule flows

on selected nodes. To support multiple network scheduling policies, we reuse Varys’ put() and

get()method to send and receive data between different nodes. Cluster frameworks can use NEAT

InputStream and OutputStream to leverage various network scheduling policies. The desired

network scheduling policy can be specified during network configuration phase.

Evaluation Results: We evaluate NEAT using a 10-node single-rack cluster consisting of

DELL servers (with 1G NICs) and PICA-8 Gigabit switch with ECN support enabled. We consider

scenario with all-to-all traffic based on Hadoop workload [48] and generate traffic such that the

average network load is 50%. We first generate the traffic using ns2 and replay the same traffic in the

testbed. The hadoop workload generates many long flows as∼50% of the flows are less than 100MB

in size and 4% flows are larger than 80GB. We compare NEAT to minLoad task placement under

Fair (implemented by DCTCP) and LAS (implemented by L2DCT) network scheduling policies.

Because of the small scale of the testbed, we do not compare with minDist (since all node pairs

have the same distance), and only evaluate using flow-based network scheduling policies.

Our evaluation shows that, compared to minLoad, NEAT can improve application performance

by upto 30% under Fair scheduling and upto 27% under LAS scheduling policy, see Figure 5.8. The

gain in testbed scenario is much less than the large scale simulations, and the reason for small gain is

the small scale of the testbed. In our evaluation, we observe that a lot of long flows are generated that

run simultaneously in the network and share links with short flows. Both the placement algorithms

spread large flows across all the nodes in the network, over the time, and therefore increase the

completion time of short flows because they share the network links and switch buffers, most of

which are occupied by long flows. This effect is not observed in large scale networks where a

flow can mostly have many available nodes to chose from. Although, the size of the testbed limits

the amount of improvement, NEAT is able to improve the performance under both the network
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Figure 5.8: Testbed: minLoad vs NEAT

scheduling policies by making better placement decisions. We also compare testbed results to ns2

simulations using same settings as testbed setup and observe similar performance gains.

5.10 Discussion

Input Data Placement: NEAT can leverage the knowledge of input data locations to improve

scalability and make more accurate placement decisions. However, input data may not be optimally

placed, which limits the performance of NEAT. In such cases, NEAT can be combined with

strategies like corral [76] to make input data and task placement decisions based on the task

execution history.

Flow Size Information: NEAT requires flow size information to predict task performance,

however, flow size may not always be available. For example, the motivation behind using LAS-

based network scheduling is to address this challenge [96]. In such scenarios, NEAT can use

approximate flow sizes based on the task execution history for performance prediction, as we have

shown that NEAT minimizes task completion time even with some inaccuracy in predicted task

completion times (§5.8). We leave evaluation of such scenarios for future work.

Generalization of Network Topologies: Currently, NEAT assumes a single-switch topology

and predicts task performance based on the edge links only, however, any link in the network can be

bottleneck in other topologies. To make better placement decisions, one can use a distributed state

maintenance mechanism similar to PASE [94] where a dedicated arbitrator maintains flow state for

each link in the network. NEAT can choose the destination that gives the minimum completion time
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along the path from source to destination. Nevertheless, our evaluation shows that the single-switch

abstraction already provides substantial performance improvement over existing solutions (section

6).

NEAT Scalability: NEAT introduces several optimizations to make system more scalable. For

example, to mitigate the communication overhead among daemons, it uses node states while con-

tacting nodes for performance prediction estimate. This reduces the amount of overhead messages

sent over the network for communication among network and task placement daemons. Also, to re-

duce the overhead of task state maintenance by the network daemons, NEAT uses compressed flow

state while predicting the task performance. As shown in §5.8, these optimizations help improve

NEAT performance, however, we leave large scale scalability analysis of these optimizations as a

future work.

5.11 Conclusion

This work proposes a task placement framework that takes into account the network scheduling

policy and shows that significant performance gains can be obtained over task schedulers oblivious

to network scheduling. NEAT task scheduler makes task placement decisions by using a pluggable

task performance predictor that predicts the data transfer time of a given task under given network

conditions and network scheduling policy. Despite several simplifying assumptions, NEAT achieves

promising performance improvement under several commonly used network scheduling policies. Its

pluggable architecture allows easy incorporation of sophisticated resource and application models.

88



CHAPTER 6

BANDWIDTH ALLOCATION IN MULTI-TENANT DATACENTERS

In this work, we propose Stacked Congestion Control (SCC), a distributed host-based bandwidth

allocation framework. SCC can support both performance isolation and objective scheduling, and

is readily-deployable. SCC has two layers to perform congestion control: (i) an underlay congestion

control (UCC) layer handles contention among divisions (i.e. performance isolation), and (ii) a

private congestion control (PCC) layer for each division to optimize its performance objective (i.e.

objective scheduling). Below, we explain these components in more detail.

Network Mode: This paper targets the prevalent Clos-network fabrics. We assume the adoption

of state-of-the-art load balancing works such as Presto [67]: a large flow can be divided into

fine-grained, near-uniform units of data (i.e., flowcells) and load is balanced across almost every

available path between two neighboring tiers of network switches.

Allocation of network weights among divisions is outside the scope of this work. We assume

each division weight is given either as input by an algorithm that enforces administrator policy or

by a utility maximization function [98, 107].

Data Path: An example data path is shown in Figure 6.1. There are two CS tunnels and one DS

tunnel among three pairs of hosts: division 1 contains two CS tunnels; division 2 contains one DS
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Figure 6.1: SCC framework with tenant-objective tunnel abstraction.
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tunnel; all CS/DS flow(s) enter the CS/DS tunnel(s). Each tunnel has a rate-limiting queue at it’s

ingress port in the endhost. A tunnel weight Wt is attached with each tunnel.

Note that tunnel is only an logical abstraction: it does not require any additional packet headers,

hence NIC offload features such as TCP Segmentation Offload (TSO) are affected.

6.1 Underlay Congestion Control

Congestion Signal: UCC uses ECN as the congestion signal and uses weighted network sharing

algorithms to derive the contemporary tunnel rate. For all outgoing packets in a tunnel, the ECN-

enable bits in IP headers are set by the tunnel. In the receiver end of the tunnel, the ECN mark

ratio is recorded; the destination host periodically sends ECN feedback; for all incoming TCP

acknowledgement packets, ECN bit is removed before transferring to upper transport protocols.

Note that if the upper transport protocol supports ECN, UCC should pass this information to PCC

layer.

Tunnel Rate: SCC provides the tunnel with a bandwidth share that is proportional to its weight;

This allocation is an end-to-end and work-conserving design. Each tunnel has a rate limiting queue

attached to the ingress port in the source host. Based on the ECN feedback, each tunnel estimates

the available bandwidth and adjusts the rate of the send queue. Similar to Seawall, we mimic the

DCTCP behaviour in tunnel level congestion control. If there is no congestion in the network, the

rate Rt increases as:

Rt = (1 +Wt) ∗ Rt, (6.1)

where, Wt is the weight assigned to a tunnel. Upon detecting congestion, the rate reduces as:

Rt = (1 − α ∗ Wt) ∗ Rt, (6.2)

where α is the level of congestion in the network.

Scaling Tunnel Weight: As a distributed solution, each tunnel in SCC, periodically generates

its reference tunnel weight W′
t according to its PCC layer algorithm. This calculation is objective-

oriented, and the corresponding algorithms are presented in Section 6.3. All tunnels in the same
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division should ensure that the global weight Wd allocated to this division is respected, by cooper-

atively scaling each tunnel’s self-derived reference network weight.

A tracker is elected from all the source hosts in each division, and each source host periodically

sends W′
t to this tracker. A scale factor are calculated as:

λd = Wd/
∑
∀t∈d

W′
t , (6.3)

and λd is periodically sent back to hosts in the division. Accordingly, each source hosts derive its

contemporary weight value as follows:

Wt = λd ∗ W′
t . (6.4)

In this way, the division weight is dynamically divided among all its constituent tunnels. As shown

by the example in Figure 6.1, the sum of weights for CS tunnel 1 and tunnel 2 equals 3, which is

equal to the division 2’s allocated weight.

Due to the impact of load balancing, in each tier of the network, the share of bandwidth obtained

by a tunnel is statistically proportional to its weight. Since the sum of their weights equals the global

weight allocated to this division, the division’s bandwidth share is achieved.

6.2 Private Congestion Control

Congestion Signal: SCC is completely transparent to the upper layer transport protocols. The

congestion signal for objective-oriented scheduling is generated from the underlying host send

queue instead of the network. Each division tunnel has full control of using its own congestion

signal and control law; it can either rely on existing objective-oriented transport protocols, or

directly schedule flows in the tunnel. The upper transport protocols may enable ECN support,

such as in D2TCP, DCTCP and L2DCT. Note that in SCC, ECN bits are used for division-level

congestion control and before handing over to upper layers, all ECN marks are removed. For this

scenario, SCC remarks the ECN bit based on concurrent queue length and properties of flows inside

the tunnel.
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It requires no operation if the transport protocols rely on round trip time. Otherwise, if the

transport protocols rely on packet drop, a queue length should be set (e.g., 100 packets).

Generate Reference Tunnel Weight and In-Tunnel Scheduling: To optimize the performance

objective, there are two algorithm options for a particular division: (i) generate reference tunnel

weight W′
t according to contained flows, and relies on upper layer transport protocols to schedule

flows inside the tunnel; and (ii) integrated design of both reference tunnel weight and in-tunnel

scheduling. We present our PCC algorithms in Section 6.3. Note that SCC is a general architecture:

researchers can developed algorithms for different objectives, or algorithms also target LS/DS/CS

flows but with better performance.

6.3 PCC Tunnel Algorithms

In this section, our designs of tunnel algorithms, for DS/CS/LS divisions are presented. To

optimize the performance objective, we adopt an integrated design method of both reference tunnel

weight and in-tunnel scheduling. Even if upper layer transport protocols are preferred to schedule

flows inside the tunnel, the reference tunnel weight algorithms can still be used.

A goal of algorithms is that, for a division, using a datacenter network exclusively, the control

mechanism should achieve comparable performance with and without SCC. Assume four DS flows

with the flow priority f1 > f2 > f3 > f4; f1 and f2 share the same tunnel, and f3 and f4 share

the same tunnel. Prior to SCC, and without the concern of coexistence, all DS flows may compete

independently. With SCC , now f1/ f2 tunnel competes with another tunnel that contains f3/ f4. This

metric reflects the overhead/gain of SCC algorithms.

We omit the detailed proofs for the optimality of the algorithms due to space limitation. The

symbols used are listed in Table 6.1.

6.3.1 Deadline-Sensitive Tunnel

Deadline-sensitive flows require to transfer a flow of certain size within a deadline. It is well known

that for a single flow session s with remaining size Ms and deadline δs, a guaranteed bandwidth
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Ms(t) remaining data size for session s at time t
δs(t) remaining time till deadline for session s at time t
xs(t) requested source rate for session s at time t
Qs(t) buffer status for session s at time t
λs average data arrival rate for session s
Q∗

s target average queue length
BWreq(t) request from the host on the bandwidth at time t
BWres(t) response from the coordinator on thebandwidth at time t
τ decision slot duration

Table 6.1: Notation Table
xs no less than Ms/δs can meet its deadline. Therefore, SCC dynamically updates the required

minimum bandwidth of each DS tunnel based on the sizes and deadlines of all active flows in the

tunnel (step 1 and 2, Algo. 6.3.1). This requirement is updated periodically (≈ msec).

Algorithm 3 Rate Control for DS Tunnel
At the beginning of each decision slot, the tunnel
Step 1: Updates the flow information, {Ms(t), δs(t)}
Step 2: Estimates the rates x∗s (t) =

Ms(t)
δs(t) and BWreq(t) =

∑
s x∗s (t).

Step 3: Let W′
t = BWreq(t), gets Wt from W′

t , and set BWres(t) = Wt .
In-tunnel scheduling

The tunnel responds to the allowed bandwidth, which may or may not be equal to the required

bandwidth (step 3, Algo. 6.3.1). PCC can choose to either use or not use in-tunnel scheduling

algorithm, irrespective of the upper layer transport protocols, . We demonstrate later in evaluation,

that in-tunnel scheduling can provide significant performance improvement, which accredits to the

flexibility of the SCC framework.

6.3.2 Completion-Sensitive Tunnel

The bandwidth sharing mechanism for CS tunnels is similar to the DS tunnels, except that only flow

sizes are used to compute required bandwidth. To mimic the Shortest-Flow-First (SFF) strategy,

the inversion of flow size is used as each flow’s weight (step 2, Algo. 6.3.2). Inside the CS tunnel,

flows are simply scheduled by SFF.
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Algorithm 4 Rate Control for CS Tunnel
At the beginning of each decision slot, the tunnel
Step 1: Updates the flow information, {Ms(t)}
Step 2: Estimates the weight W′

t =
∑

s 1/Ms(t).
Step 3: Gets Wt from W′

t .
In-tunnel scheduling
Shortest-Flow-First
6.3.3 Latency-Sensitive Tunnel

For LS tunnels, the buffer length in the host/network queues defines the flow latency. This algorithm

considers queuing at the end-hosts only, not from the switches in the network. We rely on tunnel

level UCC protocols to maintain switch queues at a low-level, and an additional option is to put LS

flows into a higher physical queue.

PCC maintains small queues in the tunnel by using ECN based notification. To compute

bandwidth requirement, PCC leverages insights from how existing transport protocols work. For

example, most of the existing datacenter transport protocols start with initial congestion window

of 10 packets (such as DCTCP, L2DCT, etc.,), and to avoid timeouts, they need at least one ACK

per RTT. Therefore, we set average bandwidth of a tunnel to be at least 10 × N f , where N f is the

number of LS flows in each tunnel. Additionally, we also consider the queue size to determine the

target rate for the LS flows as listed in Algo. 6.3.3.

Algorithm 5 Rate Control for LS Tunnel
At the beginning of each decision slot, the tunnel
Step 1: Update the current queue status {Qs(t)}
Step 2: Estimates the rates x∗s (t) =

Qs(t)−ϵsQ∗
s

τ 1
[
Qs(t) > ϵsQ∗

s
]

and BWreq(t) =
∑

s x∗s (t).
Step 3: Let W′

t = BWreq(t), gets Wt from W′
t , and set BWres(t) = Wt .

In-tunnel scheduling

6.4 Testbed Verification

In this section, we first discuss SCC system implementation and testbed evaluation. Then, we

compare simulation results to testbed results.

System Implementation: We implement the SCC shim layer as a Netfilter kernel module in Linux.

Two hash based flow tables, one for send and one for receive, are used for packet classification
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and for tracking per-flow state. To enforce accurate rates over short timescales, we use Linux

high-resolution kernel timer, HRTIMER, for our rate limiters.

At the sender, we use the LOCAL_OUT hook to intercept all outgoing packets to enforce virtual

tunnel abstraction. To support ECN, the ECN-capable (ECT) codepoint is marked in every packet’s

IP header. The packet is then forwarded to a rate limited per-tunnel queue.

At the receiver end, we use the LOCAL_IN hook to intercept all incoming packets. Each packet

is matched against the receive table, and its ECN bit is checked. The receiver shim layer calculates

the fraction of ECN marking packets and delivers this information back to the sender that uses it

to perform tunnel-level congestion control. We have not implemented in-tunnel algorithms for the

testbed.

Testbed Experiments: For Testbed experiments, we use a single rack with 16 DELL servers (with

1G NICs) and PICA-8 Gigabit switch with ECN support enabled. For evaluation, we consider three

kind of traffic, latency-sensitive (DCTCP), deadline-sensitive (D2TCP) and completion-sensitive

(L2DCT). We use same settings as Base-DS, Base-LS and Base-CS for each traffic.

First, we consider CS application in isolation, with and without SCC support. Flows are gener-

ated such that it incurs an average load of 400 Mbps (low load). Figure 6.2(a) (i.e. only scenario)

shows that performance of CS flows remain the same with or without SCC support in this scenario.

The reason is that, in a network with low load, flows do not experience interference and finish

quickly.

Next, we consider coexistence of CS/DS (medium load) and CS/DS/LS (high load) flows in the

network. With SCC support enabled (Figure 6.2(a)), the AFCT of L2DCT flows is improved by

17%,53% for CS/DS and CS/DS/LS coexistence scenarios, respectively. With SCC, deadline miss-

ing of DS flows is reduced by 2×,1× for CS/DS and CS/DS/LS coexistence scenario, respectively.

Verification using Simulations: In this section, we verify NS2 simulations via testbed results,

when the CS and DS flows coexist in the network, under the motivation example scenario. We

use same settings as Base-DS, and Base-CS for each application and vary network load. In this

scenario, as shown earlier, DS flows and CS flows experience degraded performance (Fig. 3.5(c) and
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Figure 6.2: Testbed Results w/ & w/o SCC.
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Figure 6.3: Performance under CS/DS coexistence scenario

(d)). Figure 6.3 shows that with SCC support, fewer flows miss their deadlines, more specifically, at

higher loads, we observe 4× performance improvement compared to when D2TCP is used. Similarly,

completion time of flows is improved by 5x at higher loads. This is due to the in-queueing at the

end-hosts and the adaptive ECN marking at shim layer. We observe similar performance trends as

testbed at low and medium loads, while simulations show better improvement at higher loads.

6.5 Large-scale NS-2 Simulations

Our evaluation addresses the following questions:

1. Can SCC improve the performance of different flows when they coexist? We evaluate

the scenarios where flows with different performance objectives coexist in the data center
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network. SCC is able to meet the requirements of objectives like CS, DS or LS simulta-

neously across a wide range of workloads such as Web-search [18], Data-mining [63] and

MapReduce [38]. SCC improves performance by up to 3.2× for DS flows and 40% for CS

flows as compared to state-of-art protocols like pFabric [21].

2. Can SCC achieve the same or even better performance when only flows of the same

objective exist in the network? In our evaluation, we show that SCC can achieve similar or

better performance for protocols when they exist in the network alone. At high loads, SCC

can reduce the deadline miss rate by up to 2× and achieve similar AFCTs.

3. Does SCC consistently perform well? We test SCC performance in oversubscribed settings

and with different transport protocols. The results demonstrate that with SCC enabled, most

protocols deliver better performance.

Evaluation Setup: We use a Clos topology for NS2 simulations, unless specified otherwise. The

capacity of edge links is 1 Gbps and core links is 10 Gbps. We assume ECN capable switches with

250 KB buffering and maximum end-to-end RTT of 300 usec [94].

We model two traffic classes. Class-I traffic belongs to deadline-sensitive small message ap-

plication and requires deadline guarantees. Class II traffic is similar to Class-I, but has different

objective than deadline, such as minimizing flow completion times or latency-guarantees. We repli-

cate Web-search [18], Data-mining [63] and MapReduce [38] workloads for Class-I and Class-II

traffic. This setting coarsely models the workload for OLDI applications and distributed storage.

In our experiments, deadline-sensitive traffic uses D2TCP [127], latency-sensitive uses DCTCP [18],

and completion-sensitive traffic uses L2DCT [96] transport protocol at the endhosts. We use de-

fault parameters, from respective papers, for each of the protocol. The applications generate traffic

according to a poisson process, such that the average bandwidth requirement of each class is

300 Mbps to meet its requirements. For deadline flows, the deadlines are exponentially distributed

using guidelines from [96].

97



 5

 10

 15

 20

 25

 30

 35

Low Medium High

D
ea

dl
in

es
 M

is
se

d 
(%

)

Network Load

SCC w in-Tunnel
SCC w/o in-Tunnel

(a) DS flows

 5

 10

 15

 20

Low Medium High

A
F

C
T

 (
m

se
c)

Network Load

SCC w in-Tunnel
SCC w/o in-Tunnel

(b) CS flows
Figure 6.4: Benefits of In-tunnel algorithm

6.6 Comparison in Coexistence Scenario

In this section, we evaluate the impact of interference, on application performance, when flows

with different performance objectives coexist in the network.

Coexistence Performance w/o In-Tunnel Algorithms: In this section, we show the benefits of us-

ing in-tunnel scheduling algorithms on top of objective-tunnel scheduling mechanism. To illustrate

the benefits, we reuse the simulation setup of motivation example and show the performance when

DS and CS flows coexist in Fig. 6.4. As shown in Figure 6.4(a), the deadline miss ratio of DS flows

reduces by up to 8% when in-tunnel scheduling is used. Similarly, as shown in Figure 6.4(b), the

AFCT performance of CS flows reduces by up to 6% when in-tunnel scheduling is used. This shows

that simple in-queue scheduling can further provide benefits on top of the tunnel level abstraction.

We observe similar gains in other scenarios. In all other experiments, we use in-tunnel scheduling

algorithms.

Coexist-LS/DS/CS Performance: In the first setup, we consider data-mining workload and assume

that the flows of the three objectives (i.e., latency-sensitive, deadline-sensitive and completion-

sensitive) coexist in the network. The aggregate workload generated by traffic from three objectives

is 900 Mbps, generating 90% network load. Figure 6.5 shows that when the three objectives

coexist without SCC support, they affect each other’s performance. Data-mining workload is more

skewed and more than 80% of the flows are less than 2 KB, SCC completes 3.2× more flows

than without SCC, in Figure 6.5(a). SCC mitigates network interference and improves the AFCT
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Figure 6.5: Coexistence of CS/DS/LS flows with datamining workload
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Figure 6.6: Coexistence with Data-mining workload

by 40% compared to network without SCC support, in Figure 6.5(b). SCC, improves latency of

latency-sensitive flows’ by up to 40%. We omit results due to space limitation.

Coexistence performance of different objectives also hurts in the presence of interference traffic

without SCC. To evaluate the impact of interference, we consider same settings as above and use

Data-mining workload. When coexisting, DS flows miss lots of deadlines because of interference

in Figure 6.6(a). While coexistence with CS and LS flows, SCC reduces the deadline miss ratio

by up to 3×. When coexisting, CS performance affects more in the presence of DS flows in the

network, in Figure 6.6(b). However, when coexisting with only LS flows, the AFCT is not degraded.

The reason is that there is sufficient capacity available in the network and flows do not experience

queuing delays.
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Comparison with State-of-the-Art: We also compare the SCC performance with state-of-the-art

protocols such as pFabric [21] that consider the coexistence of different objectives like CS/DS.

We consider coexistence of CS and DS flows using data-mining workload and each application

generates 40% load in the network. For pFabric, we assign high priority to DS flows as compared

to the CS flows. Figure 6.7(a) shows that SCC improves the performance of the CS flows by 30%,

compared to pFabric. However, SCC misses 2% more deadlines for DS flows. This is expected as,

in this scenario, SCC does not enforce any specific prioritization policy in the network.

6.7 Comparison in Policy Enforcement

In this section, we consider the coexistence performance of same tenants or objectives but with

constraints on the available network bandwidth and weight. We consider two tenants (A and B) with

DS objective and both the tenants require 600 Mbps bandwidth to meet the deadline requirements of

their applications. We assume that tenant A has more priority in the network, thus operator assigns

more bandwidth to A and assigns rest of the available bandwidth to the tenant B. Figure 6.7(b)

shows that SCC meets almost all the deadlines of Tenant A, however, the performance degrades for

Tenant B. SCC meets more deadlines for both the Tenants combined.
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Figure 6.7: Comparison under Data-mining workload
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6.8 Comparison in Isolation Scenario

In this setup, we evaluate performance of SCC for deadline-sensitive and completion-sensitive

objectives when they have exclusive access to the network and compare it to the performance of

D2TCP and L2DCT protocols respectively. The goal is to evaluate if, in the absence of coexistence,

SCC can achieve similar performance as the transport protocols across a range of network loads.

We use data-mining workload and use same network setup as in section 6.5.

For deadline-sensitive applications, SCC meets more deadlines across all the network loads

and reduces the deadline missing by up to 2.5× (Figure 6.8(a)). This shows that SCC not only

eliminates interference among flows of different objectives, but also improves performance via the

abstraction of objective-tenant congestion-free tunnel.

For completion-sensitive applications, SCC minimizes the AFCT and achieves performance

similar to L2DCT, as shown in Figure 6.8(b). SCC achieves similar performance as L2DCT at low

loads and improves AFCT at higher loads by eliminating the inter-flow interference via its priority

sub-queues.

6.9 SCC Dynamics

In this section, we evaluate SCC performance under different workloads, network oversubscrip-

tion, different transport protocols, and strict priority.
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Figure 6.8: Isolation scenario.

101



 0

 300

 600

 900

 1200

 1500

DataMin. W.Search MapRed.

A
F

C
T

 (
m

s)
SCC

L2DCT

(a) AFCT of CS flows

 0

 10

 20

 30

 40

 50

 60

 70

DataMin. W.Search MapRed.

D
ea

dl
in

e 
M

is
se

d 
(%

) SCC
D2TCP

(b) missed deadline of DS flows
Figure 6.9: Coexistence with and without SCC support for different workloads
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Figure 6.10: SCC Dynamics.

Coexist-LS/DS/CS Performance under different workloads: Next, we evaluate CS/DS/LS co-

existence performance under different workloads in the network. The aggregate workload generated

by traffic from three objectives is 900 Mbps, generating 90% network load.

Figure 6.9 shows that when the three objectives coexist without SCC support, they affect each

other performance. SCC, reducers AFCT of CS flows’ by up to 40%,24%,32% for Data-mining,

Web-search, and MapReduce Figure 6.9(a). SCC reduces deadline missing ratio by 3.2×/1.8×/0.8×

for the Data-mining, Web-search, and MapReduce workloads respectively, Figure 6.9(b). We ob-

serve similar trends for Web-search and MapReduce workloads.

Over-subscribed Network Scenario: We evaluate SCC on a 3:1 oversubscribed network. In this

topology, we have 4 ToR switches, each connecters to 30 hosts with 1 Gbps links and connects to
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Figure 6.11: Objective isolation using priority queues

core switches using 10 Gbps links. We generate east-to-west traffic: all traffic is inter-rack. Note that

load is calculated based on network core load compared to previous scenarios, where the load was

generated based on the edge links. We consider three applications, CS, DS and LS in the network.

All the flows follow the Web-search workload and have average network load of 300 Mbps each.

Figure 6.10(a) shows that SCC reduces AFCT of CS flows by 20% and reduces deadline missing

ratio of DS traffic only marginally.

Different Transport Protocol: Figure 6.10(b) shows that even with DCTCP as transport protocol,

SCC improves the application performance compared to the original protocols. The AFCT of CS

flows improves by 3× as these flows get equal share of the network bandwidth as DS flows. DCTCP

is more aggressive in increasing rate than the L2DCT, for large flows DCTCP increases congestion

window by 1 pkt/RTT whereas L2DCT increases by the factor k, where k ∈ 0.5,1, which depends

on the flow size. The performance of DS flows is also better than D2TCP protocol, however, the

deadline performance degrades compared to the scenario where SCC uses D2TCP as the transport

protocol. The reason is that now both CS and DS flows share network fairly and benefits of D2TCP

at the transport layer are lost.

Isolating Tenants using Priority Queues: In this section, we compare and contrast the tradeoffs

of using priority queues inside the switches, to isolate LS flows from other objectives to meet

its requirements. To illustrate the benefits, we consider a network with two priority queues and
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coexistence of LS, DS and CS flows. Here, LS flows are mapped to the higher priority queue and

CS/DS flows share the lower priority queue. Figure 6.11(a) shows that the performance of DS and

CS flows is hurt a little when LS flows are prioritized over them. However, latency requirements of

LS flows are better met when strict priority is enforced in switch queues, in Figure 6.11(b).

6.10 Conclusions

There exist two kinds of stakeholders in a datacenter networks: the tenants and the administrators.

An individual tenant’s congestion control tries to achieve its own performance objective. With a

global view of the network, the administrators need to maximize its utility function. In this paper, we

provide a framework to decouple the congestion control among different performance objectives,

from the congestion control among flows with the same objective. This work demonstrate that simple

solutions can be adopted to eliminate the interference among different performance objectives and

different tenants. This work is inspired by the Application-Driven Network (ADN) [130].
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CHAPTER 7

MULTIPATH TCP ATTACKS & COUNTERMEASURES

In this section, first, we demonstrate how an attacker can leverage passive cross-path throughput

inference and backup flag vulnerability to launch a connection hijack attack. Next, we demonstrate

how an attacker can launch directed traffic diversion attacks. In the hijack attack, an attacker diverts

all the traffic through his own path to take full control of the connection. In the directed traffic

diversion attack, an attacker manipulates traffic on specific individual subflows while maintaining

the same throughput of the MPTCP connection. Note that the connection throughput can itself vary

in real-life. However, using throughput inference, an attacker can ensure that the overall throughput

does not change too much (for long) and any unusual activity is not discovered by the attack victim.

IP1 (WiFi)

IP2 (Wired)
Client 

Path p1

Path p2 Server

IPserver

Figure 7.1: Experiment Topology

7.1 Experimental Setup

To validate the hijack and traffic diversion attack under varying network settings, we conduct

experiments on a testbed running the MPTCP Linux implementation (v0.91) [101]. We consider the

scenario shown in Figure 7.1, where a client and server can communicate using two paths configured

as WiFi (path p1) and Wired (path p2). We setup and configure the loss rate and throughput on these

paths to approximate WiFi and Wired connections. MPTCP connections compete with single-path
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TCP connections on paths p1 and p2. The client and the server can have a 2-path MPTCP connection

whose subflows use paths p1 and p2. Let t1 and t2 denote the throughput of the MPTCP subflows

over the paths p1 and p2 respectively. Let T1 and T2 denote the throughput of TCP connections

passing through paths p1 and p2 respectively. In our experiments, we assume that there is a malicious

attacker on path p1 who can eavesdrop and inject forged packets on path p1.

7.2 Connection Hijack Attacks

First, we show a special case of traffic diversion, where an attacker can launch a connection

hijack attack to onload traffic to the subflow on its eavesdropped path.

7.2.1 Motivation

In these scenarios, an attacker’s motivation could be to observe all the data in the MPTCP connection

for surveillance or to charge users for additional data usage as a cellular ISP. To gain full control

over MPTCP connection, an attacker can set the subflows as backup and pause non-eavesdropped

subflows between two hosts. By pausing the non-eavesdropped subflow, an attacker can get full

control over the MPTCP connection.

7.2.2 Overview

In the connection hijack attack, the attacker uses the backup flag vulnerability to onload traffic to

its own path and uses the cross-path throughput inference to validate the success of hijack attack.

Consider the scenario shown in Figure 7.1 where two subflows of an MPTCP connection pass

through paths p1 and p2. An attacker can hijack the non-eavesdropped subflow on p2 by dynamically

changing the priority of a subflow and declaring it as backup. To launch this attack, an attacker

only needs to know the address identifier of the host, which can be obtained by eavesdropping other

paths or easily guessed as they are set incrementally in current Linux implementation of MPTCP.

Since the identifier has only 8 bits, it can even be bruteforced. To set a non-eavesdropped subflow

as backup between hosts A and B, an attacker can request a change in the subflow priority by
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Figure 7.2: MPTCP connection hijack attack using backup flag

sending MPTCP MP_PRIO option to host B with the address identifier of host A. Since by design

the MP_PRIO messages can be sent on any subflow, the attacker eavesdropping on any path capable

of sending such a forged backup message can pause any other path. Note that a backup MPTCP

subflow may still be used for data transmission later, which can be detected by the attacker by

observing the overall MPTCP throughput.

Effectively, this attack degrades an MPTCP connection to a regular TCP connection as all

traffic will be routed through the attacker-controlled path. Given that MPTCP has an increased

attack surface, this vulnerability makes MPTCP more likely to be hijacked compared to TCP.

Unfortunately, MPTCP specification does not include any authentication mechanism whatsoever

regarding the MP_PRIO message.

7.2.3 Attack Validation

To validate the attack, we consider a scenario where the client and the server have a 2-path MPTCP

connection whose two subflows use paths p1 and p2. Figure 7.2 plots the results of the hijack attack

using backup flag for the scenario shown in Figure 7.1. In Figure 7.2, both t1 and t2 achieve similar

throughput till t = 2 minutes. To gain full control, at t = 2 minutes, the attacker launches backup

flag attack and as a result p2 throughput drops to zero, which can be observed by the attacker on

p1 using our throughput inference scheme. The attacker can unset the backup flag to resume the

subflow on p2 (t = 6 minutes).

107



7.3 Directed Traffic Diversion Attacks

Next, we show how an attacker can launch a directed traffic diversion attack on a specific

subflow to offload or onload traffic from one subflow to another subflow. As compared to simple

traffic diversion, the goal of the directed traffic diversion attack is to hurt the performance of a

subflow on a specific path or a subflow used by a specific network. Our threat model is different

from (also more generic) [109] and can be used to launch both the simple and directed traffic

diversion attacks.

7.3.1 Motivation

There are both malicious and benign motivations for traffic diversion.

A malicious attacker eavesdropping an MPTCP subflow can launch the directed traffic diversion

(offloading) attack to gain more bandwidth, i.e., diverting traffic to other paths so that he can use

that path to carry more of his own traffic and at the same time affect the performance of connections

using a specific network to which attacker has no access. This will improve the network performance

of attacker, however, it will hurt the performance of the users in the targeted network to whom traffic

is diverted. Likewise, a malicious ISP can launch the traffic diversion attack to reduce its load by

diverting traffic to other ISPs. This allows a malicious ISP to carry more traffic of its own users and

degrade the performance of users in the other network.

In a benign scenario, a cellular ISP can use traffic diversion to reduce users’ data usage over

3G/4G links by diverting traffic to WiFi links. This helps the users keep their cellular data usage

under control and avoid overage charges, and also helps the cellular ISP to offload traffic during

peak hours.

In traffic diversion attacks, the attackers can make sure that end-user quality of experience is

not affected. This can be made possible by diverting only a limited amount of traffic such that

the overall throughput of the MPTCP connection remains unchanged. An attacker can monitor

the overall connection throughput from global sequence numbers using our proposed throughput
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inference model.

7.3.2 Overview

To launch the directed offloading or onloading attack, an attacker needs to identify the target path to

offload or onload data. For directed offloading data to a specific path, an attacker can either throttle

traffic of the paths (e.g., introducing packet loss), he has access to, or set the subflows going through

these paths as back up using MP_PRIO option in MPTCP. For onloading traffic, an attacker can set

targeted paths as backup to direct traffic to its own paths.

To decide which path to onload from or offload to, an attacker can gather mapping between IP

address and address ID from the MP_JOIN and ADD_ADDR options. Both the options contain the

IP address and corresponding address ID and are sent over the existing connection in plain-text.

Therefore, an attacker eavesdropping on one of the subflows may be able to see this information, if

advertised on the eavesdropped path, and find mapping between IP address and its corresponding

address ID to launch the targeted traffic diversion attacks.

7.3.3 Attack Validation

We first consider a scenario where the client and the server have a 2-path MPTCP connection whose

two subflows use paths p1 and p2. Let t denote the throughput of the MPTCP connection where

t = t1 + t2. We also setup TCP connections (acting as background traffic) passing through paths

p1 and p2, with throughput T1 and T2 respectively. The attacker can eavesdrop path p1 but not p2.

By eavesdropping, the attacker can calculate the overall throughput t of the MPTCP connection.

Using our MPTCP throughput inference scheme, the attacker can then calculate t2 = t − t1. The

attacker can use this information for traffic diversion to make sure that the backup flag vulnerability

is exploited correctly and the attack was successful.

Figure 7.3 plots the results of the traffic diversion attack for two-path connection scenario. To

launch the traffic diversion attack, MPTCP subflow passing through p1 or p2 is throttled using
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Figure 7.3: Demonstration of the traffic diversion attack

MP_PRIO option. In Figure 7.3(a), t1 and t2 achieve a throughput of about 6 Mbps and 2 Mbps,

respectively, and the spare capacity is utilized by TCP flows on both the paths.

Later, when the attacker sets its own path as backup (e.g. to free up more bandwidth on its own

path), the MPTCP subflow on path p1, to offload its traffic to other path, t1 decreases significantly;

however, t2 increases to make up for the reduced throughput of t1. However, in this case as the

available bandwidth is not sufficient, not all the traffic is offloaded to p2, the overall throughput,

t = t1 + t2 drops during the traffic diversion attack. Attacker can detect this change and make sure

the attack was successful. Similarly, Figure 7.3(b) demonstrates that when the attacker sets other

path as backup, the MPTCP subflow on path p2, to onload traffic from other path, t2 drops to zero

and t1 increases to make up for the reduced throughput of t2. In this case as the available bandwidth

is sufficient on p1, therefore, more than 80% traffic is offlaoded to p1, and the overall throughput,

t remains almost unchanged during the traffic diversion attack. Attacker can detect the drop in t2

using our throughput inference model and make sure the attack was successful.

7.3.4 Step-wise traffic divergence

Step-wise divergence can be used to offload data in steps without realizing any change in throughput.

An attacker can launch this attack by gradually throttling the throughput of the desired subflow. By

gradual throttling, a two-path MPTCP connection, the attacker can identify the minimum value for
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Figure 7.4: Demonstration of stepwise traffic diversion attack.

t1 that does not impact t. There are multiple ways to throttle a subflow, such as the attacker can rate

limit a subflow by dropping packets, which will cause throughput degradation due to the congestion

control mechanisms, which we use in our experiments.

Our experiment demonstrates that an attacker can offload data to other paths without hurting t

using the proposed traffic diversion method. Note that the magnitude of possible traffic diversion

depends on the properties of path p2, i.e., an attacker might not be able to offload enough data

during higher congestion. To illustrate this, we repeat the above experiment but throttle t1 in a

stepwise manner. We throttle the subflow by dropping the packets of MPTCP subflow and increase

the drop rate stepwise to achieve different level of throttling. Similar effect can be achieved by

sending duplicate Acks on the path, and as a result the subflow throughput will be dropped. From

Figure 7.4, we can observe that initially all of the throttled traffic is diverted to the other path

(i.e., t2 in this case); however as the attacker increases throttling level, the fraction of the traffic

diverted to other path decreases (Figure 7.4(b)). In Figure 7.4(a), when the attacker throttles the

MPTCP subflow on path p1 by 20% at time = 2 minutes, t1 decreases and t2 increases to make

up for the reduced throughput of t1. However, when the attacker increases the throttling level at

time = 3,5 and 7 minutes respectively, not all the traffic is diverted to the path p1. This experiment

shows that the amount of diverted traffic may vary depending on path conditions and that all of the

traffic may not be diverted if enough capacity is not available.
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7.4 Countermeasures

The problems of throughput inference and connection hijack are rooted in the MPTCP specifi-

cation. In this section, we propose countermeasures to address these vulnerabilities and as a result

prevent the traffic diversion and connection hijack attacks. At a high level, our security improvement

hinges on the simple fact that a secret can be split and distributed across multiple paths so that

an attacker controlling only a subset of the paths will not be able to know the assembled secret.

We show how this idea can be applied to authenticating the MP_PRIO control packets as well as

encrypting the global sequence number (GSN).

7.4.1 Current MPTCP Security Mechanism

MPTCP does have a built-in authentication mechanism that prevents unauthorized subflows to be

established. In the beginning of a new MPTCP connection (i.e. the very first subflow), the sender

and receiver exchange a set of keys (i.e. sender key and receiver key) in plaintext at the connection

setup time through MP_CAPABLEmessages during the TCP handshake process. Additional subflows

start in the same way as initiating a normal TCP connection, but the SYN, SYN/ACK, and ACK

packets also carry the MP_JOIN option as well as the authentication information. Specifically, for a

new subflow, the MP_JOIN on the SYN packet contains a token, a random number, and an address

ID. The token is generated from a HASH function of the receiver’s key and is used to identify the

MPTCP connection to which the new subflow belongs. The random number (nonce) is sent as a

challenge to the receiver who needs to use it to compute a subsequent HMAC which prevents replay

attacks. Upon receiving an MP_JOIN SYN with a valid token, the host responds with a MP_JOIN

SYN/ACK containing a random number and a truncated (leftmost 64 bits) Hash-based Message

Authentication Code (HMAC) based on the sender’s and receiver’s key as well as the sender’s

random number. If the token or HMAC is incorrect, the initial sender can reset the subflow and fall

back to TCP or it can deny the request for new subflow setup.

As we can see, the only “secrets” (keys) are exchanged during the very first subflow; subsequent
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subflows only authenticate themselves but no additional new secrets are being shared. This means

that as long as an attacker controls the first subflow, he or she can manipulate all subflows (e.g.

creating fake subflows, or sending other control packets such as ADD_ADDR that require authenti-

cation). As will be discussed next, our proposed solution requires new secrets to shared on newly

established and authenticated subflows. Further, the changes mostly piggyback on the existing

security mechanisms without substantial redesign of the protocol.

7.4.2 Backup Flag Vulnerability Prevention

As mentioned before, the fundamental reason for backup flag attack is the lack of authentication of

MP_PRIO messages. We present progressively-more-secure changes to the way MP_PRIO messages

are generated and handled.

1. Address ID removal. MP_PRIOmessages use address identifiers (ID) to specify a target subflow

for which priority needs to be changed. A simple solution to prevent this attack is to simply remove

the address ID from the MP_PRIO option, i.e. the MP_PRIO option must be sent on the same subflow

as the one where it applies. This implies that the attacker must be on-path of this subflow to cause

it to become a backup (which he can do anyways). This defense is simple to implement, however,

as suggested in RFC6824 [56], address ID is optional for the scenario where a path is extremley

congested (e.g., radio coverage issue) that the MP_PRIO message has to be delivered on a different

path. This proposal has been adopted by RFC6824bis [57].

2. Invalid Address ID rejection. MP_PRIO messages use address identifiers (ID) to specify a

target subflow for which priority needs to be changed. One possibility to counter an attacker that

sends random address IDs could be, for an MPTCP implementation, to reject a subflow where an

MP_PRIO refers to an invalid address id. Rejecting/terminating a subflow where an MP_PRIO with

one or more invalid address ID is observed can be a simple solution, as it indicated a compromised

path. However, it is unclear whether this can lead to false alarms (especially when significant

dynamics are present, e.g., new subflows joining and old ones leaving).

3. Address ID randomization. Currently, address IDs are assigned incrementally (not required by
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RFC6824 [56]) in MPTCP Linux implementation, which makes it easier for the attacker to guess

the address ID of the subflows on the non-eavesdropped path. For example, if the first address is

assigned an address ID as 1, the next address of the same connection will be assigned an address

ID of 2. This behavior is not defined in the MPTCP specification but rather observed in the current

Linux MPTCP implementation. We can mitigate this flaw by randomizing the address IDs that

are assigned to the address in MPTCP connection. Although this approach will not completely

eliminate the threat, it can at least make it harder for the attacker to guess correct address ID of

target subflow. We can make it more difficult to guess the correct address ID by adopting techniques

such as limiting the number of IDs that can be attempted per fixed time interval. The firewalls and

middleboxes can also be configured to avert this attack. However, the current address ID field is

only 8 bits and an attacker can still quickly launch this attack.

4. Adding a standard/static badge for authentication. A better solution is to require a subflow

level authentication badge, which is sent along with the MP_PRIO packet, to ensure that an attacker

controlling only one subflow cannot spoof a valid packet. This badge can be similar to the HMAC

computed in MP_JOIN messages during the subflow setup time. However, there are two issues with

using the standard badge, similar to current token. First, the current token is static as it is simply a

hash of the received key (and will be the same no matter on which subflow it is used). Unfortunately,

the current token is exposed during the subflow setup in either the MP_JOIN or MP_CAPABLE packet,

allowing an attacker controlling any subflow to be able to replay the token. The problem is that

the current token is supposed to be used only once during the subflow setup phase, while it is now

misused multiple times (as a badge) to authenticate control packets such as MP_PRIO. Second, even

if the badge is replay-resistant, as long as it is generated from the key exchanged in the first subflow,

an attacker knowing the key can always compute the badge easily and set any other subflow as

backup.

5. Adding a secure/dynamic badge for authentication. Next, we propose a secure badge based

authentication that must meet the following requirements: First, the badge needs to be replay-

resistant. Second, the badge generation should not depend on keys shared on only a specific subflow
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Kind
0  1  2  3  4  5  6  7  8  9  0  1  2  3  4  5  6  7  8  9  0  1  2  3  4  5  6  7  8  9  0   1

Length Subtype B AddrID (opt)

Authentication Badge (64 bits - opt)

Nonce/ random number (32 bits - opt)

Figure 7.5: Secure MP_PRIO TCP option

(e.g., primary one).

Choice of badge generation. To satisfy the first requirement, we propose to generate an authentica-

tion badge using HMAC derived from not only the keys as well as an additional nonce (32 bits) that

changes every packet (e.g., a new field in the MP_PRIO message, Figure 7.5). This avoids sending

a fixed badge over the MPTCP connection and prevents replay attacks. We propose using a badge

size of 8 bytes, similar to current MP_JOIN option in the current MPTCP specification. Similar to

the way current token is generated, we can use the truncated HMAC (leftmost 64 bits) using the

key material plus nonce, as shown in the example below.

Choice of secret splitting. To satisfy the second requirement, we propose to exchange independent

keys on individual subflows and use the combined key to compute the badge. Specifically, since

only the primary subflow exchanges keys explicitly through MP_CAPABLEmessages, we need a way

to exchange new keys for non-primary subflows. A simple strategy is to reuse the nonces exchanged

in MP_JOIN as keys (as they are random in nature too). Once we have a pair of independent keys

exchanged on each subflow, the new badge can be computed by combining keys of two subflows:

(1) the one on which MP_PRIO is sent; (2) the one that is to be set as backup. This means that

even if the attacker eavesdrops on the first subflow, it is impossible to compute a valid badge to set

any other subflow as backup, so long as the attacker is not eavesdropping on other subflows. For

bookkeeping, the additional pair of keys for each subflow needs to be maintained until the subflow

is terminated.

Example scenario. Now let us consider an example to understand how everything works together,
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Host A Host B

Address A1 Address A2 Address B1
SYN + MP_CAPABLE(Key-A)

SYN/ACK + MP_CAPABLE(Key-B)

SYN + MP_JOIN(Key-A2 = nonce-A)

SYN/ACK + MP_JOIN(Key-B2= nonce-B)

MP_PRIO(ID=Addr2, BADGE, NONCE)

BADGE = HMAC(Key-A+Key-A2, ID + NONCE)

Store: Key-A, Key-B 
& Key-A2,Key-B2

Figure 7.6: Example Use of Secure MP_PRIO

as shown in Figure 7.6. Assuming an MPTCP connection between hosts A and B with two subflows

1 and 2, where the attacker controls the subflow 1. First, the keying material is taken from the keys

in MP_CAPABLE option of subflow 1 and the random numbers from the MP_JOIN of subflow 2. To

change the priority of subflow 2, the secure MP_PRIOwill contain an authentication badge generated

using keying material and the random nonce, as shown in Fig. 7.5. The authentication badge is the

HMAC derived from the MP_PRIO nonce and the keys exchanged on both subflows. For example,

in this case, the badge for subflow 2 can be generated as follows: Badge2 = HM AC(keyA +

keyA2,NONCE + ID), where keyA and keyA2 are simply concatenated. If a legitimate MP_PRIO

message has been sent on subflow 1 (to change the priority of subflow 2), an attacker eavesdropping

on 1 may learn the badge. However, in order to inject a subsequent MP_PRIO message, the attacker

needs to compute a new badge (using the new nonce). Further, since the badge also includes the

keys exchanged on subflow 2 during MP_JOIN, the attacker cannot easily compute the new badge,

unless the attacker is also eavesdropping on subflow 2 (in which case the attacker already has full

control of both subflows and the attack is unnecessary).
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7.4.3 Throughput Inference Vulnerability Prevention

The fundamental enabler for cross-path throughput inference is the GSN embedded in MPTCP

packets. On one hand, they are needed for reassembling packets from multiple subflows into a

MPTCP connection and for detecting packet losses. On the other hand, as we demonstrated, GSN

create a vulnerability that allows an attacker to infer the throughput of a subflow that he has no

access to.

Packet header encryption using solutions such as IPsec [58] could prevent attackers from

inferring throughput. However, this requires additional keys to be established ahead of time and the

VPN server can be a single point of failure. In addition, from the VPN server to the real destination,

MPTCP may still be used and therefore encounter same problem. Note that using SSL/TLS will not

help as they are above the transport layer and the proposed attacks will still work at the transport

layer.

Kind

0  1  2  3  4  5  6  7  8  9  0  1  2  3  4  5  6  7  8  9  0  1  2  3  4  5  6  7  8  9  0   1

Length Subtype (reserved) F | m | M | a | A

Encrypted Data ACK (4 or 8 octets, depend on flags)

Encrypted Data Sequence number (4 or 8 octets, depend on flags)

Subflow Sequence Number (4 octets)

Data-Level Length (2 octets) Checksum (2 octets)

Figure 7.7: Secure DSS MPTCP option

Therefore, we propose a simple solution to address the very problem introduced in the MPTCP

layer in MPTCP itself — encrypt only the DSN (and DSAck) in MPTCP headers, as shown in

Figure 7.7. As will be detailed later, we can simply combine the keys exchanged on multiple paths

(similar to the idea in backup flag attack prevention) to encrypt and decrypt the GSN (symmetric key

encryption). The symmetric key can be used in any standard symmetric key encryption algorithms
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such as AES [99] (e.g., in CTR mode to eliminate the fixed block size [87]). Note that the

attacker might have some knowledge about the plaintext GSN which constitutes a “known-plaintext

attack” (i.e. knowing a pair of corresponding plaintext and ciphertext). However, modern symmetric

encryption algorithms such as AES is resistant to such attacks [99].

However, the challenge here is that, unlike the authentication token that is sent sporadically,

GSN is embedded in every data packet. Once a key has been agreed on between the sender and

receiver, it is not trivial to update the keys on the fly. For instance, when the very first subflow is

established, only the keys exchanged on the first path can be used to encrypt the GSN, which is

susceptible to man-in-the-middle attacks on the path (as the keys are exchanged in cleartext and the

GSN can be decrypted). Later on, when the second subflow is established, to make encryption more

secure we can combine the keys on the second path to form the key material for GSN encryption.

This is easy for the second subflow as the key material is readily available. However, it is not the

case for first subflow as it needs to switch from unencrypted GSNs to encrypted ones. Therefore, it

requires additional signaling mechanism to switch to the newer key material.

Choice of key material change signaling. To address this problem, we can make use of subflow

setup or the unused header fields in MPTCP DSS option or MP_JOIN TCP option. For example,

when a new subflow is setup, the MP_JOIN option or first DSS MPTCP option, on the new path, can

be used as a signal to start the encryption of the first subflow’s GSN without the need of sending

any explicit signal. A simple strategy is to start the encryption of GSN on the first subflow upon

seeing MP_JOIN packet of the second subflow, or upon receiving the first DSS packet on the second

subflow. Such an implicit signaling may cause ambiguity for packets that are in-flight together with

the MP_JOIN packet (unclear what key material to use to decrypt them). To avoid such confusion, we

encode an explicit signal in the MP_JOIN message of the second subflow, indicating when exactly

the encryption should start on the first subflow. This way, as long as the specified DSS is larger than

any of the outstanding packets, the receiver knows exactly when to start decrypting the DSS. Note

that the signaled DSS needs to be part of the HMAC input during MP_JOIN to prevent tampering

(as we will discuss later in §7.5). We can add a 4-byte or 8-byte sequence number to the MP_JOIN
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Host A Host B 

Address A1 Address A2 Address B1 

SYN + MP_CAPABLE(Key-A, Enc) 

SYN/ACK + MP_CAPABLE(Key-B, Enc) 

SYN + MP_JOIN(Key-A2 = nonce-A, DSS-A) 

SYN/ACK + MP_JOIN(Key-B2= nonce-B, DSS-B) 

MP_DSS(DSAck-Enc, DSS-Enc) 

DSS-Enc = Encrypt(Key-A+Key-A2+ID, dss), when dss >= DSS-A 
DSAck-Enc = Encrypt(Key-A+Key-A2+ID, dsack), when dsack >= DSS-B 

Store: Key-A, Key-B  
       & Key-A2,Key-B2 

MP_DSS(DSAck, DSS) 

Figure 7.8: Explicit Signaling of GSN Encryption on the First Subflow.

packet, and set the packet Length field to 16 or 20 respectively. We assume that the signal has to

be initiated from the client to avoid race conditions where both sides simultaneously initiate new

subflows. When the server acknowledges the message, a reverse signal can be piggybacked in the

response MP_JOIN to decide when to perform GSN encryption in the reverse direction. We outline

this process in Figure 7.8.

For backward compatibility, we propose using a flag in MP_CAPABLE to signal if GSN encryption

is supported by both the client and server. If either the client or server does not support encryption,

GSN encryption will not be employed.

Choice of secret splitting. As described earlier, we want to combine keys of multiple paths to form

the key material for GSN encryption. For example, for an MPTCP connection with 2 subflows, the

keys of path1, and path2, can be used for encrypting GSN on path1 and path2 as well. Similarly,

for an MPTCP connection with 3 subflows, the keys of path1 and path3 can be used to encrypt

GSN on path3. The strategy is to combine the keys exchanged on the primary subflow and the

ones changed on the current subflow where GSN encryption takes place. For more security, an

alternative strategy could be to combine keys of all active subflows. For example, for an MPTCP

connection with 3 subflows, we can use the keys of path1, path2, and path3 for encrypting GSN on
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path1. However, it may need frequent updates to the keys generated for the paths as more subflows

join or leave the MPTCP connection. For example, the key material for the first subflow will be

updated twice as subflow 2 and 3 are established; it gets tricky when both new subflows are being

established simultaneously because the client and server may not have a consistent view on which

of these two subflows gets established first (and may cause a different key material to be formed on

the two ends).

Choice of key generation. Based on the above discussion, we propose combining the keys ex-

changed on only two subflows: (1) the current subflow and (2) the primary subflow. For example,

for a connection between hosts A and B, with two subflows 1 and 2, the encryption key of subflow 2

(encryption at A and decryption at B) can be generated as EncKey2A = keyA+ keyA2 (as shown in

Figure 7.8). The encryption starts as soon as the original value is greater than the signaled DSS value

(DSS − A in the example). Similarly, the encryption of the DSAck starts when its value becomes

greater than the signaled DSS value in the opposite direction (DSS − B in the example). We omit

the details for the reverse direction where the encryption key will be EncKey2B = keyB + keyB2.

Given that all such numbers are randomly generated, we can simply concatenate them to form the

key.

Example scenario. Let us consider a 2-path MPTCP connection setup in Figure 7.8 to understand

how an MPTCP connection progresses when GSN encryption is enabled. All subflows are setup

and authenticated as per the original MPTCP connection setup. The required keying material is

exchanged in MP_CAPABLE (i.e. the keys, Key − A and Key − B) and MP_JOIN (i.e. nonce − A and

nonce − B) as described before. At the end of subflows setup, all the required keying material for

the encryption have been exchanged. Moreover, during MP_CAPABLE exchange, hosts also negotiate

if encryption is supported (Using Enc bit) by both the hosts A and B. Moreover, the MP_JOIN

option on subflow 2 also carries the signal DSS after which the encryption starts at host A (denoted

as DSS − A). Similarly, host B informs the host A of the DSS after which the encryption starts

at host B (denoted as DSS − B). Next, the keying material is combined to form the encryption

keys (DSS − Enc and DSAck − Enc) for each subflow. When data transmission starts, GSNs are
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encrypted on path 2 from the beginning because the key materials are ready (details are omitted in

the figure). For encrypting GSNs (and GSN-ACKs) on path1, it needs to start encrypting the GSN

at a later point. Note that some data packets might be transferred on subflow 1 before subflow 2

setup is completed. GSNs of these few packets will not be encrypted and visible to the attacker on

path1, as shown in Figure 7.8. However, as soon as subflow 2 setup completes, the encryption can

start on path 1 as indicated by “DSS − Enc” in Figure 7.8, so long as DSS > DSS − A. Similarly,

the encryption of DSACK can start as soon as DSAck > DSS − B.

7.5 Security Analysis

We now discuss the potential attacks that can be launched against our security improvements

and show we do not introduce any new vulnerabilities. We follow the same threat model as defined

in where a MITM attacker is on one or more communication paths and can both passively eavesdrop

on and actively tamper with the subflow(s).

First, more specifically, when an attacker is capable of tampering the first subflow, the whole

MPTCP connection can be forced to revert back to a regular TCP connection and thus subject to

total control of the attacker. Our proposed changes do not change this result. However, if the attacker

is capable of tampering subflows other than the first, our changes will prevent the two classes of

cross-path attacks that were possible without the changes.

Second, an active attacker may tamper with a subset of the secrets shared (when the corre-

sponding paths are controlled by the attacker), in which case the wrong key material may be used

for authentication token and GSN encryption. The HMAC mechanism introduced earlier during

subflow setup already mitigates this threat. For instance, if the key on the second subflow is tam-

pered, the attacker also needs to know the key exchanged on the first subflow to be able to compute

an updated HMAC (as the key is part of the input). Even if the attacker can indeed successfully

cause wrong keys to be used in a particular subflow, the worst case scenario is denial-of-service —

the authentication token generated by either end will be considered invalid — the encrypted GSN

may be decrypted using the wrong key material. However, we argue that such attacks are no worse
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than before, as both are possible if an attacker is on-path.

Third, we consider two possible targeted attacks against GSN encryption:

• Attacking the MPTCP option to indicate the support of GSN encryption in MP_CAPABLEmessages.

An attacker has to tamper with the first subflow to be able to strip such option or fake such an

option to either disable GSN encryption or cause confusion later on. However, as we discussed,

if an attacker is already capable of tampering with the fist subflow, then complete control or

denial-of-service can be easily achieved.

• Attacking the signal carried in an MP_JOIN message (e.g., second subflow setup) indicating the

GSN of the first subflow after which GSN encryption will begin. An attacker capable of tampering

with this subflow can strip or modify the sequence number. However, the HMAC of MP_JOIN

includes the signaled GSN as input so any tampering will be immediately detected, unless a

powerful attacker also eavesdrop the first subflow and know the initial keys exchanged there to be

able to compute the updated HMAC. Even for a powerful attacker, in the worst case it is again DoS

which is no worse than before.

Finally, we want to ensure that no unnecessary security features are added in reference to TCP.

Since MPTCP and TCP both reside in the same transport layer, whatever security guarantees not

offered by TCP do not have to be offered by MPTCP either. Otherwise, it is likely that the proposed

features will be redundant with higher layer ones (e.g. SSL/TLS). Specifically, TCP does not provide

any confidentiality or integrity of any connection data. The proposed changes to MPTCP do not

attempt to provide confidentiality or integrity of any subflow either (e.g. a MITM attacker can

read/modify the payload or any other fields in an MPTCP packet). What we do address are the

security flaws that manifest as cross-path vulnerabilities, where a MITM attacker on one path can

infer or tamper with the subflow on another path, which effectively makes MPTCP much more

susceptible to MITM attacks — if one of the subflows of an MPTCP connection is under a MITM

attacker, the whole MPTCP connection may be subject to attacks. We consider this an increased

attack surface for MPTCP and therefore makes it less secure than TCP (as TCP traverses only a

single path and is “less likely” subject to MITM attacks).
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7.6 Linux Implementation

We implement a simple version of the proposed countermeasures in Linux kernel 4.3 using

MPTCP implementation v0.91 [101]. We add a fixed 8-byte badge field in MP_PRIO option to

prevent backup flag attack. Our current implementation supports both the existing MP_PRIO option

formats and the proposed badge field. The option field Length can be changed to choose among

the desired format. For the length control, we add a new parameter MPTCP_SUB_LEN_PRIO_B.

For our current implementation, we used a static badge value and have not implemented the

secure badge generation, as discussed above. Upon receiving MP_PRIO packet with length field

MPTCP_SUB_LEN_PRIO_B, correct ADDR_ID and badge, the receiver sets the corresponding path as

backup, else it silently ignores the request. We modify the required logic in mptcp_parse_options

functions in mptcp_input .c We check the badge field and then verify the token in themptcp_handle_options

function.

We encrypt data sequence numbers in MP_DSS option to prevent throughput inference attack. At

the sender side, for an outgoing packet with MP_DSS option, we encrypt the DSN using encryption

key. For this, we modify the mptcp_options_write function in mptcp_output .c file and update

the mptcp_write_dss_data_ack and mptcp_write_dss_data_seq functions. At the receiver

end, upon receiving packet with MP_DSS option, we first decode the DSN numbers before further

processing the packets. We modify the required logic in mptcp_parse_options functions in

mptcp_input .c. We do not keep the encrypted DSNs at the endhosts as DSN is encrypted just

before sending packets out in the network and is immediately decrypted upon receiving packet at

the destination. In our current implementation, we assume static key for encryption (xor of DSN

and key) and assume both the sender and receiver have this key. We leave the exact implementation

of key generation and encryption as future work.

Evaluation: To evaluate, we repeat attack experiments and observe that proposed countermeasures

prevent the connection hijack attacks by making it impossible to infer connection throughput and

use backup vulnerability. We omit the results for brevity. We also evaluate the overhead of proposed

modifications on the MPTCP connection throughput. First, we observe that adding a token field to
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the MP_PRIO does not effect the throughput of MPTCP connection, as MP_PRIO message is sent

only once or very few times over the connection. Second, in our current implementation, the per-

packet encryption of DSN can incur processing overhead and may decrease the overall connection

throughput. To evaluate this, we evaluate MPTCP connection throughput between two Linux

machines with 1 Gbps ethernet cards. We observe very minimal MPTCP connection throughput

variation. For example, we observe a throughput of 912 Mbps without encryption scheme, and

a throughput of 907 Mbps with GSN encryption. This shows that even at high speed packet

transmission the computation overhead of encryption is minimal and does not effect connection

significantly. Note that, the connection speed in real scenarios (e.g. cellular networks) is much less,

therefore adding encryption will not hurt the overall connection throughput.

7.7 Conclusions

MPTCP has already been widely deployed (including Android and iOS); however, its security

is not well understood. In this paper, we describe MPTCP vulnerabilities that can be exploited to

divert traffic and hijack MPTCP subflows. We implemented and evaluated our attacks on a testbed

using the MPTCP Linux kernel (v0.91) implementation. We also proposed lightweight encryption-

based countermeasures based on secret splitting to mitigate these attacks. Our countermeasures do

not introduce any new security flaws to MPTCP. We plan to explore opportunities to leverage the

secret splitting as a way to bootstrap keys for higher level protocols such as TLS.
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CHAPTER 8

FUTURE WORK

In this chapter, I provide an overview of the planned future work.

8.1 Automatic signature generation of network protocols on-the-fly

8.1.1 Motivation and Problem Statement

Inferring the unknown application signatures, in real-time, is crucial to combat zero-day attacks

and polymorphic worms as their traffic is typically carried by unknown application protocols. Zero-

day attacks, i.e., previously unknown attacks, such as Aurora, Dugu and Stuxnet have been ever

increasing. For example, 27 zero-day attacks were identified in 2014 as reported by Internet Security

Threat Report by Symantec [53]. The protocol signatures can be used to protect against the zero-

day attacks as the intrusion detection/prevention systems (IDSs/IPSs) [103,115] identify malicious

traffic by comparing the packet contents and protocol signatures, which can be generated from

protocol formats using signature generation tools [29, 86, 102]. However, for real-time protection,

once an attack is detected, an IDS system should be able to quickly infer protocol formats from the

network traffic and generate signatures, which can be used by the IPS systems [31, 85, 117, 129],

deployed across the network, to block malicious traffic.

Application protocol signatures can be used to combat polymorphic worms that may implement

many variants of the same protocol format. For example, the following format, for Code Red based

polymorphic worm, regular expression “ida?NNNNNNNNNNNN...”, where the long string of Ns is

used to trigger a buffer overflow vulnerability, may have many variants where each N is replaced

by an X. By inferring the signature that is invariant to the protocol format and extracting the string

beginning with “ida?”, an IDS can detect any variant of the Code Red polymorphic worm by

measuring the length of the string.
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8.1.2 Limitations of Prior Art

Existing protocol format inference based approaches have following limitations. First, many of

the existing approaches, [44, 55, 90, 131, 133], have low computational efficiency and take longer

time to infer protocol formats, which renders these approaches unsuitable for real-time signature

generation. Second, some of the existing approaches assume previous knowledge of the protocol

formats [124, 125], or consider traffic from only a single application while inferring formats [90].

Third, some approaches like Securitas [137] and ProHacker [132] do real-time traffic classification.

However, Securitas requires more packet processing time to extract the protocol keywords and

ProHacker is a semi-supervised approach that assumes previous information about the protocol.

Lastly, some approaches like unexpected [90], and ProWord [143] only infer the important keywords

found in the network trace and do not generate protocol signatures.

8.1.3 Project Objectives:

This work concerns the problem of inferring unknown protocol formats from unseen network traffic

in real-time. Real-time inference means that the system should have following properties. First, it

should start the format inference using a few number of flows or messages. This is required for quick

format generation using the minimum traffic observed from only a few monitoring points in the

network. Second, it should generate formats quickly using a light-weight inference algorithm. This is

important so that the system can infer protocol formats quickly and deploy appropriate rules across

the network, to filter malicious traffic, in a timely manner to minimize the attack surface. Third,

it should infer the protocol formats incrementally and should not assume any previous knowledge

of the protocol formats. This is important as the formats of some of the malwares, like the Code

Red polymorphic worm example above, may have many invariants and the format inference system

should be able to infer new protocol formats as more traffic appears.
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