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ABSTRACT

QUANTUM MONTE CARLO STUDIES OF FERMI SYSTEMS IN LATTICE
EFFECTIVE FIELD THEORY

By

Rongzheng He

With the rapid growth of the computational resources, quantum Monte Carlo (QMC)

methodology has become a powerful tool for numerical simulations, especially for lattice

effective field theory. Those QMC simulations have successfully described the physics of the

few- and many-body systems. In this thesis, we investigate the Fermi systems with balanced

and unbalanced populations of up and down spins using QMC with ab initio techniques.

We also present a newly developed method called eigenvector continuation (EC) and its

promising applications to some numerically unavoidable problems, like the sign problem in

Monte Carlo simulations.

For the eigenvector continuation method, we demonstrate that although Hamiltonian is

usually represented as a matrix in a linear space with enormous dimensions, the eigenvector

trajectory generated by a smoothly changed Hamitonian matrix is well approximated by

a low-dimensional space. We use analytic continuation theory to prove this statement and

propose an algorithm to implement our method. In the simulation with strong numerical sign

oscillations, we first “learn” the subspace where the trajectory is approximately spanned by a

finite number of accurately computable eigenvectors and then apply eigenvetor continuation

to solve the physics system where there is a severe sign problem. Our results converge rapidly

as we include more eigenvectors. The results show that for the same computational cost, the

EC method reduces errors by an order of magnitude compared to the direct calculations in

cases when we have a strong sign problem.



In L× L× L cubic lattices with various box sizes, we study the ground-state properties

of fermionic many-body system in the unitary limit. The universal parameter (Bertsch

parameter ξ) is calculated with high accuracy and the result is extrapolated to infinite

volume. We characterize the superfluid phase in this system by calculating the off-diagonal

long-range order of the two-body density matrix, and the condensate fraction α, which is

calculated to be 0.43(1). In addition, we study the properties of the superfluid pairs. The

pair size ζp is found to be proportional to k−1
F and the ratio ζp/k

−1
F is 1.93(9).
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PREFACE

Under the guidance of my advisor, I and Dillon Frame have developed the eigenvector con-

tinuation method for the Bose-Hubbard model in matlab code and the neutron matter in

Monte Carlo simulations. Working together with the collaborators, we published the follwing

paper:

D. Frame, R.-Z. He, I. Ipsen, Da. Lee, De. Lee and E. Rrapaj,

“Eigenvector continuation with subspace learning”,

Phys. Rev. Lett. 121, (2018) 032501.

Based on the GPU program developed by B.-N. Lu, S. Elhatisari, N. Li, and D. Lee, I have

made several modifications in the algorithms for the efficient simulations of spin-unpolarized

Fermi systems:

1. Building in an algorithm that generates the down-spin wave functions from the known

up-spin wave functions so that the total GPU memory usage is saved for up to 75%;

2. Write in the programs that can calculate each of the observables discussed in this thesis

and the corresponding stochastic errors over parallel threads.

Depending on the data collected from the Monte Carlo simulations, I have done the ex-

trapolations towards an infinite time for all of the observables in each lattice size and the

extrapolations to an infinite volume of the lattice. I have derived the lattice-based formulas

for the condensate fraction, normlization of the pair wave function, and the pair size.
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Chapter 1

Overview

The study of strongly interacting Fermi systems is one of the hot topics and major challenges

in physics. It is related to many physics systems, such as cold atoms, metallic supercondeuc-

tors and nuclear matter. By using Feshbach resonances [110] in experiment, the strength

of interaction is tunable that allows us to explore the physics in many length scales. In

particular, an interesting regime is the unitary limit [108,109] where the scattering length is

divergent and the effective range of the interaction is much smaller than the inter-particle

distance. In this thesis, the systems of nucleons are studied using ab initio method based on

the lattice effective field theory.

Effective field theory (EFT) provides a systematic framework to study the physics system

at a chosen energy scale or length scale. The idea is to describe the physical interactions using

relevant degrees of freedom and omitting the details at higher energy or equivalently shorter

distance. The description “higher” is defined with respect to some of energy cutoff, above

which the current effective theory breaks down. In order to study the low-energy phenomena

of quantum chromodynamics (QCD), chiral effective field theory (χEFT) is constructed to

be consistent with the underlying symmetries of QCD, such as the symmetries of parity,

charge conjugate and time reversal. The Lagrangian of χEFT is arranged according to a

power counting scheme where nuclear forces are considered order by order.

Lattice effective field theory is a useful numerical method that combines the framework
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of EFT with numerical lattice methods. As the lattice volume becomes large and the lattice

spacing small, we can achieve a very good approximation of the physics observed in nature.

Combined with quantum Monte Carlo simulations, lattice EFT turns out to be a powerful

ab initio method in low-energy nuclear physics.

In this thesis I summarize the work I have done during my Ph.D. study. In Chapter

2, we review the basic concepts of scattering theory and the low-energy scattering on the

lattice. In chapter 3, we discuss how we build the effective field theory on the lattice and

numerical methods we have used. We start with the introduction to lattice effective field

theory and the lattice formalism with and without one-pion exchange potential. Next, we

present the algorithms behind the simulations and the numerical methods involved in Monte

Carlo sampling. Lastly, the eigenvector continuation method is illustrated and demonstrated

to be promisingly useful in computationally difficult problems. In chapter 4, we study the

polarized and unpolarized Fermi systems in one dimension and three dimensions, respectively.

On the 3D lattice, we investigate the unpolarized Fermi gas at the BCS-BEC crossover

with zero temperature, and the properties of unitarity are well-studied. On the 1D lattice,

we characterize Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) phase in spin-polarized system,

whose order parameter is shown to be dependent on the polarization of the system.
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Chapter 2

Scattering Theory

2.1 Introduction

Scattering (or collision) is a very important tool for us to learn about the nature of the

interactions between particles. By studying the incoming and outgoing particles or waves

of a scattering process, we can determine what is happening in the interaction region. In

this chapter, we review the time-independent scattering theory for structureless incoming

particles. Following Ref. [1], we will reintroduce the Lippmann-Schwinger equation in section

2.2 and the partial-wave decomposition in section 2.3. The effective range expansion and

Lüscher’s formula for finite volumes will be reviewed in section 2.4 and 2.5, respectively.

Let us start with a one-dimensional case of elastic scattering. A particle with energy

~2k2

2m is incident from the left upon a localized potential V (x), where k is the wave vector.

The outgoing scattered waves have two components, the reflected and transmitted waves,

with wave vectors ±k, due to energy conservation. On the left side of the potential, the

wave function is the superposition of the incoming wave and reflected wave,

ΨL(x) = eikx + Ae−ikx, (2.1)
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and the transmitted wave is of the form,

ΨR(x) = Beikx. (2.2)

In three-dimensional space, consider a wave packet at z = −∞ centered on momentum ~k

along the positive z direction incident on a potential V (r). In the same sense as in 1D space,

the scattering can be described by the incident wave plus scattered wave. In experiments,

wave function inside the interacting area is inaccessible, and we are interested in the region far

away from the scattering region, where the flux of particles can be measured by detectors.

At r → ∞, the potential vanishes and the scattered wave takes the form of an outward

propagating spherical wave. Wave function for the scattering process can be written as

Ψ(r)
r→∞−−−−→ 1

(2π)3/2

[
eikz + f(θ,k)

eikr

r

]
, (2.3)

where θ is the angle between scattered wave and z axis. Two-particle scattering can be

factorized as the center of mass (CM) motion plus the scattering of a single particle in the

CM frame. Consequently, for two-particle scattering, in Eq. (2.3), r and k are understood

as the relative coordinate and wave vector. The scattering amplitude f(θ,k) of the outgoing

wave carries the details of scattering process and is closely related to the differential cross

section,

dσ

dΩ
= |f(θ,k)|2, (2.4)

where dσ
dΩ , classically, is defined as the number of particles scattered into direction (θ, φ) per

unit time per unit solid angle, divided by the incoming flux. According to the definition, it

is easy to see that the differential cross section has dimensions of area. Straightforwardly,
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the total cross section over all solid angles is obtained by

σtot =

∫
dσ

dΩ
dΩ =

∫ 2π

0
dφ

∫ π

0
dθ sin(θ)

dσ

dΩ
. (2.5)

2.2 Lippmann-Schwinger equation

Let us focus on a elastic scattering and consider a Hamiltonian that consists of a free particle

Hamiltonian and an interaction,

H = H0 + V. (2.6)

Compared to the free-particle state |φ〉, the eigenstate of H is different due to the presence

of V . Since the energy is conserved, the eigenstate of interest should have the same energy

E as state |φ〉. One can write the eigenvalue equations for both states,

H0|φ〉 = E|φ〉, (2.7)

(H0 + V )|ψ〉 = E|ψ〉. (2.8)

The solution to Eq. (2.8) has to satisfy |ψ〉 V→0−−−→ |φ〉. A formal solution can be written as

|ψ±〉 = |φ〉+
1

E −H0 ± iε
V |ψ±〉, (2.9)

where the so-called iε prescription is introduced to avoid hitting pole singularities. This

equation is known as the Lippmann-Schwinger equation. The physical meaning of the “±”

sign will be discussed later. In the position representation, the Lippmann-Schwinger equation
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can be written as

〈x|ψ±〉 = 〈x|φ〉+

∫
dx′
〈
x
∣∣∣ 1

E −H0 ± iε

∣∣∣x′〉〈x′|V |ψ±〉. (2.10)

If |φ〉 represents a plane-wave state with momentum p, the first term has the form,

〈x|φ〉 =
eip·x/~

(2π~)3/2
. (2.11)

The kernel of the integral, contains the Green’s function

G± =
~2

2m

〈
x
∣∣∣ 1

E −H0 ± iε

∣∣∣x′〉, (2.12)

where E = ~2k2/2m. The explicit form can be written as

G± = − 1

4π

e±ik|x−x
′|

|x− x′|
. (2.13)

Plugging it into Eq. (2.10), we have

〈x|ψ±〉 = 〈x|φ〉 − 2m

~2

∫
dx′

e±ik|x−x
′|

4π|x− x′|
〈x′|V |ψ±〉. (2.14)

Now the wave function for this scattering process is described by the incident wave function

〈x|φ〉 plus the term that comes from scattering. The “±” sign denotes two solutions with

different asymptotic behaviors. Assume V is a local potential, then in position basis we can

write

〈x′|V |x′′〉 = V (x′)δ(3)(x′ − x′′). (2.15)
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Consequently,

〈x|ψ±〉 = 〈x|φ〉 − 2m

~2

∫
dx′

e±ik|x−x
′|

4π|x− x′|
V (x′)〈x′|ψ±〉. (2.16)

As to the physics behind the above equation, x is understood as a vector directed to the

point of interest and the convolution as the summation of outgoing spherical waves weighted

by the local strength of the potential multiplying the wave function 〈x′|ψ〉 in the range of

the scatterer. In experiment, usually the detectors are far from the center of the scattering

region. It is reasonable to assume that r (= |x|) is much larger than r′ (= |x′|). Taking this

limit, we write the wave function of the scattering process as

〈x|ψ±〉 r→∞−−−−→ 〈x|k〉 − 1

4π

2m

~2

e±ikr

r

∫
dx′e∓ik

′·x′V (x′)〈x′|ψpm〉

=
1

(2π)3/2

[
eik·x +

e±ikr

r
f±(k′,k)

]
,

(2.17)

where k′ is the wave vector for waves propagating towards observation point x. The “+”

solution (“−” solution) corresponds to the plane wave plus an outgoing (incoming) spherical

wave. We are primarily interested in the positive solution, since it is difficult to prepare a sys-

tem to satisfy the boundary condition appropriate for the negative solution. The amplitude

of scattered spherical wave is given by

f(k′,k) = − 1

4π

2m

~2
(2π)3

∫
dx′

e−ik
′·x′

(2π)3/2
V (x′)〈x′|ψ+〉

= − 1

4π

2m

~2
(2π)3〈k′|V |ψ+〉,

(2.18)

where Eq. (2.15) is used in last step. We can define the transition operator T such that

V |ψ+〉 ≡ T |φ〉, (2.19)
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and write the scattering amplitude f(k′,k) as

f(k′,k) = − 1

4π

2m

~2
(2π)3〈k′|T |k〉. (2.20)

Thus, to determine f(k,k′), it is sufficient to know the transition operator T . Multiplying

V on both sides of the Lippmann-Schwinger equation and using Eq. (2.19), we obtain

T |φ〉 = V |φ〉+ V
1

E −H0 + iε
T |φ〉. (2.21)

In this equation, |φ〉 can be any plane-wave eigenstate and the basis formed by those mo-

mentum state is complete. Therefore, we can write the following operator equation

T = V + V
1

E −H0 + iε
T. (2.22)

Eq. (2.22) can be solved iteratively, yielding

T = V + V
1

E −H0 + iε
V + V

1

E −H0 + iε
V

1

E −H0 + iε
V + · · · . (2.23)

When the potential V is sufficiently weak, the above series will converge. However, if the

potential is too small so that the series converges for all energies, then the potential supports

no bound states. For a given potential V , there exits an energy E′ above which the series

converges; the higher the energy (> E′) the more rapid the convergence.
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2.3 Partial-wave decomposition

It is the potential V that leads to a different eigenstate from a free-particle state. In order

to study the interaction, we start with the transition operator T . Note that H0, the kinetic-

energy operator, commutes with operators L2 and Lz; hence l and m are good quantum

numbers for the eigenstate denoted by |E, l,m〉 called a spherical-wave state. When it

comes to the operator T , if V is a spherically symmetric potential, according to Eq. (2.23),

T must be invariant under rotations in three dimensions. Equivalently, operators T , L2

and Lz commute with each other, and hence T is a scalar operator. The Wigner-Eckart

theorem [1] immediately yields

〈E′, l′,m′|T |E, l,m〉 = Tl(E
′, E)δl′lδm′m, (2.24)

in which T is diagonal in l and m and the diagonal elements are independent of m. Now we

expand the plane wave 〈x|k〉, as follows

eik·x

(2π)3/2
=

1

(2π)3/2

∞∑
l=0

(2l + 1)iljl(kr)Pl(cos θ), (2.25)

where jl(kr) is the spherical Bessel function of order l and Pl(cos θ) is a Legendre polynomial

with the angle between k and r denoted by θ. At large r, the spherical Bessel function behaves

like

jl(kr)
r→∞−−−−→ ei(kr−lπ/2) − e−i(kr−lπ/2)

2ikr
. (2.26)
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Plugging Eq. (2.26) into Eq. (2.25), we obtain

〈x|k〉 r→∞−−−−→ 1

(2π)3/2

∞∑
l

(2l + 1)
Pl(cos θ)

2ik

[eikr
r
− e−i(kr−lπ)

r

]
, (2.27)

where il = eilπ/2 is used. Now the plane wave can be understood as the sum of a spherically

outgoing wave, eikr/r, and a spherically incoming wave, e−i(kr−lπ)/r, over the quantum

number l. Each value of l corresponds to a certain angular momentum and thus the incident

wave is decomposed into its constituent partial waves in this way. For elastic scattering from

a central potential, the scattering amplitude has to be symmetrical about the incident axis.

We can write f(k′,k) in terms of the Legendre polynomials,

f(k′,k) = f(θ) =
∞∑
l=0

(2l + 1)fl(k)Pl(cos θ), (2.28)

where amplitude of the partial waves are defined as

fl(k) = −πTl(E)

k

∣∣∣∣
E=~2k2/2m

. (2.29)

The scattering wave function at large r takes the form of

〈x|ψ+〉 r→∞−−−−→ 1

(2π)3/2

[
eik·x + f(θ)

eikr

r

]
=

1

(2π)3/2

{ ∞∑
l

(2l + 1)
Pl(cos θ)

2ik

[eikr
r
− e−i(kr−lπ)

r

]
+
∞∑
l

(2l + 1)Pl(cos θ)fl(k)
eikr

r

=
1

(2π)3/2

∞∑
l

(2l + 1)
Pl(cos θ)

2ik

{[
1 + 2ikfl(k)

]eikr
r
− e−i(kr−lπ)

r

}
.

(2.30)
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Comparing Eq. (2.27) and (2.30), it is clear that the effects of the scatterer only enter

into 2ikfl(k); other parts in the wave function remain the same. In elastic scattering, the

flux must be conserved before, and after the scattering and the angular momentum is also

conserved. Therefore, the flux conservation holds for each partial wave separately. This

means |1 + 2ikfl(k)| = 1 for each l. Now we can define

Sl(k) ≡ 1 + 2ikfl(k) = e2iδl(k), (2.31)

with the real-valued phase shift δl(k) for the lth partial wave. Reconsidering fl(k), it can be

expressed as

fl(k) =
e2iδl(k) − 1

2ik
=
eiδl(k) sin δl(k)

k
=

1

k cot δl(k)− ik
. (2.32)

The full scattering amplitude then becomes

f(θ) =
∞∑
l=0

(2l + 1)

(
e2iδl(k) − 1

2ik

)
Pl(cos θ)

=
1

k

∞∑
l=0

(2l + 1)eiδl(k)[sin δl(k)]Pl(cos θ).

(2.33)

Following the above equation, the total cross section is given by

σtot =

∫
|f(θ)|2dΩ

=
4π

k2

∞∑
l=0

(2l + 1) sin2 δl(k).

(2.34)

From the last two equations, the optical theorem [2] is obtained

Im[f(θ = 0)] =
k

4π
σtot, (2.35)
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which relates the imaginary part of forward-scattering amplitude f(θ = 0) ≡ f(k,k) to the

total cross section σtot.

2.4 Effective range expansion

Let us revisit the partial-wave amplitude fl(k) or equivalently fl(p) with p ≡ ~k. For all

exponentially bounded potential V , it can be proved that fl(p) is analytic at low momentum

[3] and the dependence on p has the form of

lim
p→0

fl(p) = O(p2l). (2.36)

Following the last equality in Eq. (2.32), the partial-wave amplitude can be expressed as

fl(p) =
p2l

p2l+1 cotσl(p)− ip2l+1
. (2.37)

In general, fl(p) can be written as a power series expansion of the relative momentum p

that starts with a term of order O(p2l). In some situations, it is convenient to expand

p2l+1 cot δl(p) instead of fl(p). The Taylor expansion in terms of the relative momentum p

is known as the effective range expansion [4, 5],

p2l+1 cot δl(p) = − 1

al
+

1

2
rlp

2 + blp
4 + clp

6 +O(p8), (2.38)

where al is the scattering length, rl is the effective range of potential, and the coefficients of

higher order terms are the shape parameters related specifically to the lth partial wave. In

the context of the partial-wave decomposition, a low-momentum incident wave is decomposed
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into a few partial waves with a relatively small lmax, while an incident wave with a high

momentum Pin corresponds to a large lmax for the partial waves. This correspondence

between Pin and lmax can be understood via De Broglie equation λ = ~
p as follows. For

a long wave or equivalently a low-momentum wave, only the rough structure of a potential

can be resolved, for example, when the S-wave scattering dominates; however, a short wave

or equivalently a high-momentum wave can “see” the fine structure of the scattering center,

for instance, a dumbbell-like shape for l = 1.

Focusing on the low-momentum limit, S-wave scattering has the effective range expansion

p cot δ0(p) = − 1

a0
+

1

2
r0p

2 +O(p4). (2.39)

When the scattering length a0 →∞ and the effective range r0 → 0, we find the phase shift

δ0 ≡ π/2. In this so-called unitary limit, the system has some universal properties. We will

study the ultracold Fermi gas in this limit in Chapter 4.

2.5 Lüscher’s finite-volume formula

Our Monte Carlo simulations of many-body system are performed on a lattice with finite

volume L×L×L 1, but real physics happens without this constraint. In order to connect the

calculations in a finite box to physics in the infinite volume, we use Lüscher’s formula2 [6–9].

The two-particle energy spectrum in center-of-mass frame is related to the S-wave phase

shift by

p cotσ0(p) =
1

πL
S(η), (2.40)

1See details in Chapter 3
2See modifications and generalizations to Lüscher’s formula in Refs. [11–15]
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where

η =

(
Lp

2π

)2

, (2.41)

and S(η) is the three-dimensional zeta function,

S(η) = lim
Λ→∞

[∑
n

θ(Λ2 − n2)

n2 − η
− 4πΛ

]
. (2.42)

where Λ is the momentum cutoff scale. For |η| < 1, we expand S(η) in powers of η,

S(η) = −1

η
+ lim

Λ→∞

[ ∑
|n|6=0

θ(Λ2 − n2)

n2 − η
− 4πΛ

]

= −1

η
+ S0 + S1η

1 + S2η
2 + S3η

3 + · · · ,

(2.43)

where

S0 = lim
Λ→∞

[ ∑
|n|6=0

θ(Λ2 − n2)

n2
− 4πΛ

]
, (2.44)

Sj≥1 =
∑
|n|6=0

1

|n|2j+2
. (2.45)

The first few coefficients are

S0 = −8.913631, S1 = 16.532288, S2 = 8.401924, S3 = 6.945808,

S4 = 6.426119, S5 = 6.202149, S6 = 6.098184, S7 = 6.048263.

(2.46)

Lüscher’s formula does not include effects of a finite cutoff or the contribution from higher

partial waves coupling for particles with spin. If we have asymptotically small momenta,

then the corrections are negligible and the effective expansion Eq. (2.39) still can hold. In
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=   

n1n = 0

Figure 2.1: Sum of bubble diagrams contributing to two-particle scattering.

terms of η, the energy of the two-particle scattering state is

Epole =
p2

2m
=

η

m

(
2π

L

)2

. (2.47)

The location of the two-particle scattering pole can be computed by summing the bubble

diagram shown in Fig. 2.1 [10].
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Chapter 3

Lattice Effective Field Theory

3.1 Introduction

Fascinating phenomena exist at all length scales and energy scales. Fortunately, under-

standing the phenomena at a particular scale does not require knowledge of what is going

on at all scales [16, 17]. Based on this fact, the goal of effective field theory (EFT) is to

describe the physics at a chosen length scale or energy scale, while ignoring substructure and

short-distance details. One successful example is the Fermi theory of beta decay [18]. The

theory posited a point-like interaction between four fermions at a point vertex and was in

good agreement with low-energy experiments. Since then we have found that the underlying

interactions involve the exchange of W particles of mass about 80 GeV. This heavy mass is

responsible for the very short-range interaction and the point approximation was sufficient

for describing beta decay experiments at an energy scale of less than 10 MeV. EFT turns

out to be an very important tool for simplifying the systems with widely-separated energy

scales [19–23].

In order to study a physical system at certain energy scale, it is crucial to find the

appropriate variables or degrees of freedom to describe the system at hand. The first step

is to choose a cutoff momentum scale Λ. We only consider momentum modes Q below

Λ and integrate out high momentum modes above [17]. The low-energy Lagrangian can
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then be expaned as a power series in Q/Λ, and the high-energy information is reflected

in the expansion coefficients. We can always improve our model by including higher-order

interactions as small perturbations. EFT yields an infinite number of terms and hence it

is in general non-renormalizable; however, it is not an issue at a given order of the series

expansion.

Figure 3.1: Chiral expansion for two-, three- and four-nucleon forces up to next-to-next-to-
next-to-leading order [29]. Solid lines represent nucleons and dashed lines pions. Small dots,
large solid dots, solid squares, and solid diamonds denote vertices of index ∆ = 0, 1, 2 and 4.

Any effective theory as an approximation for some underlying physical theory should take

the most general form of Lagrangian consistent with analyticity, perturbative unitarity, clus-

ter decomposition1 and the assumed symmetries [26, 27]. In particular, chiral effective field

theory constructs a Lagrangian that is consistent with the (approximate) chiral symmetry

of quantum chromodynamics (QCD), as well as other symmetries such as parity and charge

1In short, cluster decomposition theorem means that sufficiently separated regions behave independently.
See Refs. [24, 25] for details of the cluster decomposition theorem.
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conjugation [28, 29]. The Lagrangian is expanded in powers of Q/Λχ, where Q denotes the

momentum scale in the physical system and Λχ is chiral symmetry breaking scale. By using

power counting, the terms in expansion are arranged in order of importance, and then we

can quantify the truncation errors. In Fig. 3.1 we represent the hierarchy of nuclear forces

in chiral EFT. As an illustration, the first row shows the leading order (LO) of the expan-

sion, which describes a two-nucleon force consisting of contact interactions and the one-pion

exchange potential.

3.2 Lattice regularization

In this section we will talk about the energy spectrum of a finite-volume system at a suf-

ficiently low energy scale. We use natural units by setting ~ and the speed of light to

1. Consider a one-dimensional system of length L with periodic boundary condition. The

possible momenta are

p = n
2π

L
, n ∈ Z, (3.1)

and we write a momentum state with momentum p,

|p〉 = a
†
p|0〉, (3.2)

where |0〉 is the vacuum state with 〈0|0〉 = 1. a
†
p and ap are defined as the creation and

annihilation operators with momentum p. In a momentum basis, the coordinate space

creation and annihilation operators a†(x) and a(x) can be expanded as

a(x) =
1√
L

∑
p

eipxap, a†(x) =
1√
L

∑
p

e−ipxa†p, (3.3)
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and the kinetic energy operator has the form

Hfree =
∑
p

p2

2m
a
†
pap, (3.4)

where the summation is over all possible momenta. At low momentum, one can neglect the

higher-order terms in the effective range expansion of the interaction (Eq. (2.39)) and write

p cot δ0(p) ≈ − 1

a0
. (3.5)

Therefore, the interaction is taken to be in the form of a delta function

V (x1 − x2) = C · δ(x1 − x2). (3.6)

Using the second quantization, the above potential can be written as

V =
1

2

∫ L

0
dx1

∫ L

0
dx2 : a†(x1)a(x1)V (x1 − x2)a†(x2)a(x2) :

=
1

2
C

∫ L

0
dx : (a†(x)a(x))2 :,

(3.7)

where Eq. (3.6) is used in the second step. Plugging relations Eq. (3.3) into Eq. (3.7), we

obtain

V =
1

2

C

L

∑
p1,p2,p

′
1,p
′
2

a
†
p′1
a
†
p′2
ap1ap2δp1+p2,p

′
1+p′2

, (3.8)

where pi and p′i indicate the momenta before and after the interaction. Since we are in-

terested in the low-momentum two-particle spectrum, we set a momentum cutoff scale Λ.

Consequently, the possible momentum modes are p = 0,±2π
L ,±

4π
L , · · · ,±Λ and we have ap-

proximately (ΛL
π )3 independent terms on the right hand side of Eq. (3.8). In D-dimensional
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∫ L
0 dx→ alatt

∑N−1
n=0

a(x)→ a(n)

∂2

∂x2a(x)→ a(n+1)+a(n−1)−2a(n)

a2
latt

[a(n), a†(n′)] = δn,n′

space, this number becomes (ΛL
π )3D, which shows that calculations become exponentially

more expensive as Λ or L increase. To avoid this, we build our system on a lattice with size

L using the mapping table above, and also constrain that a(N) = a(0) and a†(N) = a†(0)

to keep the periodic boundary condition. The lattice spacing alatt equals L/N .

We rewrite the kinetic operator in position space,

Hfree = − 1
2m

∫ L
0 dx a†(x) ∂

2

∂x2a(x), (3.9)

using dimensionless lattice units so that any physical quantity is multiplied by powers of

alatt to make a dimensionless combination. Evaluating the derivative on lattice, we obtain

the non-interacting Hamiltonian on this lattice,

Hfree = − 1

2m

N−1∑
n=0

[a†(n+ 1)a(n) + a†(n)a(n+ 1)− 2a†(n)a(n)]. (3.10)

Note that this is built on a one-dimensional space and only the nearest-neighbor hopping

terms are considered. In the next section, we will show the three-dimensional Hfree with

up to third nearest-neighbor hopping terms taken into account. Concluding this section, we
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write the full Hamiltonian on 1D lattice,

H = Hfree +
C

2

N−1∑
n=0

: (a†(n)a(n))2 : . (3.11)

3.3 Lattice formulation

In lattice simulations we use a spatial lattice spacing a = 100 MeV−1 and a temporal step

at = 197 fm/c. The dimensionless temporal step is αt (≡ at/a). For the nucleon mass we

use m = 938.92 MeV.

Our lattice system is built on an L× L× L periodic cube, so any operations that cross

boundaries are defined with periodic boundary conditions. In the following, the notation∑
〈n n′〉 indicates the summation over all the nearest-neighbor sites of n on lattice.

∑
〈n n′〉i

represents the summation over nearest-neighbor sites of n along ith spatial axis. In a sim-

ilar way,
∑
〈〈n n′〉〉i

is the sum over second nearest-neighbor sites of n along ith axis and∑
〈〈〈n n′〉〉〉i

is the sum over third nearest-neighbor sites of n along ith axis.

In our calculations we only have fermions that do not involve the charge. aNL is a four-

component spin-isospin column vector and a
†
NL is a four-component spin-isospin row vector.

For real parameter sNL, we define nonlocal annihilation and creation operators for each spin

component, as follows

aNL(n) = a(n) + sNL
∑
〈n′ n〉

a(n′), (3.12)

a
†
NL(n) = a†(n) + sNL

∑
〈n′ n〉

a†(n′). (3.13)
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For spin indices S = 1, 2, 3 and isospin indices I = 1, 2, 3, we define point-like densities,

ρ(n) = a†(n)a(n), (3.14)

ρS(n) = a†(n)σSa(n), (3.15)

ρI(n) = a†(n)τIa(n), (3.16)

ρ(n) = a†(n)σS ⊗ τIa(n), (3.17)

and smeared nonlocal densities,

ρNL(n) = a
†
NL(n)aNL(n), (3.18)

ρS,NL(n) = a
†
NL(n)σSaNL(n), (3.19)

ρI,NL(n) = a
†
NL(n)τIaNL(n), (3.20)

ρS,I,NL(n) = a
†
NL(n)σS ⊗ τIaNL(n). (3.21)

The interaction between up and down spins has the form

V0 =
c0
2

∑
n,n′,n′′

: ρNL(n)fsL(n− n′)fsL(n′ − n′′)ρNL(n′′) : . (3.22)

Here the :: symbol takes the usual normal ordering definition, where all creation operators are

on the left side of annihilation operators. Normal ordering ensures that arbitrary products

of annihilation and creation operators behave like the Grassmann variables2. fsL is defined

2See section 3.4.2 for the definition.
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with a real parameter sL,

fsL(n) =



1 if |n| = 0,

sL if |n| = 1,

0 otherwise;

(3.23)

The one-pion exchange interaction is given by [48]

VOPEP = −
g2
A

8f2
π

∑
n,n′,S,S′,I

: ρS,I(n)fS,S′(n− n′)ρS′,I(n
′) :, (3.24)

where fS,S′ is defined as

fS,S′(n− n′) =
1

L3

∑
q

exp[−iq · (n− n′)− bπq2]qSq
′
S

q2 +m2
π

, (3.25)

and the parameter bπ is introduced to soften the divergent behavior at short distance. We

take the pion mass to be mπ = 134.98 MeV and the pion decay constant to be fπ = 92.2

MeV. The free Hamiltonian on the lattice is taken to be [30]

Hfree =
49

12m

∑
n

a†(n)a(n)− 3

4m

∑
n,i

∑
〈n n′〉i

a†(n′)a(n)

+
3

40m

∑
n,i

∑
〈〈n n′〉〉i

a†(n′)a(n)

− 1

180m

∑
n,i

∑
〈〈〈n n′〉〉〉i

a†(n′)a(n).

(3.26)

where we consider the hopping terms up to third nearest neighbors along axes. Collecting

all terms discussed above, the full Hamiltonian that contains lattice EFT LO interactions is
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obtained as

H = Hfree + V0 + VOPE . (3.27)

For different nuclear systems, we choose the appropriate interactions.

3.4 Grassmann path integral

3.4.1 Path integral

The path integral in quantum mechanics, a generalization of the action principle of classical

mechanics, describes the amplitude of overlap of two points in spacetime. In the early 19th

century, Wiener process [31] was first introduced, named after Norbert Wiener, for solving

problems in diffusion and Brownian motion. It formed the basis of the rigorous path integral

formulation. Dirac extended the idea by the use of Lagrangians in quantum mechanics in

his article [32]. Following that, a complete formulation [33] was developed by Feynman, who

also generalized the formalism to quantum field theory. It provides a direct connection to

Lagrangian density and is very useful in quantum theory and numerical calculations.

We start with quantum mechanics. The amplitude for a particle to propagate form a

point qI to a point qF in time T is 〈qF |e−iHT |qI〉, where |q〉 denotes the particle’s quantum

state. If we discretize the propagation time T into N segments with ∆t = T/N , the amplitude

becomes

〈qF |e−iHT |qI〉 = 〈qF |e−iH∆te−iH∆t · · · e−iH∆t|qI〉. (3.28)

We assume that the state |q〉 is normalized, and that the set of states |qj〉 forms a complete
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basis. We apply the identity
∫
|qj〉〈qj |dqj = 1 here and insert it between all time slices:

〈qF |e−iHT |qI〉 =

(N−1∏
j=1

∫
dqj

)
〈qF |e−iH∆t|qN−1〉〈qN−1|e−iH∆t|qN−2〉 × · · ·

· · · × 〈q2|e−iH∆t|q1〉〈q1|e−iH∆t|qI〉.

(3.29)

Now we focus on one time slice, propagation from state |qj〉 to |qj+1〉 with the Hamiltonian

H = p̂2/2m+ V (q̂). The potential is only a function of coordinates and we can write

〈qj+1|e−iH∆t|qj〉 = 〈qj+1|e
−i p̂

2

2m∆t|qj〉e
−iV (qj)∆t (3.30)

To calculate 〈qj+1|e
−i p̂

2

2m∆t|qj〉, we insert an identity
∫ dp

2π |p〉〈p| = 1 right before |qj〉 and

write

〈qj+1|e
−i p̂

2

2m∆t|qj〉 =

∫
dp

2π
〈qj+1|e

−i p̂
2

2m∆t|p〉〈p|qj〉

=

∫
dp

2π
e−i∆t(p

2/2m)〈qj+1|p〉〈p|qj〉

=

∫
dp

2π
e−i∆t(p

2/2m)e
ip(qj+1−qj)

.

(3.31)

Now we can replace p̂ by the eigenvalue p, and write the state |q〉 in momentum representation

as a plane wave. The integral in the last step can be treated as a Gaussian integral and we

obtain

〈qj+1|e
−i p̂

2

2m∆t|qj〉 =

√
−im
2π∆t

e
im∆t

2

(
qj+1−qj

∆t

)2

. (3.32)
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Plugging Eq. (3.32) into Eq.(3.30) yields

〈qj+1|e−iH∆t|qj〉 =

√
−im
2π∆t

e
im∆t

2

(
qj+1−qj

∆t

)2

e
−iV (qj)∆t

, (3.33)

and Eq.(3.29) becomes

〈qF |e−iHT |qI〉 =

(
−im
2π∆t

)N/2(N−1∏
k=1

∫
dqk

)

× exp

{
i∆t

N−1∑
j=0

[
m

2

(
qj+1 − qj

∆t

)
− V (qj)

]} (3.34)

with q0 = qI and qN = qF . Now we go to the continuum limit ∆t→ 0 and replace
qj+1−qj

∆t

by q̇, and ∆t
∑N−1
j=0 by

∫ T
0 dt to obtain the path integral in the form

〈qF |e−iHT |qI〉 =

∫
Dq(t)eiS[q(t)], (3.35)

where we define the integral over paths as

∫
Dq(t) = lim

N→∞

(
−im
2π∆t

)N/2(N−1∏
k=1

∫
dqk

)
, (3.36)

and

exp{iS[q(t)]} = exp{i
∫
dtL(q, q̇, t)}. (3.37)

The classical Lagrangian L(q, q̇, t) is 1
2mq̇

2 − V (q). The final formula allows us to obtain

〈qF |e−iHT |qI〉 – we can simply integrate over all possible paths q(t) weighted by eiS[q(t)]

and require q(0) = qI and q(T ) = qF . Now let us introduce the Euclidean-time path integral

formulation. If we do a Wick rotation it→ τ , each function of t now becomes a function of
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τ , and we can rewrite the path integral as

〈qF |eHτ |qI〉 =

∫
Dq(t)eSE [q(τ)]. (3.38)

Eq. (3.36) and Eq. (3.37) become

∫
Dq(τ) = lim

N→∞

(
m

2π∆τ

)N/2(N−1∏
k=1

∫
dqk

)
(3.39)

and

exp{S[q(τ)]} = exp{
∫
dτL(q, q̇, τ)}. (3.40)

The path integral formulation derived above can be applied to quantum field theory by

the mapping shown in the following table3,

q → ϕ∫
Dq(t)→

∫
Dϕ

i
∫
dtL(q, q̇, t)→ i

∫
ddimxL(ϕ)

and we write the path integral as follows

Z =

∫
Dϕei

∫
ddimxL(ϕ). (3.41)

Here we introduce a field ϕ, which is the dynamic variable in quantum field theory while

the position is not a dynamic variable. In 3rd row of the table, x denotes the generalized

coordinates, where the time is incorporated as one dimension. Therefore, L(ϕ) in the integral

is the Lagrangian density.

3See Ref. [34] for rigorous derivation and detailed discussion
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3.4.2 Grassmann variables

Grassmann variables (or numbers) are generated by anti-commuting elements or objects. If

we define θi and θj as two different Grassmann variables, they have the following properties:

θiθj = −θjθi and θ2
i = 0. (3.42)

In short, the above relations can be expressed as the anti-commutation relation between

Grassmann vaiables,

{θi, θj} = 0, (3.43)

which is consistent with theory of fermionic fields, while bosonic fields obey commutation

relation. Therefore, the path integral of Fermi systems that we are interested in is built upon

Grassmann variables. In order to construct the Grassmann integral, we introduce some basic

relations here. Consider a general function of the form
∑
i cifi(θ), and calculate the integral∫ ∑

i cifi(θ)dθ. In the simplest case, we have

∫
θdθ = 1 and

∫
1dθ = 0. (3.44)

More complicated homogeneous functions will always either be equivalent to a constant or

a linear function of θ. Therefore, ∫
∂f(θ)

∂θ
dθ = 0. (3.45)
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3.4.3 Grassmann path integral without auxiliary field

Let us define c∗i and ci as the Grassmann fields for spin i on the lattice. The Grassmann

fields are periodic along x̂, ŷ and ẑ directions, respectively, in L× L× L lattice.

ci(n + Lx̂, nt) = ci(n + Lŷ, nt) = ci(n + Lẑ, nt) = ci(n, nt) (3.46)

and anti-periodic along the temporal direction,

ci(n, nt + Lt) = −ci(n, nt). (3.47)

We define the Grassmann spin densities,

ρσ(n, nt) = c∗σ(n, nt)cσ(n, nt), (3.48)

and denote the spin species by σ. We consider the following Grassmann path integral

Z =

∫
DcDc∗ exp[−S(c, c∗)], (3.49)

where the integral over all possible paths is

DcDc∗ =
∏

n,nt,σ=↑,↓
dcσ(n, nt)dc

∗
σ(n, nt), (3.50)
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and the action is

S(c, c∗) = Sfree(c, c
∗) + c0αt

∑
n,nt

ρ↑(n, nt)ρ↓(n, nt). (3.51)

The first term in S(c, c∗) is the free fermion action,

Sfree(c, c
∗) =

∑
n,nt,σ=↑,↓

[c∗σ(n, nt)cσ(n, nt + 1)− (1− 6
αt
2m

)c∗σ(n, nt)cσ(n, nt)]

− αt
2m

∑
n,nt,σ=↑,↓

∑
l=x,y,z

[c∗i (n, nt)ci(n + l̂, nt) + c∗i (n, nt)ci(n− l̂, nt)],
(3.52)

and the last term is an attractive contact interaction between opposite spins with strength

c0.

Now we focus on the calculation of the Grassmann path integral in Eq. (3.49). Accroding

to Ref. [35, 36], we can convert a path integral to the trace of a product of transfer matrix

operators along temporal direction, as follows

Tr
{

: FLt−1

[
a
†
σ′(n

′), aσ(n)
]

: · · · · · · : F0

[
a
†
σ′(n

′), aσ(n)
]

:
}

=

∫
DcDc∗ exp

{Lt−1∑
nt=0

∑
n,σ

c∗σ(n, nt)[cσ(n, nt)− cσ(n, nt + 1)]

}

×
Lt−1∏
nt=0

Fnt

[
c∗
σ′(n, nt), cσ(n, nt)

]
,

(3.53)

where cσ(n, Lt) = −cσ(n, 0). The operators Fnt

[
c∗
σ′(n, nt), cσ(n, nt)

]
and Fnt

[
a
†
σ′(n

′), aσ(n)
]

have exactly same functional form. We define a
†
σ(n) [aσ(n)] as the fermionic annihilation

(creation) operator of spin σ at lattice site n. Let us define a free Hamiltonian on a three-
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dimensional lattice

Hfree =
3

m

∑
n,σ=↑,↓

a
†
σ(n)aσ(n)

− 1

2m

∑
n,σ=↑,↓

∑
l=x,y,z

[
a
†
σ(n)aσ(n + l̂) + a

†
σ(n)aσ(n− l̂)

] (3.54)

with densities denoted by

ρa
†a
σ (n) = a

†
σ(n)aσ(n). (3.55)

This Hamiltonian corresponds to the second term in the free fermion action (Eq. (3.52)).

In our simulations, we use the free Hamiltonian in Eq. (3.26) to reduce the effect of finite

lattice spacing. Therefore, the corresponding free fermion action shall contain the hopping

terms of up to third nearest neighbors along axes. Following Eq. (3.53), the path integral

can be expressed as

Z = Tr(MLt), (3.56)

where M is the transfer matrix operator in normal ordering

M =: exp

[
−Hfreeαt − c0αt

∑
n

ρa
†a
↑ (n)ρa

†a
↓ (n)

]
: . (3.57)

3.4.4 Grassmann path integral with auxiliary field

We introduce an auxiliary field s(n, nt) that is real-valued and define a Grassmann action

with the auxiliary field s,

S(c, c∗, s) = Sfree(c, c
∗)−

∑
n,nt

A[s(n, nt)] · [ρ↑(n, nt) + ρ↓(n, nt)]. (3.58)
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and A[s(n, nt)] is defined as

A[s(n, nt)] =
√
−Cαts(n, nt). (3.59)

Therefore, the Grassmann path integral becomes

Z =
∏
n,nt

[ ∫
Ds(n, nt)

] ∫
DcDc∗ exp[−S(c, c∗, s)]. (3.60)

We use a Gaussian-integral transformation similar to the original Hubbard-Stratonovich

transformation [37,38]

∫
Ds(n, nt) =

1√
2π

∫ ∞
−∞

ds(n, nt)e
−1

2s
2(n,nt), (3.61)

It is straightforward to prove that

∫
Ds(n, nt)1 = 1, (3.62)∫

Ds(n, nt)A[s(n, nt)] = 0. (3.63)

Using the two identities above we will show that the new Grassmann action is equivalent

to the one in Eq. (3.51) if C = c0. The first term is still Sfree(c, c
∗) and we consider the

integral of the second term in the new Grassmann action,

∫
Ds exp [A(s) · (ρ↑ + ρ↓)] =

∫
Ds[1 + A(s)(ρ↑ + ρ↓) + A2(s)ρ↑ρ↓

= 1 +

∫
DsA2(s)ρ↑ρ↓ = exp

[ ∫
DsA2(s)ρ↑ρ↓

]
.

(3.64)
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Since
∫
DsA2(s) = −Cαt, setting C = c0 indeed yields a path integral that is equivalent to

Eq. (3.49) in which there is no auxiliary fields. Using Eq. (3.53), we can rewrite the path

integral as the trace of a product of transfer matrix operators that depend on the auxiliary

field s(n, nt),

Z =
∏
n,nt

[ ∫
Ds(n, nt)

]
Tr{M(s, Lt − 1) · · ·M(s, 0)}, (3.65)

where

M(s, nt) =: exp
{
−Hfreeαt +

∑
n

A[s(n, nt)] ·
[
ρa
†a
↑ (n) + ρa

†a
↓ (n)

]}
: . (3.66)

Let |Φ0,free
N,N 〉 be the initial state, which is a normalized Slater-determinant for the ground

state of a non-interacting system of N up spins and N down spins. Then the Euclidean time

projection amplitude can be written as4

ZN,N (t) =
∏
n,nt

[ ∫
Ds(n, nt)

]〈
Φ

0,free
N,N

∣∣∣M(s, Lt − 1) · · ·M(s, 0)
∣∣∣Φ0,free
N,N

〉
, (3.67)

where t = Ltαt is the projection time. Due to the normal ordering, the transfer matrix

contains only one-body operators that interact with the background auxiliary field and there

is no direct interaction between particles. Using the properties of determinants, we can write

〈
Φ

0,free
N,N

∣∣∣M(s, Lt − 1) · · ·M(s, 0)
∣∣∣Φ0,free
N,N

〉
= det[M↑(s, t)]det[M↓(s, t)], (3.68)

where [
Mσ(s, t)

]
k,k′

=
〈
pσ,k

∣∣∣M(s, Lt − 1) · · ·M(s, 0)
∣∣∣pσ,k′〉, (3.69)

4See details in section 3.4
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with matrix indices k, k′ = 1, · · · , N . |pσ,k〉 and |pσ,k′〉 are the single-particle momentum

states with spin σ. If we fill the momentum space with particles in exactly the same way for

two spin species, it is clear that |p↑,k〉 = |p↓,k〉. Consequently, the path integral becomes

ZN,N (t) =
∏
n,nt

[ ∫
Ds(n, nt)

]{
det[M↑(s, t)]

}2
(3.70)

due to det[M↑(s, t)] = det[M↓(s, t)]. It is clear that Mσ is Hermitian, so det[Mσ] is real.

Therefore, the square of the determinant is non-negative and we do not encounter sign

oscillations here. In our simulations in the unitary limit, we use the interaction mentioned

in Sec. 3.2 with a smeared nonlocal density ρNL. The auxiliary field s(n, nt) and ρσ,NL(n)

couple to form the nonlocal interaction term Vσ,NL and a quadratic term is generated by

the auxiliary field itself,

V sσ,NL =
√
−c
∑
n,n′

s(n)fsL(n− n′)ρσ,NL(n′) and V ssNL =
1

2
s2. (3.71)

Consequently, the transfer matrix operator with respect to spin σ can be written as

Mσ(s, nt) =: exp[−Hfreeαt − Vσ,NL
√
αt] : . (3.72)

and the quadratic term V ssNL of the auxiliary field is contained in the integral
∫
Ds(n, nt) by

its definition (see Eq. (3.61)).

34



3.5 Euclidean time projection method

3.5.1 Time projection operator

In quantum mechanics, the time evolution operator is e−iH∆t for a given Hamiltonian H,

which evolves the state |Φ(t)〉 to the state |Φ(t + ∆t)〉 in time. By setting ∆t = −i∆τ ,

the time evolution operator becomes e−H∆τ . Since τ is the time in Euclidean space, the

operator is called Euclidean time projection operator or imaginary time evolution operator.

This transformation allows us to find the lowest-energy state of the physics system with a

given Hamiltonian. Consider the eigenvalues and eigenstates of H, which are not known a

priori:

H|ψj〉 = Ej |ψj〉, (3.73)

with j = 0, 1, · · · . E0 is the ground-state energy. Here, each eigenstate could have some

degeneracy, but we do not distinguish the degenerate states. If we want to find the lowest-

energy state, |ψ0〉, we can choose an almost arbitrary state |ΨI〉 as an initial wave function

and expand it in the complete basis {|ψ0〉, |ψ1〉, · · · },

|ΨI〉 =
∑
j=0

cj |ψj〉. (3.74)

We then let e−H∆τ act on the initial state |ΨI〉 and obtain

e−H∆τ |ΨI〉 =
∑
j=0

cje
−Ej∆τ |ψj〉. (3.75)
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and the normalized form can be written as

∑
j=0 cje

−Ej∆τ |ψj〉√∑
j=0 |cj |2e

−2Ej∆τ
. (3.76)

If c0 (= 〈ψ0|ΨI〉) is nonzero, the coefficient of |ψ0〉 dominates when ∆τ is large enough, and

in the limit of infinite projection time, we obtain

|ψ0〉 = lim
∆τ→∞

e−H∆τ |ΨI〉. (3.77)

It is the exponentially-evolved coefficient of |ψj〉 that matters and the lowest-energy eigen-

state has the largest coefficient at infinite ∆τ . Besides calculating the ground state, we

can project out the first-excited state in the case of c0 = 0 and c1 6= 0. In addition, some

constraints can be applied to the initial wave function, allowing wide applications. If |ΨI〉

is, for instance, chosen to be spherically symmetric, using Euclidean time projection we can

find the lowest-energy state with spherical symmetry.

3.5.2 Asymptotic behavior of observable

Let us define t as the total projection time and study the asymptotic behavior of the ob-

servables using the Euclidean time projection method. For an interacting system with the

same particle number for two spin species, we label the energy eigenstates by |Ψk
N,N 〉 with

eigenvalues EkN,N in nondecreasing order,

E0
N,N ≤ E1

N,N · · · ≤ EkN,N · · · , (3.78)

36



where N,N denotes the particle number for up and down spins. The overlap between the

energy eigenstate and free fermion ground state is defined as ckN,N ,

ckN,N = 〈Ψk
N,N |Φ

0,free
N,N 〉, (3.79)

and we assume c0N,N is nonzero. In the transfer matrix formalism, the Hamiltonian is the

logarithm of the transfer matrix and we have the following eigenvalue equations:

M |Ψk
N,N 〉 = e

−EkN,Nαt |Ψk
N,N 〉. (3.80)

To study the asymptotic behavior of the estimated ground-state energy as a function of

projection time t, we define the transient energy expectation value

EN,N (t) = α−1
t ln

ZN,N (t− αt)
ZN,N (t)

. (3.81)

We perform a spectral decomposition of ZN,N (t) in terms of energy eigenstates,

ZN,N (t) =
∞∑
k=0

|ckN,N |
2e
−EkN,N t, (3.82)

and at large t the low-energy eigenstates have more significant contributions. For t→∞ we

find

EN,N (t) ≈ E0
N,N +

∞∑
k 6=0

∣∣∣∣ckN,Nc0N,N

∣∣∣∣2α−1
t [e

(EkN,N−E
0
N,N )αt − 1]e

−(EkN,N−E
0
N,N )t

. (3.83)
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The excitation energy EkN,N −E
0
N,N for low-energy states are small compared to the energy

cutoff scale α−1
t . Therefore,

EN,N (t) ≈ E0
N,N +

∞∑
k 6=0

∣∣∣∣ckN,Nc0N,N

∣∣∣∣2(EkN,N − E
0
N,N )e

−(EkN,N−E
0
N,N )t

. (3.84)

This equation manifests the asymptotic behavior that the transient energy is E0
N,N plus the

contributions from excited states that decay with projection time. There always exits a time

t′, from which onward, the contributions from states with k > 1 are negligible compared

to that from k = 1, the first excited state. The asymptotic behavior of transient energy

expectation value takes the form of

EN,N (t) = E0
N,N + be−ηt, (3.85)

where η = E1
N,N − E

0
N,N . In different runs of the simulations, we set different projection

times. In Fig. 3.2, we show the measurements of ground-state energies versus the projection

time t for various box sizes with L = 5, 6, 10, 11. For each box size, curve is fitted by the

exponential function above and E0
N,N is found as the ground state energy.

In the calculations of the energies, the transfer matrix operator commutes with the

Hamiltonian. Now consider the asymptotic behavior of 〈O〉(t) for an operator that does

not commute with H. We start with the asymptotic form of the wave function

|ΨN,N (t)〉 ≈ c0e
−E0

N,N t|Ψ0
N,N 〉+ c1e

−E1
N,N t|Ψ1

N,N 〉 (3.86)

Without generating confusion, we use ck instead of ckN,N in this equation and the following

equations. We insert the operator O at some time between t1 and t2, and measure the
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Figure 3.2: Ground-state energies for L = 5, 6 (upper panel) and 10, 11 (lower panel) versus
projection time t. The data points are fitted using the function Eq. (3.85). The projection
time is in dimensionless lattice units.
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observable

〈O〉(t1, t2) =
〈ΨN,N (t1)|O|ΨN,N (t2)〉
〈ΨN,N (t1)|ΨN,N (t2)〉

, (3.87)

where t1 + t2 = t. According to Eq. (3.86), we have

〈O〉(t1, t2) = O00 +O01e
−
(
E1
N,N−E

0
N,N

)
t2

+O10e
−
(
E1
N,N−E

0
N,N

)
t1

+O11e
−
(
E1
N,N−E

0
N,N

)
(t1+t2)

+ · · · ,

(3.88)

where

O00 = 〈Ψ0
N,N |O|Ψ

0
N,N 〉 (3.89)

O01 =
c∗0c1
|c0|2
〈Ψ0

N,N |O|Ψ
1
N,N 〉 (3.90)

O10 =
c∗1c0
|c0|2
〈Ψ1

N,N |O|Ψ
0
N,N 〉 (3.91)

O11 =
|c1|2

|c0|2
(〈Ψ1

N,N |O|Ψ
1
N,N 〉 − 〈Ψ

0
N,N |O|Ψ

0
N,N 〉). (3.92)

Therefore, the asymptotic form of the observable’s expectation value is

〈O〉(τ) = 〈Ψ0
N,N |O|Ψ

0
N,N 〉+ c e

−(E1
N,N−E

0
N,N )τ

+ d e
−(E1

N,N−E
0
N,N )t

(3.93)

and τ = min{t1, t2}. To reach the fastest convergence, the best choice of τ is t/2 which

requires t1 = t2 = t/2. In the following, we take a two-body operator as an example to show

how well Eq. (3.93) describes the asymptotic behavior of 〈O〉(t). We consider the following

operator on the lattice,

O =: a
†
↑(r
′
1)a
†
↓(r
′
2)a↑(r1)a↓(r2) :, (3.94)

and calculate it by [51],
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Figure 3.3: Two-body density versus projection time t for L = 5, 6. The data points are
fitted by the function in form of Eq. (3.93). The projection time is in dimensionless lattice
units.

O =
∂2

∂ε1∂ε2
M(ε1, ε2), (3.95)

where

M(ε1, ε2) =: exp[ε1a
†
↑(r
′
1)a↑(r1) + ε2a

†
↓(r
′
2)a↓(r2)] : . (3.96)

This is convenient because the matrix M(ε1, ε2) looks like a transfer matrix of only one-body

operators. We measure the two-body density n2 = 〈a†↑(0)a
†
↓(0)a↑(0)a↓(0)〉 at each time step

and show the result versus the projection time t in Fig. 3.3. The data points are fitted

using the function Eq. (3.93). Since the excitation energy E1
N,N −E

0
N,N is known from the

ground-state energy fit, we only have three unknown parameters to be estimated. In the

limit of an infinite projection time, the fitted curves show clear convergence and thus 〈O〉(∞)

is a good estimate of 〈Ψ0
N,N |O|Ψ

0
N,N 〉. In general, calculating the obervable’s expectation

value in the lowest-energy state of interest requires the extrapolation towards an infinite
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projection time.

3.6 Numerical methods

3.6.1 Monte Carlo methods

Monte Carlo (MC) algorithms5 are widely used computational techniques for calculating

the numerical results if the problem at hand is deterministic in principle. By repeatedly

generating random samples that might traverse all possibilities in the relevant phase space,

the statistical average of the sampling can yield a good numerical evaluation of a problem’s

solution. Monte Carlo methods are used in three classes of problem – numerical integration,

optimization, and generating samples from a distribution function.

In physics problems, we often use MC to calculate multi-dimensional integrals or expecta-

tion values of observables when the state of a system is not analytically known. For example,

we might want to calculate the expectation value of an operator O in some unnormalized

state Ψ(x1, x2, · · · , xn) via

∫ ∫
· · ·
∫
〈Ψ(x1, x2, · · · , xn)|O|(Ψ(x1, x2, · · · , xn)〉dx1dx2 · · · dxn∫ ∫

· · ·
∫
〈Ψ(x1, x2, · · · , xn)|(Ψ(x1, x2, · · · , xn)〉dx1dx2 · · · dxn

. (3.97)

We can repeatedly generate samples for x1, x2, · · · , xn, respectively, until the estimated result

converges with a good variance. Furthermore, if the state |Ψ(x1, x2, · · · , xn) > is difficult

to calculate due to the complexity of system, we can still sample from the distribution of

all possible states for a given Hamiltonian. In this chapter, we will introduce the basic

techniques that are used in our Monte Carlo simulations and the ideas behind them.

5See Refs. [39–42] for details of Monte Carlo methods, theorems, proofs and a full list of references.
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3.6.2 Importance sampling

To calculate an integral
∫
f(x)dx, we can always transform it to the following form, assuming

g(x) 6= 0: ∫
f(x)

g(x)
g(x)dx. (3.98)

If g(x) is a probability function with input x, we can estimate the integral by generating

samples from g(x) and dividing the summation by the total number of sample points n. This

quantity will converge to the value of the original integral as n goes to infinity,

∫
f(x)dx = lim

N→∞
1

N

N∑
i=1

f(xi)

g(xi)
. (3.99)

Note that the function g(x) provides a distribution of the sample points xi. A good choice of

g(x) will have a similar shape to f(x), so that we will spend more time on generating samples

xi with larger values of f(xi). In this way, important contributions from large-valued f(xi)

are taken into account first and thus the numerical summation will converge more rapidly,

and with small variance.

The variance of the estimate depends on the quality of the pseudo-random number gener-

ator and on how similar the importance function is to the integrand. In general, the variance

of our estimate decreases as 1
N , i.e. more sample points yields better results. An appeal-

ing feature is that we are able to sample in parallel according to Eq. (3.99) in groups of

independent threads and then calculate the average over the independent estimates.
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3.6.3 Markov chain

Importance sampling provides a way to generate samples from specifically chosen probability

functions. We introduce Markov chain or Markov process here to solve the problem when we

don’t know the probability function upfront, but the transition probability is given between

any pair of states of the system. Suppose we have an ensemble of states in the phase space,

labeled by A, B, C, · · · . The transition probability, for instance, from state A to state B

is denoted by q(B|A) and it only depends on the two states involved. The constraint is∑
X q(X|Y ) = 1 by conservation of the probability for any state Y . In matrix form, the

transition probability matrix is

Q =



q(A|A) q(A|B) · · · q(A|X) · · ·

q(B|A) q(B|B) · · · q(B|X) · · ·

...
...

...

q(X|A) q(X|B) · · · q(X|X) · · ·

...
...

...



(3.100)

We start from an initial distribution of states Π(0) = [π(0)(A), π(0)(B), · · · ]T at t = 0 with∑
X π(t)(X) = 1. The distribution at t = 1, obviously, is Π(1) = Q ∗ Π(0). The partition

of states at time t is Π(t) = Q ∗ Π(t−1) = · · · = Qt ∗ Π(0). Applying this chain to a known

partition at a given time step, we can generate the partition at any later time. When t goes

to infinity, it will reach a stationary partition which satisfies Π(t) = Π(t−1). This partition
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is will be an eigenvector of the matrix Q with unit eigenvalue. We denote Π(t) as Π in the

stationary case. Clearly, it is a dynamic equilibrium where π(X)q(Y |X) = π(Y )q(X|Y ) for

any pair of X and Y . This is also called detailed balance. In continuous state space, the

equation still holds.

3.6.4 Metropolis algorithm

In practice, it is difficult to find a transition matrix (or function), but the Markov chain

process provides us a really useful way to generate samples. Given an initial sample, we can

use this chain to generate an infinite number of samples. In order to reduce the variance

while sampling, we might want to keep only the good samples and throw away the bad ones.

The Metropolis method can provide us with a criterion for acceptance or rejection.

Suppose we generate samples according to certain function p(x) and we also have a

proposal function q(x∗(t)|x(t−1)) that connects the current step and the proposed step with

sample x∗. At time step t− 1, we use the proposal function to generate a proposed sample

point at step t and then use the following criterion to accept or reject the new sample:

1. p(x∗(t)) ≥ p(x(t−1)), we accept the proposed sample point and x(t) = x∗(t);

2. p(x∗(t)) < p(x(t−1)), we accept the proposed sample with a probability
p(x∗(t))

p(x(t−1))
.

Since each step of movement only involves two states, we can drop the superscript t and

t − 1 in the following. In short, the accept/reject criterion is that we accept the proposed

sample with a probability α = min

(
1,
p(x∗)
p(x)

)
. In practice, we generate a random number r

from a uniform distribution U [0, 1]. If r ≤ α, x∗ is accepted, otherwise, x∗ is rejected and

we generate a new x∗. In this way, we can generate samples according to the distribution

p(x) [43].
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Notice that we do not require p(x) to be normalized, since α is the ratio between p(x∗)

and p(x), but we expect p(x) to be positive. In order to satisfy the condition of detailed

balance – π(X)q(Y |X)αY X = π(Y )q(X|Y )αXY , the proposal function must be symmetric,

where αY X is the probability of accepting the proposed configuration Y . To use an asym-

metric proposal function, we need the following modifications on the previous accept/reject

criterion:

1. Calculate the proposal correction factor c =
q(x|x∗)
q(x∗|x)

;

2. Now α is defined as α = min

(
1,
p(x∗)
p(x)

× c
)

.

Other parts of the Metropolis method are unchanged and the detailed balance condition still

holds. This new version of Metropolis method is called Metropolis-Hastings algorithm [43].

3.6.5 Weighted average calculation

Let us now revisit the importance sampling, but apply it to the calculation of an average∫ b
a f(x)dx∫ b
a dx

. We introduce the importance function g(x) and do the following substitution,

∫ b
a f(x)dx∫ b
a dx

=

∫ b
a
f(x)
g(x)

g(x)dx∫ b
a

1
g(x)

g(x)dx
. (3.101)

The right hand side of the above equation can be understood as generating samples according

to g(x) and the integrand becomes f(x)/g(x). In discretized form, we have

∫ b
a f(x)dx∫ b
a dx

=

∑N
i=1

f(xi)
g(xi)∑N

i=1
1

g(xi)

. (3.102)
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Using the Metropolis or the Metropolis-Hastings algorithms, any appropriate g(x) we choose

should be real and non-negative, otherwise g(x) can not be used as the weight to do impor-

tance sampling.

3.6.6 The sign problem

Sign problem (or numerical sign problem) is one of the major unsolved problems in the

physics of many-body systems, like nuclear physics, condensed physics, and quantum field

theory. In this section, we will illustrate the sign problem in the context of the auxiliary-field

path integral discussed in section 3.3 this chapter. We calculate the expectation value of the

observable O, as follows

〈O〉 =

∫
O(s)Z(s)ds∫
Z(s)ds

. (3.103)

Here s denotes the real-valued auxiliary field on the lattice. We write the result of the

path integral as Z(s), which is still a function of the auxiliary field s(n, nt). Since we are

dealing with a system of fermions at nonzero chemical potential, Z(s) in general is a complex

number. Thus, it is not possible to use Z(s) as the weight in importance sampling. We can

use the reweighting procedure and write

〈O〉 =

∫
O(s)|Z(s)|eiθ(s)ds∫
|Z(s)|eiθ(s)ds

=

∑
O(s)eiθ(s)∑
eiθ(s)

(3.104)

with Z(s) = |Z(s)|eiθ. Now |Z(s)| is non-negative and the summations are made according

to sampling the weight |Z(s)|. In the last equality of Eq. (3.104), summations are made

of oscillatory functions O(s)eiθ and eiθ. Generally, the numerical evaluation of the integral

of a oscillatory function, like eiθ in our case, will result in a sign problem due to strong
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cancellations between operands in the numerical integration. In particular, if eiθ is purely

real, the numerical cancellation will appear for θ oscillating between 0 or π.

For now, consider Eq. (3.70), which describes the path integral for a system with the

same number of spin-up and spin-down particles interacting via an operator that is spin-

and isospin-independent. We generate configurations of auxiliary field s(n, nt) according to

the weight

exp

{
− 1

2

∑
n,nt

[s(n, nt)]
2 + 2 ln det[M↑(s, t)]

}
. (3.105)

Since s(n, nt) and det[Mσ] are real-valued6, this weight is always positive and hence there

is no sign problem for simulations of this physical system. However, if either of the following

conditions is satisfied, there appears the sign problem in our simulations:

1. The number of particles for up and down spins are different;

2. The interaction is dependent on spin or isopsin.

In next section, we will show an example of the sign problem that comes with the spin-

and isopin-dependent interaction and demonstrate that the eigenvector continuation (EC)

method [45] can yield a much better numerical results for this problem.

3.6.7 Eigenvector continuation method

As illustrated in Eq. (3.104), strong or weak sign problem will appear when we numerically

integrate an oscillatory function. In Monte Carlo simulations with weak sign oscillations,

we can expect to reach numerical accuracy by simply performing more stochastic sampling.

However, simulations will often break down when one or more parameters in the Hamiltonian

6Find the definition of matrix Mσ in Eq. (3.69)
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exceed some tolerance threshold. In the following, we demonstrate that when a control

parameter in the Hamiltonian matrix is varied smoothly, the extremal eigenvectors do not

explore the full dimensionality of the Hilbert space. Instead, they trace out the trajectories

with significant displacements in only a small number of linearly-independent directions.

Since the eigenvector trajectory is a low-dimensional manifold embeded in a very large space,

we can describe the low-dimensional space using eigenvectors that are readily computable

and apply eigenvector continuation to solve the problems where direct calculations involve

severe sign problem.

Let us consider a family of Hamiltonian matrices represented in a finite-dimensional linear

space,

H(c) = H0 + cH1, (3.106)

where H0 and H1 are Hermitian and c is the control parameter. We write the eigenfunctions

Figure 3.4: Convergence region of a function’s series expansion about c = 0, with singularities
z and z̄.
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for H(c) as

H(c)|ψj(c)〉 = Ej(c)|ψj(c)〉, (3.107)

with j the index for the level of state. Since H(c) is Hermitian for a real parameter c, Ej(c)

has no singularities on the real axis. We can define |ψj(c)〉 so that it has no sigularities on

the real axis, either. Performing a series expansion for eigenvectors around the point c = 0,

we can write

|ψj(c)〉 =
∞∑
n=0

cn

n!

∣∣∣ψ(n)
j (0)

〉
, (3.108)

where the superscript (n) denotes the nth derivative. This is a standard strategy of pertur-

bation theory for the calculations of eigenvectors |ψj(c)〉 when the eigenvectors of H0 are

computable or known. In Fig. 3.4, assuming z and its complex conjugate z̄ as the closest

sigularites to c = 0 in the complex plane, for all c in the convergence region |c| < |z| the

eigenvector |ψj(c)〉 is computable. What if a real parameter c′ goes beyond the convergence

region? We define an analytic extension by constructing a new series around another point

c = ω,

|ψj(c′)〉 =
∞∑
n=0

(c′ − ω)n

n!

∣∣∣ψ(n)
j (ω)

〉
, (3.109)

where ω is real and |ω| < |z|. The convergence region around c = ω (shaded area in Fig.

3.5) consists of a part inside |c| < |z| and another part where c′ is in. Since |ω| < |z|,

we can express each
∣∣∣ψ(n)
j (ω)

〉
as a series expansion in terms of

∣∣∣ψ(m)
j (0)

〉
around c = 0.

In this way we can approximate |ψj(c′)〉 to arbitrary accuracy as a linear combination of

the vectors
∣∣∣ψ(n)
j (0)

〉
in the region |c′ − ω| < |z − ω| centered at ω. Using this process of

analytic continuation repeatedly, we can reach any value of c and express the corresponding

vector |ψj(c)〉 as a linear combination of a finite number of vectors
∣∣∣ψ(n)
j (0)

〉
. To achieve the
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Figure 3.5: Analytic extension of a function’s convergence region in the complex plane.

desired accuracy, the number of required vectors is determined by the number of different

expansion centers in the repeated analytic expansion, and the rate of convergence of each

series expansion.

The basic strategy of eigenvector continuation is to “learn” the low-dimensional subspace

that contains the eigenvector trajectory |ψj(c)〉. For HamiltonianH(c), we pick several values

c = ci with i = 1, · · · , K and calculate the corresponding eigenvectors |ψj(ci)〉. We usually

start with the lowest eigenvalue and eigenvector in a given symmetry class. The values

of ci are chosen so that |ψj(ci)〉 can be computed accurately with standard Monte Carlo

simulations. The target value c = c� for which we want to compute Ej(c�) and |ψj(c�)〉,

often lies in a region where direct numerical calculation is not feasible. We then compute

the norm kernel N via

Ni′,i = 〈ψj(ci′)|ψj(ci)〉, (3.110)

and represent the Hamiltonian kernel H(c�) in a finite-dimensional space spanned by the
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different vectors |ψj(ci)〉 with i, i′ = 1, 2, · · · , K,

Hi′,i = 〈ψj(ci′)|H(c�)|ψj(ci)〉. (3.111)

Both N and H are K ×K matrices. Now we solve the Hill-Wheeler equation,

Hv = λNv, (3.112)

where λ denotes the eigenvalue and v the corresponding eigenvector. For the lowest eigen-

value λ0 and the corresponding eigenvector v0, it suffices to compute the lowest-energy

eigenvectors of various ci’s. To increase the accuracy of λ0 and v0, we can proceed to the

next-lowest eigenvector of different ci’s. Continuing on in this manner, the exact values of

λ0 and v0 can be reached with improved accuracy step by step7. In principle, any eigenvalue

and eigenvector of H(c�) can be calculated in this way.

Let us apply eigenvector continuation method to the concrete example of neutron matter,

where strong sign oscillation appears. Direct simulations cannot achieve accurate results for

more than four neutrons and even the extrapolation methods discussed in Refs. [46, 47]

provide no significant improvement. Simulations with an interaction that is softened at

short distance are discussed in [48, 49], but we purposely use the computationally difficult

lattice action in the following.

We consider the neutron matter in a L×L×L lattice with leading-order lattice action [50]

in chiral effective field theory. The lattice spacing, a, is 1.97 fm and time step, at, is 1.32 fm.

We use ai(n) [a
†
i (n)] to denote the annihilation (creation) operator with spin component i

at lattice site n. The shorthand a(n) represents a column vector of ai(n) for all components

7See detailed discussion and proof in Ref. [45]
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indexed by i, and a†(n) represents a row vector of components a
†
i (n).

The free non-relativistic lattice Hamiltonian can be written as [155]

Hfree =
∑
k=0,1

(−1)k

2m

∑
n

∑
l=1,2,3

a†(n)
[
a(n + kl̂) + a(n− kl̂)

]
, (3.113)

where l̂ denotes each of the three lattice unit vectors, 1̂, 2̂, 3̂. We use the auxiliary-field

formalism, hence there is no direct nucleon-nucleon interaction and nucleons only interact

directly with the auxiliary field s and pion field π0. The Euclidean time projection operator

over Lt time steps can be expressed as a product of transfer matrix operators dependent on

s and π0,

U(Lt, g
2) =

∏
n,nt

[ ∫
ds(n, nt)dπ0(n, nt)

]
exp [−Vss(s)− Vπ0π0(π0)]

× {M(s, π0, g, Lt − 1) · · ·M(s, π0, g, 0)},

(3.114)

where g is a control parameter in the one-pion exchange potential (OPEP). When g assumes

the value of the axial-vector coupling constant, gA = 1.29, OPEP is fully considered in this

system. We write the quadratic term of s coupling to itself as

Vss(s) =
1

2

∑
n,nt

s2(n, nt) (3.115)

and the quadratic self-coupling for the pion field as

Vπ0π0(π0) =
1

2
αtm

2
π

∑
n,nt

π2
0(n, nt)

+
1

2
αt
∑
k=0,1

(−1)k
∑
n,nt

∑
l=1,2,3

π0(n, nt)
[
π0(n + kl̂, nt) + π0(n− kl̂, nt)

]
.

(3.116)
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In Eq. (3.114) the transfer matrix operator at time step nt is defined by

M (nt) =: exp
[
−H(nt)(s, π0, g)αt

]
:, (3.117)

where the Hamiltonian at time step nt has the form [51]

H(nt)(s, π0, g)αt = Hfreeαt + V
(nt)
s (s) + V

(nt)
π0

(π0, g). (3.118)

The auxiliary field s and pion field π0 coupling to the particle density can be expressed as

V
(nt)
s (s) =

√
−cαt

∑
n

s(n, nt)a
†(n)a(n), (3.119)

V
(nt)
π0

(π0) =
gαt
2fπ

∑
n

∑
l=1,2,3

1

2
[π0(n + l̂, nt)− π0(n− l̂, nt)]a†(n)σla(n), (3.120)

respectively. Here, c is the strength of contact interaction, which we set to be −4.8× 10−5

MeV−2. This is different from the value used in Ref. [47], but chosen to produce a more

realistic equation of state for neutron matter at the densities we simulate here. σl for

l = 1, 2, 3 denote the Pauli matrices.

We perform simulations of the ground state of six and fourteen neutrons in a 4 × 4 × 4

lattice. In physical units this cubic box has side length L = 7.9 fm, and the corresponding

number densities are 0.012 fm−3 for six neutrons and 0.028 fm−3 for fourteen neutrons. We

take the initial and final states to be a Fermi gas of neutrons, which we write as |Ψ〉. Thus,

the Euclidean time-projected ground state is defined as

|Φ, Lt, g2〉 = U(Lt, g
2)|Φ〉. (3.121)
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Figure 3.6: Direct calculations of the ground-state energy for six neutrons as a function of
projection time. The red open squares are the raw data, solid line is the fitted curve, and
the dashed lines indicate the one σ error of the fitted curve.

Figure 3.7: Direct calculations of the ground-state energy for fourteen neutrons as a function
of projection time. The red open squares are the raw data, solid line is the fitted curve, and
the dashed lines indicate the one σ error of the fitted curve.
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In the limit of large Lt, we obtain the ground state for the selected value of control

parameter g and the corresponding energy is calculated by

E(Lt) = −α−1
t ln

〈Φ|U(Lt, g
2)|Φ〉

〈Φ|U(Lt − αt, g2)|Φ〉
. (3.122)

The ground state energy E0 is determined by the asymptotic form

E(Lt) ≈ E0 + be−δE·t, (3.123)

with the projection time t = Ltαt, as discussed in section 3.5.2.

In Fig. 3.6 and Fig. 3.7 we show the results of direct calculations for six neutrons and for

fourteen neutrons, respectively, with g = gA. Due to large sign oscillations, it is not possible

to do simulations at large projection times. This is reflected in the large uncertainties of the

ground-state energy extrapolations.

To use the eigenvector continuation method, we calculate the norm kernel N at time step

nt according to Eq. (3.110), for sampling values g2 = c1, c2, c3, where c1 = 0.25, c2 = 0.60,

and c3 = 0.95,

Ni′,i(nt) = 〈Φ, nt, ci′|Φ, nt, ci〉. (3.124)

We then calculate the Hamitonian kernel H for the target value g2 = c� = g2
A = 1.66,

Hi′,i = 〈Φ, nt, ci′|U(1, c�)|Φ, nt, ci〉, (3.125)

where U(1, c�) is the Euclidean time projection operator for one time step. We solve the

Hill-Wheeler equation (Eq. (3.112)) and find the largest eigenvalue, λ(nt). This corresponds
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to finding the ground state energy using the relation

E(nt) = −α−1
t ln[λ(nt)]. (3.126)

We then extrapolate the measured E(nt) towards the limit of infinite projection time

using the following asymptotic form

E(nt) ≈ E0 + beδE·t, (3.127)

where t = (2nt+1)αt is the projection time. In these calculations we consider seven different

choices of eigenvector subspace. For the first three we consider one-dimensional subspaces

spanned by the single vector |Ψ, nt, ci〉 for all i. For the next three we consider the two-

dimensional subspaces spanned by two vectors |Ψ, nt, ci〉 and |Ψ, nt, ci′〉 for all i′ 6= i. For

the last one we consider the three-dimensional subspace spanned by |Ψ, nt, c1〉, |Ψ, nt, c2〉,

and |Ψ, nt, c3〉.

In Fig. 3.8, the estimated ground-state energies of six neutrons are shown versus pro-

jection time with sampling data g2 = c1, c2, c3. We report the results measured by using

one vector, two vectors, and all three vectors. The error bars of data points are calculated

by the jackknife analysis [44] in our Monte Carlo simulations. We have imposed the vari-

ational constraint that the ground-state energy cannot go higher as more sampling points

of ci are used. The results for fourteen neutrons are reported in Fig. 3.9 with sampling

data g2 = c1, c2, and c3. The results are again obtained using one vector, two vectors, and

all three vectors. In table 3.1, we summarize the results of the direct calculations and EC

calculations for six- and fourteen-particle systems. It is evident that EC results converge
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Figure 3.8: Eigenvector continuation measurements of the ground-state energy for six neu-
trons versus projection time, using sampling data g2 = c1, c2, c3, where c1 = 0.25, c2 = 0.60,
and c3 = 0.95. We show results obtained using one vector: c1 (red open squares), c2 (mag-
neta open circles), c3 (black open triangles); two vectors: c1, c2 (red asterisks), c2, c3 (grey
pluses), c1, c3 (blue crosses); three vectors: c1, c2, c3 (orange filled squares).

Figure 3.9: Eigenvector continuation measurements of the ground-state energy for fourteen
neutrons versus projection time, using sampling data g2 = c1, c2, c3, where c1 = 0.25,
c2 = 0.60, and c3 = 0.95. We show results obtained using one vector: c1 (red open squares),
c2 (magneta open circles), c3 (black open triangles); two vectors: c1, c2 (red asterisks), c2,
c3 (grey pluses), c1, c3 (blue crosses); three vectors: c1, c2, c3 (orange filled squares).
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rapidly as the number of vectors included increases. The extrapolated results agree with the

direct calculation results and have smaller deviations by an order of magnitude.

Table 3.1: Direct calculations and eigenvector continuation results for the ground state
energy for six and fourteen neutrons using sampling data g2 = c1, c2, c3, where c1 = 0.25,
c2 = 0.60, and c3 = 0.95.

Control parameter E0(N = 6) [MeV] E0(N = 14) [MeV]

c1 14.0(4) 48.8(6)

c2 13.7(4) 48.5(7)

c3 13.8(6) 48.8(8)

c1, c2 13.7(4) 48.4(7)

c2, c3 13.7(4) 48.4(7)

c1, c3 13.8(4) 48.8(6)

c1, c2, c3 13.7(4) 48.4(7)

Direct calculation 12(+3
−4) 42(+7

−15)

In conclusion, we can use the eigenvector continuation method to avoid direct calculations

in the domain with strong sign problem, which are not computationally efficient. Instead,

eigenvectors calculated in the domains with fairly weak sign oscillation can generate a low-

dimensional subspace where stable results can be obtained to expected accuracy. Eigenvector

continuation can also be used to significantly extend the convergence region for perturbation

theory [45]. While EC is not applicable to Krylov space methods like the Lanczos algorithm

[52, 53], which uses a truncated basis with fixed dimensions, it could be used to extend the

reach of techniques that reduce the basis truncation errors [54].
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Chapter 4

Systems of Fermions

4.1 Introduction

In 1908, Kamerlingh Onnes found superfluidity in 4He at a transition temperature Tλ = 2.2

K (the λ-point) [55]. It is because the zero-point motion of 4He is large enough to prevent

the forming of solids, we still can have a liquid 4He at such a low temperature. Onnes then

used 4He to cool down mercury in 1911 and found the non-measurable resistivity at TC = 4.2

K. Tin (at TC = 3.8 K) and lead (at TC = 6 K) were then found to show the same property

of zero resistivity. This was the discovery of superfluidity in electronic gases.

It was believed that bosonic and fermionic superfluidity occurs at the degeneracy tem-

perature, at which the inter-particle distance n−
1
3 at density n is comparable with the de

Broglie wavelength λ =

√
2π~2
mkBT

. For liquid 4He at typical density n = 1022 cm−3, the the-

oretical transition temperature of Tλ ∼ 2π2
m n2/3 ≈ 3 K agrees well with the measured value.

However, for fermionic superfluidity, the degeneracy temperature is predicted to be much

higher than the observed valued due to the large mass ratio
m(4He)
me

∼ 104. It is intuitive

to think that two electrons might form a bound pair and behave like a bosonic particle, but

there was no known interaction at the time which could be stronger than Coulomb repulsion

and allow the electrons to form bound pairs [56].

In 1950, it was demonstrated that the vibration of crystal lattice can provide the needed
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attractive interaction between electrons. The isotope effect predicted by H. Fröhlich [57–59]

made a prediction of TC closer to the measured value, but it was still one or two orders

of magnitude higher. It was in 1956 that L. Cooper found that fermions on the top of a

filled Fermi sea could form bound pairs in the presence of an arbitrarily weak attractive

interaction [175]. The pairs are formed across a quite long distance, much larger than

the inter-particle separation. Ensembles of those so-called Cooper pairs overlap strongly

in space: since Cooper pairs are composite bosons, those pairs can all occupy the same

quantum state. One year later, Bardeen, Cooper and Schrieffer (BCS) developed a full

theory of superconductivity that includes the pair formation in a self-consistent way [60].

It states that due to the attractive electron-phonon interaction, there appears an effective

attraction between electrons. Consequently, electrons can form pairs and the paring opens

up a gap in the continuous spectrum of electron energy states. Therefore, excitations of the

systems need a minimum amount of energy. At a very low temperature, collisions with the

solid lattice do not have sufficient energy to overcome the gap, hence Cooper pairs exhibit

zero resistivity while the electron are in motion through a solid. The pair gap was found to

be ∆ = 2kBTDe
−1/ρF |V |, with V the electron-electron interaction and ρF = mekF /2π

2~2

the density of states at the Fermi energy.

In BCS theory, a pair is formed with zero total momentum if the Fermi momenta for two

spin species are identical. A system with this feature is called balanced or unpolarized. Still,

pair formation in polarized system with mismatched Fermi momenta is possible, which results

in pairs with finite momentum. This situation was envisioned by B.S. Chandrasekhar [61] and

A.M. Clogston [62] a few years after BCS theory. Based on this idea, Fulde and Ferrell [63]

and Larkin and Ovchinnikov [64] proposed an exotic pairing mechanism that is characterized

by a spatially non-uniform order parameter. This special phase is called FFLO (or LOFF)
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phase, named after its discoverers. In principle, it can arise in a superconductor if a strong

magnetic field is imposed. Early experiments showed seemingly conflicting results [65, 66],

which have motivated many theoretical studies [67–74]. FFLO phase in one-dimensional

systems has been first observed [95] with a finite spin-imbalance in the Fermi gas in 2010. In

two-dimensional systems, extensive efforts have been devoted to the discovery of the FFLO

phase [75–84], especially for the layered superconductors. In three dimensions, however,

the experiments [96–99] showed no evidence of the FFLO phase and theoretical calculations

found [100,101] a strong shrinkage of available phase space for FFLO phase.

So far, we have discussed the pairing in Fermi systems and the effective attraction between

fermions could be arbitrarily weak according to BCS theory. If we continually increase the

strength of interaction to very large, the two fermions will form a deeply bound state –

a composite boson, which will obey Bose-Einstein statistics. Even though BCS and BEC

pairs obey different thermal statistics [102], there still might exist intermediate strength of

interaction that can connect those two regimes. It was realized [103–105] that the BCS

formalism and its ground-state wave function can describe the condensate of a dilute gas

of tightly bound pairs as well. In 1969, Eagles [105] showed that, in the limit of very

high density, BCS pairs become a condensate of pairs of which the size is smaller than the

inter-particle distance and should follow BEC formalism. In the language of generic two-

body potential, in 1980, Leggett showed that there is a smooth crossover between large-sized

Cooper pairs and tightly bound molecules as the strength of the interaction is varied smoothly

[106]. Here the particle density was fixed. He noted that the correlation length between

fermions in a pair is much larger than the inter-particle distance in BCS limit and decreases

smoothly towards the bound molecules in BEC limit (See Fig. 4.1). Correspondingly, the

pair binding energy is small in the BCS limit, but it becomes larger as the strength of
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Figure 4.1: The BEC-BCS crossover [107]. The two-body interaction is varied; when the
interaction is strong, the pair is in bound state as BEC state of molecules (left); when the
interaction is arbitrarily weak, Cooper pairs are formed and the system reaches the BCS
limit (right); the intermediate regime at the crossover shows the pair size is comparable with
inter-particle spacing (middle).

interaction gets stronger and the pair turns into a BEC molecule state.

As the strength of two-body interaction is smoothly varied, the regime around an infinite

scattering length is of special interest, where the two-body interaction is the strongest,

beyond which the pair is bound. This is the unitary limit. At low density, the S-wave

interaction dominates and the effective range of interaction re is small compared to the

inter-particle distance n−
1
3 . Now we have a separation of scales re � n−

1
3 � as, with as

the scattering length. In this circumstance, physics is said to be universal [108]. There is no

energy scale and the only length scale is n−
1
3 or equivalently k−1

F . Consequently, the binding

energy of the pair and the ground-state energy are related to the Fermi energy by universal

constants. Similarly, the size of a Cooper pair is related to the inter-particle spacing by a

universal constant, as well.
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4.2 Universal parameter in the unitary limit

In experiments with ultracold atoms, the so-called Feshbach resonance [110] is a useful tool

for tuning the interaction of the two-body interaction. Basically, the scattering length can

be varied through a magnetic field,

a(B) = abg(1−
∆B

B −B0
), (4.1)

where ∆B is the width of the magnetic field with strength B and abg is the background

scattering length. With this tool it is possible to alter the scattering length of interactions

between fermions and study the physics over many length scales. It is obvious that at

B = B0, a resonance appears and the scattering length becomes infinite, realizing the unitary

limit. As we mentioned in the introduction, in this limit only the particle density provides

a relevant length scale, and ground-state energy E0 can be written as

E0 = ξEFG, (4.2)

where ξ is an univeral parameter (also called Bertsch parameter) and EFG is the energy of

free Fermi gas. The Bertsch parameter have been measured by many experiments using the

ultracold trapped atoms [97, 121–131] and also calculated by analytical methods [132–145].

In addition, a substantial number of numerical studies of fermions at unitarity has been

made using Quantum Monte Carlo and other techniques [146–163]. In section 4.2, we will

calculate the Bertsch parameter in a Fermi system with an equal number of spin-up and

spin-down particles. The system is built on a L× L× L periodic lattice.
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4.2.1 Free particles on the lattice

As in Eq. (3.26), we consider the hopping terms up to the 3rd nearest neighbors along axes

for the kinetic-energy operator in order to reduce the effect of an finite lattice spacing. Since

particles live in a periodic box, the momentum space is not continuous and we can only fill

in particles with quantized momenta k 2π
L , where k is integer. Table 4.1 shows the order that

particles fill in the momentum states for each spin. The “closed shells” on the lattice are

at Nσ = 1, 7, 19, 27, 33, 57, 81, · · · , where σ denotes the spin species. In realistic simulations,

we prefer to choose Nσ to be at the “closed shell” and L3 to be sufficiently large compared

to the lattice spacing.

Now let us compare our lattice-based calculations and the analytic results for the ground-

state energy of a free gas with the same number of particles for two spin species, N↑ = N↓.

From this comparison, we will determine a best choice of particle number for later calcula-

tions. We know the analytic form of the ground-state energy for a free gas is EthermoN↑,N↑
=

(N↑ + N↑)
3
5

k2
F

2m with kF =
(6π2Nσ)1/3

L , where “thermo” denotes the thermodynamic limit.

To quantify the non-interacting ground-state energy E
0,free
N↑,N↑

on the lattice, we calculate

Table 4.1: Sequence of momentum states filled for each spin

N additional momenta filled N additional momenta filled

1 〈0, 0, 0〉 11 〈2πL ,
2π
L , 0〉, 〈

2π
L ,−

2π
L , 0〉, 〈−

2π
L ,

2π
L , 0〉, 〈−

2π
L ,−

2π
L , 0〉

3 〈2πL , 0, 0〉, 〈−
2π
L , 0, 0〉 15 〈2πL , 0,

2π
L 〉, 〈

2π
L , 0,−

2π
L 〉, 〈−

2π
L , 0,

2π
L 〉, 〈−

2π
L , 0,−

2π
L 〉

5 〈0, 2π
L , 0〉, 〈0,−

2π
L , 0〉 19 〈0, 2π

L ,
2π
L 〉, 〈0,

2π
L ,−

2π
L 〉, 〈0,−

2π
L ,

2π
L 〉, 〈0,−

2π
L ,−

2π
L 〉

7 〈0, 0, 2π
L 〉, 〈0, 0,−

2π
L 〉 · · · · · ·
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Figure 4.2: The absolute value of the relative difference between E
0,free
N↑,N↓

and EthermoN↑,N↓
versus the total particle number N (= 2N↑ = 2N↓) for different lattice side length L.

the absolute value of the relative difference γ(N,L) =
|E0,free
N↑,N↑

−EthermoN↑,N↑
|

EthermoN↑,N↑
at closed shells,

N = 14, 38, 54, 66, 114, 162, for various lattice sizes.

In Fig. 4.2, with lattice size fixed to certain values, L = 7, 9, 11, 13, 15, 17, the absolute

value of relative difference, γ(N,L), is oscillating as we fill more and more particles in

momentum space. This is due to the finite size of the lattice. It can be remedied by the

twist-averaged boundary conditions1 (TABCs), while in practice, we fix the total particle

number to a good value so that the system is close to that at the thermodynamic limit.

It is apparent in Fig. 4.3 that expanding the lattice size does not necessarily mean

the result is getting closer to the thermodynamic limit. For the listed closed shells, only

at N = 66 the relative difference is definitely decreasing with the expanding lattice size.

1TABCs are successfully applied in the context of many-electron systems [111–113], nucleonic matter
[114,115], lattice QCD [116,117], and neutron star [118,119].
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Figure 4.3: The absolute value of relative difference between E
0,free
N↑,N↓

and EthermoN↑,N↓
versus L

for different total particle number N with N↑ = N↓.

For later calculations, we need to extrapolate to the infinite lattice volume, using a limited

number of particles and a finite lattice volume; therefore, 66 particles appears to be the best

choice.

4.2.2 Bertsch parameter in the continuum limit

We consider a system of fermions with N↑ = N↓ = 33 on a L × L × L periodic lattice. L

varies from 5 through 11 and we do calculations for each lattice size. The Hamiltonian2

consists of the kinetic energy operator (Eq. (3.26)) and the contact interaction between two

spin species (Eq. (3.22)),

H = Hfree + V0. (4.3)

In order to be in the unitary limit, we tune the parameters in V0. Parameter sNL is set to

2See details in section 3.2
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Figure 4.4: Phase shift of s-wave scattering in the unitary limit: analytic value of phase shift
(blue line) and the phase shift calculated on the lattice (orange triangle).

−0.0100; c0 is −5.733 × 10−5 MeV−2 in physical units or −0.5733 in dimensionless lattice

units. Scattering length as ∼ 108 and effective range of interaction re ∼ 0.05 are both in

dimensionless lattice unit and determined according to paper [120]. In Fig. 4.4 we show the

s-wave scattering phase shift on the lattice compared to the analytic results and the fitting

is very good. We include 66 particles into the system and the condition re � n−
1
3 � as is

readily satisfied.

Considering both spin species are filled in momentum space in the same way via table

4.1, according to Eq. (3.70), the path integral Z is real and non-negative. Therefore, there

is no sign problem for our simulations of these physics systems. We use the Euclidean time

projection method to calculate the ground-state wave function, starting with an initial wave

function
∣∣∣Φ0,free
N↑,N↓

〉
that is the Slater-determinant ground state of non-interacting system

with N↑ = N↓ = 33.

In our simulations, we measure the ground-state energy E0
N↑,N↓

(t) and the correspond-

ing ratio E0
N↑,N↓

(t)/EFG at different projection time t. The free-gas energy EFG can be

68



0 50 100 150 200 250

E
F
t

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

L=5

L=6

L=7

L=8

L=9

L=10

L=11

Figure 4.5: Bertsch parameter ξthermoN↑,N↑
(t) = E0
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various L and fitted curves extrapolated to infinite t. Note that we use dimensionless variable
EF t instead of t as horizontal axis.
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Figure 4.6: Bertsch parameter ξN↑,N↑(t) = E0
N↑,N↑

(t)/E
0,free
N↑,N↑

with N↑ = N↑ = 33 for

various L and fitted curves extrapolated to infinite t. Note that we use dimensionless variable
EF t instead of t as horizontal axis.

evaluated using EthermoN↑,N↑
and E

0,free
N↑,N↑

, which also gives us two ways to extract the Bertsch

parameter, namely the thermodynamical-limit definition ξthermoN↑,N↑
= E0

N↑,N↓
/EthermoN↑,N↑

and
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Table 4.2: Bertsch parameter extrapolation to infinite volume for fixed particle number
N = 66 with different fitting functions. The highlighted rows are for ξthermoN↑,N↓

and the

unhighlighted rows for ξN↑,N↓ .

Function A B C ξ err χ2/DOF

Aρ2/3 +Bρ+ ξ 0.0824 -0.7046 0.3685 0.0016 1.2

-0.0100 -0.0040 0.3726 0.0016 1.2

Bρ+ Cρ4/3 + ξ -0.3447 -0.4283 0.3696 0.0010 1.1

-0.4130 0.4604 0.3710 0.0010 1.3

the few-body definition ξN↑,N↑ = E0
N↑,N↓

/E
0,free
N↑,N↑

. In Fig. 4.5 and Fig. 4.6, we show

ξthermoN↑,N↓
and ξN↑,N↓ measured in various volumes as functions of the projection time t.

We fit the usual exponentials to the calculated data, since the Euclidean time projection

method3 is employed here. Using Eq. (3.85), each fitted curve also yields an excitation

energy E1
N↑,N↓

− E0
N↑,N↓

, which can be used as a known parameter for the fitting of other

observables versus projection time.

Our estimates of the Bertsch parameter at t → ∞ are all calculated on a finite-sized

lattice, hence we need to extrapolate the data to the infinite volume limit. In Fig. 4.7, we

report our calculations of Bertsch parameter as a function of density ρ, where ρ = N(aL)−3.

Since the range of two-body interactions is small compared to the lattice spacing, the leading

term in the fitting function is a least of order L−2. Least-squares method is used for the curve

fitting and we have used two fitting functions. In table 4.2, we show the estimated parameters

and error bars for ξ. χ2/DOF is the reduced chi-squared, where DOF represents the degrees

of freedom of the fitting. The highlighted rows are for ξthermoN↑,N↓
and the unhighlighted rows

for ξN↑,N↓ .

Our estimates of the Bertsch parameter are clearly consistent and the results are accurate

3See rigorous derivation and discussion in section 3.4
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and ξN↑,N↓ measured in various lattice volumes are fitted to different

functions of density ρ.

with regard to the error bars provided in the table. Our results are also in agreement with the

auxiliary-filed Monte Carlo result 0.372(5) [163] and the upper bound 0.383(1) calculated by

fixed-node diffusion Monte Carlo combined with density functional theory [159,161]. Lattice

QMC calculations extrapolated to low-density range from 0.3-0.4 [155, 157] and they are

consistent with the analytic results [140,142]. Our results agree with the experimental value

0.376(4) determined by the MIT group [131], but lie below earlier measurements [128, 129,

164]. Note that in table 4.2 (and Fig. 4.7), ξthermoN↑,N↓
appears systematically smaller than

ξN↑,N↓ for both of the fitting functions. This, in fact, reveals the effect of the finite number

of particles in this system. We demonstarte this through a comparison of ξthermoN↑,N↓
and ξN↑,N↓ ,

by calculating ξthermoN↑,N↓
/ξN↑,N↓ for various lattice sizes (see table 4.3). The ratio gets larger

as the lattice expands and we find a value of 0.9954(2) when L→∞.

In any one of the Monte Carlo simulations, we use up to 4096 parallel threads, each one of

which involves about 800 independent Euclidean time projections, to achieve accurate results
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Table 4.3: Ratios between ξthermoN↑,N↓
and ξN↑,N↓ for various lattice sizes with N↑ = N↓ = 33.

L ξthermoN↑,N↓
/ξN↑,N↓ L ξthermoN↑,N↓

/ξN↑,N↓

5 0.9390 9 0.9918

6 0.9702 10 0.9933

7 0.9832 11 0.9941

8 0.9891 ∞ 0.9954(2)

and good statistics. GPU-based algorithms boost the computation speed compared to the

traditional CPU-based simulations. Especially when the system gets larger, the increase

of computation speed is more significant. In Fig. 4.8, we compare the performance of the

GPU and CPU versions of our program with fixed particle density ρ = 0.012 fm−3. The

y-axis is the logarithm of time consumed for generating an update for s(n, nt) over n and

nt per particle per unit volume and along x-axis we list the different systems. For instance,

“N6L4” has 6 particles, half spin-up and half spin-down, in a 4× 4× 4 lattice. For smaller

systems (left side of x-axis), CPU is faster, but as the lattice and particle number increase

(right side of x-axis) the efficiency of the CPU is reduced, while that of the GPU improves

by orders of magnitude. In the system of 48 particles in a 8 × 8 × 8 lattice, for instance,

the GPU-based simulation is a factor of ten faster than the CPU-based simulation. Thus,

GPU could provide significant speedups for large systems in this part of the calculation,

but a drawback of using GPU is their relatively small memory compared to the CPU’s

main memory. We need to figure out a more memory-efficient way in building GPU-based

algorithms. In our calculations, we exploit the fact that the Hamiltonian commutes with
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Figure 4.8: Logarithm of the computation time per particle per unit volume for updating
auxiliary field s(n, nt) at all spatial points at certain time step.

time reversal operator4,

T = ±iσyK, (4.4)

and only propagate the up-spin fermion wave functions, but generate the corresponding

down-spin parts by using T = −iσyK. In this way, we can reduce the GPU memory

requirement by up to 75% for our algorithms.

4.3 Superfluidity in the unitary limit

According to BCS theory [60], ultracold fermions close to the Fermi surface can form Cooper

pairs if an arbitrarily weak (effective) attraction is present and hence a fermionic superfluid

appears. When the interaction is smoothly increased until the pairs are tightly bound, the

4The choice of plus or minus sign depends on the convention of the specific theory and we use the minus
sign in our case.
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bosonic pairs must follow Bose-Einstein statistics and a bosonic condensate emerges. It

is believed that the crossover from the BCS superfluid to the Bose-Einstein condensate is

smooth and the physics at Feshbach resonance is universal. In this section, we will study

the superfluid phase at unitarity in a dilute ultracold Fermi gas.

4.3.1 One- and two-body density matrices

The occurrence of the off-diagonal long-range order (ODLRO) in one- and two-body density

matrices was investigated by C.N. Yang in interacting systems of bosons and fermions [165].

ODLRO of two-body density matrix is often used to characterize the superfluid phase in

Fermi systems. For a system of spin-1/2 fermions, the coordinate-space two-body density

matrix (TBDM) can be written as

ρ2(r′1, r
′
2, r1, r2) = 〈a†↑(r

′
1)a
†
↓(r
′
2)a↓(r2)a↑(r1)〉, (4.5)

where a
†
σ(r), aσ(r) denote the creation and annihilation operators of a fermion at site r with

spin σ. The one-body density matrix (OBDM) for spin σ is defined, analogously:

ρ1,σ(r′, r) = 〈a†σ(r′)aσ(r)〉. (4.6)

For fermions, ρ1,σ(r′, r) vanishes [166, 167] as |r − r′| → ∞, since there is no long-range

correlation for fermions. One example is the He II phase of liquid He. In molecular Bose-

Einstein condensate, on the other hand, the long-range order of ρ1,σ(r′, r) is nonzero.

For ultracold Fermi gas in the unitary limit, we measure the spatial pair correlation

to characterize the superfluid phase. When the primed and unprimed coordinates are far
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apart, a non-vanishing ρ2(r′1, r
′
2, r1, r2) indicates the existence of a superfluid phase. We

can perform a spectral decomposition of the TBDM,

ρ2(r′1, r
′
2, r1, r2) = αN/2φ∗(|r′1 − r′2|)φ(|r1 − r2|), (4.7)

where φ∗(|r′1 − r′2|), φ(|r1 − r2|) are the normalized wave functions of the condensate state

of pairs. α is a constant defined as the percentage of pairs in condensation, the so-called

condensate fraction. When the primed and unprimed coordinates are at intermediate sep-

aration or close to each other, a residual component appears in the decomposition due to

the single particle correlation. Therefore, in the vicinity of |r′1 − r1| = |r′2 − r2| = 0, the

contribution of the product ρ1,↑(r
′
1, r1)ρ1,↓(r

′
2, r2) should be taken into account. We will

discuss this in section 4.3.2.

To study the long-range order of the TBDM, let us consider the case where |r′1 − r′2| =

|r1 − r2| = 0. Since the ground state is translationally invariant (P = 0), we measure the

pair correlation function (PCF) with r′1 = r′2 = 0,

ρ2(r) = 〈a†↑(r)a
†
↓(r)a↓(~0)a↑(~0)〉. (4.8)

Note that the pair correlation function only depends on r. In Fig. 4.9, we show the renor-

malized correlation function

ρ′2(r) =
1

Γ
ρ2(r), (4.9)

where Γ = 〈a†↑(~0)a
†
↓(
~0)a↓(~0)a↑(~0)〉. We make measurements in lattices of different volumes,

with L from 5 through 11. Each measurement is averaged over different directions on the

lattice, so ρ′2 is plotted as a function of r (= |r|), which is the distance between two points
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Figure 4.9: Renormalized pair correlation function of interacting (solid curves) and non-
interacting (dashed curves) ultracold Fermi gas at unitarity. Systems in same lattice, with
or without interaction, are plotted with same color.

in lattice. It is obvious that there is no long-range correlation for non-interacting systems,

while for interacting fermions the PCF does not decay to zero at long range of r. Interacting

systems with different volumes all have a plateau at a nonzero value. Since we have averaged

the measurements over all directions, we check if the plateau is still there along one single

direction. In the lattice, we choose two different directions for the calculations. The first

one is along a certain axis, like (0, 0,±1), (0,±1, 0), or (±1, 0, 0). The second direction is

along a diagonal, such as (0,±1,±1), (±1, 0,±1) and (±1,±1, 0). We report the results in

Fig. 4.10 for two lattice volumes, L = 10 and L = 11. Both lattices see the non-vanishing

long-range order of PCF, and in each lattice the same pattern appears along both the axis

and the diagonal. This confirms the existence of a superfluid phase in the ultracold Fermi

gas at unitarity.
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Figure 4.10: Renormalized pair correlation function along two particular directions: axial
direction and 2D diagonal direction. The upper panel is for L = 10 and the lower one for
L = 11.

4.3.2 Condensate fraction

According to C. N. Yang’s work [165], the ODLRO in the two-body density matrix can be

used to calculate the condensate fraction α. In Eq. (4.8), we set r′1 = r1 + r and r′2 = r2 + r

and obtain

ρ2(r, r1, r2) = αN/2φ∗(|(r1 + r)− (r2 + r)|)φ(|r1 − r2|). (4.10)

Since φ∗(|r1 − r2|), φ(|r1 − r2|) are normalized wave functions, we can integrate over both

r1 and r2 on both sides of the equation,

∫
ρ2(r, r1, r2)dr1dr2 = αN/2

∫ ∣∣∣φ(|r1 − r2|)
∣∣∣2dr1dr2

= α
N

2
.

(4.11)
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Therefore, the condensate fraction α can be obtained from the projected TBDM, defined

as [168,169]

h(r) =
2

N

∫
ρ2(r, r1, r2)dr1dr2, (4.12)

where

ρ2(r, r1, r2) = 〈a†↑(r1 + r)a
†
↓(r2 + r)a↓(r2)a↑(r1)〉. (4.13)

The projected TBDM h(r) will converge to condensate fraction α in the limit |r| → ∞. As

mentioned above, in the neighborhood of |r′1 − r1| = |r′2 − r2| = 0, the decomposition of

TBDM has contributions from ρ1,↑(r
′
1, r1)ρ1,↓(r

′
2, r2). Setting r′1 = r1 + r and r′2 = r2 + r,

we obtain

ρ1,↑(r, r1) = 〈a†↑(r1 + r)a↑(r1)〉, (4.14)

ρ1,↓(r, r2) = 〈a†↓(r2 + r)a↓(r2)〉. (4.15)

The choices of r1 and r2 are independent and arbitrary, since the one-body correlation

function (OCF) only depends on r. Consequently, we can omit r1 and r2 in the OCF and

write ρ1,↑(r) and ρ1,↓(r) instead. Let us define the residual of projected TBDM hres(r),

hres(r) =
2

N

∫ [
ρ2(r, r1, r2)− ρ1,↑(r, r1)ρ1,↓(r, r2)

]
dr1dr2

= h(r)− 2

N
[ρ1(r)L3]2,

(4.16)

where we use ρ1,↑(r) = ρ1,↓(r) = ρ1(r), since the spatial parts of the wave functions for

the two spin species are exactly the same. We calculate the projected TBDM, h(r), the

contribution from OCF, 2
N [ρ1(r)L3]2, and the residual of projected TBDM, hres(r) and

report them in Fig. 4.11 for sufficiently large Euclidean projection time t. The dashed lines
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Figure 4.11: Projected TBDM, h(r), (dashed lines), (2/N)[ρ1(r)L3]2 (triangle symbols)
and hres(r) (solid lines) for different lattice volumes: L = 8 (upper left), L = 9(upper
right), L = 10 (lower left) and L = 11 (lower right). All calculations are performed at large
Euclidean projection time t.
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show that the asymptotic behavior of h(r) is stable at a nonzero value, while OCF, shown in

triangle symbols, decays to zero at long range of r. Consequently, h(r) reveals the condensate

fraction α in the limit r →∞. At small r, h(r) is not even close to the condensate fraction,

but the residual projected TBDM (in solid line), hres(r), provides as a good estimate of α

over a wide range of r.

The pattern is the same for different lattice sizes and the estimates of the condensate

fraction are quite stable at large r. The calculations of OBDM and TBDM are all based

on Euclidean time projection, therefore the estimates of condensate fraction α should be

a function of the projection time t. In Fig. 4.12, we show the condensate fraction for

various lattice volumes and extrapolate the measurements to infinite projection time. The

extrapolation function uses Eq. (3.93):

α(t) = αt=∞ + ce
−(E1

N,N−E
0
N,N ) t2 + de

−(E1
N,N−E

0
N,N )t

, (4.17)

where the excitation energy E1
N,N − E0

N,N is already known from the fitting of Bertsch

parameter in sec. 4.2.2. For each lattice size, we only have three unknown parameters to fit.

This allows us to extract αt=∞, the condensate fraction at infinite projection time.

Since the condensate fractions are all calculated in finite lattice volumes, we also study

the extrapolation towards infinite lattice size L→∞ (see table 4.4). We use an extrapolation

Table 4.4: Condensate fraction at unitary limit extrapolated to infinite volume for fixed
particle number N = 66 with different fitting functions.

Function A B α err χ2/DOF

Aρ+Bρ4/3 + α -0.7750 0.0623 0.4319 0.0109 0.9

Aρ+ α -0.7474 0.4317 0.0047 0.7
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Figure 4.12: Condensate fraction α for various L and fitted curves extrapolated to large
projection time t. Note that we use EF t instead of t as the horizontal axis.

function of form Aρ + Bρ4/3 + α, where B is allowed to be zero. We use the least-squares

method to fit the data with 1 σ error and compute the reduced chi-squared, χ2/DOF , for

each fitted curve. In Fig. 4.13, we report the calculated condensate fraction as a function

of the density ρ, where ρ = N(aL)−3. Our results are in agreement with the experiments

reported in Refs. [170,171], in which the initial pair condensate fraction is 46%± 7% before

a magnetic field ramp is applied. A high condensate fraction of up to 80% is observed due

to the short-range atom pairs and the transfer from condensed fermion pairs into molecules.

Based on the BCS theory the zero-temperature calculations [169, 172] agree with the result

of fixed-node diffusion Monte Carlo [173] that incorporates BCS-type wave function into the

trial wave function, while our result is lower than their calculations at unitary limit. For the

diffusion Monte Carlo calculation using one-sided BCS-Jastrow guiding wave functions [162],

the condensate fraction is estimated to be 0.56(1), but is still a bit higher than our results.

We have measured the condensate fraction α according to Eq. (4.12), where the identity
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Figure 4.13: Condensate fraction α extrapolated to infinite volume of lattice with different
functions of density ρ.

∫
|φ(|r1−r2|)|2dr1dr2 = 1 is used, but the details of the pair wave function φ(|r1−r2|) have

not been discussed yet. Let us consider the calculation of integral
∫
|φ(|r1 − r2|)|2dr1dr2,

where r1 and r2 are independent of each other. In our discrete lattice, the integral should

be calculated as ∑
n1,n2

∣∣∣φ(|n1 − n2|)
∣∣∣2 =

∑
n

∑
r

∣∣∣φ(|r|)
∣∣∣2, (4.18)

which gives us two evaluation methods. One is to calculate the summation over the lattices

sites denoted by n1 and n2 independently. The other one is to sum over the lattice site

labeled by n, and for each site of n the summation is made over its neighbors characterized

by the relative distance r. Since the pair wave function only depends on the relative distance,

the two ways of calculation are equivalent. In Fig. 4.14, we show the pair wave functions in

various lattices at large projection time t.
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Figure 4.14: Radial part of the pair wave function, φ(r), for a pair of fermions with distance
r in different lattices. Our measurements are made at large projection time t.
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are made at large projection time t.
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Evaluating Eq. (4.19) further, we have

∑
n

∑
r

∣∣∣φ(|r|)
∣∣∣2 = Ω

∑
r

∣∣∣φ(|r|)
∣∣∣2, (4.19)

where Ω is the volume of the lattice. We can think of the squared pair wave function as the

probability of finding a pair of fermions with relative coordinate r, if it is normalized to one.

Let us define the normalized pair wave function,

Φ(|r|) =
√

Ωφ(|r|), (4.20)

and the probability of observing a pair with relative distance r between two fermions,

P (r) =
∑
|r|=r

∣∣∣Φ(|r|)
∣∣∣2. (4.21)

In Fig. 4.15, we show the probability P (r) as a function of r in lattice units. The probability

distributions all peak at r = 0 and decay to zero as r becomes large, which indicate a finite

size of the fermion pairs. Focuing on the shape of P (r), when the peak is higher, it decays

faster, which implies a smaller size of the pairs and this corresponds to a smaller L. Since we

fix the total number of particles, a smaller L means a denser system. In conclusion, smaller

size of the fermion pairs is expected in denser systems. As mentioned in the introduction,

the pair size should be proportional to k−1
F in the unitary limit. To quantify this relation,

we calculate the expectation value of the size using P (r),

< rpair >=
∑
r

rP (r), (4.22)
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Figure 4.16: Expectation value of fermion pair size as a function of projection time t with
various lattice volumes.

where r is the separation between two fermions in a pair. Note that all points at r = r

count as one (see the definition of P (r) in Eq. (4.22)). The measured fermion pair sizes are

reported in Fig. 4.16, where the dependence of measured observables on the projection time

t is considered:

< rpair(t) >= ae
−(E1

N,N−E
0
N,N ) t2 + be

−(E1
N,N−E

0
N,N )t

+ 〈rpair(t =∞)〉. (4.23)

The excitation energy is already known from the fitting of Bertsch parameters5. In the limit

t → ∞, the pair size is estimated by 〈rpair(t = ∞)〉 and the results in different volumes

agree with our expectation that denser systems have smaller pair size. In Fig. 4.17, we show

〈rpair(t =∞)〉 as a function of k−1
F . It is clear that pair size is monotonically increasing with

k−1
F , but the relation is not linear. The reason is that the pair wave function Φ(|r|) at short

range r strongly depends on the lattice size. We use a function of the form c
exp [−2r/ζp]

r2
to

5See appendix for derivation of the form of fitting function
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Figure 4.17: Expectation value of pair size as a function of inverse Fermi momentum k−1
F .

Our measurements are made at large projection time t and the values are all in lattice units.

fit |Φ(r)|2 at r 6= 0, where ζp denotes the pair size and c carries the overall amplitude of the

function. Accounting for our finite lattice spacing, the following form is used in practice,

|Φ(r)|2 =
∣∣∣ c
L3

∑
k

eik·r
4π

k2 + ζ−2
p

∣∣∣2, (4.24)

where k is the momentum in the inverse space of our lattice6. Since our calculation directly

yields the square of the pair wave function, a squared form is used in the equation above.

We report ζp as a function of the projection time t for various sizes of the lattice in Fig. 4.18.

For all lattices of different sizes, ζp shows clear convergence as projection time t becomes

long enough. The relative heights of the plateaus also reveal that more dilute systems have

bigger pair sizes.

Since the inter-particle separation or equivalently the inverse of Fermi momentum is the

only length scale in the unitary limit, the size of the fermion pairs should be proportional to

6See table 4.1 for the possible momenta in the lattice
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k−1
F by a universal constant. To extract this constant, we consider the ratio ζp/k

−1
F and use

a fitting function of the form ζpkF = A + BkF . In Fig. 4.19, ζpkF is shown as a function

of kF and the pair sizes are all measured at sufficiently long projection time. In the infinite-

volume limit, the universal constant ζpkF is found and the fitted parameters are listed in

table 4.5. The method of least squares is used here and the reduced chi-squared χ2/DOF

appears close to one which means our fit is very good. We believe that the tiny value of

parameter B comes from the limited number of particles and the effect of a finite volume.

Table 4.5: ζpkF as a linear function of the Fermi momentum kF with fixed particle number
N = 66.

Function A B errA errB χ2/DOF

A+BkF 1.9305 -0.0064 0.0913 0.0006 1.1
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4.4 Fulde-Ferrell-Larkin-Ovchinnikov phase

4.4.1 One-dimensional system

Let us consider a periodic one-dimensional system of two-component fermions. The lattice

size is L and the total number of particles is N , with spin up N↑ and spin down N↓. A

contact interaction is considered for up and down spins and the full Hamiltonian is written

as

H = Hfree + c0

L−1∑
i=0

ρ↑(i)ρ↓(i), (4.25)
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where ρσ [= a
†
σ(i)aσ(i)] is the single particle density of spin σ at site i. For the free Hamil-

tonian Hfree, the nearest-neighbor hopping terms are taken into account and we write

Hfree = − 1

2m

∑
σ=↑,↓

L−1∑
i=0

[a
†
σ(i+ 1)aσ(i) + a

†
σ(i)aσ(i+ 1)− 2a

†
σ(i)aσ(i)]. (4.26)

In our Hamiltonian, the interaction strength c0 and the particle numbers N↑ and N↓ all can

be tuned. We calculate the one-body and pair correlation functions in the ground state of

this system. The one-body correlation function is defined as

Gσ(|i− j|) =< a
†
σ(i)aσ(j) >, (4.27)

and the pair correlation function is

Gpair(|i− j|) =< a
†
↑(i)a↑(j)a

†
↓(i)a↓(j) >, (4.28)

where i and j denote the sites on this one-dimensional lattice. The corresponding correlation

functions in momentum space can be obtained by

nσ(k) =
∑
l

e−iklGσ(l), (4.29)

npair(k) =
∑
l

e−iklGpair(l), (4.30)

respectively, where l is the distance between sites i and j.

In a periodic system, the particle momenta are quantized. The possible momenta for

each spin are given by ±N−1
2

2π
L , with N = 1, 2, · · · , Nσ. Nσ is the number of particles of

spin σ and its upper limit is L. Apparently, the Fermi momentum kF for spin σ can be
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one-dimensional lattice. All values are in lattice units.

90



obtained by

kF = ±Nσ − 1

2

2π

L
. (4.31)

Now we consider an spin-unpolarized system, N↑ = N↓ = 15, in one-dimensional lattice with

L = 32. Calculations are made for the one-body and pair correlation functions at different

values of the interaction strength c0. In Fig. 4.20, we show the momentum distribution

of one spin species and the famous step function emerges. The vertical blue dashed line

indicates the Fermi momentum where the step function starts to drop. The black dashed

line corresponds to the momentum right above Fermi surface. It can be calculated by

k = ±Nσ + 1

2

2π

L
. (4.32)

For different strengths of the interaction, the momentum distribution remains the same for

one-body correlation function. When it comes to the pair correlation function in k-space

(Fig. 4.21), the total momentum of a pair peaks at k = 0 for all values of c0 we tested. As

the interaction becomes stronger, the peak is higher. A hand-waving explanation7 is that a

strong interaction can connect fermions which lie deep in the Fermi sea. Thus, a stronger

interaction yields a higher peak for the momentum distribution of the pairs. In the case of

c0 = 0, those deeply-lying fermions are much less active.

4.4.2 Order parameter

We have investigated the system of no spin polarization and found that the momenta of

pairs always peak at zero for various strengths of the contact interaction. When the particle

numbers of two spin species are not the same, their Fermi momenta are mismatched and the

7See rigorous derivation in Ref. [174].
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total momentum of a fermion pair should peak at a finite value. As illustrated in Fig. 4.22,

Figure 4.22: Fermion pair formation of unpolarized system (BCS theory) versus that of
polarized system (FFLO phase) in momentum space [174].

when the Fermi momenta match for two spin species, the fermions with momenta close to

kF1 (or kF2) pair together with arbitrarily weak attractive interaction (shown in left panel).

The momentum of formed pair is −kF1 + kF2 or −kF2 + kF1, which equals zero in this

case. In the right panel of Fig. 4.22, the Fermi surfaces of two spin species mismatch, and

therefore a nonzero center of mass momentum appears for the fermion pair. The phase of

these pairs is characterized by a spatially oscillating order parameter and named after Fulde

and Ferrell and Larkin and Ovchinnikov (FFLO) [63,64]. The order parameter ∆(r) follows

the equation from Ref. [64],

∆(r) = ∆2 cos(q · r). (4.33)
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where q is the wave vector and q = ±|kF1−kF2| in our one-dimensional system. We measure

the pair correlation function in the polarized systems with N↓ fixed to 15 and varying N↑.

The results are shown in Fig. 4.23. Since the 1D lattice is periodic, plots are all symmetric
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Figure 4.23: Pair correlation function in polarized systems with N↓ = 15 and varying N↑.
Our one-dimensional system uses the periodic boundary condition with L = 32 and c0 =
−0.06.

with respect to the line at |i − j| = L
2 . The pair correlation functions decay as |i − j|

becomes larger and, at the same time, they oscillate with specific periods. According to the

Eq. (4.31), the value of the wave vector q is

q = ±2π

L

∣∣∣∣N↑ −N↓2

∣∣∣∣. (4.34)

Therefore, the oscillation period R∆ can be calculated by

R∆ =

∣∣∣∣2πq
∣∣∣∣ =

2L

|N↑ −N↓|
. (4.35)
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For instance, N↑ − N↓ = 4 and hence R∆ = 16, which matches the oscillation period of

the red curve in Fig. 4.23. For the case of N↑ = N↓, the period is infinite that exactly

agrees with the curve in dark yellow. The amplitude of the oscillation will in general decay

to zero with increased separation |i− j|, if there is no non-vanishing long-range order in the

two-body density matrix.

In Fig. 4.24, we report the distribution of pair momentum with fixing N↓ to 15 and

varying N↑. It is apparent that npair(k) peaks at a nonzero value for all plots due to the

unbalanced populations of the two spin species. As the spin polarization becomes stronger,

the peak moves to the right due to the increasing mismatch between the two Fermi surfaces.

The dashed lines at certain values of k are calculated according to Eq. (4.34), and they are

all in agreement with the positions of the peaks. Since q = ±2π
L

∣∣∣∣N↑−N↑2

∣∣∣∣ does not depend

on c0, the peaks lie at exactly the same positions for the different interactions shown in the

upper and lower panels. Note that there is still some population of fermions at the high

momentum. We believe that the attractive interaction combined with the spin polarization

leads to a deformation of the Fermi surfaces that makes it easier to occupy high momentum

states.

Let us conclude by talking about the numerical sign oscillation in this 1D system with

unbalanced spin populations. Similar to Eq. (3.67), the path integral for a one-dimensional

system is expressed as

ZN↑,N↓(αtLt) =
∏
n,nt

[ ∫
Ds(n, nt)

]〈
Φ

0,free
N↑,N↓

∣∣∣M(s, Lt − 1) · · ·M(s, 0)
∣∣∣Φ0,free
N↑,N↓

〉
, (4.36)

where
∣∣∣Φ0,free
N↑,N↓

〉
is the normalized Slater determinant for the ground state of a non-interacting
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Figure 4.24: Pair correlation function in momentum space of the spin-polarized systems for
different interaction strengths. All values are in lattice units.
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system of N↑ up spins and N↓ down spins. The transfer matrix reads

M(s, nt) =: exp
{
−Hfreeαt +

∑
n

√
−c0αts(n, nt)

[
ρa
†a
↑ (n) + ρa

†a
↓ (n)

]}
: . (4.37)

Note that M(s, nt) only contains single-particle operators interacting with the auxiliary field

and no direct particle-particle interactions. We write the path integral explicitly as

ZN↑,N↓(αtLt) =
∏
n,nt

[ ∫
ds(n, nt)e

−1
2 [s(n,nt)]

2
]

×
〈

Φ
0,free
N↑,N↓

∣∣∣M(s, Lt − 1) · · ·M(s, 0)
∣∣∣Φ0,free
N↑,N↓

〉
=
∏
n,nt

[ ∫
ds(n, nt)

]
exp

{
− 1

2

∑
n,nt

[s(n, nt)]
2
}

× det[M↑(s, t)]det[M↓(s, t)],

(4.38)

where [
Mσ(s, t)

]
k,k′

=
〈
pσ,k

∣∣∣M(s, Lt − 1) · · ·M(s, 0)
∣∣∣pσ,k′〉, (4.39)

with matrix indices k, k′ = 1, · · · , Nσ. |pσ,k〉 and |pσ,k′〉 are the single-particle momentum

states filled in from low to high momentum8. The hermicity of Mσ leads to a real-valued

det[Mσ]; however, we cannot guarantee that det[M↑(s, t)]det[M↓(s, t)] is non-negative with

the condition N↑ 6= N↓ and we indeed encounter the numerical sign problem here. In order

to use the importance sampling in our Monte Carlo simulations, we employ the mixing

x|f(s, αtLt)|+ (1− x)|f(s, αtLt − αt)| (0 < x < 1) (4.40)

8See details in section 4.4.1
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as the weight, where

f(s, αtLt) = exp
{
− 1

2

∑
n,nt

[s(n, nt)]
2
}
det[M↑(s, t)]det[M↓(s, t)]. (4.41)

The sign oscillation can be measured as

〈
Sign[f(s, αtLt)]

〉
, (4.42)

which we find to be very close to 1. Therefore, the sign oscillation in this system is fairly

weak so that good statistics can be achieved by a slight increase of the computational cost.
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Chapter 5

Summary and outlook

In this thesis we have presented the ab initio studies of the Fermi systems in lattice effective

field theory. We have determined the universal parameter ξ in the unitary limit at zero tem-

perature for two-component fermion systems with N↑ = N↓ = 33. The results are calculated

in the continuum limit by the extrapolation to an infinite box size. Using extrapolation

functions Aρ2/3 +Bρ+ ξ and Bρ+ Cρ4/3 + ξ, we have found

ξthermoN↑,N↓
= 0.369(2), ξN↑,N↓ = 0.373(2), (5.1)

and

ξthermoN↑,N↓
= 0.370(1), ξN↑,N↓ = 0.371(1), (5.2)

respectively. These values are in agreement with the latest results by numerical calculations

[161,163] and the experiment [131]. We have also investigated the superfluidity in the ground

state of the ultracold Fermi systems at unitarity. The superfluid phase is characterized by

the non-vanishing ODLRO of the two body density matrix and the condensate fraction has

been calculated in the continuum limit,

α = 0.43(1). (5.3)
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This value agrees with the experiments [170,171], but is lower than the numerical calculations

[162,169, 172,173]. We are the first to study the pair wave function in the condensate state

by an ab initio method. At unitarity, the pair size ζp is proportional to k−1
F and we have

found

ζp = 0.193(9)k−1
F . (5.4)

In those non-polarized Fermi systems, the simulations are all done by the GPU-based al-

gorithms, which shows a significantly boosted computational efficiency compared to the

CPU-based algorithms. In even larger systems, this boost will be enhanced. For the work

we have done, we only focus on the S-wave scattering and the unitary limit. In the future, we

can explore the nuclear superfluidity in finite systems with more realistic nuclear forces. The

two-dimensional Fermi systems, like layered supercondutors, could also be a good direction

using our current framework.

For the one-dimensional spin-polarized systems, we have characterized the FFLO phase

by an spatially modulated order parameter and the oscillation period of the order parameter

is obtained as

R∆ =
2L

|N↑ −N↓|
. (5.5)

In systems with different spin polarizations, the pair momentum distributions are all found

to peak at the nonzero momenta.

Eigenvector continuation method is employed in the simulations of the neutron matter

and shown to reduce errors by an order of magnitude compared to the direct calculations

in cases where there exists a strong sign problem. This method is proved by the technique

of analytic continuation, and we demonstrate that while an eigenvector resides in a lin-

ear space with enormous dimensions, the eigenvector trajectory generated by a smoothly
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changed Hamiltonian matrix is well approximated by a relatively low-dimensional manifold.

To approximate this low-dimensional manifold with desired accuracy, the number of vectors

needed is dependent on the number of necessary analytic expansions and the convergence

rate of each series expansion. If the norm kernel and Hamiltoninan kernel can be computed

with sufficient accuracy, then in principle any eigenvector problem can be solved by this

method. For instance, this method can be used to extend the convergence region of pertur-

bation theory [45]. While we have emphasized the use of eigenvector continuation to perform

the extrapolations in the control parameter, it can also be applied to where the intropolation

is the most interesting question. One example is the BCS-BEC crossover. We can use the

variational waves functions that work very well on BCS and BEC sides, respectively and

then use eigenvector continuation to perform an intropolation to find a good wave function

for the crossover transition.
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