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ABSTRACT 

MODELING TEMPERATURE AND NITROGEN DYNAMICS IN MIXED LANDUSE 

WATERSHEDS USING A PROCESS -BASED HYDROLOGIC MODEL 

By 

Han Qiu 

Hypoxia and eutrophication resulting from excessive nutrient loading are one of the most 

significant environmental issues around the world. Although the 1972 Clean Water Act has 

effectively reduced point source loadings of nutrients to surface waters, controlling diffuse, 

nonpoint source pollution continues to be a challenge. Anthropogenic activities, including 

land use change, are considered some of the main reasons for the excessive riverine 

nitrogen (N) loading. Temperature, stream discharge, the structure of the drainage network 

as well as soil moisture are among the important factors influencing nitrogen transport and 

transformation in watersheds. Of particular interest is temperature, which was found to be 

a key factor, influencing nitrogen transformation processes; however, modeling 

temperature in watersheds is challenging due a large number of coupled processes involved. 

Stream thermal regimes are primarily driven by climatic conditions and influenced by a 

host of other factors, including topographic conditions, stream discharge, land cover near 

the stream and interactions with the subsurface. Riparian vegetation processes close to the 

stream banks control canopy shading, as do factors such as the spatial heterogeneity of 

vegetation density and temporal aspects of vegetation growth. Vegetation type affects 

stream temperature while also influencing the riparian microclimate including air 

temperature, wind speed and relative humidity. These complexities call for an integrated 

model that can describe coupled hydrologic-vegetation processes. This dissertation 

research involves the development and application of an integrated and fully process-



 

 

oriented water-temperature-nitrogen model based on the modeling framework of PAWS 

(Process-based Adaptive Watershed Simulator). The integrated model was tested using 

data from two watersheds of different sizes and climatic conditions - the Wood Brook 

watershed in central England located at the Birmingham Institute of Forest Research 

(BIFOR) and the Kalamazoo River watershed in Michigan. The phenology and surface 

energy modules in the coupled model were used to quantify the impacts of vegetation 

processes on radiation fluxes (e.g., canopy shading and the effect of vegetation growth on 

optical parameters). The integrated temperature model enabled accurate simulations of the 

movement and partitioning of water and thermal fluxes in stream, soil, streambed, and 

groundwater domains and allowed the identification of gaining and losing portions of 

stream reaches. Nitrogen transport and transformations on the landscape were modeled by 

representing multiple sources and processes (fertilizer / manure application, WWTPs, 

atmospheric deposition, Nitrogen retention and removal in wetlands and other lowland 

storage, temperature-dependent transformation rates etc.) across multiple hydrologic 

domains (streams, groundwater, soil water). The coupled model provides a tool to examine 

Nitrogen budgets and to quantify the impacts of human activities and agricultural practices 

on the riverine export of nitrogen species. 
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Chapter 1. Background and Motivation 

 Motivation for developing a new model of nitrogen transport and transformation 

Hypoxia and eutrophication resulting from excessive nutrient loading are one of the most 

significant environmental issues around the world (Heisler et al., 2008; Galloway et al., 

2008). Harmful algal blooms (HABs) due to eutrophication may result in oxygen depletion 

and mortality of aquatic species (Anderson et al., 2002). Greenhouse gas emission and soil 

acidification could also be stimulated due to excessive nitrogen emission (Pope et al., 1995; 

Galloway et al., 2003).  In the Great Lakes area, algal blooms frequently occur in the 

western part of Lake Erie and the Saginaw Bay (Hinderer and Murray, 2011). The 

implementation of the 1972 Federal Clean Water Act has effectively reduced the point 

sources loading of nutrients to surface waters in USA. However, it is still a big challenge 

to control the diffuse nonpoint source pollution, including agricultural fertilizer/manure 

use, which is considered as the major reason of eutrophication in the United States (USEPA, 

1996).  In China, rapid industrialization and urbanization associated with increasing 

nutrient release exacerbated the situation (Le et al., 2010).  Frequent occurrences of 

eutrophication in Lakes Tai and Chao have caused economic losses of billions of dollars 

(Le et al., 2010). In Europe and Canada, a critical load approach has been adopted to set 

regional limits for acceding the potential impacts of acidic deposition resulting from 

atmospheric nitrogen loading (Burns et al., 2008). 

The above issues worldwide call for well-informed water resources management, 

agricultural management and decision making. Sound management regulations and 

decision making require a clear understanding of the cause-effect relationships. However, 

eutrophication and nitrogen enrichment are complex set of coevolving processes, including 

https://www.sciencedirect.com/science/article/pii/S0380133015000428#bb0105
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anthropogenic, hydrologic and biogeochemical processes, etc. Anthropogenic activities are 

considered to be the main reason for the excessive riverine nitrogen loading, including 

agricultural fertilizer/manure applications, land use development and urbanization 

(Carpenter et al., 1998; Boyer et al., 2002; Beman et al., 2005; Galloway et al., 2008; 

Thomas et al., 2016).  In addition to anthropogenic activities, hydrologic processes and 

biological processes also influence the nitrogen reaction and transport processes at the 

watershed scale (Breemen et al., 2002). Temperature, stream discharge, the structure of 

drainage network as well as soil moisture are identified as important factors influencing 

nitrogen transformation and transport processes (Wollheim et al., 2006; Helton et al., 2018; 

Schaefer and Alber, 2007; Miller et al., 2016; Porporato et al., 2003; D’Odorico et al., 

2003).  Of particular interest is temperature, which regulates the biogeochemical processes, 

which is found to be the key factor influencing nitrogen processes in watersheds (Schaefer 

and Alber, 2007; Miller et al., 2016). To elucidate the cause-effect relationships, therefore, 

we need a comprehensive understanding of multiple dynamic processes. 

Models are useful tools to link processes that occur at different scales.  Statistical models, 

conceptual models/semi-process-based models, and fully distributed process-based models 

are the primary three types of models developed so far to study the watershed-scale 

nitrogen dynamics. Statistical models, such as the SPARROW model (Schwarz et al., 2006; 

Robertson and Saad, 2011), have the advantages of efficiency and small demand of 

computational resources, while they lack the capability to address temporal cause-effect 

relationships. Conceptual/semi-process-based models, for example, SWAT (Arnold et al., 

1998), HSPF (Bicknell et al., 1997), INCA (Whitehead et al., 1998; Wade et al., 2002) and 

LASCAM (Viney et al., 2000), describe nitrogen processes in a holistic view while 
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simplifying some important processes,  which may result in reduced accuracy.  Fully 

process-based hydrologic models, such as MOHID (Neves, 1985; Trancoso et al., 2009), 

have comprehensive descriptions of all important processes by explicitly solving the 

governing equations. However, they usually have a heavy computational burden and 

require large amounts of input data to construct the model. The present study aims at 

developing a process-based modeling framework that strikes a balance between model 

complexity and processes representation. 

As mentioned above, temperature plays an important role in biogeochemical processes that 

potentially impact nitrogen transformation and transport processes.  There remains a need 

to develop all integrated catchment-scale temperature module to better estimate the 

reaction rates of nitrogen processes, which are temperature dependent. This is the second 

major objective of this dissertation.   

 Motivation for developing a new watershed scale temperature model 

Stream temperature is an important variable that affects ecosystem functioning and controls 

biogeochemical processes in aquatic systems (Caissie, 2006; Allan and Castillo, 2007; 

Webb et al, 2008; Baranov et al., 2016; Folegot et al., 2017). Increased stream temperature 

can  negatively impact water quality and the health of aquatic ecosystems (Roth et al., 2010; 

Folegot et al., 2018).  Stream thermal regimes are primarily driven by climatic conditions 

and influenced by a host of other factors, including topographic conditions, stream 

discharge, land cover near the stream and the interactions with subsurface (Caissie, 2006; 

Hannah and Garner, 2015). Researchers found that riparian vegetation surrounding the 

river channels play a significant role in affecting the stream temperatures (Roth et al., 2010; 

Sun et al., 2015; Cao et al., 2016; Garner et al., 2017). Additionally, spatial heterogeneities 

http://www.sciencedirect.com/science/article/pii/S0022169413003338#b0005
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and coevolution of surface and sub-surface processes make understanding the processes 

that drive stream temperature dynamics a challenging task (Caissie et al., 2007; Caissie et 

al., 2017; Halloran et al., 2017).  

Primarily, two types of stream temperature models have been developed to date: regression 

models that make use of statistical linkages between meterological and geophysical 

conditions to predict stream temperatures (Mohseni et al., 1998; Benyahya et al., 2007; 

Jackson et al., 2017, 2018), and mechanistic models based on conservation of energy that 

directly simulate the underlying stream temperature dynamics (St-Hilaire et al., 2000; Cox 

and Bolte, 2007; Loinaz et al., 2013; see review by Dugdale et al., 2017). Mechanistic 

models usually demonstrate clear cause-effect relationships because of the direct 

descriptions of the underlying controlling processes in their governing equations (Caissie 

et al., 2007; MacDonald et al., 2014; Sun et al., 2015;  Gallice et al., 2016).  Some 

mechanistic stream temperature models have incorporated the thermal advection and 

riverbed conduction fluxes (Haag and Luce, 2008; MacDonald et al., 2014;  Gallice et al., 

2016). They considered the heat flux through the riverbed as being propotional to the 

difference between river and riverbed tempertures at a certain depth (Moore et al., 2005). 

However, these models used lumped parameters to estimate the hyporheic exchange water 

flux which lack an explicit expression of the water-heat exchange at the interface of 

stream/GW system. Other researchers used fully three-dimensional (3D) models 

(Brookfield et al., 2009) or cross sectional two-dimensional models (Halloran et al., 2017) 

to simulate the integrated surface/subsurface thermal transport. However, due to the 

computational expense involved in solving fully 3D equations, these models could only be 

applied to relatively small portions of a river or a single reach. Therefore, there exists a 
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strong scientific motivation to develop a watershed-scale stream temperature model that 

could efficiently track water and heat fluxes coevolving in the surface and subsurface 

domains. 

Given the challenges and opportunities, this dissertation research describes the 

development and application of an integrated, process-oriented coupled water-

temperature-nitrogen model based on the framework of PAWS+CLM (Shen and 

Phanikumar, 2010; Shen et al., 2013).   The model includes a holistic framework of 

nitrogen transport and transformations with multiple sources and interactions. Specifically, 

the model includes the processes of nitrogen transport and transformations in the domains 

of streams, Groundwater, vadose zone as well as overland flow.  Meanwhile, an interactive 

stream – subsurface temperature model that takes into account the effect of vegetation 

processes is coupled with the nitrogen model to correct the reaction rates (e.g., 

denitrification in sediments). Rarely have previous studies applied integrated and fully 

process-oriented water-temperature-nitrogen model for studying the nitrogen dynamics 

over long periods of time at the watershed scale.   The advantages of realizing this is two-

fold: on one hand, the model could sufficiently take control of the integrated hydrologic, 

ecologic, biological and anthropogenic effects on the watershed-scale temperature and 

nitrogen dynamics; on the other hand, computational efficiency and long term predications 

could inform effective decision making. 

This novel model framework is evaluated by applying the model to two different 

watersheds with different sizes and climate conditions, i.e. the Wood Brook watershed 

(WBW) located in Birmingham, UK and the Kalamazoo River watershed (KRW) located 

in Michigan, USA.  The other chapters of this dissertation are organized as follows. In 
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chapter 2, mathematical details of the development of an integrated, catchment-scale 

framework to model stream, soil, streambed and groundwater temperatures under the 

influence of hydrologic and vegetation dynamics are presented. The he model performance 

was tested by applying it to the WBW with a drainage area of 3.5 km². In Chapter 3, the 

application of the developed temperature modeling framework is extended to the KRW 

with a drainage area of 5200 km² and with more than 200 tributaries. Moreover, the effects 

of resolving the spatial resolution of vegetation heterogeneity are evaluated to reach a better 

approximation of the vegetation effect with a relatively coarse model resolution, i.e. 1000 

m × 1000 m. In chapter 4, a catchment-scale framework is developed to simulate integrated 

hydrologic, temperature and nitrogen processes including reactions and transport of 

multiple nitrogen species. The applications of the model framework are discussed in detail 

and are evaluated with multiple observations and literature values.  
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Chapter 2. Evaluating a coupled phenology – surface energy balance 

model to understand stream – subsurface temperature dynamics  

In this chapter, an integrated, catchment-scale framework to model stream, soil, streambed 

and groundwater temperatures is developed under the influence of hydrologic and 

vegetation dynamics in a mixed land use catchment in central England.  The phenology 

and surface energy modules in the coupled model were used to quantify the impacts of 

vegetation processes on radiation fluxes (e.g., canopy shading and the effect of vegetation 

growth on optical parameters). The model enabled accurate simulations of the movement 

and partitioning of water and thermal fluxes in different hydrologic domains with R2 values 

of observed and simulated temperatures in the range 0.60-0.87. Simulated groundwater 

heads and stream stages allowed the identification of gaining and losing portions of stream 

reaches and the estimation of Darcy fluxes. Simulation results show significantly 

dampened diel streambed temperature fluctuations below 0.3 m in gaining reaches, while 

in losing reaches the diel fluctuations showed relatively strong fluctuations below 0.3 m. 

The model enabled evaluation of the relative contributions of different processes to the 

stream thermal budget. Results indicate that net radiation was the dominant heat source 

while latent heat flux was the primary heat sink. The model provides a useful tool to 

explicitly simulate water and heat fluxes for analysis of temperature-dependent reaction 

rates in biogeochemical analyses.  

 Introduction 

Previous research has shown that canopy shading and vegetation growth surrounding the 

stream channels play an important  role in affecting stream temperatures (e.g., Roth et al., 

2010; Sun et al., 2015; Cao et al., 2016; Garner et al., 2017; Dugdale et al., 2018). However, 
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very few catchment-scale temperature models exist that explicitly consider interactions 

between surface and subsurface hydrologic processes and vegetation processes at scales 

relevant to mechanistic modeling of stream temperature (e.g., Davison et al., 2015, 2018; 

Sulis et al., 2017; Loicq et al., 2018). Relatively small-scale riparian vegetation processes 

close to the stream banks control canopy shading, as do factors such as spatial 

heterogeneity of vegetation density and temporal aspects of vegetation growth (Hannah et 

al., 2008). Vegetation type determines physical vegetation characteristics, such as 

vegetation height and leaf and branch size, which affect stream temperature while also 

influencing the riparian microclimate including air temperature, wind speed and relative 

humidity (Garner et al., 2017). The ability to accurately represent these processes while 

spanning the horizontal and vertical length scales of catchments represents a major 

challenge to mechanistic stream temperature modeling and the present work is an attempt 

to address these challenges. Different approaches were used to represent vegetation 

processes in stream temperature models in the past including the use of tunable shading 

coefficients (Herb & Stefan, 2011; MacDonald et al. 2014). Advances in land surface 

modeling and the availability of land surface models (LSMs) in recent years opened up the 

possibility to accurately simulate vegetation processes by coupling hydrologic models with 

LSMs. For example, Li et al. (2015) developed a large-scale stream temperature model 

within the Community Earth System Model (CESM) framework (Gent et al., 2011) by 

coupling the Community Land Model CLM ver 4.0 (Oleson et al., 2010) with a river 

routing model. The focus of their work was on studying the effects of human impacts such 

as reservoir regulation, and the model in its current form does not explicitly include 

interactions between streams and the subsurface domain.  
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Recently, studies of controlling processes have extended from the air / surface-water 

interface to the interface of surface-water/groundwater and surface-water/streambed 

(Caissie et al., 2014; Caissie and Luce., 2017; Halloran et al., 2017). In stream reaches 

where groundwater contribution is significant, heat fluxes from the subsurface can 

represent a substantial fraction of the stream energy budget (Hannah et al., 2004). Studies 

have shown the effectiveness of using the streambed thermal regime to quantify vertical 

water fluxes between the surface and sub-surface domains (Anderson, 2005; Gordon et al., 

2012; Vandersteen et al., 2015; Anibas et al., 2009). Some mechanistic stream temperature 

models have incorporated the thermal advection and streambed conduction fluxes (Haag 

and Luce, 2008; MacDonald et al., 2014; Gallice et al., 2016). They considered the heat 

flux through the streambed as being proportional to the difference between stream surface 

water and streambed temperatures at a given depth (Moore et al., 2005). Various 

approaches to estimate streambed temperatures were reported in the literature. For example, 

Haag and Luce (2008) introduced the concept of effective streambed temperature as a 

function of two lumped parameters to estimate the streambed conduction flux. Gallice et 

al. (2016) assumed that the streambed temperature is the same as simulated soil 

temperature.  MacDonald et al. (2014) used an empirical function that depends on the air 

temperature to estimate the streambed temperature. Caissie et al. (2014) used the vertical 

one-dimensional model to estimate the Darcy and streambed heat fluxes. Other researchers 

have used fully three-dimensional (3D) models (Brookfield et al., 2009) or cross-sectional 

two-dimensional models (Halloran et al., 2017) to simulate the integrated 

surface/subsurface thermal transport. However, due to the computational expense involved 

in solving fully 3D equations these models were only be applied to relatively small portions 
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of a river or a single reach. There is a need for computationally-efficient, catchment-scale 

(as opposed to site-specific) models of coupled water and heat balance that can be used to 

test hypotheses, identify parameters and evaluate the relative importance of individual 

processes.  

The objectives of this chapter are to (1) develop a catchment-scale stream – subsurface 

temperature model that takes into account the effect of vegetation processes on radiative 

fluxes while explicitly simulating interactions between surface and subsurface domains (2) 

test the model against detailed field observations from different hydrologic domains and 

(3) use the model to understand the key factors that control stream thermal budgets in 

different seasons. In addition, questions related to scale (the relative sizes of the catchment, 

stream widths and the grid sizes) as well as the ability of the model to represent thermal 

fluxes between hydrologic domains accurately will be addressed. The following questions 

will be addressed: (1) if canopy radiative fluxes are computed over grid cells whose 

resolution is typically larger than stream widths, is it possible to simulate stream and 

subsurface temperatures accurately within an integrated modeling framework where 

surface and subsurface domains are coupled? (2) In a grid cell with multiple land uses, is 

it possible to simulate stream temperatures accurately by representing the sub-grid scale 

variability in surface radiative fluxes using an area-weighted approach? (3) What is the 

impact of using mean air temperature as a proxy for groundwater temperature instead of 

explicitly simulating subsurface temperatures? (4) What are the dominant components of 

the stream thermal budget in different seasons? (5) Can the model correctly identify gaining 

and losing portions of stream reaches?  
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  Materials and Methods 

2.2.1. Site Description and Observational data 

Data supporting the model building, parameterization and validation were collected from 

the Wood Brook catchment at the Birmingham Institute of Forest Research 

(www.birmingham.ac.uk/bifor) field site in Staffordshire, UK, between March 2015 and 

April 2017 (Figure 2.1). The Wood Brook stream drains a 3.5 km² catchment ranging in 

elevation from 90 to 150 m asl and comprising of a mixture of arable farmland with juvenile 

and mature deciduous woodland. The catchment geology is dominated by Permotriassic 

sandstone, overlain by deposits of glacial till with up to approximately 10 m thickness as 

well as sandy clay organic-rich top soils between 0.15 and 0.6 m thickness (Blaen et al., 

2017). 

The Wood Brook stream was instrumented with hydrometeorological and water quality 

monitoring along a 1000 m study reach above the outflow of the catchment in an area of 

mature deciduous woodland (Figure 2.1). Woodland vegetation is dominated by English 

oak (Quercus robur) with an understory layer of hazel (Corylus avellana), hawthorn 

(Crataegus spp.), and sycamore (Acer pseudoplatanus). Adjacent to the stream, there is 

additionally a presence of common alder (Alnus glutinosa), goat willow (Salix caprea) and  

wych elm (Ulmus glabra). Dense canopy cover results in high levels of shading along the 

entire reach during spring and summer months. Average stream width in the watershed is 

1.2 m, and average depth is 0.3 m. The average tree height across Mill Haft is 10.6   3.8 

m. The maximum (i.e. the canopy) height is 25.0 m. 
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Figure 2.1 Map of the Wood Brook watershed with land use and land cover. Locations of 

stream flow sensors, borehole sensors, streambed temperature sensors and soil moisture 

and temperature sensor are shown. Elevation is shown as the color gradient in the sub-

map. 
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A stream monitoring station was established at the catchment outlet with a combined 

pressure transducer and thermistor (Adcon, Austria) for stage and water temperature 

measurements. A stage-discharge relationship (R² = 0.89) was established from salt 

dilution gauging measurements (Hudson & Fraser, 2005; Blaen et al., 2017). 

Measurements were acquired hourly and transmitted via a telemetry system to an internet 

server for data storage. 

Vertical temperature lances (Tempcon, UK) were installed in the streambed at four 

locations along the study reach (Figure 2.1). Subsurface temperatures were measured at 15 

min resolution at 5, 10, 20 and 30 cm below the streambed and stored locally on HOBO 

U12 data loggers (Onset, MA, USA). Local groundwater level and water temperature was 

monitored hourly using Mini-Divers (Van Essen Instruments B.V., Netherlands) in four 

boreholes within the catchment, plus in a further borehole adjacent to the catchment 

maintained by the Environment Agency (England). 

Volumetric soil moisture content was measured at 10 cm depth every 15 min by a 5TM 

probe (Decagon Devices, WA, USA) situated in a young woodland clearing towards the 

south of the catchment (elevation 100 m asl). Air temperature was measured at 15 min 

resolution using a Vaisala HMP155 probe attached to a meteorological flux tower at 1.2 m 

above the ground in the south of the catchment. Local precipitation was recorded using 

ARG100 tipping bucket rain gauges (EML, UK) in the centre of the catchment (Figure 2.1) 

and approximately 200 m south of the catchment (not shown). Both rain gauges were 

positioned away from trees or other structures that might otherwise have impacted 

measurements. Additional climate data (hourly air temperature, dew point temperature 

cloud cover and average wind speed) were obtained from the nearby (within 25 km) 



14 

Shawbury station in the Met Office MIDAS database (Met Office, 2012).  For the 

evapotranspiration (ET) observational data, we used the level-4, 500 m resolution, 8-day 

Moderate Resolution Imaging Spectroradiometer (MODIS) Global ET product 

downloaded from the NASA Earth Data website (https://search.earthdata.nasa.gov/search). 

MODIS Leaf Area Index (LAI) data (MOD15A2H product based on level-4, 500 m 

resolution, 8-day LAI) were also downloaded from the same website and used to compare 

with simulated LAI results. 

Soil properties were extracted from the STATSGO soil database (Soil Survey Staff, 2017). 

Van Genuchten soil water retention parameters and unsaturated hydraulic conductivities 

(Warrick, 2003) were thereafter estimated using pedotransfer functions as implemented in 

the Rosetta software (Zhang & Schaap, 2017; Schaap et al., 2001), which uses an artificial 

neutral network optimized model. Groundwater hydraulic conductivities were generated 

based on typical hydraulic conductivities of sandstone and borehole data from pumping 

tests. Ordinary kriging was used for interpolation of point data to produce an initial 

hydraulic conductivity field. The groundwater hydraulic conductivity field was optimized 

during model calibration.  

2.2.2. The hydrologic model 

The temperature module was developed within the framework of the integrated hydrologic 

model PAWS (Process-based Adaptive Watershed Simulator, Shen et al., 2016; Shen et al., 

2014; Shen et al., 2013).  PAWS simulates key hydrologic processes including surface and 

subsurface flow, channel flow, topography-induced overland flow, and soil water 

processes.  Detailed vegetation processes and surface energy balance are solved via 

coupling to the Community Land Model, CLM 4.0 (Oleson et al., 2010; Shen et al., 2011). 
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The model has been extensively tested using field observations and remotely-sensed data 

(Shen et al., 2014; Niu et al., 2014; Niu and Phanikumar, 2015;  Safaie et al., 2017).  The 

governing equations of PAWS are solved on structured grids which discretize the model 

into different hydrologic domains and layers.  On the topmost (overland flow) layer, runoff 

occurs when the depth of ponding domain is in excess of the interception depth which is 

governed by the diffusive wave equation. Infiltration and evaporation occur in the ponding 

domain; water may backfill into the ponding domain during flood conditions. A one-

dimensional diffusive wave equation was used to describe the stream flow dynamics. The 

stream segments are connected to the groundwater domain or the vadose zone depending 

on the streambed elevation and the depth of water table. The leakance concept (Orhan 

Gunduz, 2005) was used  to compute the water flux  between the groundwater domain and 

the stream channels.  Soil water dynamics in the vadose zone are governed by the one-

dimensional Richards equation with vegetation uptake representing a sink term. Two-way 

dynamic interactions of different hydrologic components within PAWS+CLM (referred to 

as PAWS hereinafter) provide  a convenient framework for studying water partitions (Niu 

et al., 2014),  understanding controls on hydrologic and vegetation processes (Shen et al., 

2013) and contaminant fate and transport (Niu and  Phanikumar, 2015).  

A grid resolution of 20m × 20m (which produced a mesh of 113×118 cells) was used to 

discretize the Wood Brook catchment domain horizontally. 20 soil layers were used to 

discretize the domain between the land surface and the initial groundwater table with an 

initial depth of approximately 5 m. The spatial resolution was refined near the land surface 

to account for the sharp gradients in fluxes appearing there. An adaptive cell size was used 

for the bottom cell of the soil column, which was adjusted based on groundwater table 
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fluctuations (Shen and Phanikumar, 2010). Groundwater flow in PAWS is governed by the 

quasi- 3D groundwater equation representing Darcy’s law. Two groundwater layers were 

employed underneath the vadose zone to represent the aquifers. The first layer represents 

the unconfined aquifer with an initial thickness of 15 m, the bottom elevation of which was 

20 m below the land surface. The second layer represents a deep bedrock aquifer with low 

hydraulic conductivities. The model was driven by hourly climate data. A nearest neighbor 

interpolation method was used to interpolate the spatially distributed precipitation inputs 

using data from the two rain gauges. The differential evolution algorithm (Price et al., 2005) 

was used to optimize simulated stream discharge and groundwater heads. An assumption 

often made in catchment models is that groundwater and surface water divides match 

perfectly (Dingman, 2015). If this assumption is violated, then groundwater can enter and 

leave the catchment over unknown portions of the surface water divide (which represents 

the catchment boundary based on a delineation of topographic features). A challenge 

associated with modeling groundwater flow dynamics in a small catchment such as the 

Wood Brook is that surface water and groundwater divides may not coincide. To address 

this concern, we developed a regional-scale groundwater model of the Staffordshire area 

covering approximately 100 km2 containing the Wood Brook catchment and obtained 

steady-state groundwater head distributions in and around the catchment boundary. The 

regional-scale model then guided the selection of boundary conditions (e.g. no-flow over 

the east boundary, constant head condition near the basin outlet etc.) for the groundwater 

model used in our catchment simulations.  

The integrated surface – subsurface model used in our work couples a newly developed 

temperature model (described here) with an existing process-based hydrologic model that 
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incorporates complete surface and subsurface processes. Figure 2.2 is a flow chart of the 

integrated model that shows how the different modules are connected. Stream temperature 

dynamics were simulated using the one-dimensional advective heat transfer equation with 

multiple heat sources and sinks (described in Section 2.3).  A quasi three-dimensional heat 

transport equation was used to simulate groundwater temperature dynamics in the 

unconfined aquifer. Streambed temperature dynamics were simulated using a vertical one-

dimensional heat transfer equation based on the assumption that lateral heat flux is of minor 

importance and can be ignored (Caissie et al., 2014). The temperature module uses an 

explicit, two-way coupling scheme summarized below. While solving the stream 

temperature equation the latest simulated values of streambed and soil temperatures are 

used to approximate the conductive streambed and lateral advective heat fluxes 

respectively. Meanwhile, simulated stream temperature is employed as the top boundary 

condition for the streambed temperature equation. The groundwater temperature module 

uses the bottom soil layer temperature and streambed temperature to calculate the advective 

and conductive heat fluxes to groundwater. As a feedback, the groundwater temperature is 

used as the bottom boundary condition of soil temperature and streambed temperature 

equations. The initial values of stream temperature, streambed temperature, soil 

temperature and groundwater temperature are set as the mean daily air temperature of the 

first day of simulation. The simulation allows sufficient time (8 months) for the model to 

spin up; the simulation started from September 2014 while the model calibration started 

from May 2015. Parameters adjusted during model calibration are listed in Tables 2.1 and 

2.2. Model performance was tested using detailed stream, streambed, soil and groundwater 

temperature measurements in a small mixed-use headwater catchment in central England, 
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representing spatial heterogeneity in land use and land cover patterns, as well as 

hydrometeorological dynamics.    

Table 2.1 Model calibration parameters for hydrology 

Symbol Parameter Meaning 

γ Parameter in (Lai and Katul, 2000), root Efficiency function 

αice Scale-dependent freezing fraction parameter as in (Niu and Yang, 2006) 

K1 (m day-1) First layer Groundwater Hydraulic Conductivity 

K2 (m day-1) Second layer Groundwater Hydraulic Conductivity 

Ks(m day-1) Soil Saturated Hydraulic conductivity 

N Van Genuchten parameter  

A(m-1) Van Genuchten parameter  

l(m) Length of flow path for runoff contribution to overland flow domain 

ho(m) overland flow ground inception depth 

Kr (m day-1) streambed hydraulic conductivity 

 

Table 2.2 Model parameters for temperature module 

Symbol Parameter Meaning  

kb (W m-1 K-1)   Streambed effective thermal conductivity  

δ (m) Characteristic depth to calculate the streambed conduction heat flux 

Cw Wind speed sheltering factor 

Kr (m day-1) Streambed hydraulic conductivity 

K1 (m day-1) Hydraulic conductivity of the first groundwater layer 
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Figure 2.2  Program flow diagram for the essential processes of PAWS+CLM. The 

modules in the blue boxes are the primary processes for the hydrologic components, the 

modules in the red boxes are the primary processes of temperature simulations, and the 

modules in the black boxes are primary sub-processes. V/M/H Transfer denotes 

Vapor/Momentum/Heat Transfer. 

2.2.3. The stream temperature module 

Stream temperature is simulated using the one-dimensional heat transfer equation: 

 
( ) ( )s s v advAT QT Q W Q W

t x C C 

 
+ = +

 
                              (2.1) 

where Ts denotes the stream temperature,  Qv (W m-2) corresponds to the sum of the net 

heat fluxes excluding the groundwater advective heat flux, Qadv (W m-2) denotes the 

groundwater advective heat flux, C (J kg-1 K-1) is the specific heat, ρ (kg m-3) is the density 

of water, A (m2), Q (m3 s-1), and W (m) are the stream segment cross-sectional area, the 

stream discharge, and the wetted width (W, m), which were directly obtained from PAWS 

for the stream segment. Qv includes heat fluxes from different components which can be 

summarized: 

h bv s l e f mQ Q Q Q Q Q Q Q= + + + + + −                     (2.2) 
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where Qs is the net shortwave radiation, Ql is the net longwave radiation positive toward 

the stream surface, Qh is the sensible heat flux, Qe is the latent heat flux, Qf  is the friction 

heat flux,  Qb  is the heat flux from streambed conduction, and Qm is the energy loss due to 

the melting of snow if there is snow accumulation on the stream surface.  All heat flux 

terms in equation 2.2 and Qadv have units of W m-2. Equation 2.1 was solved using the 

hybrid Lagrangian - Eulerian method based on an operator-splitting strategy (Niu and 

Phanikumar, 2015).  

Canopy shading and vegetation growth surrounding the stream channels have an obvious 

impact on the solar radiation reaching and absorbed by the stream channels.  Radiative 

transfer in the presence of vegetative canopies was simulated via CLM 4.0 using the two-

stream approximation of Dickinson and Sellers (Dickinson, 1983; Sellers, 1985) which 

provided solutions for forward and backward radiative fluxes in an absorbing, scattering 

medium. The advantage of this approach is that via CLM, the model keeps track of 

radiative fluxes over multiple wavebands while using appropriate ecophysiological 

parameters to account for changes in optical variability between different plant and tree 

species. Evapotranspiration (ET) is an important process that controls the riparian 

microclimate including water vapor, momentum and heat fluxes. The Penman-Monteith 

equation for ET uses the wet bulb temperature to approximate the surface temperature of 

vegetation while CLM computes the leaf temperature by solving the coupled heat transfer 

equations and estimates ET based on canopy and aerodynamic resistances. Canopy 

resistances are computed together with different models for photosynthesis for C3 and C4 

plant categories while aerodynamic resistances are computed using the Monin-Obukhov 

similarity theory (Zeng et al., 1998; Kundu et al., 2015). A potential advantage of this 
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detailed approach is that it provides a mechanistic description of CO2 assimilation and 

hence is suitable for evaluating the impacts of land use and climate change scenarios on 

stream temperatures (Oleson et al., 2010; Shen et al., 2013).  The two-stream 

approximation of Sellers (1985) and Dickinson (1983) yields the following differential 

equations (Bonan, 1996): 

( )

01 (1 )
( )

K L SdI
I I K e

d L S
                          (2.3) 

( )

01 (1 ) 1
( )

K L SdI
I I K e

d L S
                     (2.4) 

where I  and I  denote the upward and downward diffuse radiative fluxes if assuming 

the incident solar flux is unity, L and S denote the exposed LAI and stem area index 

respectively,   denotes the cosine of the zenith angle of the incident beam,   and 0  are 

two upscattering parameters which are applied for diffuse and direct beam radiation,   is 

a coefficient describing the scattering effect, and K denotes the optical depth of direct beam 

per unit leaf and stem area, which can be calculated as:  

( )G
K                                                                (2.5) 

Here,  ( )G   denotes the relative projected area of leaf and stem in the direction ( )1cos − , 

which can be calculated as  

1 2( )G    = +                                                            (2.6) 

where the calculations of the 1  and 2  are as follows: 

 

2

1

2 1

0.5 0.633 0.33

0.877(1 2 )

L LX X

 

= − −

= −
                                            (2.7) 
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Here, LX  denotes the departure of leaf angles from a random distribution. For horizontal 

leaves, LX  is +1, for vertical leaves, LX  is -1, and LX  is 0 for random leaves.   in 

equations 2.3 and 2.4 is the average inverse diffuse optical depth within a unit leaf and 

stem area, which can be calculated as: 

1

1 1 2

2 2 10

' 1
' 1 ln

( ')
d

G

  
 

   

  +
= = −  

  
                                     (2.8) 

where '  denotes the scattered flux direction.  

Equations 2.3 and 2.4 are used to calculate the partitions of the direct and diffuse radiation 

into three components: (a) absorbed by the vegetation, (b) reflected by the vegetation and 

(c) penetrated through the vegetation for different wavebands. The optical parameters of 

 ,  , 0 in Equations 2.3 and 2.4 are dependent on wavelength, the calculations of which 

are described in Sellers (1985) and in the technical description of CLM 4.0 (Oleson et al., 

2010). Additional details including optical properties of plant functional types (PFTs) for 

different tree and shrub species as well as leaf and stem optical properties and snow 

properties are available in CLM documentation (Oleson et al., 2010). Details of the 

remaining components in equation 2.2 and the calculations of groundwater advective heat 

flux Qadv are described as follows. 

The incident shortwave (solar) radiation flux coming from the atmosphere was calculated 

as the sum of the direct beam and the diffuse solar fluxes: 

atm atm atmS S S

 =  +           (2.9) 

where atmS  is the net solar radiation flux coming from the atmosphere, atmS 

  denotes the 

direct beam flux coming from the direction of the sun (  denotes the solar zenith angle 
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and  denotes the wavelength) while atmS   is the diffuse solar flux (W m-2).  In the 

present work, atmS 

  and atmS   were calculated  following the method of  (Spokas and 

Forcella, 2006). The atmospheric solar radiation reaching the land surface was partitioned 

into components associated with vegetated and ground (that is, non-vegetated) surfaces. 

For vegetated surfaces, before solar radiation reaches the ground surface (or the water 

surface if trees are close to the stream), canopy will first intercept and absorb a portion of 

the solar fluxes as shown in Figure 2 (a). If L and S denote the exposed LAI and stem area 

index, K the optical depth of direct beam per unit leaf and stem area, then considering unit 

incident direct and diffuse solar fluxes, the direct beam flux that is transmitted through the 

canopy is  ( )K L Se . Similarly, the portions of direct beam and diffuse fluxes absorbed by 

the canopy per unit incident flux are: 

( )

, ,1 (1 ) (1 )e K L S

g gI I I     − +

    = −  − −  − −     (2.10) 

,1 (1 )gI I I   = −  − −         (2.11) 

Here the symbols I  and I  denote portions of upward and downward diffuse radiation 

fluxes per unit incident flux,  denotes wavelength and the superscript  denotes direct 

beam flux coming from the direction of the sun (  is the cosine of the zenith angle of the 

incident beam).  The fluxes most relevant for stream temperature dynamics are the fluxes 

received by the ground or the stream surface below the canopy and these are I 


  and 

I    which denote the downward diffuse fluxes below the vegetation per unit incident 

direct beam and diffuse radiation at the top of the canopy. In equations 2.10 and 2.11, 

ground albedos are denoted by the symbols 
,g

 
 and ,g  ,g  for direct and diffuse 

radiation, respectively.   



24 

 

Figure 2.3 Sketches of the radiation fluxes partitions for (a) short-wave radiation fluxes 

(b) long-wave radiation fluxes (c) weighted-average heat flux computation for grid cells 

with mixed land use 

The variables K, L and S are dynamically simulated in the phenology module of CLM4.0 

and  used in PAWS (Shen et al., 2013).   

Extending the above analysis for unit incident fluxes to the actual fluxes either directly 

measured at the site or computed, the solar radiation absorbed by the vegetation and the 

ground surface over all wavelengths was then calculated as below:    

                                         ( )v atm atmS S I S I 

   



=  +                             (2.12) 

( )

, ,e (1 ) ( )(1 )K L S
g atm g d i gS S S I S I   − +

    



=  − +  +  −           (2.13) 

For non-vegetated surfaces such as bare soil, open stream reaches, lakes and urban areas, 

all of the unit incident flux is transmitted down, therefore ( )e 1K L S− + = , 

0I I I 

   =  =  =  and 1I  = ; thereby the shortwave radiation absorbed by the 

ground surface is the total incoming solar radiation absorbed by the surfaces (Figure 2.3 

(a)): 

, ,(1 ) (1 )g atm atmg gS S S     =  − +  −      (2.14) 
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For streams the direct beam and diffuse albedos are calculated following Bonan (1996): 

1

i 0.05( 0.15)d   −= = +                       (2.15) 

Multiple land use land cover (LULC) classes generally exist within a single grid cell 

representing the land surface (herein referred to as the ground cell). To reduce 

computational effort, LULC maps were reclassified into plant functional types and a small 

number of dominant land use types were used to represent land use within a grid cell (Shen 

et al., 2014). Considering the fine grid size used in our simulations, three dominant land 

uses were used in each grid cell in the present work. The incoming shortwave radiation 

absorbed by each grid cell was computed as the weighted sum of the radiation absorbed by 

the three dominant PFTs in each cell. For example, in a grid cell with trees, grass and water 

as the dominant land uses as shown in Figure 2.3 (c), the SW radiation absorbed was 

computed as:  

, , ,S tree g tree water g water grass g grassQ F S F S F S                            (2.16) 

where treeF  is the area fraction of the total grid cell occupied by the trees, ,g treeS  is the SW 

radiation absorbed by the portion of the ground cell covered with trees and so on. This 

equation can be written in a more general form as below: 

( ) ( )
1

n

s g

p

Q F p S p
=

=                (2.17) 

where Qs is the solar radiation absorbed by the stream segment, n = 3 is the number of 

PFTs within the ground cell, and F(p) is the area fraction of the pth PFT within the cell. 

This operation keeps control of different scenarios: a) for large stream segments, water will 

be the dominant PFT within the cell; b) For small stream segments surrounded by heavy 

vegetation, vegetation will be the dominant PFT; c) The impact of seasonal vegetation 
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growth cycles on the radiation fluxes absorbed by vegetation are explicitly represented 

using dynamic simulations of vegetation growth cycles (via the parameters K, L and S) 

which are computed in the phenology module of CLM.   

Net longwave radiation Ql is equal to the downward incoming long wave radiation minus 

the portion emitted from the stream surface (Figure 2.3 (b)): 

l r rQ L L=  −             (2.18) 

where rL   is the downward longwave radiation into the stream surface and rL  is the 

backward longwave radiation emitted from the stream surface.   

The incoming longwave radiation fluxes into the stream include the longwave radiation 

from the atmosphere, surrounding vegetation and topography.  Several models take the air 

temperature as the mean temperature of the surrounding objects that are emitting the 

longwave radiation to the streams (e.g.  Leach & Moore, 2010; MacDonald et al., 2014; 

Cheng & Wiley, 2016). Since PAWS explicitly simulates vegetation temperature via CLM, 

we computed the net longwave radiation from vegetation close to the stream surfaces using 

the weighted sum approach for different LULC types described earlier for shortwave 

radiation. The computed longwave radiation flux was then applied as an input to the stream 

segment within the ground cell.   

The longwave radiation from the atmosphere was estimated following the empirical 

equation of (Konzelmann et al., 1994): 

4

cs oc[ (1 ) ]p p

atm aL n n T  = − +           (2.19) 

where  atmL   is the downward atmospheric longwave radiation, cs  and oc  are the clear 

sky emittance and overcast emittances respectively, n is the cloud cover fraction,   is the 

Stefan-Boltzmann constant (5.67×10-8 W m-2 K4), p = 3 is an empirical coefficient, and Ta 
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is the air temperature (K). Following Konzelmann et al. (1994), oc was taken as 0.96 and 

cs  was estimated using the relation： 

1/8

cs 0.23 0.483 a

a

e

T


 
= +  

 
       (2.20) 

Vegetation or bare ground (bare soil, lakes or urban areas) directly take atmL  as the 

longwave radiation input (Figure 2 (b)). However, the longwave radiation input into the 

ground surface covered by vegetation, vL  , was calculated based on the vegetation 

temperature Tv (simulated in CLM) as below: 

 
4 3 1

v(1 ) ( ) 4 ( ) ( )n n n n

v atm v v v v v vL L T T T T     += −  + + −
   (2.21) 

where v  is the emissivity of vegetation and was calculated as (Oleson et al., 2010): 

(L S)/

v 1 e  − += −      (2.22) 

where L and S are the leaf and stem area indices as before and   is the average inverse 

optical depth for longwave radiation.  Similarly, we used the longwave back radiation 

model from CLM based on the Stefan-Boltzmann Law, in which the upward longwave 

radiation from the ground, vegetation or water was calculated as: 

4 3 1(1 )(1 ) (1 ) ( ) 4 ( ) ( )n n n n

veg vg veg g atm veg g g g g g gL L L T T T T        +=  + − −  + − + −   (2.23) 

where 
veg  is a step function (equal to zero when the sum of exposed leaf and stem areas 

was less than 0.05 and one otherwise),  the atmosphere 
vgL   is the upward longwave 

radiation from the vegetation/soil system when the sum of exposed leaf and stem areas was 

larger than 0.05, 
g is the land use-dependent ground emissivity and 1n

gT +  and  n

gT are the 

snow/soil surface temperatures at the current and previous time steps, respectively.  
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For vegetated surfaces, the above equation becomes: 

3 14 ( ) ( )n n n

vg g g g gL L T T T  +=  + −               (2.24) 

where Lvg was calculated as: 

3 1

g g

4

g

(1 )(1 )(1 ) [1 (1 )(1 )] ( ) [ 4( )]

(1 ) ( )

n n n n

vg v v atm v v v v v v

n

v g

L L T T T T

T

      

  

+= − − −  + + − − + −

+ −
  (2.25) 

For non-vegetated surfaces, equation 2.25 can be simplified as:  

4 3 1(1 ) ( ) 4 ( ) ( )n n n n

g atm g g g g g gL L T T T T     += −  + + −     (2.26) 

For streams, we omitted the first and last terms which are negligible (the last term 

represents changes in stream temperature within a time step) hence, the above equation can 

be further simplified as:  

4( )n

r r surL T =                (2.27) 

where Tsur is the stream surface temperature (K) at the current time step and is assumed to 

be the same as the stream temperature Ts for shallow streams, and r = 0.96 is the stream 

water emissivity.  

Therefore, the net longwave radiation flux for the ground surface was calculated as: 

4

veg g veg g(1 ) ( )n

g atm v g gL L L T     = −  +  −     (2.28) 

For the stream surface 
g = r . The weighted sum approach used for Qs (shortwave 

radiation) was also used to calculate Ql combining the different land uses surrounding the 

stream:  

( ) ( )
1

n

l g

p

Q F p L p
=

=                                               (2.29) 

In addition to the options available in CLM for the computation of latent ( eQ ) and sensible 
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( hQ  ) heat fluxes,  two general expressions for latent and sensible heat fluxes are also 

included in the current module which are widely used in literatures (Martin & McCutcheon, 

1998; Herb & Stefan, 2011): 

( )( )e w w w aQ L f u e e= − −                                         (2.30) 

 where   is the water density (m3 kg-1), Lw is the latent heat of evaporation which is 

approximately 2.4×106 (J kg-1), ew (mb) is the saturated vapor pressure at the water surface 

temperature, ea (mb) is the vapor pressure of air, ( )w wf u a bu= + is the wind speed function, 

uw is the wind speed (m s-1), a and b are empirical coefficients. Various wind functions 

have been proposed in the past and  they were  summarized by Edinger et al. (1974),  

Theurer et al., (1984) and Martin & McCutcheon (1998).  We used the coefficients 

proposed by Theurer et al. (1984) for coefficients a and b (a = 2.25×10-9, b = 9.40×10 -9). 

The observed wind speed was adjusted with a wind sheltering coefficient, Cw, following a 

similar approach adopted by Herb & Stefan (2011):  

(1 )= −w w ou C u                                                     (2.31)  

where ou  (m s-1) is the observed wind speed. Commonly used formulations for calculating 

ew and ea suggested by the U.S. Army Corps of Engineers (Environmental Laboratory, 

1985) were used: 

8 4157
2.171 10 exp

34.06
s

s

e
T

 −
=   

− 

        (2.32) 

8 4157
2.171 10 exp

34.06
a

d

e
T

 −
=   

− 

          (2.33) 

where Td is the dew point temperature directly obtained from the UK Met Office MIDAS 

database (Met Office, 2012).  
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Sensible heat flux is generally considered to represent only a small component of the 

stream heat budget. A commonly used relationship between sensible and latent heat was 

used to calculate convective heat flux due to sensible heat transfer: 

h eQ Q=                      (2.34) 

where the Bowen ratio β (Dingman, 2015) was calculated as: 

BC a s a

s a

P T T

P e e


 −
=  

− 

                     (2.35) 

where CB is the psychrometric constant equal to 0.61 (mb K-1), Pa (mb) is the atmospheric 

pressure and P (mb) is the reference air pressure at mean sea level.   

We computed the friction heat flux using an equation from Theurer et al. (1984) and 

MacDonald et al. (2014):  

9805f o

Q
Q S

W

 
=  

 
                         (2.36) 

where So is the stream segment slope within the grid cell, W is the stream wetted width.  

Streambed conduction heat flux was estimated as: 

( )b
b b s

k
Q T T


= −                    (2.37) 

where kb (W m-1 K-1) is the effective streambed thermal conductivity and  Tb (K)  is the 

temperature at a  characteristic depth  (m) beneath the streambed.  (Herb & Stefan, 2011) 

used a characteristic depth of 1 m and kb = 1.00 W m-1 K-1. Moore et al., (2005) and 

MacDonald et al., (2014), however, used 0.05 m and a kb of 2.6 (W m-1 K-1). After 

examining the sensitivity of model results, we used  0.5 m and kb = 2.21 (W m-1 K-1). 

Depending on the climatic region, snow/ice processes may control stream temperatures 

during winter months. If snow precipitated on the stream surface (larger than 0.5 kg m-2) 
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and if the stream temperature was larger than the freezing temperature of water (Tf), then 

the surface temperature was reset to Tf.  The sensible and latent heat fluxes were then 

recalculated using Tf. Thereafter the net heat flux was recalculated using Eq. (2.2).  There 

will be energy available to melt snow if the recalculated Qnet was larger than zero (Oleson 

et al., 2010): 

p net

sno fW L
E Q

t
= 


                  (2.38) 

where Lf is the latent heat of fusion, equal to 3.337 105 (J kg-1); Wsno denotes the snow 

accumulation (kg m-2).  

Heat flux from groundwater advection, Qadv, is given by the following equations (Caissie 

et al., 2014): 

 

(gaining stream)

(losing stream)

gw soil

adv

gw s

Cq T

W
Q

Cq T

W








= 



                                  (2.39) 

 

where qgw (m2 s-1) is the groundwater seepage volume per segment length (simulated by 

PAWS hydrology modules) and calculated  using the leakance concept (Gunduz & Aral, 

2005), Tsoil is the average soil temperature (in the top 6 - 8 layers). The 6 - 8 soil layers 

covered the ranges of stream depths for most of the channel segments in this study, as the 

water levels during our simulation period fluctuated between 0.8-2.8 m below the bank 

elevation.  

The continuity equation can be written as (ignoring surface runoff): 

 gw
A Q

q
t x

 
+ =

 
                                                     (2.40) 

Expanding the partial derivatives on the left-hand side of Eq. (2.1) using the product rule, 
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assuming smooth variation of A, Q and Ts along the stream segment and combining Eq. 

(2.39) and (2.40), the following equation can be obtained (Moore et al., [2005]; Kurylyk et 

al., [2016]; Gallice et al., [2016]): 

 

( ) (gainingstream)

(losingstream)

v gws s
soil s

vs s

qT T Q
v T T

t x Cd Wd
T T Q

v
t x Cd
















 
+ = + −

 
 

+ =
 

               (2.41) 

 

The temperature difference term in the right-hand side of Eq. (2.41) drops out for losing 

reaches, such that the advective groundwater heat flux will not directly cause the stream 

temperature change.   

2.2.4. The streambed temperature module and hyporheic exchange 

A one-dimensional (vertical) advection conduction heat transport equation was used 

(Anderson, 2005; Caissie et al., 2014) to model the dynamics of streambed temperatures:  

2

2

b b b
m m z b

T T T
c v c k

t z z
 

  
+ =

  
        (2.42) 

where z denotes the vertical coordinate (positive downward), kb is the effective thermal 

conductivity (W m-1 K-1) of the saturated water-sediment matrix, Tb is the streambed 

temperature (K), zv   is the vertical Darcy flux (m s-1) where a positive value represents 

downwelling, cm (J kg-1 K-1) is the specific heat of soil water matrix and 𝜌m (kg m-3) is the 

density of solid-water matrix. In this study, the stream depths were relatively shallow and 

vertical water flux was the dominant component, therefore vz was estimated as /gwq W , 

where 
gwq  is the groundwater flux entering or leaving the channel (computed in PAWS), 

W is the wetted width of the channel. 

The volumetric heat capacity 𝜌m cm for the solid-water matrix was estimated as (Caissie et 
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al., 2014): 

(1 )m m w w s sc n c n c  = + −        (2.43) 

where n is the porosity of the streambed material, s and represent the density (kg m-3) and 

specific heat (J kg-1 K-1) of the streambed solid material, respectively. s and sc for the 

streambed material (mainly sandstone) were estimated as 2650 (kg m-3) and 920 (J kg-1 K-

1), respectively. Similarly, kb was estimated using the relation: 

(1 )b w gk nk n k= + −              (2.44) 

where kw and kg (W m-1 K-1) are the thermal conductivities of water and the aquifer material, 

respectively. We used a value of 0.25 for the porosity and 0.59 and 2.75 (W m-1 K-1) for kw 

and kg, respectively, the latter being a typical thermal conductivity value for sandstone 

(Incropera and DeWitt, 1996), the main substrate in the research area. With the above 

properties, kb was calculated as 2.21 W m-1 K-1.  

Extending to  depths of 5 - 6 m below the surface, the temperature fluctuations  in the 

streambed are usually small relative to surface soil or stream temperature fluctuations 

(Caissie & Luce, 2017). Therefore, after examining the sensitivity of model results to the 

streambed depth we used a depth of 6 m and discretized this region into 12 layers. The 

streambed layers were finer near the stream bottom and became coarser while approaching 

the groundwater layers to account for the steeper temperature fluctuations near the stream.  

An implicit upwind scheme (Phanikumar & McGuire, 2010) was used to solve the 

streambed conduction equation with temperatures in the stream and the unconfined aquifer 

serving as the top and bottom boundary conditions respectively.   
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2.2.5. The soil temperature module 

PAWS uses the soil temperature module implemented in CLM 4.0.  Briefly, CLM uses the 

unsteady heat conduction equation for vertical soil heat transfer:  

T T
c

t z z


   
=     

         (2.45) 

where c is the volumetric snow/soil heat capacity (J m-3 K-1),  is the soil thermal 

conductivity (W m-1 K -1) which is heterogeneous based on the soil constitutes and 

saturation extent (Oleson et al., 2010), z is the depth in the vertical direction (m) and T is 

the soil temperature (K).              

We used 20 soil layers to discretize the soil column and modified the no heat flux bottom 

boundary condition used in CLM to include heat flux from the groundwater domain by 

using groundwater temperature as the bottom boundary condition. The top boundary 

condition was a heat flux condition from the overlying atmosphere into the surface 

snow/soil layer. The heat flux into the snow/soil surface also included the net radiation and 

sensible and latent heat fluxes following descriptions in earlier sections.  The calculations 

of net radiation heat fluxes coming into the soil surface followed the same steps described 

in sections 2.2.2. The latent and sensible heat fluxes on the soil surface were calculated 

using an aerodynamic resistance method based on the Monin-Obukhov similarity theory 

(Kundu et al., 2015) in CLM. This equation was numerically solved using the Crank-

Nicholson method and additional details are available in the CLM 4.0 documentation 

(Oleson et al., 2010). 

2.2.6. The groundwater temperature module 

Groundwater temperature is often approximated as the mean annual air temperature and 

used in stream temperature modeling (e.g., MacDonald et al., 2014).  Since PAWS uses 
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process-based descriptions of flow and transport, a general 2-D advection-dispersion 

equation (Domenico & Schwartz, 1998) was used to model groundwater temperature: 

2( )





= −  +  + +


q
gwb b

gw gww w e soil

c T
c T k T Q

t
         (2.46) 

where Tgw (℃) is the groundwater temperature, t (s) is time, b  (kg m-3)  and  cb (J kg-1 K-

1) are the density and specific heat of aquifer-water matrix, w  (kg m-3)  and cw (J kg-1 K-1)  

are the density and specific heat of the water, q (m s-1) is the Darcy flux vector directly 

obtained from the PAWS groundwater flow module, Qsoil  is the soil heat flux exchange 

between soil and groundwater and  (W m-3) includes the heat transfer due to advection 

and conduction through the streambed, ke (W m-1 K-1) is the effective thermal conductivity:  

*e ok k q c = +                  (2.47) 

where ko (W m-1 K-1) is the bulk thermal conductivity, *  (m) is the thermal dispersivity 

term and q  (m s-1) is the absolute value of the Darcy flux vector.  Following earlier 

research that indicated negligible impacts of thermal dispersion in modeling groundwater 

– surface water interactions (Ingebritsen & Sanford, 1998; Hopmans et al., 2002; 

Vandersteen et al., 2015) we assumed * = 0 in this study.  After computing the 

temperature of the groundwater domain, heat exchange between the soil and groundwater 

domains was estimated as: 

( )soil soil gwQ T T
A


−= −              (2.48) 

where Tsoil- is the soil temperature of the second bottom layer and A (m2) is the grid cell 

area. For grid cells that contain stream segments, we also considered heat exchange 

between streambed and groundwater. 
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The calculation of   can be expressed as (Brookfield et al., 2009; Therrien et al., 2010): 

( )
gw b

w w ups bed gw

q k
c T T T

A A
 − = + −                     (2.49) 

where upsT  (K) is the ‘upstream’ temperature which equal to the average streambed 

temperature if the groundwater domain is gaining water from the stream or the groundwater 

temperature if the groundwater domain is losing water to the stream; −bedT  (K) is the bottom 

layer streambed temperature. For the grid cells in the groundwater domain without any 

interaction with stream segments, = 0.  Based on the vertical extent of the soil column 

and the first groundwater layer depth used in the present study, the groundwater 

temperature simulated here accounted for an average temperature corresponding to 

approximately 5-20 m aquifer beneath the ground surface elevation.  Tgw was then used as 

the bottom boundary condition for the streambed temperature simulations. The model was 

run for a period of approximately two years (May 2015 – April 2017) using a uniform step 

size of 20 m in the horizontal x- and y- directions with typical computer run times of 1.5 

days on a workstation with Intel i7 core processor.  

  Results and Discussion 

The performance of the PAWS model was assessed by comparing model results with 

different types of observed data including point measurements at the field sites as well as 

remotely sensed data for the whole catchment. Multiple model performance metrics were 

used to assess model performance including the Nash-Sutcliffe efficiency coefficient 

(NASH) (Nash & Sutcliffe, 1970), the coefficient of determination (R2), and the root mean 

squared error (RMSE). The order of presentation is as follows. The ability of the model is 

first tested to reproduce observed water fluxes in the catchment by showing comparisons 
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between observed and simulated streamflows, transient groundwater heads and soil 

moisture. Comparisons are then shown to demonstrate the model’s ability to describe 

vegetation processes since vegetation growth and shading directly control stream 

temperatures while ET fluxes control both water and energy fluxes within the catchment. 

Therefore, comparisons of simulated LAI and ET with remotely-sensed data (MODIS) are 

presented next. Subsequently, the performance of the temperature model is shown in 

different hydrologic domains including soil and groundwater temperatures, stream 

temperatures and streambed temperatures. 

2.3.1. Stream flow, groundwater head and soil moisture comparisons 

A comparison of simulated and observed streamflows at the outlet of the catchment shows 

that, the model successfully captured the diel fluctuations of the stream discharge (Figure 

2.4).  

The NASH value for the comparison of hourly stream discharge is 0.71 and the RMSE 

value is 0.01. The stream discharge was slightly underestimated during the period May 

2015 to August 2015, whereas overestimation was observed during March 2016 to July 

2016.  Due to the small size of the stream channels, usually less than 3 m wide, inaccurate 

representations of the channel geometry may have introduced uncertainties and 

overestimated peaks in the simulated stream discharge. Some unmeasured spatially-

heterogeneous parameters, such as streambed hydraulic conductivity (Kr, m day-1) and 

vegetation interception depths may have introduced uncertainties as well. Considering 

these uncertainties and the relatively small values of stream discharge, the simulated results 

provided an acceptable (Krause et al., 2005; Legates et al., 1999) description of the 

observed data. 
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Figure 2.5 shows the simulated and observed groundwater head dynamics at four boreholes 

whose locations are shown in Figure 1. The R2 values for the four groundwater sites are 

0.87, 0.78, 0.64 and 0.32, respectively. Overall, the model simulations were able to 

reproduce the amplitude and the general trend of the observed groundwater heads. At BH12, 

although the simulated groundwater heads were generally in the range of observed values, 

the decreasing trend during the simulation period was not adequately captured. This is 

attributed to various factors including limited borehole data and uncertainties associated 

with boundary conditions for the groundwater flow model. The simulated soil moisture 

results (Figure 2.6) generally captured the trend and fluctuations measured by the soil 

moisture sensor. One obvious mismatch occurred during a dry period in July 2016. The 

observed soil moisture approached 

the value 0.07, while the lowest simulated soil moisture value remained at 0.14. This is 

likely the result of a scale mismatch between simulations (an area of a grid cell is 400 m2 

while the sampling volume of a moisture sensor is of the order of a few cubic centimeters). 

Considering the uncertainties and scaling issues associated with model parameterization, 

we conclude that the simulated water fluxes can be used to serve as the basis for our 

temperature simulations in the catchment. 
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Figure 2.4 Simulated and observed streamflow comparison at basin outlet 
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Figure 2.5 Simulated and observed transient groundwater head comparison at four 

different boreholes (BH), asl = above sea level  

 

 

Figure 2.6 Comparison of simulated and observed soil moisture 
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2.3.2. LAI and ET comparisons 

Figure 2.7 shows spatial comparisons of 8-day-average LAI at two selected 8-day periods: 

September 07 – September 14, 2015 and July 05 – July 12, 2016 (individual pixels from 

the original MODIS data can be seen in this figure due to the relatively small size of the 

catchment).  For both periods, the two pixels close to the southern-most portion near the 

catchment outlet and the pixel in the northwest area show relatively high LAI for both 

simulated results and the MOD15A2H product, and these areas correspond to land use 

types with heavy portions of deciduous trees. However, during September 07 – September 

14, 2015, several pixels with predominantly agricultural land use portions are slightly 

overestimated by simulated results relative to MOD15A2H data. This may be due to 

discrepancies between phenological parameters utilized in C3 crop of CLM and 

uncertainties associated with MODIS product. Figure 2.8 shows a time series comparison 

of 8-day catchment-averaged LAI with simulation results for the same period. The general 

trends of simulated LAI and observed MODIS data are in good agreement: higher LAI 

values in growing season and lower LAI in other seasons. The simulated catchment average 

LAI values remain around 2 - 2.6 during growing seasons, while observed catchment 

averaged LAI (MOD15A2H) values represent a slightly wider range (1.6 - 2.7) during the 

growing seasons.  It should also be noted that some parts of the MODIS pixels are outside 

the simulation domain, and this mismatch in domains may have introduced uncertainties 

into the comparison.  

Spatial ET distributions over two 8-day periods (September 07 – September 14, 2015 and 

July 05 – July 12, 2016) based on MODIS data and simulated results are in good agreement, 

see Figure 2.9. The ET values are relatively high in the northwest region and the outlet 
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areas of the catchment for both MODIS data and simulated results during the two 8-day 

periods. This is primarily because of the heavy portions of deciduous trees in these areas. 

As discussed in previous work, PAWS usually represents a better spatial heterogeneity of 

ET due to its more detailed sub-cell land use information than remotely sensed MODIS 

product (Shen et al., 2013; Niu et al., 2014). To quantitatively evaluate the ET values, we 

compare the catchment-averaged 8-day ET time series between MODIS data and simulated 

results, see Figure 2.10. Due to cloud contamination and other possible data quality issues, 

MODIS observations are not continuously available during the simulation period. Annual 

ET cycles are matched well between MODIS data and simulated results with an R2 value 

of 0.89. However, the winter and early spring ET values were overestimated by the 

simulated results. Probable explanation for this mismatch could include a combination of 

several factors: a) different ET algorithms used between MODIS (Penman-Monteith) and 

PAWS (resistance approach based on the two-big leaf model (Dai et al., 2004) with explicit 

calculation of leaf temperatures and aerodynamic and canopy resistances); b) inexact 

parameterization of vegetation phenology parameters for the land use categories, for 

example, we used the broadleaf deciduous tree category to represent the deciduous 

woodland as described before; c) well-known uncertainties in the MODIS ET product (Mu 

et al., 2011).   Overall, the ET magnitude and spatial variations in ET agree well between 

simulated results and MODIS observations.  
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Figure 2.7 Spatial maps of 8-day LAI: (a) MODIS data for Sep.07 - Sep.14, 2015   (b) 

Simulated results for September 07 - 14, 2015 (c) MODIS data for July 05 - 12, 2016 (d) 

Simulated results for July 05 - 12, 2016 

 

Figure 2.8 Time series comparisons between MODIS data (MOD15 product) versus 

simulation results for 8-day catchment averaged leaf area index 
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Figure 2.9 Spatial maps of 8-day ET: (a) MODIS data for Sep.07 - Sep.14, 2015  (b) 

Simulated results for September 07 - 14, 2015 (c) MODIS data for July 05 - 12, 2016 (d) 

Simulated results for July 05 - 12, 2016 

 

Figure 2.10 Time series comparisons between MODIS data (MOD16 product) versus 

simulation results for 8-day catchment averaged ET 
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2.3.3. The temperature results in different hydrologic domains 

The comparison between observed and simulated soil temperature is shown in Figure 2.11 

for a depth of 12 cm. Soil temperature and moisture were measured at the same location 

(Figure 1).  Downward heat fluxes into the soil surface were calculated under conditions 

of typical deciduous forest cover, the dominant land use in this part of the study area.  An 

R2 value of 0.84 and an RMSE value of 1.15 C indicate that a good agreement between 

simulated and observed temperature time series was obtained (Figure 2.11). The upper 

envelope of diurnal fluctuations was well captured by the model, while the lower bounds 

were overestimated. Possible reasons for this discrepancy include uncertainties associated 

with parameterization of soil thermal conductivities and /or heat capacities and instrument 

errors as well as scale mismatch. 

Simulated groundwater temperatures at four sites (Figure 2.12, with locations of boreholes 

marked in Figure 2.1) generally captured the observed trend and amplitudes of 

measurements. The blue bands are from the results of a sensitivity analysis and correspond 

to an uncertainty of ±30% in the hydraulic conductivity of the first groundwater layer which 

represents the unconfined aquifer. Additional sensitivity analysis results are presented in 

the Supporting Information. The R2 between daily simulated groundwater temperature 

results and observations for the four BHs are 0.78, 0.83, 0.74 and 0.59; RMSE values are 

0.23, 0.26, 0.28 and 0.35, respectively. It should be noted that the simulated groundwater 

temperature results are from a single groundwater layer with an average aquifer depth 

between 5-20 meters, while temperature sensors were located at depths of 10.18 m, 8.45 

m, 6.30 m and 8.11 m for the four BHs respectively. The differences in depths may have 

caused the shift of temperature phases as noted by other researchers (Vandersteen et al., 
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2015).  This could be the reason for the slight disagreement in the timing of groundwater 

temperature minima between simulated and observed data for the four BHs. Although 

much smaller compared with stream or air temperatures, groundwater temperatures still 

showed monthly variation. Our results indicate that specifying the bottom boundary 

condition based on simulated groundwater temperatures improves overall model 

performance compared to using the annual mean air temperature or the no flux boundary 

condition. For comparison, the constant value of annual mean air temperature is also 

plotted using dashed lines in Figure 2.12. 

 

 

Figure 2.11 Comparison of observed and simulated soil temperatures 
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Figure 2.12 Comparison of observed and simulated groundwater temperatures at four 

borehole locations with mean annual air temperature shown. The blue bands correspond 

to the uncertainty associated with ±30% changes in the hydraulic conductivity of the first 

groundwater layer. RMSE = root-mean-square error 

Comparisons of observed and simulated stream temperature results in the form of time 

series (Figure 2.13 a) and a 1:1 plot (Figure 2.13 b) show that diurnal fluctuations were 

adequately reproduced by the model. The temperature residuals between simulated and 

observed temperature are also presented in Figure S5 (Supporting Information). The R2 

value for the hourly comparison at the basin outlet is 0.87, and the RMSE value is 1.32. 

However, the model underestimated the peak stream temperatures in April by 

approximately 1.5 - 2 oC compared with observations. Several factors (or a combination of 

factors) could have contributed to this mismatch: a) underestimated incoming solar 

radiations during April; b) overestimated vegetation shading effect during April due to 

inaccurate phenological parameters. In the absence of direct measurements of solar 

radiation reaching the stream surface and runoff contributions, it is difficult to pinpoint the 

exact reason for the April peak temperature mismatch. It is relatively difficult to simulate 
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the temperature dynamics in a small stream due to shallow stream depths and the relatively 

small heat capacity. MacDonald et al. (2014) indicate that stream temperature simulations 

were sensitive to the stream wetted depth information used as input to the model and that 

simulated temperatures were more sensitive to decreased rather than increased wetted 

width. Inaccurate descriptions of channel geometry may have introduced errors into the 

simulated wetted width and depth, which probably introduced uncertainties into the 

estimation of net heat flux. The deciduous tree category used to represent riparian 

vegetation in the current work is referred to as “Broadleaf deciduous tree – tropical” in 

CLM 4.0 which is the closest approximation we could find for the riparian vegetation in 

the Wood Brook catchment which is mostly composed of English Oak and other trees (see 

methods section). It is possible that some of the mismatch between observed and simulated 

stream temperatures is due to mismatches in phenology of these tree species from the 

generic deciduous tree in CLM.  In addition, it is noted that several complexities at the field 

sites are not incorporated into the current version of the model. These include features such 

as wood debris dams that produced ponding, bedrock outcrops that created drop-offs 

producing small local waterfalls within the channel, as well as fallen trees that provided 

permanent shading in some reaches (Figure 2.14). 

Seasonal heat flux budgets for the year 2016 were calculated at the catchment outlet stream 

segment (the reach marked CD in Figure 2.1) for different components, as shown in Table 

2.3.  We found that net radiation was the dominant heat source and latent heat flux was the 

primary heat sink, while the annual net sensible heat flux was close to zero. Runoff 

contribution was found to be negligible during the simulation period and hence not shown 

in Table 2.3. Although relatively small compared to the net radiation heat fluxes, streambed  
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conduction heat fluxes play a role in damping the diurnal and seasonal temperature 

amplitudes driven by  atmospheric effects  (MacDonald et al., 2014; Cox & Bolte, 2007). 

The streambed heat conduction fluxes represented heat sources for sustaining warm stream 

temperatures during winter and served as heat sinks for cooling the streams during summer 

(Table 2.3; also Hannah et al., 2004).  Friction heat fluxes, which represent the highest 

potential friction flux, were the smallest portion (< 1 W m-2) of the budget due to the small 

stream size and low flow rates. Similarly, groundwater advective heat fluxes were of small 

magnitude year round, and this finding is consistent with the results of (Caissie & Luce, 

2017) who noted that lateral groundwater advective heat fluxes are generated only from 

rapid flow events when water entering the stream channel did not have adequate time to 

reach equilibrium temperature before mixing.     
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Figure 2.13 Stream temperature comparisons (observed versus simulated) at the basin 

outlet (a) Time series comparison. (b) 1:1 plot. RMSE = root-mean-square 
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Figure 2.14 Photographs of the main channel showing some complex features not 

included in the current modeling (a) a wood debris dam (b) a bedrock outcrop within the 

channel and (c) fallen trees that provide permanent shading in some stream reaches. 

Photo courtesy: Dr. Mantha S. Phanikumar.  
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Table 2.3 Seasonal heat flux budgets for year 2016 at the catchment outlet stream 

segment (segment CD in Figure 2.1) 

Unit (W m-2) Spring Summer Fall Winter 

Net Radiation 19.00 35.84 7.32 3.32 

Latent heat flux -17.46 -25.85 -14.02 -9.21 

Sensible heat flux -0.79 4.51 -0.74 -3.61 

Friction heat flux 0.96 0.43 0.77 0.78 

Streambed conduction 2.65 -9.10 -2.97 6.74 

Groundwater advective heat flux 1.37 -2.23 -1.03 1.44 

 

Figures 2.15 and 2.16 show comparisons of observed and simulated streambed 

temperatures at sites 1 and 4 (locations marked in Figure 1) for different depths (5cm, 10cm, 

20cm, 30cm); a close-up view of the regions marked A, B and C in Figure 11 is shown in 

Figure S7 (Supporting Information). The R2 and RMSE values, shown in Table 2 marked 

as ‘Baseline simulation’, evidence similar model performance levels for different locations.  

The thermal conductivities and heat capacities at the four measurement sites were slightly 

adjusted to acknowledge spatial dependence of these parameters (Table 2.5). The 

comparison is shown for 50 days for which observed data are available. Caissie et al. (2014) 

found that the diel variations of streambed temperature were no longer visible at depths 

greater than 70 cm for the two streams they sampled in New Brunswick, Canada. They 

estimated the vertical (upwelling) Darcy flux with values of 2.5 and 5.1 mm/hour for the 

two streams, respectively. Among the four sampling sites, at sites 1 and 2 which 

represented gaining stream reaches, the diurnal fluctuations and amplitude at 20 cm and 30 

cm were strongly attenuated due to the vertical movement of groundwater. In contrast, at 
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sites 3 and 4, the diurnal fluctuations were not visibly dampened even at a depth of 30 cm, 

which was evidence of losing reaches. The average vz values from the PAWS simulations 

during the 50-day period for the four sites were -3.63, -2.13, 1.63 and 0.46 mm/hour 

respectively. Positive vz values indicate losing stream reaches while gaining stream reaches 

are characterized by negative values of velocity. The simulated vz values are consistent 

with the above observation that sites 1 and 2 are in gaining reaches while sites 3 and 4 

represent losing reaches. There is field evidence of a clay layer of unidentified spatial 

extent near sites 3 and 4 and the presence of this layer was expected to inhibit groundwater 

– surface water interactions. However, detailed subsurface characterization is needed to 

understand the spatial extent of the clay layer and its thickness to rule out interactions 

between domains and such data are not available at this time. It is possible that the clay 

layer is not continuous, or the layer may have little to zero thickness in places allowing 

water to move to the overlying region as shown by the negative vz value at site 1.   Our 

results demonstrate the ability of the one-dimensional heat transfer model to simulate 

streambed temperature fluctuations accurately at various depths. However, the simulated 

streambed temperatures at 20 cm and 30 cm at site 1 slightly overestimated the diurnal 

fluctuations relative to the observed data, which may be due to underestimated vz values 

and/or inaccurate values of streambed thermal properties.  
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Figure 2.15 Comparison of observed and simulated streambed temperatures at site 1 for 

different depths: (a) 5 cm, (b) 10 cm, (c) 20 cm, (d) 30 cm, and (e) Close-up views of the 

areas marked A, B and C in Figure 2.15. 
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Figure 2.16 Comparison of observed and simulated streambed temperatures at site 4 for 

different depths: (a) 5 cm, (b) 10 cm, (c) 20 cm, and (d) 30 cm. 
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Table 2.4 Performance of the streambed temperature sub-model at four sampling sites for 

different depths (5 cm, 10 cm, 20 cm, and 30 cm) 

  

5 cm 10 cm 20 cm 30 cm 

Locations Simulation R2 RMSE R2 RMSE R2 RMSE R2 RMSE 

Site1 
Baseline 0.75 0.84 0.79 0.53 0.86 0.24 0.87 0.24 

Constant GW T 0.73 0.91 0.75 0.58 0.81 0.32 0.76 0.34 

Site2 
Baseline 0.82 0.85 0.83 0.54 0.84 0.26 0.80 0.23 

Constant GW T 0.79 0.88 0.81 0.59 0.79 0.23 0.73 0.34 

Site3 
Baseline 0.74 0.92 0.77 0.58 0.78 0.46 0.81 0.23 

Constant GW T 0.74 0.93 0.76 0.58 0.75 0.50 0.78 0.27 

Site4 
Baseline 0.73 1.04 0.74 0.80 0.81 0.54 0.82 0.42 

Constant GW T 0.72 1.04 0.75 0.80 0.78 0.57 0.79 0.46 

 

Table 2.5 Thermal conductivities and leakance values parameterized for the four 

streambed temperature sampling sites. 

Sites 

Streambed conductivity, Kr  

(m day-1) 

vz  

(mm hour-1) 

Streambed thermal conductivity, kb 

(W m-1 oC-1) 

Site 1 0.105 -3.63 2.55 

Site 2 0.098 -2.13 2.21 

Site 3 0.131 1.63 2.21 

Site 4 0.112 0.46 2.45 
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We examine the effects of using mean annual air temperature, a constant value during the 

simulation period, as a proxy of groundwater temperature in the simulation relative to the 

baseline (i.e., explicit simulation of groundwater temperature). Stream temperature results 

at the basin outlet are presented as the temperature residuals (simulated minus observed) 

for the two cases (Figure 2.17). The model performance at the basin outlet using these two 

methods are not significantly different. One major reason is due to the dominant control of 

stream surface heat fluxes (radiation heat fluxes plus sensible and latent heat fluxes).  In 

addition, the basin outlet is located within a losing portion of the stream which the effect 

of groundwater is expected to be even smaller.  However, for streambed temperature results, 

the performance differences are expected to be larger especially at deeper depths due to the 

proximity to groundwater.  Comparisons of streambed temperatures at two representative 

sites – site 1 (a gaining reach) and site 4 (a losing reach) – are shown in Figures 2.18 and 

2.19 for the two cases (baseline simulation and constant groundwater temperature 

simulation).  
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Figure 2.17 Stream temperature residuals (difference between simulated and observed 

stream temperatures at the basin outlet) for two simulations: baseline and constant 

ground-water temperature. 
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Figure 2.18 Comparison of observed and simulated streambed temperatures at Site 1 for 

different depths (a) 5 cm (b) 10 cm (c) 20 cm (d) 30 cm. The red line represents observed 

data and the blue line the baseline simulation that explicitly simulated groundwater 

temperature. The green line represents a simulation that used a constant groundwater 

temperature based on the annual mean air temperature. 
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Figure 2.19 Comparison of observed and simulated streambed temperatures at Site 4 for 

different depths (a) 5 cm (b) 10 cm (c) 20 cm (d) 30 cm. The red line represents observed 

data and the blue line the baseline simulation that explicitly simulated groundwater 

temperature. The green line represents a simulation that used a constant groundwater 

temperature based on the annual mean air temperature. 
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The R2 and RMSE values for the streambed temperature comparisons are tabulated in Table 

2.4. The scenario marked ‘Constant GW T’ in Table 2 represents the simulation that used 

mean annual air temperature as groundwater temperature.  The baseline simulation 

generally produced a better match with observed streambed temperatures. The differences 

are more obvious for gaining reaches (Site 1 and Site 2) and at greater depths (depths of 20 

cm and 30 cm). Explicitly simulated groundwater and streambed temperatures provide a 

more realistic method than using the mean annual air temperature for calculating streambed 

conduction fluxes. However, the two- point gradient method used to approximate the 

streambed conduction heat flux may introduce some errors especially when the vertical 

water flux is larger than  5 mm h-1 (Caissie & Luce, 2017).  

A sensitivity analysis was conducted to understand how simulated stream and streambed 

temperatures respond to changes in model parameters. Although a detailed examination of 

sensitivity and equifinality of parameters is beyond the scope of the present work, we 

examined the effect of changing five model parameters on simulated temperatures. The 

parameters include streambed hydraulic conductivity ( rK ), the wind speed sheltering 

factor ( wC  ), streambed thermal conductivity ( bk  ), the characteristic distance (δ) used in 

the two-point gradient method and the hydraulic conductivity of the first groundwater layer 

which represents the unconfined aquifer ( 1K  ), as tabulated in Table 2.6. Parameters (with 

the exception of δ) were changed by 10%, 30%, 50%    relative to the baseline 

simulation while keeping all other parameters as the calibrated values. For the 

characteristic depth (δ), three values (0.7 m, 0.25 m and 0.05 m) are used. Stream 

temperature results (Figure 2.20, Table 2.7) indicate that of the five parameters examined, 

simulated stream temperatures are most sensitive to the streambed hydraulic conductivity 
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and that this parameter affects simulated temperatures at the hourly time scale.  The other 

parameters in decreasing order of importance after rK  are: Cw, δ, kb, and finally K1 (Figure 

2.20). Sensitivity analysis results for streambed temperatures followed a trend that is 

similar to stream temperatures although the magnitudes of changes are different (Figure 

2.21, Table 2.7).  The differences in temperatures at streambed sites 1 and 4 in terms of 

average hourly temperature percent change for the selected parameters are similar. The 

simulated hourly temperature results are most sensitive to Kr (streambed hydraulic 

conductivity) among the selected parameters. Perturbations of Kr influence exchange of 

both water and heat fluxes between stream and the groundwater domain thus affecting the 

stream discharge via vz, and the streambed heat conduction simultaneously. The hourly 

temperature results are moderately sensitive to Cw, kb and δ. The parameter Cw primarily 

influences the latent heat flux while kb and δ directly affect the approximation of stream 

bed heat conduction flux. The temperature results have the smallest sensitivity in response 

to perturbations of groundwater hydraulic conductivities.  

Table 2.6 Model parameters for temperature modules 

Symbol Parameter Meaning  

kb (W m-1 K-1)   Streambed effective thermal conductivity  

δ (m) Characteristic depth to calculate the streambed conduction heat flux 

Cw Wind speed sheltering factor 

Kr (m day-1) Streambed hydraulic conductivity 

K1 (m day-1) Hydraulic conductivity of the first groundwater layer 
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Table 2.7 Average percentage changes (oC x 100/oC) of hourly stream/streambed 

temperatures in response to parameter perturbations 

  average percent change of hourly temperature (%) 

parameter change by ±10% Cw kb Kr δ (=0.7m) K1 

Stream 1.478 3.152 4.770 3.345 0.136 

Streambed: site 1 5cm 1.276 3.155 4.092 3.358 0.130 

Streambed: site 1 10cm 1.191 3.039 3.653 3.230 0.128 

Streambed: site 1 20cm 1.129 2.890 3.278 3.065 0.125 

Streambed: site 1 30cm 1.080 2.767 3.052 2.920 0.125 

Streambed: site 4 5cm 1.381 3.447 4.558 3.720 0.127 

Streambed: site 4 10cm 1.320 3.256 4.021 3.539 0.126 

Streambed: site 4 20cm 1.271 3.044 3.542 3.334 0.130 

Streambed: site 4 30cm 1.219 2.879 3.252 3.151 0.136 

parameter change by ±30% Cw kb Kr δ (=0.25m) K1 

Stream 5.293 3.189 7.388 3.634 0.198 

Streambed: site 1 5cm 4.719 3.374 6.217 3.627 0.164 

Streambed: site 1 10cm 4.424 3.441 5.545 3.476 0.154 

Streambed: site 1 20cm 4.158 3.457 5.171 3.291 0.141 

Streambed: site 1 30cm 3.957 3.435 4.999 3.122 0.133 

Streambed: site 4 5cm 5.195 3.489 6.217 3.943 0.152 

Streambed: site 4 10cm 4.804 3.323 5.545 3.774 0.146 

Streambed: site 4 20cm 4.448 3.135 5.171 3.572 0.167 

Streambed: site 4 30cm 4.187 2.999 4.999 3.385 0.199 

parameter change by ±50% Cw kb Kr δ (=0.05m) K1 

Stream 7.886 4.196 16.468 5.633 0.510 

Streambed: site 1 5cm 6.851 5.151 14.203 5.556 0.423 

Streambed: site 1 10cm 6.470 5.906 12.879 5.371 0.390 

Streambed: site 1 20cm 6.214 6.427 12.105 5.170 0.369 

Streambed: site 1 30cm 6.011 6.637 11.662 4.947 0.354 

Streambed: site 4 5cm 7.222 4.712 15.148 5.719 0.407 

Streambed: site 4 10cm 6.838 4.593 13.700 5.662 0.359 

Streambed: site 4 20cm 6.559 4.422 12.834 5.571 0.378 

Streambed: site 4 30cm 6.324 4.337 12.353 5.412 0.429 
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Figure 2.20 Sensitivity of simulated stream temperature to changes in parameters listed 

inTable 2.6. Each parameter was changed by ±10%, ±30%, ±50% and changes in 

hourlystream temperature at the basin outlet relative to the baseline simulation results.  
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Figure 2.21 Sensitivity of simulated stream temperature to changes in parameters listed 

inTable 2.6. Each parameter was changed by ±10%, ±30%, ±50% and changes in 

hourlystream temperature at the basin outlet relative to the baseline simulation results.  
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Figure 2.22 Daily-average, cross-sectional temperature profiles of stream, streambed and 

groundwater along a portion of the main stream (between points marked A and D in 

Figure 2.1) for different seasons. Panel (a) is a schematic of the general land use features 

along the stream segment. The numbers 1, 2, 3, 4 in (a) denote the streambed temperature 

sampling locations. Each panel in (b) through (e) shows the temperature profile for one 

representative day in each of the four seasons: (b) Spring, (c) Summer, (d) Autumn, and 

(e) Winter. Head difference (groundwater head minus river stage) variations as a function 

of distance from point A along the main stream are plotted using the black solid lines 

using the second Y-axis on the right. Gaining reaches of the stream correspond to 

positive head differences while losing portions are associated with negative head 

differences.   
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As shown in Figure 2.22, the cross-sectional daily-average temperature profiles of stream, 

streambed and groundwater along a portion of the main stream (between points A and D 

in Figure 2.1) are presented for one day in each of the four seasons. The stream 

temperatures are shown in the topmost layer while the bottom layers represent the 

streambed temperatures with the lowermost layer representing groundwater temperatures.  

The daily average head differences between groundwater heads and stream stages are 

superimposed on the figures to illustrate the gaining or losing portions of the stream. 

Stream bank elevations and land use scenarios along the main streams are also shown in 

Figure 13 (a). Gaining reaches of the stream correspond to positive head differences 

(second Y-axis on the right) while losing portions of the stream are associated with 

negative head differences. It could be seen from Figures 13 (c) and 13 (d) that on July 15, 

2016 and October 15, 2016, the daily average stream temperatures with crop land use 

nearby are slightly higher than portions surrounded by deciduous trees. However similar 

phenomenon is not obvious on April 15, 2016 and January 15, 2017. This could be 

attributed to the seasonal shift of phenological properties of the two vegetation classes, 

such that the differences of shading effects between deciduous trees and crops have a 

greater effect in summer and fall than in spring and winter. Overall, the losing and gaining 

portions of the stream are not altered for the four selected days for the year considered in 

this analysis and appear to be stable features over the simulation period. This aspect will 

be examined in detail in future work.  There is a clear shift of the temperature divide (shown 

in yellow color in the figures) within the profiles as the stream reach switches between 

gaining and losing reaches for all four days. Near the catchment outlet where sites 3 and 

site 4 are located, the temperature divide approaches the groundwater temperature, 
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indicating a losing stream, while at the locations of site 1 and site 2, the temperature divide 

approaches the stream temperature, indicating a gaining stream.  These phenomena are 

consistent with previous discussions. The analysis of streambed temperature stratifications 

and time series have become a standard approach for quantifying the vertical exchange 

fluxes between groundwater - surface water domains (Caissie et al., 2007; Vandersteen et 

al., 2015; Krause et al., 2011).  Simulated streambed temperature results from process-

based models could be used to gain further insights into key processes and parameters (for 

example, to optimize reach scale streambed hydraulic conductivity values). Therefore, 

integrated process-based models are useful tools to gain insights into multiple processes 

that affect thermal dynamics in catchments.  

 Conclusions 

This chapter provided a catchment-scale framework to simulate coupled hydrologic and 

stream – subsurface thermal transport processes. When simulating soil and streambed 

temperatures, significant computational expense could be saved by reducing the three-

dimensional heat transport equations into a combination of two- (groundwater) and one-

dimensional (streambed) equations with limited loss of physics in the catchment examined 

in our work.  Process-based simulations make it possible to manipulate individual 

processes, evaluate the impacts of different heat fluxes, and to understand the sources of 

errors. As with other process-based hydrologic models, PAWS requires a large amount of 

hydrological and geophysical data.  The weighted-average method of flux computation for 

grid cells with mixed land use proved to be an efficient way to estimate the (below canopy) 

net radiation fluxes reaching the streams while reducing the necessary parameters and 

observations.  This approach can be used to evaluate the potential impacts of climate and 
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land use changes on stream temperature dynamics and to identify best strategies from the 

point of protecting steam habitat (Mohseni et al., 2003; Jackson et al., 2018). Future work 

will test the ability of this method to simulate stream temperature dynamics in large river 

basins. It is possible that the estimated radiation fluxes may need to be recomputed at 

smaller scales and aggregated to the coarse grid scale. Future work will also evaluate model 

sensitivity to parameters and vegetation scenarios as well as snow / ice dynamics during 

winter months.  Scaling effects of heat transport processes in different landscape units will 

also be investigated by applying the model to large watersheds with more complex stream 

networks and land use in different parts of the world.  
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Chapter 3. Modeling the effects of vegetation on stream temperature 

dynamics in a large, mixed land cover watershed in the Great Lakes 

region 

This study aims at quantifying the effects of resolving the spatial variability of vegetation 

on the temperature simulations using a process based hydrologic model, i.e. PAWS+CLM, 

in a 5200 km2 mixed-landuse watershed in Michigan, USA, i.e. the Kalamazoo River 

watershed (KRW, Figure 3.1). The model explicitly solves the equations that govern the 

stream discharge and temperature processes. By incorporating interactions of thermal and 

water fluxes at the interfaces of air/surface and surface/subsurface, the model enables 

comprehensive representation of the stream thermal dynamics. The streamside landuse 

effects on the stream temperature are explicitely represented by coupling with the CLM 

phenological module. The streamside land use information is rescaled using different 

nested resolutions to represent the land use effects on stream temperature; we find that a 

resolution of 90 m land use best represent the land use effects while simulating stream 

temperature. The simulation covers a 7-year period from 2003 to 2009, during which period 

the hydrologic and temperature results are compared with multiple observations. Stream 

thermal budgets and responses of stream temperature to vegetation scenarios including 

potential deforestation effects are reported.  

 Introduction 

Stream temperature is a key ecological variable (Caissie, 2006; Allan and Castillo, 2007), 

mediating aquatic metabolism and nutrient retention and transformation (Schaefer and 

Alber, 2007; Starry et al., 2005), as well as influencing the abundance and distribution of 

aquatic species including fishes (Ebersole et al., 2001; Wehrly et al., 2003).  Understanding 
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controls on stream temperature is necessary to predict how streams will respond to the 

warming climate (Schindler, 2001; Leibowitz et al., 2014). While primarily driven by 

climatic conditions, stream thermal regimes are also shaped by multiple factors including 

near-stream (riparian) land cover, stream-groundwater interactions, discharge, and channel 

geomorphology (Caissie, 2006). Land use development and deforestation have been found 

to affect stream temperature regimes, generally increasing diel variation (Johnson and 

Jones, 2000), and maximum summer temperatures are of particular interest when they 

could negatively impact coldwater fish habitat (Buisson et al., 2008; Hrachowitz et al., 

2010; Kelleher et al., 2012). Moreover, streams vary in their thermal responses as a 

function of depth, which determines their heat capacities (Sun et al., 2015), as well as the 

relative influence of groundwater inputs and hyporheic exchange (Gordon et al., 2012; 

Caissie and Luce, 2017; Qiu et al., 2019).  

Modeling approaches have been widely used to predict stream temperature responses to 

climate and land-use change (Jackson et al., 2017; Gallice et al., 2016; Sun et al., 2015; 

MacDonald et al., 2014). Generally, stream temperature models can be categorized into 

two groups: statistical models (Jackson et al., 2017; Benyahya et al., 2007) and process-

based hydrologic models (PBHMs) (Qiu et al., 2019; Gallice et al., 2016; Sun et al., 2015; 

MacDonald et al., 2014). Statistical models have the advantages of simplicity and 

efficiency due to the relatively small data demands and computational expense; however, 

they lack the ability to offer insights into fundamental and the often coevolving roles of 

multiple processes, or to extrapolate beyond the range of conditions under which they are 

calibrated. PBHMs explicitly simulate the interactive physical processes that drive stream 

temperature dynamics by solving the governing equations of mass, momentum and energy 
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conservation. Time-marching simulations enable PBHMs to evaluate temporal variations, 

track individual processes, and understand the controlling factors (Beven, 2002).  

Various PBHMs have been developed to study stream temperature dynamics for different 

research purposes. For example, MacDonald et al. (2014) developed a watershed-scale 

river temperature model for studying the temperature dynamics in mountainous regions by 

solving the one-dimensional heat advection equation; Sun et al. (2015) built a river reach-

scale, process-oriented stream temperature model by focusing on the riparian land-use 

effects. Recently, those models have incorporated more detailed process representations to 

incorporate groundwater lateral advection and streambed conduction heat fluxes. For 

example, Gallice et al. (2016) assumed proportional relationships between streambed 

conduction heat flux and temperature difference between the stream and the streambed at 

a certain depth. Haag and Luce (2008) estimated the streambed conduction flux by using 

the concept of two lumped parameters. However, PBHMs are usually data-demanding to 

construct models that ensure process fidelity (Beven, 2002). Particularly at the watershed 

scale, spatial heterogeneity within the watershed could bring uncertainties in estimating the 

stream discharge as well as water temperature (Beven, 1993; Beven, 2001; Beven, 2002). 

To date, some PBHMs either simplified the simulation of stream discharge by using 

empirical equations, e.g., MacDonald et al. (2014), or could only be applied to small 

watersheds due to the fully three-dimensional nature of the models and the consequent high 

computational expense and data requirements.  

Riparian vegetation plays an important role in controlling stream temperature via shading 

(Roth et al., 2010; Moore et al., 2005) and by changing the riparian microclimate. Land use 

/ land cover maps (represented using plant functional types or PFTs) generally contain a 
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much finer level of detail than one can include within model grid cells. To make 

computations tractable, these maps are often reclassified to include only a small number of 

dominant land cover types within a model grid cell, replacing land cover types that occupy 

only a small area within the grid cell with the dominant land cover in that cell. Since the 

outcome of this reclassification depends on the size of the grid cell, the impacts of 

representing land cover in a hydrologic model depend on the grid resolution, and stream 

temperature results are particularly sensitive to these details. In large watersheds, grid cell 

sizes tend to be relatively large as well to make computations practical. One way to provide 

an adequate representation of riparian vegetation in large watersheds is to reclassify 

riparian land cover at a smaller nested resolution relative to the original grid size to upscale 

the vegetation effects to the size of the larger grid cell (i.e., by using several nested grid 

cells within a larger cell; for example, ten 100 x 100 m nested cells can be created within 

a single 1 x 1 km grid cell). However, a systematic assessment of such a reclassification 

method and the effects of the nested grid cell resolutions on simulated stream temperatures 

is not reported in the literature. In this chapter, we apply the PAWS model (Process-based 

Adaptive Watershed Simulator, Shen and Phanikumar, 2010; Shen et al., 2013; Shen et al., 

2014; Qiu et al., 2019a), a PBHM of intermediate complexity, to predict streamwater 

temperatures over space and time across a humid temperate watershed with seasonally 

present, deciduous vegetation canopies in the riparian zones. The newly-developed stream 

temperature model (Qiu et al., 2019) uses the radiation transfer modules in CLM 4.0 

(Dickinson, 1983; Sellers, 1985; Oleson et al., 2010) to partition radiation fluxes among 

riparian vegetation canopies, back radiation and fluxes received by stream surfaces. The 

dynamic seasonality of vegetation phenological properties such as leaf area index (LAI) 
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and stem area index (SAI) and their effects on radiation fluxes were simulated for different 

plant functional types in the vegetation module of CLM. Our study watershed is 

considerably larger than a small experimental watershed where the model has been 

previously validated, and thus our study developed the model to run on data with a coarser 

spatial resolution. Research questions that will be addressed in this chapter include: 1. How 

can the riparian vegetation shading effect be approximated using relatively coarse grid 

resolutions (e.g. 1 km2) used to model large watersheds? 2. Is there an optimal grid 

resolution for representing the vegetation effects in large watersheds? 3. What are the 

dominant controls on stream temperature regimes over the seasons? and 4. What is the 

effect of riparian deforestation on temperature in large vs. small streams?  

  Materials and Methods 

3.2.1.  Model description 

PAWS is a process-based, distributed hydrological model that uses the finite volume 

method to solve the governing partial differential equations for different hydrologic 

domains based on structured grids (Shen and Phanikumar, 2010; Shen et al., 2013; Shen et 

al., 2014). The PAWS model structure allows efficient coupling of surface and subsurface 

processes (Shen and Phanikumar, 2010) by simplifying the fully three-dimensional (3-D), 

variably-saturated subsurface model using a combination of the one-dimensional Richards’ 

equation (for the vertical soil column) and quasi-3-D saturated groundwater equation for 

the aquifers, assuming that lateral soil water exchanges with the stream channels are 

negligible (Shen et al., 2013). The coupling of PAWS (Shen and Phanikumar, 2010) with 

the land surface model CLM (Community Land Model, version 4; Oleson et al., 2010) 

allows for a comprehensive representation of hydrologic and vegetation processes 
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including land surface processes, subsurface processes, and interactions among different 

hydrologic domains (Shen et al., 2013). Applications and validation of the PAWS+CLM 

model have been widely reported for various watersheds around the world (Shen and 

Phanikumar, 2010; Shen et al., 2013; Shen et al., 2014; Niu et al., 2015; Safaie et al., 2017; 

Niu et al., 2017), but the model has only been applied to simulate stream temperatures by 

Qiu et al. (2019a).  

Details of the coupled PAWS+CLM stream temperature model are described in Qiu et al. 

(2019a) and therefore only a brief summary is presented here. Simulation domains are 

discretized into different lateral grid cells and vertical layers. The topmost layer represents 

the land surface layer or overland flow layer in which surface runoff is computed based on 

the diffusive wave equation. Surface energy balances, evaporation, infiltration and snow 

processes are computed in the overland layer. Beneath the land surface layer are the vadose 

zone layers which are governed by the Richards equation.  Two groundwater layers 

(unconfined and confined) are connected to the bottommost layer of the vadose zone and 

are governed by the quasi- 3D groundwater equation derived from Darcy’s law.  The stream 

segments crisscross the overland flow layer and are connected to the first groundwater 

layer which represents the unconfined aquifer. Stream discharge is governed by the one-

dimensional diffusive wave equation exchanging fluxes with the overland flow and 

groundwater layers. Several earlier studies demonstrated that one-dimensional models 

adequately describe solute and thermal transport in rivers (Gallice et al., 2016; MacDonald 

et al., 2014; Anderson and Phanikumar, 2011; Phanikumar et al., 2007; Shen and 

Phanikumar, 2009). Therefore, the stream temperature module solves the one-dimensional 

heat transport equation (Equation 3.1, Figure 3.1) that includes multiple heat sources/sinks 
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such as short wave radiation, long wave radiation, back radiation, latent and sensible heats, 

and heat exchange from subsurface, as shown below: 

( ) ( )

 

 
+ = +

 

s s v advAT QT Q W Q W

t x C C
                                              (3.1) 

where Ts (K) is the stream temperature; Qv (W m-2) is the sum of the net heat fluxes 

excluding the groundwater advective heat flux;  Qadv (W m-2) is the advective heat flux due 

to groundwater flow; A (m2) and W (m) are the cross-sectional area and wetted width of 

the stream segments respectively, Q (m3 s-1) denotes stream discharge and C (J kg-1K-1) 

and   (kg m-3) are the specific heat and density of water, respectively. Qv includes 

multiple heat sources/sinks and can be expressed as: 

h b= + + + + + −v s l e f mQ Q Q Q Q Q Q Q                                          (3.2) 

where Qs (W m-2) is the net short wave radiation reaching the stream surface; Ql (W m-2) is 

the net longwave radiation; and Qh (W m-2) and Qe (W m-2) are the sensible and latent heat 

fluxes; Qf  (W m-2)  is the friction heat flux, Qb (W m-2) is the stream bed heat conduction 

flux; Qm (Wm- 2)  is the heat flux used to melt the snow when there is snow accumulation 

in the channel; and d (m) is the wetted depth of the river. Detailed calculations of these 

heat sources/sinks in equations 3.1 and 3.2 are described in (Qiu et al., 2019a). The hybrid 

Lagrangian - Eulerian method based on an operator-splitting strategy was employed to 

solve equation (3.1) (Niu and Phanikumar, 2015). 

Following MacDonald et al., (2014) and Leach and Moore (2010), the temperatures of 

stream junction segments are updated at the end of each time step based on the temperatures 

of the upstream and downstream segments using the mixing model concept as shown in 

equation (3.3): 
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where 𝑇𝑢𝑝
𝑛  (K) and 𝑇𝑑𝑜𝑤𝑛

𝑛  (K) are the stream temperatures at the upstream and downstream 

junction segments at the end of time step n; 𝑄𝑢𝑝
𝑛  (m3 s-1) and 𝑄𝑑𝑜𝑤𝑛

𝑛  (m3 s-1)  are the 

upstream and downstream discharge rates; 𝑇𝑗
𝑛  (K) is the updated junction segment 

temperature at the end of time step n. The stream bed temperature module solves the one-

dimensional vertical heat transfer equation based on the assumption that the lateral heat 

transfer within the streambed is negligible (Caissie et al., 2014). The stream temperature 

serves as the top boundary condition of the streambed equation and the average unconfined 

groundwater temperature is employed as the bottom boundary condition. PAWS solves for 

temperature in the groundwater domain; however, since detailed groundwater temperature 

data are not available for the KRW, we used the mean annual air temperature during 2003-

2009 (10.07 oC) as the unconfined groundwater temperature based on previous successful 

model applications based on this assumption (Cox and Bolte, 2007; Leach and Moore, 

2010). Additionally, PAWS uses the soil/snow temperature simulation in CLM which is 

based on the solution of the one-dimensional heat conduction equation (Oleson et al., 2010). 

Snow melt is simulated if the snow layer temperature is above the freezing point. 
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Figure 3.1 Schematic illustration of the river temperature energy components for 

Kalamazoo river watershed. 

 

3.2.2. Study sites and data sources  

Located in the southwest Lower Peninsula of Michigan, USA, the Kalamazoo River 

Watershed (KRW) drains 5,200 km2 of glacial deposits that deliver water to the river 

primarily (>70%) via groundwater flow paths (Rheaume 1990; Figure 3.2). The KRW has 

an average annual precipitation of approximately 960 mm with about half falling as snow, 

and increasing annual snowfall is observed from the head waters to the outlet due to the 

effect of Lake Michigan (Wesley, 2005). Mean daily air temperatures for the recent decade 

range from approximately -24 ℃ to 38 ℃. The land surface elevation ranges from 175 to 

380 m.a.s.l. Agriculture (dominated by corn and soybeans) is the primary land use which 
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occupies approximately 47% of the watershed, followed by forest (21%), open land (9%), 

and urban (7%), see Figure 3.3.  

 

Figure 3.2 Map of the Kalamazoo River watershed. Elevation is shown as the color 

gradient. National Hydrography Dataset (NHD) streams, Stream temperature observation 

sites, U.S. Geological Survey (USGS) gauges, National Climatic Data Center (NCDC) 

weather stations and Michigan Automatic Weather Network (MAWN) stations are 

shown. 

  

The PAWS model integrated multiple sources of Geographical Information System (GIS) 

data. Shen et al. (2014) elaborated the data integration algorithms for constructing the 

PAWS model, and here we briefly describe the primary data sources.  The overland layer 

was built with the 30 m resolution National Elevation Dataset (NED), from the United 

States Geological Survey (USGS, https://nationalmap.gov/elevation.html) for calculations 

of topographic processes (e.g. surface runoff and lowland storage etc.). The National 
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Hydrography Dataset (NHD, https://nationalmap.gov/hydro.html) was overlaid on the 

landscape layer to extract profiles of river reaches. The river network was organized by 

sequentially ranking the river reaches from upstream to downstream. For the land use and 

land cover (LULC) information, we used the Integrated Forest Monitoring Assessment and 

Prescription (IFMAP) 30-m resolution raster data set provided by the Michigan 

Department of Natural Resources (MDNR, 2010).  Lying underneath the overland layer 

are the soil layers from the Soil Survey Geographic Database (SSURGO, Soil Survey Staff, 

2019) of the U.S. Department of Agriculture, Natural Resources Conservation Services 

(NRCS). Van Genuchten soil parameters were thereafter processed using pedotransfer 

functions provided in Rosetta (Schaap et al., 2001).  The simulation was driven by hourly 

climate data (e.g., precipitation, solar radiation, air temperature and wind speed etc.) from 

the National Climatic Data Center (NCDC) of the National Oceanic and Atmospheric 

Administration (NOAA) and the Michigan Automated Weather Station Network (MAWN, 

now called EnviroWeather, http://www.enviroweather.msu.edu); locations of the 

meteorological stations are shown in Figure 1. Spatial data on depth to groundwater, based 

on static water levels in water supply wells throughout the watershed, were obtained from 

the State of Michigan’s Welllogic database (https://secure1.state.mi.us/wellogic/). Soil 

temperature data from two MAWN stations (the Albion station and the MSU Kellogg 

Biological Station, MSUKBS) are used to test the model. The nearest neighbor method was 

used to interpolate stations data to model grids. Onset Stowaway XTI Model 2 sensors 

were used for stream temperature data collection (accuracy of better than 0.6oC). 
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3.2.3. Model setup 

We used a grid resolution of 1000 ×1000 m for horizontal discretization, which produced 

a mesh of 101×150 grids for the entire watershed. 20 vertical layers were used to simulate 

the vadose zone dynamics and 2 layers for the groundwater domain (unconfined and 

confined aquifers).  The streams were discretized as 1 km segments for solving the 

governing stream discharge and water temperature equations. The model incorporated up 

to level-5 rivers to represent a more realistic channel network and to reduce model 

uncertainties resulting from reduced channel density (Wang and Wu, 2013).  

To better represent the vegetation effect of the riparian land cover, we resampled the 

fractions of stream segment PFTs by extracting finer-scale riparian PFTs along each 1 km 

stream segment. As shown in Figure 3, we extracted the land cover information in fine 

nested grid cells and recalculated the land cover categories and portions by adding the 

fractions of different PFTs in the square boxes. Three dominant PFTs were selected 

including the stream portion as a PFT of open water to calculate the weighted sum radiation 

fluxes (Qiu et al., 2019a). Since all grid cells adjacent to stream channels will contain open 

water as a land cover, during land cover reclassification a minimum portion of water should 

be maintained to ensure that the effects of vegetation on water are adequately represented. 

Based on sensitivity analysis, a minimum portion of 20% water was assigned to underscore 

the stream PFT representing open water. That is, if water is incorporated into the three 

dominant PFTs, we will choose max{default water portion within the three PFTs, 20%} as 

the water portion; otherwise, the water portion is assigned as 20%, and the other three 

dominant land covers occupy the remaining 80%. We evaluated the impact of representing 

riparian vegetation by comparing the simulated results using different nested grid 
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resolutions within a larger 1 x 1 km grid cell and comparing the simulation results with 

observed data. The differential evolution algorithm (Price et al., 2005) was employed to 

tune the model parameters for improving the model performance in predicting stream 

discharge, groundwater heads and evapotranspiration (ET) rates. Parameters and their 

physical meanings were summarized in Shen et al., (2013). 

 

 

 

 

 

Figure 3.3 Land use and land cover map of Kalamazoo River watershed. 
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Figure 3.4 Schematic illustration of using the square boxes to extract the streamside land 

use information. 
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 Results and Discussion 

In this section, we assess model performance by comparing simulated results with 

observations. The primary model performance metrics employed are Nash-Sutcliffe 

efficiency coefficient (NASH, Nash and Sutcliffe, 1970), the coefficient of determination 

(R2), and the root mean squared error (RMSE).  

3.3.1. Hydrology 

Model performance evaluated using observed datasets for stream discharge, ground water 

heads and evapotranspiration during a 7-year simulation period (2003-2009) has been 

previously reported for the KRW by Qiu et al. (2019b) although the earlier results were 

based on a slightly different set of calibration methods and parameters. In the earlier paper 

multi-site calibration was used with a different set of parameters in each sub-watershed to 

address the research questions in that paper while a single set of parameters are used for 

the entire watershed in this paper. Here we first briefly describe model results for hydrology 

in this section. Additionally, we present the comparisons of leaf area index (LAI) between 

simulated results and MODIS data as vegetation growth cycles are important for simulating 

stream temperature. 

The simulated stream discharge results during the 7-year simulation period are compared 

with USGS observations for four different gauging stations in the watershed, see Figure 

3.5. The NASH and RMSE values are tabulated in Table 3.1. The NASH and RMSE values 

tabulated in Table S1 show satisfactory model performance. The simulated discharge near 

the watershed outlet, i.e., the location of USGS gauge 04108660 (Kalamazoo River at New 

Richmond, Michigan), matched the amplitude and fluctuations of observed streamflows 

fairly well. However, some peak stream discharge values are overestimated by the model. 
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It should be noted that rather than purely calibrating to the stream discharge, the model 

performance was constrained by calibrating to stream discharge, ground water heads and 

monthly ET simultaneously. The stream discharge performance may be offset because of 

compensation errors among different hydrologic components (see, for example, Anderton 

et al., 2002; Beven and Freer, 2001). Additionally, inaccurate representation of field 

heterogeneities and uncertainties within both input data and observations could also lead 

to the imperfect comparisons for stream discharge (Beven, 1993; Beven, 2001; Anderton 

et al., 2002; Beven and Freer, 2001). Overall, the simulated stream discharge results are 

considered acceptable considering all sources of uncertainty. 

As shown in Figure 3.6, the monthly simulated ET results (watershed average) are 

compared with MODIS satellite observations obtained from NASA earth data search 

engine (https://search.earthdata.nasa.gov). The monthly ET fluctuations match very well 

between simulated results and MOD16 product. In some summer months, simulated results 

overestimate the ET, while during winter months the model outputs underestimate ET 

relative to MOD16 data. This phenomenon could be attributed to the different algorithms 

used in MOD16 product and PAWS+CLM. MOD16 product is derived based on the 

Penman-Monteith formulation (Mu et al., 2011), while a resistance approach based on the 

two-big leaf model (Dai et al., 2004) is used in PAWS+CLM to calculate ET.   
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Figure 3.5 Stream discharge comparisons between simulated results and observations by 

USGS gauges. 

 

Table 3.1 Performance of Stream discharge comparisons between simulated results and 

observations by USGS gauges 

USGS station No. NASH RMSE 

04103010 0.61 2.04 

04106000 0.63 10.18 

04108600 0.64 1.79 

04108660 0.76 20.35 
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Figure 3.6 Monthly watershed-averaged ET comparisons between simulated and 

remotely sensed MODIS ET products. 
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Figure 3.7 Spatial map of yearly averaged evapotranspiration for the Kalamazoo River 

watershed for the 7-year period (2003–2009) of (a) simulated output and (b) MODIS 

data. 

 

Table 3.2 Pair-wise linear correlation coefficients for different Land use/land cover types 

and soil types with GLB and MLT simulated ET outputs 

  Land Use/Land Cover   Soils   

 

Forest Grass Crops Urban Wetland Sand Clay Organic Matter 

ρ 0.28 -0.05 -1.99 -0.24 0.27 0.53 -0.50 0.08 

p 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

ρ is the Correlation Coefficient. p < 0.05 indicates statistical significance. 



89 

Figures 3.7 (a) and 3.7 (b) show the annual-average spatial maps of ET based on the 

simulations and MODIS16 data respectively. Annual average ET of the 7-year simulation 

period is 583.43 mm yr-1, which is comparable to the MODIS value, 559.89 mm yr-1. The 

spatial maps of ET from simulations and MODIS data generally follow a similar pattern. 

A linear correlation analysis was performed on the spatially distributed ET simulated 

values against the LULC types and soil types and the results are summarized in Table 3.2. 

In this table, ρ is the pair-wise linear correlation coefficient, and p is the probability for 

testing the null hypothesis of no correlation against the alternative hypothesis that there is 

a significant correlation. If p is small (i.e., < 0.05), then the correlation ρ is significantly 

different from zero. Forest (ρ = 0.28) and wetland (ρ = 0.27) areas are prone to producing 

higher ET, while crops (ρ = - 0.20) and urban areas (ρ = -0.24) are negatively correlated to 

ET. The grass portion within KRW tends to show median ET values among all the LULC 

types and shows the least correlation (ρ = -0.04) with the spatially distributed ET values 

and oscillates slightly between negative and positive with the two different calibration 

methods. High positive correlations of ET values with sand (ρ = 0.53) and high negative 

correlation with clay (ρ = -0.50) indicate that the ET is also closely related to soil 

infiltration capacity. The PAWS model outputs resolved the ET heterogeneity better than 

did the remotely sensed MODIS data. The major land cover in northwestern KRW is forest 

and there are many lakes and reservoirs located in the middle of the watershed. Therefore, 

we expect high ET values within this area as shown in simulated ET maps. The south-

central areas of Kalamazoo (where the MODIS data are blank) are urban areas, which 

correspond to the low ET values in PAWS output (colored blue). The comparison between 

simulated depth to groundwater table and well-logic data is shown in Figure 3.8. A NASH 
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value of 0.90 shows that a good agreement was obtained between simulated land surface 

depth to water table and observed data.  There is a slight trend for the simulated depth to 

water table to move below the 1:1 line which indicates, on average, higher simulated 

groundwater table depth compared with well-logic data. This discrepancy could be 

attributed to several reasons, including potentially overestimated recharge, underestimated 

groundwater contribution to rivers and uncertainties in the hydraulic conductivities. 

 

Figure 3.8 Plots of simulated versus observed depth to groundwater table (from Well-

logic data set) for each computation grid cell. NASH is the Nash-Sutcliffe efficiency 

metric. 
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Figure 3.9 Spatial and temporal comparisons between MODIS product and the 

PAWS+CLM simulated LAI. (a) Time series comparison for four representative 

vegetation types. (b) Spatial map comparison for June 21-28, 2007 and December 19-26, 

2007. 
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Additionally, we compare the spatial and temporal LAI values between simulated results 

and level-4, 8-day, MODIS data (MOD15, https://search.earthdata.nasa.gov), see Figure 

3.9. Figure 3.9 (a) shows the temporal LAI comparisons between MOD15 and simulated 

results for four representative vegetation cover during 2005-2007, which the representative 

vegetation occupy more than 85% of the simulated grid cell. Model results show abrupt 

LAI increase in growing season and LAI decrease in wilting season for all the four 

representative vegetations, while MODIS data show relatively smooth change. This 

difference is most obvious for C3 grass. Moreover, the model overestimates the duration 

of high LAI values of C3 grass compared with MODIS data.  This discrepancy may be due 

to the phenological parameters utilized in C3 crop of CLM and uncertainties associated 

with MODIS product.  Several outliers are observed for Corn during the growing season 

of 2005. In this period, the model results show LAI in the range of 3 ~ 4 while several 

observed LAI values are above 5.  These outliers may be attributed to the uncertainties of 

the remotely sensed MODIS data, including cloud contamination or other data quality 

issues. Figure 3.9 (b) shows the comparison of spatially distributed LAI for two 8-day 

period in June and December, respectively. During June, the spatial pattern of LAI is 

mostly matched between simulated results and observations, including the high LAI values 

in the northwest and some parts within the middle of the watershed.  Forest is the major 

land cover in northwestern KRW which tends to show high LAI values during growing 

season. Meanwhile, the lake effect may increase the length of growing season from ~ 150 

days at the eastern end of KRW to ~ 180 days near the watershed mouth and Lake Michigan, 

which could also contribute to high LAI. Two blank areas in the south-central part of KRW 

of MODIS data are urban areas, where the model generates very low LAI values.   Although 

https://search.earthdata.nasa.gov/
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the dominant land use is urban for these two areas, some minor portion of land use 

contributions may still produce positive LAI, for example, the grass and trees in parks.  

This information is reflected in the data integration algorithm of PAWS+CLM, which 

assimilate data at fine resolutions and upscale to grid resolution by preserving the major 

information (Shen et al., 2014). During December, for the most part both the simulated and 

MODIS data show nearly zero LAI values. The northwest part in December shows 

relatively higher LAI values which are primarily coming from evergreen forest. 

3.3.2. Soil moisture and soil temperature results 

Figures 3.10 shows the 10 cm soil moisture comparisons at two MAWN stations. It should 

be noted that the observed data represent a point measurement as data were collected using 

a Campbell Scientific CS616 water content reflectometer (WCR) whereas our simulated 

results represent an average of a grid cell domain with area of 400×400 m2. At station 

Albion (Figure 3.10 (a)), simulated soil moistures show almost the same trend comparing 

with observations but generally lower in winter and higher in summer. For example, around 

February 2004, the simulated soil moisture values are below 0.1 while the observed soil 

moisture values are between 0.2 and 0.25. Around July 2005, the simulated soil moistures 

are above 0.1 while the observations are slightly lower. At Michigan State University 

Kellogg Biological station (MSUKBS) (Figure 3.10 (b)), the relatively higher soil 

moistures could not be simulated accurately in February 2009, which may due to the 

underestimated rainfall intensity during this period.  
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Figure 3.10 10 cm Soil Moisture comparisons of simulated outputs with MAWN 

(Michigan Automatic Weather Network) station observations at (a) Albion and (b) 

MSUKBS. Sim is the simulated outputs; Obs is the MAWN station observations. 

 

 

Figure 3.11 10 cm Soil Temperature comparisons of simulated outputs with MAWN 

(Michigan Automatic Weather Network) station observations at (a) Albion and (b) 

MSUKBS. Sim is the simulated outputs; Obs is the MAWN station observations. 
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The simulated soil temperatures at a depth of 10 cm are compared with observations at two 

MAWN stations in Figure 3.11.  The comparison at station MSUKBS is only shown from 

December 2007 to July 2009 based on data availability. Except in the coldest periods, the 

daily fluctuations of soil temperature are captured quite well by the model, with NASH 

values of 0.84 and 0.80 for Albion and Michigan State University’s Kellogg Biological 

station (MSUKBS), respectively. The amplitude of simulated summer soil temperatures 

matched well with observations at Albion station as shown in Figure 3.11 (a) although at 

station MSUKBS, the amplitudes of peak summer temperatures are slightly underestimated, 

which may be due to overestimated vegetation shading effect at this station, see Figure 

3.11 (b). In the coldest winter periods, the observed temperatures show nearly constant 

values around 0oC, whereas the simulated results show much lower temperatures.  These 

discrepancies are due to the known limitations in describing the movement of water 

through frozen soil in CLM 4.0 and are associated with soil hydraulic and thermal property 

schemes used while simulating freeze-thaw cycles (Swenson et al., 2012; Chen et al., 2018; 

Fang et al., 2016). Fortunately, accurate simulation of the coldest soil temperatures is not 

important to the goals of this study because as long as the surface soils are frozen there is 

neither infiltration nor overland runoff.  

3.3.3. Stream temperature simulations 

3.3.3.1 Effects of resolving spatial heterogeneity in vegetation 

We evaluate the effects of resolving the spatial variability in vegetation on stream 

temperature by testing the model performance using different nested land use resolutions 

within model grid cells near the streams. The sizes of the nested grids within the 1 km x 1 

km model grid cell considered are:  60 m × 60 m, 90 m × 90 m, 250 m × 250 m, and 1000 
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m × 1000 m, respectively. The stream temperature comparisons are performed at eight 

observational sites when observed data are available during the simulation period. 

Locations of the observation sites are shown in Figure 3.1. All the comparisons are shown 

at hourly scale, except for the Kalamazoo River station near Allegan (USGS # 04107850), 

for which the comparison of daily average temperatures is reported due to data availability.  

The performance metrics for the tests are tabulated in Table 3.3. Results with land use 

resolutions of 60 m × 60 m, 90 m × 90 m show similar performance, and are generally 

better than model performance based on resolutions of 250 m × 250 m, and 1000 m × 1000 

m. At site Marshal, 90 m × 90 m showed the best performance among the four test cases. 

Three observation sites are selected to present the performance difference, as shown in 

Figure 3.12. The land use PFTs and percentages for the stream segments where the three 

observational sites are located are shown in Figure 3.13. As the resolution of the nested 

grids used to represent land use within a model grid cell changes, the dominant land use 

fractions within the model grid cell change producing changes in stream temperature due 

to changes in riparian climate. For example, at the Allegan site (USGS # 04107850), 

deciduous broadleaf is the most dominant streamside land use for all the four resolutions 

tested while the 250 m resolution dataset produced the largest portion of deciduous 

broadleaf (41.8%). Open water proportions for 60 m and 90 m resolution streamside land 

use datasets exceeded the minimum threshold of 20%, while open water portions with 

resolutions of 250 m and 1000 m are estimated as 20%. As a result, the summer temperature 

at this site was underestimated using 250 m and 1000 m streamside land use information.  

In contrast, at site Spring Brook, the summer temperature was overestimated using land 

use information from 250 m and 1000 m nested grids. This could be accounted from 
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relatively small percentage of deciduous broadleaf, thus relatively small summer shading 

effect, using 250 m and 1000 m streamside land use.  At site Bear Creek, dominant land 

use types and percentages for all the four different resolutions are almost the same. 

Accordingly, the simulated stream temperature results did not show significant differences. 

All subsequent results of stream temperature presented in the paper are based on the 

optimum resolution of 90 m x 90 m for resampling the land use information within a model 

grid cell of size 1 km x 1 km.  

Table 3.3 Performance of the temperature comparisons between simulated results and 

observations using different scales of stream side land use information 

Site Bear Creek Schnable Creek Silver Creek Indian Creek 

 Scale NASH RMSE NASH RMSE NASH RMSE NASH RMSE 

60m 0.85 1.88 0.83 2.38 0.78 2.58 0.85 1.94 

90m 0.85 1.86 0.84 2.36 0.78 2.61 0.85 1.94 

500m 0.85 1.89 0.81 2.53 0.76 2.74 0.83 2.12 

1000m 0.85 1.89 0.83 2.44 0.77 2.68 0.83 2.14 

Site Marshall Rice Creek Spring Creek USGS04107850 

Scale NASH RMSE NASH RMSE NASH RMSE NASH RMSE 

60m 0.85 1.81 0.82 1.56 0.85 2.05 0.89 1.67 

90m 0.86 1.70 0.83 1.43 0.86 2.04 0.89 1.63 

500m 0.85 1.79 0.83 1.48 0.79 3.04 0.83 2.73 

1000m 0.84 2.09 0.80 1.68 0.79 3.06 0.84 2.76 
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Figure 3.12 Performance difference of stream temperature comparisons using different 

scales of stream side land use information for three selected observation sites: (a) 

USGS04107850 (b) 1:1 plot of USGS04107850; (c) Bear Creek, (d) 1:1 plot of Bear 

Creek; (e) Spring Brook; (f) 1:1 plot of Spring Brook.  OBS is the observation. 
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Figure 3.13 Land use types and percentages for different tested land use resolutions of 

the 1 km stream segment for the presented three observation sites. 

 

3.3.3.2 Compared with observed stream temperature data 

Comparisons of simulated and observed stream temperature for the eight observation sites 

are shown in Figure 3.14. For the observation sites at Indian Creek (Figure 3.14f) and 

Marshall (Figure 3.14g), simulated stream temperature results show negative temperature 

values during some days in winter while the observed temperature remains constant around 

0oC, which is similar to the discrepancy in soil temperature comparisons presented earlier. 

This is probably due to overestimation of subzero soil temperatures in winter as noted 

earlier which also influence stream temperatures via exchange fluxes. In addition, the high 

turbulence of flowing water tends to prevent freezing (Mohseni and Stefan, 1999). 

Although friction heat flux due to fluid friction at the riverbed and the banks is included in 

the modeling, detailed effects of turbulence were not explicitly modeled.  Previous research 

suggested that neglecting the energy associated with snowmelt could impact stream 

temperature simulations (Caissie et al., 2007). Although the PAWS model (via CLM) takes 
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the energy of snowmelt into consideration as described in (Qiu et al., 2019a), freezing and 

thawing of stream ice are not explicitly simulated. Future efforts will focus on improving 

the representations of stream ice and phase change processes.  At the Silver Creek site, the 

winter temperature is underestimated by the model from December 2008 to February 2009 

(Figure 3.14b). Underestimated warm heat fluxes from the subsurface during winter 

periods may be responsible for this mismatch. At the Schnable Brook site, the amplitude 

of diurnal temperature fluctuations is overestimated by the model which may be due to 

inaccurate representation of stream geometry and/or inaccurate stream discharge outputs 

(Figure 3.14d). Diurnal stream temperature fluctuations are found to be sensitive to stream 

geometries (width and depth), e.g. MacDonald et al., (2014). The stream width values were 

estimated from reported values (Wesley, 2005) and Google Earth, which may have 

introduced uncertainties into the stream width representation. In addition, stream discharge 

influences the stream heat capacity and the advective heat fluxes. Although the stream 

discharges were calibrated to several USGS gauges, it is possible for mismatches to exist 

between simulated discharge and actual discharge in uncalibrated tributaries due to a 

combination of factors. These factors may include inaccurate representation of the 

heterogeneities in stream properties (such as stream depths and widths) as well as processes 

not simulated (such as tile drains).  At the Marshall site, the summer temperature of 2008 

is slightly underestimated by the model (Figure 3.14g). In contrast, at the Indian Creek site, 

the summer temperature of 2009 is slightly overestimated (Figure 3.14f). Possible 

explanations for these discrepancies in summer temperatures could include the inaccurate 

estimation of vegetation shading effects and/or the heat fluxes from the subsurface. 

Moreover, the assumption of a minimum 20% of water fraction within the grid cell may 
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not exactly describe the reality, for example, forest streams may be fully shaded by 

broadleaf trees in summer. It should also be noted that the observed data are point 

measurements while the model results represent average values of temperature in a 1-km 

stream segment. Discrepancies could occur if the vegetation covers around the sampled 

points are significantly different from the average cover along the 1-km stream segment. 

Despite these general observations and caveats, we conclude that a good overall agreement 

is noted between observations and model results (Figure 3.14).  
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Figure 3.14 Stream temperature comparison of simulated results with observations for 

the eight observation sites: (a) Bear Creek, (b) Silver Creek, (c) Rice Creek, (d) Schnable 

Brook, (e) Spring Brook, (f) Indian Creek, (g) Marshal, (h) Allegan, USGS04107850. 

Sim denotes the simulated results; Obs denotes the observations. 
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3.3.3.3  Seasonal heat budgets 

As shown in Figure 3.15, average seasonal heat flux budgets during the simulation period 

are calculated at the temperature sampling sites. For all the eight sampling sites, the 

dominant heat source is net radiation and the primary heat sink is latent heat, which is 

consistent with discussions in the literature (e.g. MacDonald et al., 2014; Leach and Moore, 

2010). Sensible heat flux is a heat sink in spring, autumn and winter, while it shifts to a 

heat source in summer. Heat flux from the subsurface is an important component and 

switches from a source in spring and winter to a sink in summer and fall during the 

simulation period; therefore subsurface heat fluxes serve as a heat buffer to cool down the 

high summer temperatures and warm up the chilly winter temperatures. This brings out the 

importance of investigating the connections between surface and ground water 

temperatures and their co-evolving responses in a warming climate (Kurylyk et al., 2013). 

Friction heat flux and snow melt heat flux occupy a small portion of the heat budget and 

show relatively less impact on the stream thermal regimes in this study. Given the similar 

latitudes of the eight sampling sites, incoming solar radiation and longwave radiation fluxes 

can be expected to be similar for all sites. However, distinct seasonal net radiation heat 

fluxes are shown for the eight sampling sites. This brings out the significant role the 

vegetation shading effect plays in altering the net radiation fluxes received by the stream 

surface in different reaches.  

Figure 3.16 shows average spatially distributed stream temperatures for the KRW during 

the simulation period for summer (Figure 3.16(a)) and winter (Figure 3.16(b)), respectively. 

Five distinct locations in the watershed are marked using rectangular boxes for further 

examination of the spatial patterns. At location (1), the two highlighted stream segments 
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are connected to several lakes which are less affected by the vegetation shading effect, thus 

the summer temperature are relatively high. Similarly, at location (2), the streamside land 

use is dominated by urban and open land, high summer temperature is also shown as the 

vegetation shading effect becomes less important. In contrast, location (3) shows relatively 

cool summer temperatures and low winter temperatures, which are primarily due to 

streamside heavy forest proportion (Broad leaf deciduous forest tree).  The monitoring site 

Spring Brook is located at location (4) which shows relatively low summer temperature 

and a relatively warm winter temperature. The higher subsurface heat flux contributions at 

the site are the primary reason to stabilize the temperatures in tributaries of location (4), 

see also Figure 3.15. In contrast, at location (5), simulated results show relatively high 

temperatures in summer and average frozen temperatures in winter, which can be attributed 

to the relatively small subsurface heat flux contributions. 
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Figure 3.15 Simulated seasonal heat fluxes budgets for the eight observation sites: (a) 

Bear Creek, (b) Silver Creek, (c) Rice Creek, (d) Schnable Brook, (e) Spring Brook, (f) 

Indian Creek, (g) Marshal, (h) Allegan, USGS04107850. Net radiation heat flux is the 

sum of short wave radiation and net long wave radiation heat flux. Subsurface heat flux is 

the sum of streambed conduction heat flux and advective groundwater heat flux. 
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Figure 3.16 Average spatially distributed (a) summer and (b) winter temperatures for the 

KRW stream network during the simulation period (2003-2010). Example reaches shown 

in boxes are discussed in the text. 
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3.3.3.4 Stream temperature responses to potential deforestation 

To evaluate the potential effects of deforestation on high summer temperatures, a modeling 

scenario was conducted by replacing 10% of the deciduous broadleaf forest with C3 grass 

for river segments that contained a riparian land cover of more than 10% deciduous 

broadleaf forest. This change is only incorporated into calculations of stream incoming 

radiation heat fluxes, while preserving calculations of other hydrologic variables such as 

river discharge and ET. A map of the June – July average daily stream temperature 

difference (simulated temperature from this scenario minus the baseline temperature) is 

shown in Figure 3.17. As expected, small and lower-order (usually headwater) streams are 

more sensitive to potential deforestation effects due to their relatively small heat capacities 

in comparison with large and higher-order rivers. The extreme temperature increase could 

reach 6 – 7oC.  

Three example stream segments that initially have more than 10% riparian deciduous 

broadleaf forest are highlighted to understand the temperature changes under the 

deforestation scenario, marked as boxes 1-3 in Figure 3.17. Results for three relevant 

hydrologic properties—the average stream width, average stream depth, and the baseflow 

index (BFI), which is the ratio of groundwater contribution to total stream discharge 

volume during June – July—are shown in Table 2.  Segment 1 shows the highest 

temperature increase among the three segments. It has moderate stream width and depth 

values, but the lowest BFI values. Lacking the buffering effect from inputs of cooler 

groundwater, this stream segment is most vulnerable to potential deforestation.  Segment 

2 is one of the headwater streams of the Kalamazoo River and has a BFI of more than half 

during June – July. However, the small stream size increased its sensitivity to potential 
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deforestation, and as a result the temperature increased by 4 - 4.5 oC.  Segment 3 shows the 

least temperature increase; a relatively high BFI value and stream size render this stream 

least sensitive to potential deforestation effects. In these scenarios, we used the mean 

annual air temperature as the groundwater temperature, as explained earlier. However, the 

shallow groundwater temperatures could become responsive to short-term air temperature 

and land surface temperature changes (Kurylyk et al., 2013), which may in turn influence 

the surface water temperature. And ultimately the groundwater temperature in the aquifers 

that supply much of the stream discharge will respond to the warming climate, though 

likely over decadal time scales in this watershed. It will be interesting to further explore 

the coevolving effects of land cover change and climate change on stream and groundwater 

temperature regimes.   

  

Table 3.4 Characteristics of the marked three stream segments 

Stream ID Average Width (m) Average Depth (m) Baseflow index 

1 4.3 1.68 18% 

2 2.6 1.12 46% 

3 4.8 1.86 45% 
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Figure 3.17 Temperature difference map for the KRW stream network under a model 

scenario of riparian deforestation. Example reaches shown in boxes are discussed in the 

text.  
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 Conclusion 

This study extended the application of the PAWS model and its newly developed 

temperature module to a 5400 km2 mixed land use watershed.   We incorporated publicly 

available spatial data sets, tested the optimal spatial resolution for representing riparian 

vegetation effects, and validated our process-based simulations with field measurements 

of soil and stream water temperature regimes. We applied the model to quantitively 

evaluate the effects of riparian vegetation on the stream temperatures, accounting for land 

use and cover and seasonal vegetation phenology. The model results suggested overall 

satisfactory performance considering several sources of uncertainties.  Results of this work 

indicate the possibility to extend the application of the developed model to evaluate 

potential impacts of climate and land cover changes on the stream temperature regimes, 

which will be increasingly important to identify effective strategies for fisheries and 

aquatic ecosystem management.  
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Chapter 4.  An integrated, catchment-scale framework to model 

temperature-dependent nitrogen transport and transformations 

This chapter describes the development of a process-based, integrated hydrology, 

temperature and nitrogen transport and transformations model. This integrated modeling 

approach enabled real-time (or near real-time) forecasts of nitrogen concentrations in 

different hydrologic domains by seamlessly integrating with a mechanistic, grid-based 

hydrologic model. The model performance was evaluated by applying the model to two 

watersheds in different parts of the world, i.e., the Wood Brook watershed in the U.K. and 

the Kalamazoo River watershed in the U.S.A.  

  Introduction 

Nitrogen loading and transport in river basins are closely related to several environmental 

issues such as hypoxia and eutrophication (Heisler et al., 2008). Excessive nitrogen in 

waterbodies stimulates the growth of harmful algal blooms (HABs) which may result in 

oxygen depletion and mortality of aquatic species (Anderson et al., 2002). In addition to 

deteriorated water quality, extensive nitrogen enrichment may stimulate greenhouse gas 

emissions, lead to soil acidification, and induce production of tropospheric ozone and 

aerosols which may cause respiratory illness (Pope et al., 1995; Galloway et al., 2003). 

Given the rapid growth of industrial and economic development, negative impacts resulting 

from excessive nitrogen emission have been considered as one of the biggest world-wide 

pollution problems (Heisler et al., 2008; Galloway et al., 2008). 

Increasing riverine nitrogen loading is usually related to anthropogenic activities, e.g. 

agricultural practices including the application of fertilizers and manures (Carpenter et al., 

1998; Boyer et al., 2002; Beman et al., 2005 ;Galloway et al., 2008), land use change and 
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urbanization (Thomas et al., 2016). Interacting with these activities are the regional climate 

conditions, hydrological processes and biogeochemical processes (Breemen et al., 2002). 

Particularly, temperature was found to play an important role in affecting the proportion of 

riverine nitrogen export to the total catchment nitrogen input (Schaefer and Alber, 2007; 

Miller et al., 2016). Positive relationship between temperature and denitrification was 

commonly found by researches, e.g. Holmes et al., (1996), Strauss et al., (2002), Starry et 

al., (2005), Schaefer and Alber (2007). Additionally, the structure of drainage network, 

stream discharge and the stream size were found to be important factors influencing stream 

nitrogen transformation processes (Wollheim et al., 2006; Helton et al., 2018). Soil 

moisture was identified as another important hydrologic factor in controlling plant nitrogen 

uptake, as well as nitrogen mineralization and denitrification processes in the vadose zone 

(Porporato et al., 2003; D’Odorico et al., 2003). Regarding those important hydrologic and 

topographic controls on the nitrogen fate and transport processes, understanding the 

riverine nitrogen export mechanisms requires a joint analysis of the regional climate, 

catchment characteristics, anthropogenic processes such as land use development and 

fertilizer applications, as well as hydrologic and biogeochemical processes (Breemen et al., 

2002). Therefore, there is a need to develop a tool that could be effectively and efficiently 

utilized to simulate nitrogen reactions and transport in different hydrologic domains, 

predict riverine nitrogen export based on multiple nitrogen sources and inform sustainable 

water resources, agricultural management and decision making. Meanwhile, the tool would 

be utilized to improve the ability to understand the joint functioning of the water-

temperature-nitrogen system under different climate conditions, catchment characteristics 

and influences of anthropogenic activities. 
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Previously, three primary types of catchment-scale models have been developed that link 

hydrological and nitrogen reaction and transport processes: statistical models, conceptual 

or semi-distributed models and fully distributed process-based (or mechanistic) models. 

Statistical models, such as the SPARROW model (Schwarz et al., 2006; Robertson and 

Saad, 2011), estimate the riverine nitrogen export by using statistically significant factors 

including climate and topographic conditions, land use types, soil properties and drainage 

densities. While statistical models are usually efficient for quantitative analysis due to their 

light computational expense and low data demand, they lack the capability to identify 

temporal cause-effect relationships and are unable to address the underlying mechanics 

driving the interactions among different processes. Conceptual or semi-process based 

models, e.g. SWAT (Arnold et al., 1998), HSPF (Bicknell et al., 1997), INCA (Whitehead 

et al., 1998; Wade et al., 2002) and LASCAM (Viney et al., 2000),  trace the water and 

nitrogen species in different hydrologic domains while conceptualizing some of the driving 

processes using empirical equations or lumped parameters. For example, the SWAT model 

simplifies the processes in the subsurface by using empirical equations, which lack the 

capability to track nitrogen species in the subsurface aquifers. While the INCA model 

includes nitrogen reactions in different hydrologic domains, it lacks the ability to track the 

nitrogen variations in space due to simplifying assumptions that solve only  time-dependent 

ordinary differential equations. Some fully process-based mechanistic models, e.g. 

MOHID (Neves, 1985; Trancoso et al., 2009), use time-marching simulations by solving 

the governing mechanistic equations. Explicitly simulated water and nitrogen fluxes 

provide the ability to evaluate the impacts of both point and non-point sources, track 

individual processes, and to understand the interactions among different hydrologic 
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domains. However, MOHID solves the three-dimensional Richards equation and demands 

high computational expenses, especially when applied to large-scale watersheds. There 

remain opportunities for integration of hydrologic and biogeochemical processes into 

model frameworks that could efficiently couple surface and subsurface processes and be 

adaptively applied to different catchments, for developing flexible model structures that 

could strike a balance between model complexity and computational expense. The coupled 

PAWS+CLM model (Shen and Phanikumar, 2010; Shen et al., 2013) has readily 

incorporated the land surface processes, subsurface processes, biogeochamical processes 

and the interactions among different processes. With little loss of physics, PAWS+CLM 

significantly reduces the computational demand by simplifying the fully three-dimensional 

(3-D) subsurface model to one-dimensional Richards’ equation and quasi-3-D saturated 

groundwater domain (Shen et al., 2013). The integration of PAWS+CLM with transport 

model has been effectively applied for simulating the bacteria fate and transport in Red 

Cedar River watershed, Michigan (Niu and Phanikumar, 2015). PAWS is recently coupled 

with century-based nitrogen modules in CLM4.5 to update the nitrogen and carbon 

dynamics with user-defined fertilizer nitrogen flux rather than using default fertilizer flux 

in CLM4.0 (Oleson et al., 2010; Oleson et al., 2013).   Given the challenges and 

opportunities, there remain strong scientific and technological motivations to build a 

watershed-scale model with integrated hydrologic, thermodynamic and biogeochemical 

processes based on current framework of PAWS+CLM.  This innovative integrated 

modeling approach should be able to make real-time (or near real-time) forecasts of 

nitrogen concentrations at different hydrologic domains by tracking the nitrogen reactions 

and fate at different hydrologic components. 
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The main objectives of this chapter are to:  1) report the development of an integrated, 

catchment-scale framework based on the original PAWS+CLM framework to model 

nitrogen reactions and transport processes under the influence of hydrologic, 

biogeochemical and anthropogenic impacts; 2) test the newly coupled biogeochemistry 

modules of century based nitrogen model in CLM4.5 by investigating the nitrogen leaching 

results 3) evaluate the influence of temperature-dependent reaction rates for nitrification 

and denitrification within streams and streambeds. 4) Test the model performance by 

applying the model to two different watersheds with different sizes and climate conditions 

and by investigating the interactions of multiple hydrologic and biogeochemical processes. 

The findings of this research are expected to aid the management of agricultural and aquatic 

ecosystems.  

 Methods and materials 

The detailed hydrologic conditions of the two tested watersheds, i.e. the Kalamazoo river 

watershed (KRW) and the Wood brook watershed (WBW) have been extensively discussed 

in former chapters. In this section, after briefly introducing the nitrogen observation data, 

we describe the model framework of nitrogen processes and the nitrogen sources for the 

two watersheds. 

4.2.1. The nitrogen observation data 

The nitrogen observation data are primarily obtained from Baas (2009) and the National 

Water Quality Monitoring Council (https://www.waterqualitydata.us/portal/), i.e. the 

Storet database. The locations of the sampling points and monitoring stations are shown in 

Figure 4.1. For WBW, the nitrate concentrations are measured at the catchment outlet using 

an OPUS UV spectral sensor (Blaen et al., 2017).  
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Figure 4.1 Map of the Kalamazoo River watershed. Elevation is shown as the color 

gradient. National Hydrography Dataset (NHD) streams, Storet nitrogen stations, and 

nitrate sampling sites in Baas (2009), U.S. Geological Survey (USGS) gauges, National 

Climatic Data Center (NCDC) weather stations and Michigan Automatic Weather 

Network (MAWN) stations are shown. 

4.2.2. The model framework 

The nitrogen reaction and transport module was developed within the framework of the 

integrated hydrologic model PAWS (Process-based Adaptive Watershed Simulator, Shen 

et al., 2016; Shen et al., 2014; Shen et al., 2013) and its bacteria transport model (Niu and 

Phanikumar, 2015) and the newly developed temperature model (Qiu et al., 2019a) as 

described in Chapter 2.  Figure 4.2 shows the flow chart of how the different modules are 

coupled. Primarily, stream nitrogen dynamics were simulated using the one-dimensional 

reaction and transport equations considering multiple species, i.e. Nitrate (NO3-N), nitrite 
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(NO2-N), ammonia (NH4- N) and organic nitrogen. A quasi three-dimensional reaction and 

transport equation was used to simulate the groundwater nitrogen dynamics in the 

unconfined aquifer. A two-dimensional reaction and transport equation was employed to 

simulate the nitrogen dynamics in overland flow. The nitrogen processes in the soil column 

are simulated by coupling PAWS with the Community Land Model version 4.5 (Oleson et 

al., 2013).  Important processes that are simulated in this framework are illustrated in 

Figure 4.3.  In this section, we will describe the nitrogen sources, the model framework 

and governing equations in detail for different hydrologic domains. 

 

 

Figure 4.2 Flow diagram for the essential processes of PAWS+CLM. The modules in the 

blue boxes are the primary processes for the hydrologic components, the modules in the 

red boxes are the primary processes of temperature simulations, and the modules in the 

black boxes are primary sub-processes. V/M/H Transfer denotes Vapor/Momentum/Heat 

Transfer. 
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Figure 4.3 Schematic showing the major processes of the nitrogen cycle simulated. 

 

4.2.3. The Nitrogen sources  

Major nitrogen sources include atmospheric deposition, biological fixation, fertilizer and 

manure application, septic tanks and point sources (Breemen et al., 2002; Chapra, 2008). 

The PAWs model is coupled with CLM4.5 to account for atmospheric deposition and 

biological fixation of nitrogen which will be described in a later section. Here, we describe 

how the amount and spatial distribution of nitrogen sources from fertilizer/manure are 

treated in this study. 

4.2.3.1 The fertilizer/manure amount and timing: Kalamazoo River watershed 

For determining the timing and spatial distribution of intra-annual fertilizer applications, 

we used data from United States Department of Agriculture (USDA, 2013) which has 

fertilizer application records for certain important crops including corns, soybeans and 
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wheats. Crop rotation between corn and soybean, although not shown in Table 4.1, is 

considered by referring to the USDA CropScape (https://nassgeodata.gmu.edu/CropScape/) 

map to reduce the nitrogen expense and to increase corn yields. We used the manure 

amount in  Luscz et al. (2015) which estimated spatially distributed annual net nitrogen 

input of manure applications for several watersheds in Michigan including the Kalamazoo 

River watershed. The monthly application amounts are thereafter distributed into daily 

amounts by assuming fertilizer/manure are applied during continuous three days without 

rainfall. The amount of nitrogen fertilizer/manure used is averaged over the computational 

grid cells based on the types of crop land. The applications of fertilizers/manures for 

Kalamazoo watershed are performed mainly in April, May, June and October. Table 4.1 

lists the average nitrogen amount applied to the corn, soybean and wheat farmland during 

April, May, June and October for the Kalamazoo River watershed from 2003- 2010.   

4.2.3.2 The fertilizer/manure amount and timing: Wood Brook watershed 

For WBW, the date and amount of each fertilizer/manure application are recorded and 

measured for each crop field during the year 2015~ 2017, which cover the whole simulation 

period in this study. These records are directly used in the study. Table 4.2 lists the dates 

and total nitrogen amounts from fertilizer/manure applied to WBW.  
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Table 4.1 Fertilizer/manure nitrogen application for KRW (USDA, 2013) 

 

Nitrogen applied from 

Fertilizer/Manure (kg/ha) 

 corn soybean wheat 

April 79.06 3.89 0.00 

May 1543.30 0.00 10.20 

June 31.51 1.46 0.00 

October 17.00 0.93 121.94 

 

Table 4.2 Fertilizer/manure nitrogen application for Wood Brook watershed 

Date 

Nitrogen applied from 

Fertilizer/Manure (kg/ha) 

03/18/2016 35.48 

04/04/2016 40.86 

06/15/2016 48.20 

07/10/2017 33.60 

03/15/2017 34.00 
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4.2.4. Nitrogen reaction and transport in river 

The one-dimensional channel transport and reactions involving multiple nitrogen species 

(i.e. NO3-N, NO2-N, NH4- N and organic-N)  follow the advection-dispersion-reaction 

equations below (Gunduz, 2004; Chapra, 2008; Alam and Dutta, 2016): 

1 2 1

( )
( )

orgr orgr
orgr L r r orgr org

N A N
uAN AD K A K N A q N

t x x x

   
= − + + − + 

    
   (4.1)

   

  4 4
4 2 3 4 2 4

( )
( ) L r orgr r

NH A NH
uANH AD K N A K NH A q NH

t x x x

    
= − + + − + 

    
  (4.2)       

 2 2
2 3 4 4 2 3 2

( )
( ) L r r

NO A NO
uANO AD K NH A K NO A q NO

t x x x

    
= − + + − + 

    
   (4.3)           

3 3
3 4 2 5 3 4 3

( )
( ) L r r

NO A NO
uANO AD K NO A K NO A q NO

t x x x

    
= − + + − + 

    
    (4.4)           

where DL is the longitudinal dispersion coefficient (L2T-1); u  is the mean velocity of the 

river segment (LT-1); A is the cross-sectional area of the stream segment; Kr1 is the organic 

N accumulation rate due to algal growth; Kr2 is the decay rate of organic N (T-1), Kr3 is the 

loss rate of ammonia (T-1), Kr4 is the nitrification rate (T-1), Kr5  is the denitrification rate 

(T-1) and q1, q2, q3, q4 are source or sink terms (L2T-1) for organic-N, NH4-N, NO2-N and 

NO3-N, respectively. DL is estimated using empirical equation from Fischer et al., (1979): 

2 2

LD 0.011 / ( )u W d gdS=                                               (4.5) 

where W is the width of the stream segment (L); g is the gravity acceleration (LT-2); d is 

the depth of the stream segment (L) and S (-) is the slope of the channel. 

Mulholland et al., (2008) studied the biotic uptake and denitrification using nitrogen stable 

isotope tracer experiments across 72 streams and 8 regions including 9 rivers in Michigan.  

They obtained one regression equation depicting the relationship between denitrification 
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rate, river depth and NO3
- concentration. In order to incorporate the effects of stream depth 

and nitrate concentration on the denitrification rate, we use the regression equation 

generated from a power law relationship by Mulholland et al., (2008): 

                                    ( )30.493 2.975 fV  log NO N  = − − −                                   (4.6)                                   

where Vf (L T-1) is the N uptake velocity, -0.493 and -2.975 are coefficients estimated from 

regression analysis. The denitrification rate (T-1) can be expressed as:      

       
5 /  r fK V h=                                                             (4.7)                                                                                  

where h is the river depth (L), Kr5 is the denitrification rate (T-1) as in equation 4.4. 

However, this experimental study is taken under the stream temperature conditions within 

the range of 12~ 25 C  for generating this regression equation (Mulholland et al., 2008). 

A temperature dependent modifier will be used and evaluated to adjust the denitrification 

rate. We use typical literature values (Chapra, 2008) as the default values of all other 

reaction rates, see Table 4.3, and the rates will be modified and evaluated with a 

temperature dependent factor in a later section. The denitrification rate will also be 

evaluated in the uncertainty analysis section.  

Table 4.3 Default reaction rates used in the river transport module 

Reaction Rates Values 

Kr1(mg l-1 day-1) 0.10 

Kr2 (day-1) 0.05 

Kr3 (day-1) 0.02 

Kr4 (day-1) 0.01 

Kr5 (day-1) Mulholland et al., 2008 
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The initial nitrate concentrations were set as 1.00 mg/L for all the river reaches in KRW; 

while the initial concentrations of NO2-N, NH4-N and organic-N are set as 0.1 mg/L 

uniformly in the river network. For the WBW, the initial concentrations of nitrate are set 

as 5 mg/L which are the average observed nitrate output concentrations at the catchment 

outlet.  For the boundary condition, the Neumann boundary (zero concentration gradient) 

condition is specified at the external ends of each river reach for both watersheds. 

Additionally, internal boundary condition need to be specified to guarantee the 

concentration continuity at the river junction segments.   The mixing model concept is 

adopted to calculate the concentrations at river junction segments:  

n n n n

up up down downn

conj n n

up down

C Q C Q
C

Q Q

+
=

+
                                                   (4.8) 

where 𝐶𝑢𝑝
𝑛  (M L-3) and 𝐶𝑑𝑜𝑤𝑛

𝑛  (M L-3) are the stream nitrogen concentrations at the 

upstream and downstream junction segments at the end of time step n; 𝑄𝑢𝑝
𝑛  (m3 s-1) and 

𝑄𝑑𝑜𝑤𝑛
𝑛  (L3 T-1)  are the upstream and downstream flow rates at the junction segments; 𝐶𝑐𝑜𝑛𝑗

𝑛  

(M L-3) is the updated junction segment concentration at the end of time step n which will 

be used to update 𝐶𝑢𝑝
𝑛  and 𝐶𝑑𝑜𝑤𝑛

𝑛  at the junction segment. 

4.2.5. Nitrogen Reaction and Transport in the overland flow 

Since ammonia is volatile and NO2-N is unstable in surface runoff, NO3-N and organic 

nitrogen are the only nitrogen species simulated in surface runoff. When surface ponding 

accumulates, solute transfer will happen between the top layer soil solution and the runoff 

water. Current theories describing the transfer process between soil solution and the surface 

runoff can be generalized into two categories: 1) the boundary layer approach and 2) the 

mixing layer approach (Shi et al., 2011; Rumynin, 2015). The boundary layer approach 
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assumes the transfer of solutes between the topsoil layer and runoff water is diffusion 

driven and dependent on the concentration gradient. The mixing layer approach assumes 

that an active thin layer exists at the interface of runoff water and topsoil water, in which 

the solute mixing and transport processes happen. The depth of the thin layer, is a parameter 

dependent on the soil properties and rainfall intensity which may need experimental data 

to calibrate (Tong et al., 2010). 

 

Figure 4.4 Sketches of Boundary Layer approach. 

 

In this study, the boundary layer approach (Figure.4.4) is proposed to be applied for the 

purpose of reducing the number of parameters. Based on the boundary layer approach, the 

mass transfer flux Jd can be calculated as: 

s o(C C )d eJ k= −                                                        (4.9) 

where, Cs (M L-3) is the top layer soil nitrate concentration; Co (M L-3) is the cross-sectional 

averaged surface runoff solute concentration, ke (L s-1) is the mass transfer coefficient 

between top layer soil solution and surface runoff. Thereafter, the overland solute transport 

equation can be expressed as two dimensional advection-dispersion equation (Deng et al., 

2005):  
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   (4.10)         

where k is the decay rate [T-1]; i is the infiltration rate [L T-1]; Dx and Dy are dispersion 

coefficients in the x- and y- directions [L2 T-1]. The transport of nitrogen in overland flow 

is usually dominated by advection under aerobic conditions, the nitrate nitrogen and 

organic nitrogen could be considered as conservative when they are transported overland. 

Therefore, the nitrate nitrogen and organic nitrogen are the only two species tracked in 

overland flow, the dispersion coefficient and the decay coefficient k are assumed as zero 

when it is applied in this research (Creed and Beall, 2009; Rumynin, 2015). However, 

wetlands, ponds and lakes in the landscape make a great contribution to the nitrogen 

transport and transformation processes (Cheng and Basu, 2017). They serve as important 

nitrogen sinks that regulate the nitrogen retention processes over its transport across the 

landscape. The transient storage concept is adopted in this study to account for nitrogen 

retention and denitrification processes in wetlands and ponds, which can be expressed as 

(Cheng and Basu, 2017): 

( ) ( ) ( )
gww

o w w r gw w

w w

QdC Q
C C C C C C

dt V V
= − − − + −                          (4.11) 

( )wr
w r den r

r

VdC
C C K C

dt Ad

 
= − − 
 

                                    (4.12) 

where Q (L3 T-1) is steady state flow rate entering or leaving the water column, Qgw (L3 T-

1) is the groundwater inflow or outflow rate, Co (M L-3) is the Nitrogen concentration in the 

inflow of surface runoff, Cw (M L-3) is the nitrogen concentration in the lowland storage 

(wetlands and ponds) and the outflow of surface runoff, Kden (T
-1) is the denitrification rate 

in the sediment, Cr (M L-3) is the nitrogen concentration in the sediment water, A is the 
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wetted contact area (L2), dr is the effective reactive depth (L), and  α (T-1) is the  mass 

exchange rate coefficient.  The values of Q, Qgw, Vw and A are calculated in PAWS+CLM 

and its lowland storage module (Shen et al., 2013). dr is used as 30 mm based on the 

estimation of active denitrification zone depth (Cheng and Basu, 2017; Harvey et al., 2013). 

The mass exchange rate coefficient α is estimated as: 

r w

DA

d V
 =                                                       (4.13) 

where D is the dispersion coefficient at the streambed active layer which can be estimated 

as 5×10-6 cm2/s. The denitrification rate for nitrate is estimated using empirical relationship 

generated by Cheng and Basu (2017): 

                                                  
3

0.86

_ 0.63den noK  −=                                            (4.14) 

where τ is the water residence time which can be calculated as Vw/Q. Similarly, the 

denitrification rate for the total nitrogen is estimated as: 

0.91

_ 0.38den totNK  −=                                           (4.15)  

In this study, the total nitrogen is assumed as the sum of nitrate and organic nitrogen. 

Equation 4.11 and Equation 4.12 are solved using an implicit finite difference method 

(Appendix A). At each time step, the nitrate concentration is first solved, followed by the 

total nitrogen concentration. The organic nitrogen concentration is obtained by subtracting 

the nitrate concentration from the total nitrogen concentration.  

4.2.6. Nitrogen reaction and Transport in the vadose zone 

The Century model (Parton et al.,1988) incorporated in CLM 4.5 enables user defined 

fertilizer applications in top soil layers rather than using default fertilizer fluxes in CLM 

4.0 (Oleson et al., 2010; Oleson et al.,2013), which provide no flexibility to simulate 
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anthropogenic activities. In this section, we briefly introduced the nitrogen processes in the 

vadose zone of the Century-based model in CLM 4.5 which is now coupled with PAWS. 

4.2.6.1 The internal nitrogen cycle 

Here, we briefly describe the internal nitrogen dynamics of plant-litter-soil system of 

Century based model employed in this study. CLM is fully prognostic with respect to all 

carbon and nitrogen state variables in the vegetation, litter, and soil organic matter domains 

(Thornton and Zimmermann, 2005). The processes of vegetation growth and litterfall are 

also prognostic, which are simulated in the phenology module of CLM for each plant 

functional type (PFT).  Leaf, live stem, dead stem, live coarse root, dead coarse root, and 

fine root pools are tracked with different pools, see Figure 4.5.  Two additional storage 

pools, one short term storage pool and one long term storage pool, are associated with these 

pools.  

The newly assimilated carbon from photosynthesis and nitrogen from available mineral 

nitrogen are firstly allocated to meet the maintenance respiration costs. The vegetation 

tissue mass, nitrogen concentrations and temperature are three major factors that determine 

the total carbon and nitrogen demand for maintenance respiration. The extra carbon flux 

coming from photosynthesis after supplying the maintenance respiration can be applied to 

support new vegetation growth. Potential carbon supply to new growth is determined based 

on the C: N ratios for each tissue type and related parameters.  CLM uses a synthesis of 

microcosm decomposition studies based on radio-labeled substrates to parameterize the 

pools sizes and reaction rates. Moreover, CLM uses rates modifiers to account for the soil 

moisture and temperature limitations on the reaction rates. 
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Figure 4.5 Vegetation flux and pools structure of CLM 4.5 (adapted from Oleson et al., 

2013). 

4.2.6.2 The external nitrogen cycle 

CLM directly couples the internal cycling of nitrogen within the plant – litter – soil organic 

matter system with the external nitrogen processes and important sources and sinks, i.e. the 

atmospheric deposition, denitrification, nitrification, plant uptake etc., as shown in Figure 

4.3. Here, we primarily describe the external nitrogen processes used in the Century 

nitrogen model incorporated in CLM, which includes divided NH4-N and NO3-N pools.  

A single variable is used in CLM to represent the total atmospheric nitrogen deposition 

which may include a combination of wet and dry deposition of different nitrogen species 
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(Oleson et al., 2013).  In the Century-based model, it is assumed that all the deposited 

nitrogen enters into the mineral nitrogen pool.  Meanwhile, the biological nitrogen fixation 

is explicitly simulated in CLM by assuming it is a function of net primary production. 

Similar with atmospheric nitrogen deposition, the biological fixed nitrogen also enters into 

the mineral nitrogen pool. 

The Century based nitrification and denitrification processes (Parton et al., 1996, 2001; del 

Grosso et al., 2000) as incorporated in CLM 4.5 are used in this study.  Based on this 

approach, the nitrification rate of NH4
+ to NO3

- is modified by several environmental 

conditions, including soil temperature, soil moisture, and pH: 

, 4 2[NH ] (H O) ( ) (pH)nitra p nitraR k f f T f=                                   (4.16) 

where Rnitra,p is the potential nitrification rate for the pth PFT, knitra denotes the maximum 

nitrification rate which is assumed as 0.1 day-1 following Parton et al., (2001), f(H2O), f(T) 

and f(pH) are nitrification rate modifiers relative to soil moisture, soil temperature and soil 

pH value, respectively. The soil moisture modifier is calculated as: 

min j

2

min max

log( / )
(H O)

log( / )
f

 

 
=                                                (4.17) 

where 
j is the soil water potential as level j,  min  is a lower limit for soil water potential 

which is set as -10 MPa , max is the saturated soil water potential which is calculated using 

the multivariate regression model in CLM.   The temperature modifier in CLM is calculated 

using a Q10 approach: 

,

10

10(T)

soil j refT T

f Q

− 
  
 =                                                       (4.18) 

where Tsoil,j is the soil temperature at level j, Tref is the reference temperature which is 25 
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C in CLM, Q10 equals 1.5 which is a constant number. Since pH is not solved in CLM, a  

constant pH value of 6.5 is used in CLM following Parton et al., (1996). 

The potential denitrification rate is assumed to happen only in anoxic conditions, and is 

limited by the nitrate concentration and carbon assumption rates: 

, 3min( ([NO ]), ( ))dnitra p anoxR f f decomp frac−=                             (4.19) 

where Rdenitr,p denotes the potential denitrification rate; f([NO3]) and f(decomp) are the 

nitrate and carbon related rate modifiers;  fracanox is the anoxic fraction of the soil which is 

calculated using the anoxic microsite formulation from Arah and Vinten (1995): 

exp( ( ) )anoxfrac aR V C   

  − −= − +                                   (4.20) 

where a, α, β, γ, and δ are constant coefficients, Rψ denotes the typical pore space radius of 

soil moisture ψ, V denotes the oxygen consumption rate, C denotes the oxygen 

concentration,  θ is the pore space filled with water, ε is the pore space filled with air and 

χ  is the ratio of oxygen diffusivity in water to oxygen diffusivity of in air. All these 

parameters are calculated in CLM to describe the fractions of anoxic pore space in the soil 

column. 

The fertilizer/manure nitrogen is applied in the top soil layers. It was assumed the fertilizer 

was fully mixed in the active mixing zone (i.e. the top 10 mm soil layer) which is consistent 

with the CLM-century based model setting. Nitrogen leaches into groundwater when 

excessive soil mineral nitrogen remains after plant uptake, immobilization, and 

denitrification. The amount of leached nitrogen is dependent on the concentration of 

dissolved inorganic (mineral) nitrogen in the soil solution.  PAWS+CLM follows the 

leaching scheme of CLM in which the leached N species include NO3-N and Organic N; 

NH4-N is assumed to be adsorbed onto mineral surfaces and unaffected by leaching 
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(Oleson et al., 2013). The leached nitrogen enters unconfined groundwater layer via a 

groundwater nitrogen source term. 

4.2.7. Nitrogen reaction and transport in the groundwater domain 

The traced nitrogen species in groundwater are consistent with species in river domain 

which contain organic-N, NO3-N, NO2-N and NH4
- N.  General two-dimensional solute 

reactive-transport equations involving multiple nitrogen species in the fully saturated 

groundwater domain are proposed to be adopted as follows (Zheng and Bennett, 2002; Lee, 

et.al. 2009): 
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       (4.24) 

where R1, R2, R3, R4 are retardation factors (dimensionless); qx, qy are Darcy velocities (LT-

1); Dxx, Dxy, Dyy, Dyx are dispersion coefficient tensors (L2T-1); θ is the 
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porosity(dimensionless); Kg1, Kg2, Kg3, Kg4 are reaction rates (T-1); qs1, qs2, qs3, qs4 are source 

or sink terms.  For the degradation rate of organic nitrogen, i.e. Kg4, we use the same 

constant number of 0.05 (day-1) as we used in river. The Monod reaction kinetics (Molz et 

al., 1986; Lu et al., 2009)  are used to estimate reaction rates following the method of Lee 

et al., (2006) involved in equation:  
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where  1

max

nit  (T-1) is the maximum substrate utilization rate for nitrification of ammonium-

nitrogen to nitrite –nitrogen, 2

max

nit (T-1)  is the maximum substrate utilization rate for 

nitrification of nitrite-nitrogen to nitrate-nitrogen, X1,  X2 and X3 are the concentrations of 

autotrophic ammonia-oxidizing, nitrite-oxidizing biomass and heterotrophic biomass, 

respectively; 
4NHK , 

2NOK , 
2OK , 

2CH OK , 
3NOK  are the half saturation constants for NH4, 

NO2 , O2, CH2O and NO3, respectively; kb1, kb2, kb3 and 
2O Ik  are the inhibition constants of 

the ammonia-oxidizing biomass, nitrite-oxidizing biomass, heterotrophic biomass and 

oxygen, respectively. All those parameters values are obtained from the Vasse Research 

Station simulation by Lee, et.al. (2009), see Table 4.4. However, since the concentrations 

of oxygen ([O2]), BOC ([CH2O]) and biomass (X1, X2, X3) are not solved in this study, we 
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use constant values for these concentrations which are average steady state values from 

Lee, et.al. (2009).  

Table 4.4 Monod kinetics reaction parameters 

Parameter  Value Parameter  Value 
1

max

nit (day-1) 1 kb1 (mg/l) 1 
2

max

nit (day-1) 3.5 kb2 (mg/l) 1 

max

denit (day-1) 10 kb3 (mg/l) 0.5 

4NHK  (mg/l) 0.1 X1 (mg/l) 0.1 

2NOK  (mg/l) 0.3 X2 (mg/l) 0.002 

3NOK  (mg/l) 0.5 X3 (mg/l) 5 

2OK  (mg/l) 0.77 [O2] (mg/l) 1 

2CH OK  (mg/l) 6 [CH2O] (mg/l) 10 

2O Ik  (mg/l) 0.01     
 

For KRW, we use the average nitrate concentration during the simulation period (2003 ~ 

2010) obtained from wellogic data archived by DEQ (State of Michigan, 2016) as the initial 

concentration for nitrate. For multiple wells within the same simulation grid, the average 

value of these records is used.  For WBW, however, a constant value of 5 mg/L is used as 

the initial nitrate concentration for groundwater due to data limitations.  Typical literature 

concentrations for other N species from (Lee, et.al. 2009) are used as initial conditions for 

other N species for both watersheds.   

4.2.8. Temperature dependent reaction rates 

The Arrhenius equation (Whitehead et al., 1998; Chapra, 2008; Wade et al., 2002) is 

adopted in this study to adjust the reaction rates in different hydrologic domains other 

than the vadose zone which is already considered in CLM: 

(T 20)

oR  R   −=                                                          (4.28) 
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where R0 is the reaction rates at a default temperature of 20 C , (T 20) −  is a simplified 

temperature dependent modifier of the reaction rates.  In this study,  we use a θ value of  

1.047 following the INCA model (Whitehead et al., 1998; Wade et al., 2002) to adjust the 

temperature dependent reaction rates. Inwood et al., (2007) and Li et al., (2017) studied 

one tributary of KRW, i.e. the Little Rabbit Creek, and found that the denitrification rate 

exponentially decreased with streambed depth. Therefore, we use the temperature of the 

first layer streambed which covers a depth of 0 ~ 10 cm to adjust the denitrification rate. 

Other reaction rates in the river domain are adjusted directly using the simulated river 

temperature.  For the reactions in groundwater, the simulated groundwater temperature is 

used to adjust the reaction rates. 

  Results and discussions 

The model performance was tested using simulated results against observed data. Several 

different metrics are employed to quantitatively evaluate the model performance, including 

the correlation coefficient (R2), Nash-Sutcliffe efficiency coefficient (NASH) (Nash & 

Sutcliffe, 1970) and root mean square error (RMSE). 

4.3.1. Comparisons of hydrology results between CLM4.5 and CLM4.0 

Figure 4.6 shows the stream discharge time series comparisons between simulated results 

using CLM 4.0, CLM 4.5, and observations by USGS gauges of KRW. The NASH and 

RMSE values of the stream discharge comparisons are tabulated in Table 4.5.  The model 

results almost show the same performance between CLM 4.0 and CLM 4.5.  The major 

reason is that the biogeochemistry module is the only updated module by using CLM 4.5 

century-based model. Other dominant hydrologic processes, such as the stream flow, 

evapotranspiration and groundwater processes etc., are kept the same as previous version 
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of PAWS+CLM. Therefore, the monthly watershed average ET also preserve the similar 

magnitude and trend after coupling with CLM 4.5 century-based model, see Figure 4.7.  

These model performance, are acceptable to serve as the basis for our nitrogen simulations 

in the catchment considering all the uncertainties discussed in previous chapters.  

 

 

 

 

Figure 4.6 stream flow comparisons between simulated results using CLM 4.0, CLM 4.5, 

and observations by USGS gauges. 
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Figure 4.7 Monthly watershed-averaged ET comparisons between simulated results 

using CLM 4.0, CLM4.5 and remotely sensed MODIS ET products. 

 

Table 4.5 Performance of Stream discharge comparisons between simulated results using 

CLM4.0, CLM 4.5 and observations by USGS gauges 

 CLM 4.0 CLM4.5 

USGS station No. NASH RMSE NASH RMSE 

04103010 0.61 2.04 0.60 2.22 

04106000 0.63 10.18 0.61 10.39 

04108600 0.64 1.79 0.65 1.37 

04108660 0.76 20.35 0.72 21.47 
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4.3.2. The Kalamazoo watershed nitrogen results. 

4.3.2.1  Comparison of nitrate concentrations in rivers 

Figure 4.8 and Figure 4.9 show the river nitrogen concentration comparisons between 

simulated results and the observations. The R2 values and RMSE values for the nine 

sampling locations are tabulated in Table 4.6, which show comparable performance with 

other watershed-scale nitrogen models, e.g. Lu et al., (2017), Yang et al., (2018). The 

performance metrics for the site USGS 04102810 from the Storet database are not shown 

since only several observation points are within our simulation period. At two sampling 

locations of Battle Creek, the model could capture several nitrate peak values during the 

year 2006. In the year 2005, the range of spring observed nitrate concentrations are 

reproduced by the model whereas the summer nitrate concentrations are overestimated.  At 

the other seven sampling locations of the Kalamazoo River, the model could reproduce the 

nitrate fluctuations reasonably well, especially during the year 2006. The timings of several 

peaks are well captured by the model which showed the capability of the model to 

accurately predict the timing of nitrogen flush-out. However, some of the peak values are 

either overestimated or underestimated by the model which could be accounted from 

multiple uncertainty sources including the model input and parameter uncertainties. 

Accurate knowledge of agricultural practices is lacking, uncertainties of the timing and 

amount of fertilizer applications as well as their spatial distributions are a major source of 

model uncertainties (Yang et al., 2018). The uncertainties associated with model 

parameters and the model results of other hydrologic variables, e.g., stream discharge, soil 

moisture could also affect model performance (Porporato et al., 2003).  The simulated 

concentrations of organic nitrogen, nitrite and ammonia all follow the range of simulations, 
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see Figure 4.9.  The concentrations of ammonia and nitrite occupy a very small portion in 

the total nitrogen concentrations, with an average portion of 0.98% and 2.73%, respectively, 

for the three observation sites.  

 

 

Figure 4.8 Comparison between simulated and observed nitrate concentration time series 

in nine different sampling locations in Baas (2009). The simulated concentrations of 

nitrite,  ammonia and organic nitrogen are also shown. 

 

 

 

 

 

 



139 

-

 

Figure 4.9 Comparison between simulated and observed nitrate, nitrite, ammonia and 

organic nitrogen concentration time series of three observation stations in Storet database. 

NO3-sim, NO2-sim, organicN-sim and NH4-sim are the simulated concentrations of 

nitrate-N, nitrite-N, organic-N and ammonia-N; NO3-obs, NO2-obs, organicN-obs and 

NH4-obs are the observed concentrations of nitrate-N, nitrite-N, organic-N and ammonia-

N, respectively. 



140 

Table 4.6 Performance metrics of river nitrogen concentration time series comparisons  

 Baseline simulation After temperature correction 

Sampling Location R2 RMSE R2 RMSE 

Battle Creek at Emmett St. Dam 0.70 0.32 0.74 0.27 

Battle Creek 0.69 0.31 0.72 0.26 

Kalamazoo river at Battle Creek 0.67 0.26 0.74 0.24 

Kalamazoo river at Comstock 0.70 0.21 0.71 0.21 

Kalamazoo river at Caulkins Dam 0.68 0.25 0.66 0.27 

Kalamazoo river at east of BC 0.62 0.34 0.62 0.35 

Kalamazoo river at Augusta 0.84 0.22 0.84 0.23 

Kalamazoo river at Kalamazoo 0.62 0.32 0.64 0.29 

Kalamazoo river at Galesburg 0.78 0.19 0.78 0.20 

USGS 04105707 (Nitrate) 0.76 0.24 0.77 0.23 

USGS 04105707 (Nitrite) 0.68 0.01 0.69 0.01 

USGS 04105707 (Ammonia) 0.79 0.01 0.77 0.01 

USGS 04105707 (Organic N) 0.59 0.19 0.60 0.18 

USGS 04108660 (Nitrate) 0.81 0.24 0.81 0.23 

USGS 04108660 (Nitrite) 0.78 0.01 0.80 0.01 

USGS 04108660 (Ammonia) 0.73 0.01 0.72 0.01 

USGS 04108660 (Organic N) 0.66 0.18 0.65 0.19 

 

Table 4.7 Pair-wise linear correlation coefficients for nitrate leaching values with 

different Land use/land cover types and soil texture  

  Land Use/Land Cover 

 

Soils 

 

 

Forest Grass Crops Urban Wetland Sand Clay Organic Matter 

ρ -0.64 0.25 0.84 -0.82 -0.57 0.53 -0.34 0.11 

p 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

ρ is the Correlation Coefficient. p < 0.05 indicates statistical significance. 
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4.3.2.2 Nitrate leaching 

Nitrate leaching happens when excessive nitrogen percolates into the unsaturated 

groundwater layer after plant uptake and denitrification. As shown in Figure 4.10, the 

spatially distributed annual average nitrate leaching rate was computed during the 

simulation period.  Several low nitrate leaching zones are located in the northwestern part 

and two south-central areas of KRW. The northwestern part of KRW is primarily forest 

occupied and many open lakes and reservoirs are in this area. Low fertilizer usage is applied 

in this region such that the nitrate leakage is expected to be low. Two south-central areas 

of KR are urban areas, which are also expected to have low fertilization. We performed a 

linear correlation analysis on the spatially distributed nitrate leaching results against the 

LULC types and the soil texture, and the results are summarized in Table 4.7. In this table, 

the pair-wise linear correlation coefficient is expressed with ρ, and p denotes the probability 

for testing the null hypothesis of no correlation against the alternative hypothesis that there 

is a significant correlation. Small p (i.e., < 0.05) indicates the correlation ρ is important. As 

expected, crops are highly positively correlated with nitrate leaching values (ρ = 0.84) due 

to the heavy agriculture fertilizer use.  Urban areas (ρ = -0.82) and forest areas (ρ = -0.64) 

are negatively correlated to nitrate leaching values, which is consistent with previous 

discussion. In addition to low fertilizer use, the pavements in urban areas may prevent the 

water from percolating into groundwater which reduces the nitrate leaching. However, 

point sources and surface runoff produced in the urban areas may accelerate the transport 

process of nitrogen into the river (Thomas et al., 2016). The sand soil texture tends to show 

a high positive correlation with nitrate leaching values (ρ = 0.53) whereas clay soil tends 

to show relatively high negative correlation (ρ = -0.34) with nitrate leaching values, which 
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indicates that the nitrate leaching is also closely related to soil infiltration capacity. The 

soil texture and infiltration capacity influence the soil water movement which are also 

highly correlated with ET and groundwater recharge (Qiu et al., 2019 b). The sandier the 

soil, the more potential for the nitrate water percolates into groundwater (Lin et al., 2001; 

Wick et al., 2012). 

 

 

Figure 4.10 The annual average nitrate leaching map. 
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4.3.2.3  Comparison of nitrate concentrations in groundwater 

The comparison between annual average spatial maps of simulated groundwater nitrate 

concentration and observed nitrate concentration from the DEQ wellogic data is shown in 

Figure 4.11. The simulated annual average groundwater nitrate concentration map 

preserves the major pattern of the observed groundwater nitrate concentration map.  

Several high nitrate concentration areas are located in the upper (south east) portions of the 

watershed which are dominated by agriculture land use. The blank pixels in the observed 

map are due to a lack of observations. In the middle of KRW, the simulated groundwater 

concentrations show relatively high concentrations with yellow and red color while only 

several pixels of observations are available. Low nitrate concentrations are shown in the 

northwestern part of KRW for both observations and simulations, which is consistent with 

the nitrate leaching map. For the two urban areas, the observations show some high 

concentrations (red spots) while the simulations do not. This discrepancy might result from 

anthropogenic nitrogen point sources which are not explicitly included in the model.  The 

aquifer material of Kalamazoo is mainly glacial deposits which are composed of outwash 

sand and gravel with a relatively high average hydraulic conductivity of approximately 18 

m/day (Wesley, 2015, Qiu et al., 2019 b). The nitrogen transport processes are therefore 

relatively high due to active groundwater movement. This can be reflected from simulated 

results: despite the groundwater of forest and urban areas receive extremely small amount 

of nitrate leaching, their nitrate concentrations could remain within the range of 0.5~4 mg/l.  

 

 

 



144 

 

 

Figure 4.11 Comparison of spatially distributed groundwater concentrations between 

observations and model results. 
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4.3.2.4 Effects of temperature on the riverine nitrogen export 

The time series comparisons between observations and simulated nitrogen concentrations 

for baseline simulation and the simulation with temperature-dependent reaction rates are 

shown in Figure 4.12 and Figure 4.13.  The performance metrics of the comparison after 

applying the temperature-dependent reaction rates are also tabulated in Table 4.6. It can be 

seen from Table 4.6 that after applying the temperature dependent reaction rates, the 

performance of nitrate concentrations at the two sampling sites of Battle Creek was 

improved with R2 values increased and RMSE values decreased.  However, in the main 

river, performance improvements are not consistently shown for all the sampling sites. The 

obvious change we can tell is during the summers, as shown in the zoomed-in Figures 4.12 

(a) and 4.12 (b), that the simulated nitrate concentrations decreased after applying the 

temperature dependent reaction rates. In contrast, the nitrate concentrations increased 

during winters (zoomed-in figures not shown). It is consistent with previous literature and 

discussions that warmer temperatures will enhance the nitrogen removal processes in the 

catchment and riverine network (Schaefer and Alber, 2007; Miller et al., 2016).  The model 

performance for the organic nitrogen, nitrite and ammonia are not obviously changed after 

applying the temperature dependent reactions rates at the Storet stations. One major reason 

for this could be the large time gap of the observations. 
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Figure 4.12 Time series comparisons between observations in Baas (2009) and simulated 

nitrate concentrations for baseline simulation and simulation with temperature dependent 

reaction rates; (a) zoomed in figure of site Battle Creek at Emmett St. Dam (b) zoomed in 

figure of site Kalamazoo River at Augusta. NO3 base is the baseline simulation, NO3 

temp is the simulation with temperature dependent reaction rates. 
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Figure 4.13 Time series comparisons between observations in Storet databse and 

simulated nitrate concentrations for baseline simulation and simulation with temperature 

dependent reaction rates. NO3-sim (NO3-sim-t), NO2-sim (NO2-sim-t), organicN-sim 

(organicN-sim-t) and NH4-sim (NH4-sim-t) are the simulated (simulated with temperature 

corrected reaction rates) concentrations of nitrate-N, nitrite-N, organic-N and ammonia-

N; NO3-obs, NO2-obs, organicN-obs and NH4-obs are the observed concentrations of 

nitrate-N, nitrite-N, organic-N and ammonia-N, respectively. 
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4.3.2.5 Uncertainty analysis 

To quantitatively estimate the model sensitivity resulting from the parameter uncertainty 

and nitrogen sources, two important parameters, i.e. the denitrification and nitrification 

rates in rivers, as well as the anthropogenic nitrogen sources were perturbed by 10%  

relative to the baseline simulation. Figure 4.14, Figure 4.15 and Figure 4.16 show the 

results of the uncertainty analysis, in which the upper and lower limits of shaded areas 

correspond to the maximum and minimum concentration results due to change of 

parameter or anthropogenic nitrogen sources. The observed nitrate concentrations are 

mostly covered by the uncertainty bands of the simulated nitrate concentrations for all the 

sampling sites. Although the bands cover a range of around 0.1-0.5 mg/l, the fluctuations 

of the bands preserve the similar trend of the baseline simulation, which indicates the 

consistency of the model behavior. We calculate the RMSE values between baseline 

simulations and the simulations after applying the perturbations of parameters or 

anthropogenic sources.  Larger RMSE values means larger deviations between baseline 

simulations and perturbed simulations, which indicates larger sensitivity. As shown in 

Table 4.8, the model is most sensitive to uncertainties resulting from nitrogen sources, 

followed by the denitrification rate and the nitrification rate in rivers. In addition to 

uncertainty in the magnitude of sources, there are also uncertainties associated with the 

location and timing of manure and fertilizer application which are not known precisely. 

These additional uncertainties are probably responsible for some observed peaks in data 

that were not captured by the model.   
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Table 4.8 RMSE values of nitrate concentrations between baseline simulations and 

10% perturbated simulations (The RMSE value is calculated as the mean value of +10% 

and – 10% for each case) 

  

Anthropogenic 

Sources 10%  

Denitrification 

rate 10%  

Nitrification 

rate 10%  

Sampling Location 

RMSE RMSE RMSE 

Battle Creek at Emmett St. Dam 

0.49 0.42 0.28 

Battle Creek 

0.52 0.46 0.33 

Kalamazoo river at Battle Creek 

0.36 0.33 0.28 

Kalamazoo river at Comstock 

0.18 0.15 0.14 

Kalamazoo river at Caulkins Dam 

0.21 0.21 0.20 

Kalamazoo river at east of BC 

0.30 0.27 0.24 

Kalamazoo river at Augusta 

0.39 0.26 0.21 

Kalamazoo river at Kalamazoo 

0.37 0.27 0.27 

Kalamazoo river at Galesburg 

0.26 0.17 0.16 

USGS 04105707 (Nitrate) 

0.25 0.23 0.22 

USGS 04108660 (Nitrate) 

0.22 0.20 0.20 
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Figure 4.14 90% confidence bands of simulated nitrate concentrations resulting from 

uncertainties of anthropogenic nitrogen sources (fertilizer, manure and point sources).  

NO3-sim is the nitrate concentation of baseline simulation, NO3-obs  is the observed 

nitrate concentration, uncertainty band denotes the 90% confidence band resulting from 

uncertainties of anthropogenic nitrogen sources. 
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Figure 4.15 90% confidence bands of simulated nitrate concentrations resulting from 

denitrification rate in rivers.  NO3-sim is the nitrate concentation of baseline simulation, 

NO3-obs  is the observed nitrate concentration, uncertainty band denotes the 90% 

confidence interval resulting from denitrification rate in rivers. 
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Figure 4.16 90% confidence bands of simulated nitrate concentrations resulting from 

nitrification rate in rivers.  NO3-sim is the nitrate concentation of baseline simulation, 

NO3-obs  is the observed nitrate concentration, uncertainty band denotes the 90% 

confidence interval resulting from nitrification rate in rivers. 
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4.3.3. The Wood Brook watershed nitrogen results 

4.3.3.1 The nitrate concentration comparison in river 

Figure 4.17 shows the comparison between simulated and observed stream nitrate 

concentrations at the catchment outlet of WBW. The simulated concentrations of nitrite, 

ammonia and organic nitrogen are also shown although no observed data are available.  

The R2 and RMSE of the nitrate concentration comparison are 0.69, and 1.09, respectively, 

which shows acceptable performance. While the timing of nitrate peaks could be captured 

by the model before September 2016, the nitrate peaks in fall and winter are not well 

reproduced by the model.  The simulated peaks are consistent with the timing of 

fertilizer/manure applications, the fertilizer application dates are during spring and summer 

of 2016 in WBW (Table 4.2). However, the observations still show nitrate peaks during 

fall and winter. Unlike the nitrate sampling in the Kalamazoo watershed, which was based 

on wet chemistry, the data from the WBW were obtained using a nitrate sensor. Some of 

the nitrite concentrations obtained from a similar sensor were negative and therefore not 

used to test the model. Large uncertainties are associated with the sensors. In addition, 

some of the mismatch might be primarily due to the nitrogen retention and storage 

processes in rivers and/or land surface which could strongly influence the timing of 

nitrogen flush-out (Alexander et al., 2009; Covino et al., 2010; Ye et al., 2012).  Even 

though the current model considers the denitrification processes in wetlands and lowland, 

the rainfall related nitrogen activation processes are not represented. It is reported in the 

same catchment that the nitrogen flush-out could be strongly affected by the intensity of 

the storm events and time-dependent nitrogen source zone activations (Blaen et al., 2017).   

 



154 

 

Figure 4.17 Comparison between simulated and observed stream nitrate concentration 

time series near the catchment outlet of WBW. The simulated concentrations of nitrite, 

ammonia and organic nitrogen are also shown. 
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4.3.4. Nitrogen budget 

Table 4.9 lists the simulated nitrogen budget results for the two tested watersheds.  The 

total nitrogen input from anthropogenic sources is counted as 100%. The groundwater 

nitrogen contribution to rivers for the KRW (22.91%) is almost the same as that of the 

WBW (22.74%). The riverine nitrogen output ratio of WBW (39.45%) is much higher than 

that of KRW (27.26%). This could also be seen from the river nitrate concentrations that 

the average outlet nitrate concentration of Wood Brook (~ 5 mg/L) is much higher than the 

nitrate concentrations in the sampled two rivers of KRW (0.5 mg/L - 2.5mg/L). The net 

removal nitrogen amount in river network of KRW occupies 6.37% of the total 

anthropogenic nitrogen input of the watershed which is almost double the removal ratio of 

WBW (3.24%). The mean annual air temperature of WBW during the simulation period is 

around 10.5 oC which is 0.43  oC  higher than the mean annual temperature of KRW (~ 

10.07 oC). Based on previous discussions, higher watershed temperatures could enhance 

the nitrogen removal processes in the catchment, whereas the warmer WBW has a lower 

nitrogen removal ratio in the river network. The primary reason could be the more complex 

river network and longer water-nitrogen retention time of KRW, which could increase the 

duration of denitrification (Wollheim et al., 2006; Helton et al., 2018).    
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Table 4.9 Nitrogen budget results 

  

Kalamazoo River 

watershed Wood Brook watershed 

  

N amount 

(kg/year) Percentage 

N amount 

(kg/year) Percentage 

Total anthropogenic N 

input 2.37×107  100.00% 29188.47 100.00% 

GW nitrogen contribution 

to river 5.43×106 22.91% 6639.78 22.74% 

OVN nitrogen contribution 

to river 2.54×106 10.71% 6421.48 22.00% 

Riverine export N  6.46×106 27.26% 11514.02 39.45% 

Net removal in river 

network 1.51×106 6.37% 947.24 3.24% 

Net removal in wetlands 1.37×106 5.78% 687.14 2.35% 

 

  Conclusions 

A catchment-scale framework was developed to simulate integrated hydrologic, 

temperature and nitrogen processes.  This innovative modeling framework enables real-

time (or near real-time) forecasts of nitrogen concentrations at different hydrologic 

domains. The model performance was evaluated by applying the model to two different 

watersheds with different size and climate conditions. Extensive comparisons between 

modeling results and observations indicated the capability of this developed modeling 

framework to be effectively utilized in simulating watershed-scale temperature and 

nitrogen processes in different hydrologic domains. Strongly positive correlation was 

identified between groundwater nitrate leaching amount with crop land use in KRW, 

whereas the forest and unban land use showed negative correlation. The detailed spatial 

information of ground water nitrate concentrations could be reproduced by PAWS+CLM 

which are within reasonable range of observations. The use of temperature-dependent 

reaction rates confirmed the positive relationship between nitrogen removal rate in the 
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catchment and temperature (Schaefer and Alber, 2007; Miller et al., 2016). Nitrogen budget 

results indicated that more complex river network and longer water retention time in KRW 

increased the nitrogen removal ratio in the rivers compared with WBW (Wollheim et al., 

2006; Helton et al., 2018). Moreover, results of model uncertainty analysis showed the 

sensitivity of the model performance in response to the parameter and nitrogen source 

uncertainties, which confirmed the robustness of the model.  
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Chapter 5. Conclusion 

This dissertation research developed a process-based, integrated hydrology-temperature-

nitrogen model that can be used to make real-time forecasts of river temperature and 

nitrogen concentrations at the watershed scale. The developed model framework was 

applied to two watersheds with different sizes and climate conditions and to explore the 

interactions of multiple hydrological and biogeochemical processes. Extensive 

comparisons between simulated results and observations indicated good model 

performance. Detailed representations of important hydrologic, thermal and nitrogen 

processes enabled the model to track and quantify fluxes of water, heat and nitrogen species 

across hydrologic domains at different scales. The model framework improved the 

understanding of individual processes and enabled the identification of controlling 

processes using budgets of water, heat and nitrogen. Detailed descriptions of the 

interactions between surface-subsurface and at stream bed layers could be used to gain 

further insights of the functions of hydrological and biogeochemical processes at the 

hyporheic zone. The streambed temperature stratifications and fluctuations are dependent 

on the vertical exchange water fluxes between groundwater - surface water domains, which 

can be used to investigate streambed processes and parameters. Potential deforestation in 

the KRW underscored the importance of protecting the cold fish habitats, especially at 

source water zone with relatively small stream size. The simulated results of riverine 

nitrogen output in KRW are found to be more sensitive to anthropogenic nitrogen sources 

than the denitrification and nitrification rates in the river network. The nitrate leaching 

amount was strongly positively correlated with crop land use in KRW, whereas negative 

correlation was found for the forest and urban land use. In addition, warmer temperatures 
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facilitated the natural nitrogen removal processes in the stream network. These findings 

underscore the importance of protecting aquatic ecosystems and they could inform 

management of agricultural practices. It would also be interesting to project the simulations 

to future scenarios with potential climate change and land use change. 
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APPENDIX



161 

APPENDIX.  Solution of the transient storage equations for wetlands 

The transient storage equations in Chapter 4 (equations 4.11 and 4.12) can be solved using 

an implicit finite difference method as explained in following procedures. 

Equation 4.12 can be discretized using an implicit Euler method to derive an expression for 

1n

rC + : 
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1 1 1 1
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Collecting term for 1n

rC + , we get: 
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Such that:  
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Simplifying equation A.3 by substituting the constants with P1 and P2, 
1n

rC +  can be expressed 

as: 

1 1

1 2

n n

r wC PC P+ += +                                                (A.4) 

where 
1

1

1
/ nw
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r r

V V
P K
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  +   
= + +   

   
, 

1

2

1 1
/ n n

den r

r

V
P K C

t t Ad

 + 
= + + 
  

. 

Equation A.1 can be discretized as: 

1
1 1 1( ) ( ) ( )

n n n
n n n n nw w GW

o w w r gw w

C C QQ
C C C C C C

t V V


+
+ + +−

= − − − + −


                (A.5) 

Substituting 1n

rC +   in equation A.5 with equation A.4, we can obtain: 
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              (A.6) 

Rearranging the items in equation A.6: 

1
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Equation A.7 can be solved implicitly by arranging it in the tri-diagonal form: 

1 1 1
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where Ai = 0, 
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