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ABSTRACT

INTERPRETABLE MACHINE LEARNING IN PLANT GENOMES: STUDIES IN
MODELING AND UNDERSTANDING COMPLEX BIOLOGICAL SYSTEMS

By
Christina Brady Azodi

Complex systems are ubiquitous in genetics and genomics. From the regulation of gene
expression to the genetic basis of complex traits, we see that complex networks of diverse
cellular molecules underpin the natural world. Driven by technological advances, today’s
researchers have access to large amounts of omics data from diverse species. At the same time,
improvements in computer processing and algorithms have produced more powerful
computational tools. Taken together, these advances mean that those working at the interface of
data science and biology are poised to better model and understand complex biological systems.
The research in this dissertation demonstrates how a data-driven approach can be used to better
understand three complex systems: (1) transcriptional response to single and combined heat and
drought stress in Arabidopsis thaliana, (2) the genetic basis of flowering time, a complex trait, in
Zea mays, and (3) the social basis for opinions and beliefs about biotechnology products.

To study the first system, we generated models of the cis-regulatory code from
information about DNA sequence and additional omics levels using both classic machine
learning and deep learning algorithms. We identified 1,061 putative cis-regulatory elements
associated with different patterns of response to single and combined heat and drought stress and
found that information about additional levels of regulation, especially chromatin accessibility
and known transcription factor binding, improved our models of the cis-regulatory code. To
study the second system, we generated phenotype prediction models for flowering time, height,

and yield based on either genetic markers or transcript levels at the seedling stage. We found



that, while genetic marker-based models performed better than transcript level-based models,
models that integrated both types of data performed best. Furthermore, transcript-based models
were more useful for finding genes known to be associated with flowering time, highlighting
how using additional levels of omics data can improve our ability to understand the genetic basis
of complex traits. Finally, to study the third system, we integrated 29 characteristics about a
person (e.g. age, political ideology, education, values, environmental beliefs) into a machine
learning model that would predict an individual’s beliefs and opinions about five different types
of biotechnology products (e.g. biofortification, biopharmaceuticals). While this approach was
particularly usefully for identifying individuals that were broadly supportive of biotechnology,
finding characteristics of individuals with negative or conditional (i.e. support product A, but not
B) opinions was more challenging, highlighting the complexity of public opinions about

biotechnology.
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CHAPTER ONE: INTRODUCTION



1.1 Introduction

In 1990, James D. Watson wrote, “when finally interpreted, the genetic massages
encoded within our DNA molecules will provide the ultimate answers to the chemical
underpinnings of human existence” (Watson 1990). And in fact, sequencing and assembling the
first human genome spurred many novel discoveries in genetics, genomics, and human disease
(Collins et al. 2003; Hood and Rowen 2013). However, genome sequences feel short of
providing what Watson referred to as the “ultimate answers”, as scientists began to appreciate
the extent to which complicating factors, such as gene-by-environment interactions (i.e. GXE)
and gene-by-gene interaction (i.e. epistasis), impact trait variation (Ku et al. 2010). Today, we
have access to tens of thousands of genome sequences from species ranging from humans to
fungi. With advances in transcriptomics, epigenomics, proteomics, and metabolomics (i.e.
omics), we also have access to increasing amount of information about cellular molecules
besides DNA. As scientists work to decode all of this information, our picture of “the chemical
underpinnings of human existence” continues to become more complex (Huang ef al. 2017; Pinu
etal. 2019).

Fortunately, complexity is not an adverse quality in biological systems. Rather,
complexity is tightly associated with robustness (i.e. the ability of a biological system to persist
under perturbations) and evolvability (Carlson and Doyle 2002; Kitano 2004; Whitacre 2010).
These qualities are especially vital in plant biological systems because, as sessile organisms,
plants have to constantly adjust and evolved to their changing environment (Anderson ef al.
2011). While beneficial for biological systems, greater complexity does mean that modeling and

decoding important biological systems is a challenging task.



To meet the challenges of modeling complex biological systems with large amounts of
heterogeneous (e.g. multi-omics) data, biologists are turning more to machine learning. Machine
learning has been described as a tool that allows computers to learn patterns from data without
being explicitly programmed (Samuel 1959). From this description we can define a few terms
and concepts important for machine learning. First, the collection of all of the learned patterns
from a particular dataset is called a machine learning model. Next, the input data from which the
model learns is made up of a number of examples (i.e. instances) for which we have information
about different characteristics (i.e. feature) and, in the case of supervised machine learning, the
values that we want to predict (i.e. the label). Finally, instead of having to define the nature of
the relationship between a set of features and the label (e.g. linear, exponential, A interacts with
B), the ability to learn without being explicitly programmed means that machine learning models
learn these relationships from the examples provided. In addition to reducing the influence of
human bias on a model, this also means that machine learning models are able to represent more
complex systems.

While the capacity of machine learning models to outperform classical statistical models
has led to their increased use for modeling complex biological systems (Tarca et al. 2007; Ma et
al. 2014; Libbrecht and Noble 2015; Angermueller et al. 2016; Chicco 2017; Cuperlovic-Culf
2018), decoding these models can be more difficult (Lipton 2018; Guidotti et al. 2018). To
improve our ability to interpret machine learning models and thus gain novel biological insights
into complex systems that are modeled well by these algorithms, Chapter 2 is a review of
interpretable machine learning. The review highlights different types of strategies that can be
used to better understand the patterns that a machine learning model has learned. While the

strategies reviewed can be used to interpret machine learning models built to learn any system,



the review focuses on how these strategies can be used to better understand genetics and

genomics.

The chapters following this review, present my work on using machine learning to

predict and understand complex systems (Figure 1.1). Chapter 3 focuses on elucidating how

model plant, Arabidopsis thaliana, regulates its response to single and combined heat and

drought stress at the genetic level. Here, I use machine learning to integrate DNA sequence

information (i.e. known and putative regulatory elements) and additional regulatory information

(e.g. chromatin accessibility and histone marks) into models that are predictive of different

patterns of response to single and combined heat and drought stress. These models were then

interpreted in order to identify the regulatory elements and additional regulatory information

driving these predictions.

Figure 1.1. Overview of the content of this dissertation.

CHAPTER 3 CHAPTER 4 CHAPTER 5 CHAPTER 6
DNA e Y ti k ™ [d hi ™
sequence, : enetic markers, emographics,
INPUT DATA multi-omics data || genetic markers gene expression vaIuegs, i
C\\/ cis-regulatory genomic genomic public opinion
OM;AUJI/)\:LONAL code prediction prediction model
\\/ gene expression mature plant mature plant opinions and
under heat & beliefs about
PrepICTION drought stress e phegoivpes biotechnology
putative regulatory
elements
\ 4

Chapters 4 and 5 focus on using genetic information to predict mature plant phenotypes

(e.g. yield and flowering time), an approach known as genomic prediction. Chapter 4 provides a
thorough comparison of the performance of different algorithms for the genomic prediction of 18
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different traits across six diverse plant species. This study focuses on how non-linear algorithms,
including classic machine learning and deep learning based algorithms, compare to the linear-
regression based algorithms that were first used for genomic prediction (Meuwissen et al. 2001;
de los Campos et al. 2013). Then, Chapter 5 describes my work to use both genetic markers and
gene expression levels from seedlings to predict mature phenotypes in Zea mays. These genomic
prediction models were compared to determine which type of data was the most useful for
predicting traits. In addition, because a great deal is already known about the genetic basis of
flowering time in Z. mays, we used a set of known flowering time genes as a benchmark to
determine if genetic marker-based or gene expression-based genomic prediction models were
better for helping us understand the genetic basis of flowering time.

While up to this point, the focus has been on modeling and improving our understanding
of complex systems in plant genetics and genomics, complex systems are ubiquitous in other
fields (De Laurentiis et al. 2016; Kapsar et al. 2019). Toward demonstrating this, Chapter 6
describes my work using interpretable machine learning to better understand the social basis for
public opinion about biotechnology. Here I use factors including age, gender, religion, politics,
personal values, and environmental beliefs, to predict an individual’s beliefs and options about
five different types of biotechnology products. This chapter is the product of my capstone

research for the Environmental Science Policy specialization.
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CHAPTER TWO: A LIGHT IN THE BLACK BOX: INTERPRETABLE MACHINE

LEARNING FOR GENETICISTS



2.1 Abstract

As we move further into the Era of Big Data, geneticists are turning more and more to machine
learning (ML) to make sense of the deluge of omics data now available. Machine Learning is a
subfield of artificial intelligence that focuses on generating models that learn from data without
being explicitly programmed. ML models are well suited to address challenges unique to genetic
and genomic data including high dimensionality (e.g. predicting trait values from millions of
genetic markers), complex systems (e.g. mapping gene regulatory networks), and high order
interactions (e.g. identifying epistatic interactions). While the complexity of ML models is what
makes them so powerful, it also makes them difficult to interpret. Fortunately, researchers have
developed strategies to make the inner workings of machine learning models understandable to
humans, and in doing so have made it possible to derive novel biological insights from ML
models. In this review, we discuss what types of strategies for interpreting ML models are
available, how they work, and how they can be used in a biological context. Finally, we describe
challenges and promising future directions in interpretable ML for biology.

2.2 Why is interpretable machine learning needed?

Thanks to the advances in technology and reduced cost to generate data, biologists are
now living in the Era of Big Data (Marx 2013; Stephens ef al. 2015). In this Era, big data will
drive progress in biological fields ranging from population genetics (Schrider and Kern 2018) to
precision medicine (Alyass ef al. 2015). But big data also presents researchers with new
challenges, such as how to derive biological understanding from large amounts of heterogeneous
data (e.g. multi-omics data) and how to model highly complex systems (e.g. gene regulation and
protein folding). In order to address the challenge of harnessing big data to answer biological

questions, bioinformaticians and computational biologists are now turning to machine learning
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(ML; Figure 2.1) (Tarca et al. 2007; Ma et al. 2014; Libbrecht and Noble 2015; Angermueller et
al. 2016; Chicco 2017; Cuperlovic-Culf 2018). Arthur Samuel, a pioneer of machine learning,
described it as a “field of study that gives computers the ability to learn without being explicitly
programmed” (Samuel 1959). One common criticism faced by those employing ML in biology
and elsewhere is that the ML models are “Black Boxes”. While this term lacks a precise
definition (Lipton 2018), broadly it means that only model inputs and outputs, but not the
internal logic, can be understood by a human. However, not all ML models are equally “Black
Boxes”. For example, the internal logic of ML models based off decision trees is inherently
interpretable. On the other hand, the internal logic of a deep learning model, which could be
made up of hundreds or hundreds of thousands of connections and hidden variables, is much

more of a black box.

4 Box 1: Machine Learning Crash Course

Machine Learning (ML) is when a computer builds a model that uses
data (i.e. instances & features) to predict a value (i.e. label), where the

Input Data relationship between the data and the label is not explicitly provided by
features label the programmer. A ML model trained on data where the label is known
[ o " | is called a supervised ML model. Performance of supervised ML models
is measured by applying the model to data withheld from training (i.e.
2 testing set) and comparing the predicted to the true labels. Trained
13 models can also be applied to unlabeled data to make prediction about
g unknown instances. Many different algorithms exist for building ML
£ models, including “shallow” ML algorithms such as Support Vector
Machine and Random Forest and “deep learning” algorithms such as
\ Z  Artificial Neural Networks (see Box 2).
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Figure 2.1. Machine Learning Crash Course.

11



There are three major reasons why ML model interpretation is important:
troubleshooting, novel insights, and trust (Figure 2.2). First, models rarely perform best without
tweaking or troubleshooting and understanding why mispredictions are made is essential for
determining if there were mistakes or biases in the input data or if there were issues with how the
model trained. Second, an ML model with impressive performance may have identified
biologically interesting patterns in the data. However, scientists could not learn such biological
insights without interpreting the model. Finally, we are not keen to trust things if we do not

understand how and why they work and without trust ML models will not be used to their full

Input Data

ejep Jooyss|qno.j

interpretation
,\ tool

troubleshoot algorithm

biological / \ trust

insight
Figure 2.2. Why interpretable machine learning?

Interpretability of machine learning models is important for facilitating troubleshooting,

making biological insights, and trust.
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potential. For example, ML models have the potential to improve our ability to diagnose and
treat diseases. However, doctors will be reluctant to trust models that have not been or cannot be
readily interpreted because they won’t understand their medical basis and may worry the models
are capturing artifacts (Miller 2017). Furthermore, many patients would be reluctant to undergo
treatment without knowing why that treatment was selected for them. Therefore, model
interpretability, or the ability to understand what logic is driving a model’s performance, is
critical for the those using ML for biology.

2.3 Overview of strategies for interpretable machine learning

Interpretable ML is an emerging focus among data scientists. Here we will review three
strategies for interpretability—probing, surrogate, and perturbing (Figure 2.3)—that have been
used to interpret ML models in biology. Probing strategies involve dissecting the inner structure
of a trained model. Surrogate strategies involve training classically interpretable models that
estimate an ML model’s predictions. Perturbing strategies involve measuring the change in
model performance before and after disturbing features or instances (Guidotti et al. 2018; Molnar
2019).

Interpretation strategies can also be defined based on if they are applicable to all
algorithms (i.e. model-agnostic) or only to one or a subset of algorithms (i.e. model-specific) (see
Figure 2.1 for example algorithms). Finally, interpretation strategies can be either global or local.
Global interpretation involves explaining the overall relationship between features and labels.
While local interpretation strategies focus on explaining the prediction of an individual instance.
For example, imagine you train an ML model to predict if a gene (i.e. the instance) is up-
regulated when the organism is exposed to an environmental toxin (i.e. the label) based on the

presence or absence of a set of known regulatory sequences (i.e. the features). A global
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ProBING PERTURBING SURROGATE
Sensitivity ~ What-If

input data

MACHINE
LEARNING
MODEL

A pérformance

Figure 2.3. Overview of strategies in interpretable machine learning.

ML models can be interpreted by probing trained models (gray box), training interpretable
surrogate models (white box), or perturbing the input data (purple data stack) and measuring the
change in performance. Probing strategies are characterized by which algorithms (shown here:
deep learning model) they are used for. Surrogate models can be trained to represent global or
local predictions. Perturbing strategies, which are algorithm agnostic, are characterized based on

if a feature (i.e. Sensitivity analysis) or an instance (i.e. What-If analysis) is perturbed.

interpretation strategy would tell you how important regulatory sequence X was for predicting
up-regulation across all of the genes in your dataset. In contrast, a local interpretation strategy
would tell you how important regulatory sequence X was for predicting gene Y as up-regulated.
This example will be used repeatedly throughout the review to explain various concepts in ML

and interpretable ML.
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We should emphasize that, because ML models identify association through correlation,
ML interpretation strategies do not identify causal relationships between input features and
labels. For example, if putative regulatory sequence X is present in the promoter region of all up-
regulated but no non-up-regulated genes, X is considered highly correlated with up-regulation,
but we cannot claim X is responsible for that response.
2.4 Probing strategies for interpreting machine learning models

Training a machine learning model involves identifying the best set of parameters to
predict the label of interest (e.g. is the gene up-regulated). After training is complete, those
parameters can be probed to better understand what the model learned. Probing strategies tend to
provide global interpretations of trained models. However, some strategies for probing deep
learning models provide local interpretations (e.g. DeepLIFT, see description below). Because
the structure and type of parameters learned by ML models vary by algorithm, probing strategies
are algorithm-specific. In the following sections, we will discuss how different types of ML
algorithms can be probed and provide examples of how these strategies have been used to
answer fundamental questions in biology.
2.4.1 Probing Support Vector Machine models

Support Vector Machine (SVM) is an algorithm that finds the hyperplane that best
separates instances by their label (for classification tasks) or best approximates the label values
(for predicting continuous labels). Using predicting gene up-regulation as an example, the
hyperplane would lie in a multi-dimensional space defined by the presence or absence of the
regulatory sequences (i.e. features) and would separate genes (i.e. instances) that are up-
regulated from those that were not up-regulated (i.e. the label). (Figure 2.4A). These models

identify linear relationships between features and labels, but they can be modified to identify
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non-linear relationships by using a non-linear function (e.g. polynomial) to map the data into a
non-linear feature space. While there are advanced methods for probing non-linear SVM models
(Barakat and Bradley 2010; Rasmussen et al. 2011), in biological applications of SVM, only

linear SVM models are typically interpreted with probing strategies.

SupPORT VECTOR MACHINE Decision TREe BAsSED c DEeeP LEARNING
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Figure 2.4. Detailed overview of the probing strategies.

Probing strategies used to understand the predictions made by (A) support vector machine, (B)
decision tree based, and (C) deep learning models. Input features (e.g. genetic markers,
environmental variables, image pixels) are shown in purple, the labels (e.g. state of differential
expression, diagnosis) are shown in green/yellow, and the interpretation strategies (e.g.

coefficient weight, mean decrease impurity, gradient) are shown in orange.

A linear SVM model is probed by extracting the trained weights (i.e. coefficients) that
define the hyperplane (Figure 2.4A). These weights directly represent the relationship between
the feature and the label, making their interpretation relatively straight forward. For example,
Ronen ef al. trained a linear SVM model to classify simulated populations as being under
positive or negative selection, using genetic markers as features (Ronen et al. 2013). They found
genetic markers with large, positive weights in their SVM model (indicating strong positive
selection) were also found to be associated with positive selection by traditional population
genetics statistical tests (e.g. Tajima’s D and Fay and Wu’s H) with positive selection. However,
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SVM probing strategies, like many other interpretation strategies covered in this review, need to
be interpreted with caution because they can provide an incomplete picture of what features are
important for the model. For example, two highly correlated features will split the coefficient
weight between them, effectively reducing the importance of each feature by half. Or a feature
with a highly non-linear effect may not be assigned a high coefficient weight by a linear SVM
model and will therefore be missed in the interpretation (see Challenges and Opportunities).
2.4.2 Probing decision tree-based models

A decision tree is a set of true/false questions nested in a hierarchical structure. They are
inherently interpretable because the content and order of each true/false question can be directly
observed from the tree and the path for each instance through a decision tree can be traced. For
example, for predicting gene up-regulation using regulatory sequences as features, the first
question in a trained decision tree can be, “is regulatory sequence X present?” and if the answer
is yes then the second question is, “is regulatory sequence Y present?”” From this we can infer
that, based on the trained model, regulatory sequence X best separates up-regulated from non-up-
regulated genes, and that if regulatory sequence X is present, the presence or absence of
regulatory sequence Z is the next most useful information. How well a given true/false question
separates up-regulated from non-up-regulated genes can be quantified, for example by measuring
the change in node impurity, or how many instances of a different class are present in a node,
before and after a particular feature is used to separate the genes (Figure 2.4B). Where a
regulatory sequence that is present in up-regulated but not in non-up-regulated gene promoters
would be able to split the genes perfectly, resulting in a large decrease in node impurity, and

therefore interpreted as being very important.
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Single decision trees often do not perform well at predicting complex biological patterns.
Instead, tree-based algorithms that take advantage of ensemble methods tend to perform better in
biological applications (Rokach 2016). In ensemble methods, many decision trees are trained on
small subsets of the data to produce many "weak" models that when combined provide one
strong model (e.g. Random Forest, Gradient Tree Boosting, Extra-Tree, etc. (Breiman 2001)).
However, the "forest" of decision trees is more complicated to interpret. One way to probe
ensemble decision-tree based models is average the decrease in node impurity every time a
feature is uses in a tree in the ensemble, providing a mean decrease in impurity (a.k.a. Gini
Importance) score for each feature. For example, Uygun ef al. used the mean decrease impurity
to determine which DNA motifs (i.e. features) best classified genes as differentially expressed or
not differentially expressed after a model plant, Arabidopsis thaliana, was exposed to high
salinity stress (Uygun et al. 2017).

In addition to facilitating intuitive model interpretation, the hierarchical structure of
decision tree-based models allows them to inherently model interactions between features—and
those interactions can be probed. Given the complexity of many biological systems (e.g.
neuronal networks, gene regulatory networks, protein-protein interactions), interpretation
strategies that can pinpoint important interactions are useful. Using iterative Random Forest, a
tool for finding stable feature interactions in RF models (Basu et al. 2018), Vervier and
Michaelson identified interactions between genomic, transcriptomic, and epigenomic features
that were predictive of deleterious genetic variants (Vervier and Michaelson 2018). They found
that the local GC content and the distance to the nearest expression Quantitative Trait Loci for a
genetic variant were consistently found to interact that was important for driving the model

performance.
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As with SVM based importance scores, feature importance scores and interactions from
decision-tree based models should be interpreted with caution. For example, mean decrease
impurity tends to be inflated for continuous over categorical features, categorical features with a
large number of categories over those with few categories, and continuous features on a large
scale (e.g. range = 0-100) over those on a small scale (e.g. range = 0-1) (Strobl et al. 2007).
Therefore, this strategy should only be used when the input feature types are relatively uniform.
In addition, while tree-based models are readily interpretable, deep learning algorithms
outperform even ensemble decision tree-based methods at predicting complex patterns, in
biology and in other fields. Deep learning algorithms also benefit from the ability to learn from
raw data (e.g. whole DNA sequence), rather than user defined features (e.g. enriched sequence
motifs) and are therefore being turned to more and more by the ML community.

2.4.3 Probing deep learning networks

In statistics, there is often a tradeoff between predictability and interpretability, and this is
certainly the case for deep learning (Figure 2.5). Given that deep learning models have been
shown to outperform classic ML models (e.g. regression, decision trees) in applications ranging
from machine translations to computer vision (LeCun et al. 2015; Guo et al. 2016; Banerjee et
al. 2017), there has been a substantial effort to develop new methods to interpret these complex
models. Because interpreting neural networks is an active area of research, there is yet a
consensus on the best interpretation methods. Here we describe three general strategies for
probing deep learning models (Supplemental Table 2.1) and provide specific examples of how
some of these strategies have been used in biology.

Like the coefficient weights and the Gini Importance scores for SVM and RF models,

respectively, similar metrics indicating feature importance for neural networks can be derived by
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recurrent neural networks remember earlier predictions
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Figure 2.5. Deep Learning Crash Course.

probing three different components of a trained network: (1) the weights of the connections

between nodes in different layers of the network, (2) the gradient of the output with respect to the

input, and (3) the activation level at every connection for a given instance (Figure C). In the first

category, connection weight-based methods quantify the overall relationship between each

feature and the output by summing the connection weights from input-to-hidden, hidden-to-

hidden, and hidden-to-output nodes for each input feature (Garson 1991; Olden and Jackson

2002). For example, following the path through the neural network in Figure 2.5 between an
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input feature (e.g. 1) and the output layer, you notice the paths for different input features have
different sized connection weights (represented by the widths of the gray lines). If we were to
use some handy linear algebra to sum the connection weights along the path through the network
for each feature, we could quantify the extent to which some features (e.g. 11) are more important
for predicting the value of the label in the output layer than others (e.g. i3). This approach was
used to determine which of 179 microRNAs (i.e. input features) had the highest connection
weights to the expression level of Smad7 (i.e. the label), a gene that is involved in disrupting a
signaling process that gets up-regulated in patients with breast cancer (Manzanarez-Ozuna et al.
2018).

The second category of neural network importance scores are gradient-based scores
(sometimes referred to as Saliency). In the case of interpretable deep learning, the gradient refers
to the change in the predicted label value as the values of an input feature is changed. This is not
to be confused with the use of the word gradient in describing how neural networks are trained
(i.e. gradient descent). These scores are calculated using a handy trick from calculus, the partial
derivative, which measures the change in the output (i.e. the predicted label value) due to making
tiny changes in the input (i.e. the feature value). A feature with a large gradient (e.g. i1) is one
where a small change in the input feature value would result in a big change in the prediction
(Simonyan et al. 2013). Kelley et al. used this approach to identify putative distal regulatory
sequences in genomic regions where positive and negative gradient-based importance score
peaks represented enhancer and silencer regions, respectively (Kelley et al. 2018). Although
weigh-based and gradient-based approaches can provide interpretations of deep learning models,
there are situations where their applications can be misleading. For example, connection weight-

based importance scores are not directly comparable when features are on different scales, they
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underestimate importance when positive and negative weights cancel each other out, and they
can overestimate importance when connections with large weights are rarely activated (i.e. rarely
turned on) (REF). Similarly, gradient-based importance scores are not useful when input features
are categorical (e.g. true/false, present/absent) or when the signal from an input feature is
saturated (i.e. small changes in the feature value will not change the prediction) (Shrikumar et al.
2017).

The third category, activation-based interpretation strategies, such as DeepLIFT (Deep
Learning Important FeaTures), avoid these limitations and have therefore become popular for
interpreting deep learning models in recent biological applications (Zuallaert et al. 2017,
Shrikumar et al. 2017; Washburn ef al. 2019). DeepLIFT works by comparing the activation
level of nodes in the network (i.e. the output value of a node after it has passed through the
activation function) when a reference instance is input into the trained model compared to when
an instance of interest is used. In models where the input is a DNA sequence, the reference
instance could be a randomly shuffled DNA sequence or the background nucleotide frequency.
Then, for example, given that a DeepLIFT interpretation is unique to the null instance and the
instance of interest that are selected, it provides a local interpretation. For example, using
DeepLIFT. This approach is robust when features are on different scales or when connection
weights are large but rarely activated because it relays on activation rather than connection
weights. Furthermore, it is robust against categorial features and saturated nodes because it looks
for important differences between the null and the instance of interest.

In addition to the three strategies described above for probing the importance of each
feature to the prediction overall, another promising strategy is to probe each hidden node to see

what pattern it has learned to identify. One approach involving this type of strategy is to feed the
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trained model either real or fake instances to identify which ones maximally activate a node,
referred to as activation maximization, and associate the properties of those real or fake instance
to that node. For example, if the 10 DNA sequence that maximally activate node X (i.e. cause
node X to have the maximum possible output value) all contain the motif ACGGTC, one could
associate that motif to node X. Other strategies to probe hidden nodes are unique to the type of
deep learning algorithm. For example, Esteva et al. used a dimensionality reduction technique (t-
Distributed Stochastic Neighbor Embedding: tSNE) to visualize the nodes in the last hidden
layer of a convolutional new network trained to diagnose different types of skin cancer from
photos (Esteva et al. 2017).
2.5 Perturbing strategies for interpreting machine learning models

Perturbing strategies involve modifying the input data and observing changes in the
model output. Because modifications to the input data can be made regardless of the type of ML
algorithm applied, perturbing strategies are generally model-agnostic (although there are some
perturbing strategies particular to deep learning models that will not be discussed here). Next we
discuss two general perturbation based strategies: sensitivity analysis and What-if methods.
2.5.1 Sensitivity Analysis

Sensitivity analysis involves modifying the input features and measuring the extent to
which these modifications impact overall model performance, which provides a global measure
of importance (Figure 2.6A). Feature modification is typically done by either removing (i.e.
leave-one-feature-out) or permuting (e.g. set all values to the mean, or randomly shuffle) features
one at a time during training and observing the change in predictive performance of the trained
model. The result from a sensitivity analysis is a highly intuitive score for each feature that

indicates its overall contribution as the decrease in model performance when the feature in
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question is removed or permuted (Figure 2.6A). Because perturbing a feature not only impacts
that feature but also other features that interacted with it, this type of analysis captures both the

main and interaction effects for each feature.
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Figure 2.6. Detailed overview of the perturbing strategies.

Colors represent the same data as in Figure 2.4.

One approach for assessing feature importance using a sensitivity analysis is to compare
the performance of a model trained on the original dataset compared to a model trained on the
perturbed dataset (i.e. leave-one-feature-out). This approach was used to determine what
sequence features were most important for identifying genomic islands containing clusters of
genes acquired by horizontal gene transfer (Che et al. 2010). They found models trained without
information about size (i.e. length of the genomic region in base pairs) had a 13% lower
performance as measured by area under the Receiver Operator Characteristic curve (i.e. a plot of
the true positive rate against the false positive rate at various thresholds). However, this type of
sensitivity analysis can be computationally expensive as it requires training new models for
every perturbed dataset. Because of the greater computational cost for training deep learning
models, this type of sensitivity analysis is typically only used to interpret deep learning model

when there are few input features. For example, by building convolutional neural networks
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(CNN, see Figure 2.5, (Schmidhuber 2015), leave-one-feature-out was used to determine which
of five histone marks were most important for predicting transcription factor binding sites (Jing
et al. 2019). They found the H3K4me3 mark was the most important for their model predictions,
which is consistent with what is known about H2K4me3 being associated with active
transcription of nearby genes (Roadmap Epigenomics Consortium et al. 2015).

Another way to reduce the amount of computational power needed to perform a
sensitivity analysis is to train one model on the full dataset, then measure how the model
performance on a specific instance or a held out set of data changes when different features are
perturbed. This type of approach has also been demonstrated to be well suited for interpretable
ML in genetic studies because they mirror mutagenesis experiments. For example, in silico
mutagenesis, i.e., permuting nucleotides, was used to identify which changes in the DNA
sequence most impacted tissue specific gene expression (Zhou et al. 2018). First, they trained a
series of models that first predicted an epigenomic profile (e.g. histone marks, chromatin
accessibility) directly from DNA sequence and then used that epigenomic profile to predict
tissue specific gene expression levels. After training their models they were able to mutate (i.e.
perturb) over 140 million base pairs and measure the impact those mutations had on expression.
2.5.2 What-if Analysis

What-if methods involve modifying one or more feature values for a single instance and
observing to what degree the modification impacts the prediction for that instance. Because the
focus is on a specific instance, this provides a local measure of importance, as opposed to
sensitivity analysis which looks at the global impact of feature space modifications on model
performance. What-if interpretation strategies are also sometimes called counterfactual

strategies, where counterfactuals are the name given to instances that have been modified and fed
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back to the model (Wachter et al. 2018). Here we will discuss three What-if methods: partial
dependency plots, individual conditional expectation plots, and occlusion sensitivity.

Partial dependency plots show the effect of changing the value for a specific feature on
the prediction of an instance when all other feature values are averaged (Friedman 2001). For
example, imagine we trained a machine learning model that predicts the likelihood that a
sequence will be bound by a certain transcription factor (TF). To determine how important
position #3 is for TF binding, we could generate an instance with the background nucleotide
frequency at the other positions, then make a partial dependency plot showing the change in the
TF binding likelihood when each nucleotide is placed at position #3 (left side; Figure 2.6B).
These plots are useful because they show the magnitude, direction, and non-linearities in the
relationship between a feature and the label. However, one limitation is that, dependencies can
only be visualized for one or two features at a time, so these plots are typically only generated
for models with few features, which are uncommon in most application of machine learning in
genetics and genomics, or when a subset of features deemed important based on another
interpretation strategy have already been identified (Liu and Yang 2014).

A second limitation of partial dependency plots is that they can obscure patterns when
there are interactions between features (e.g. the influence of regulatory sequence X on expression
depends on the presence or absence of regulatory sequence Y) or when the effect of a feature is
heterogeneous across the instances (e.g. regulatory sequence X is associated with up-regulation
in some genes, but not for others where regulatory sequence X is highly methylated). To
alleviate the impact of feature interactions, Goldstein et al. suggested that dependency plots
could be generated for every instance in the datasets, instead of on one averaged instance, an

approach they termed individual conditional expectation (Goldstein et al. 2015). For example,
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instead of looking at the impact of changes in the nucleotide at position #3 when other positions
are set to the background nucleotide frequency, an individual conditional expectation plot could
be generated for a specific sequence (right side; Figure 2.6B).

Individual conditional expectation plots have been used to interpret deep learning models
that utilize adversarial learning. Adversarial learning is when two deep learning models are
trained by competing with one another, in a sort of machine learning arms-race (Dalvi et al.
2004; Biggio and Roli 2018). For example, Generative Adversarial Networks (GANSs, see Figure
2.5) are composed of a generator, which generates simulated data, and a discriminator, which has
access to the real data and tries to determine if the simulated data is real or not (Goodfellow et al.
2014). The generator and discriminator compete with one another, with the generator getting
better at simulating real data and the discriminator getting better at spotting simulated data. This
type of approach was used to better understand the diversity of gene expression patterns at the
single cell level, where a generator was trained to simulate realistic single cell gene expression
levels and a discriminator was trained to classify these simulations as real or not given a set of
diverse, real single cell expression data (Ghahramani ef al. 2018). To determine what patterns of
gene expression were characteristic of real single cell expression, they generated individual
conditional expectation plots by varying the expression level of known epidermal cell marker
genes and observing the change in the prediction from the discriminator. Using this approach,
Ghahramani et al. were able to train a discriminator that was sensitive to changes in the
expression levels for genes that were known markers for particular cell-type states (e.g. IvI,
Krt10, and Krt14 for epidermal cell state). Therefore, such a discriminator can potentially be

used to identify novel markers.
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Finally, What-if approaches are useful for interpreting deep learning models used to
classify images and have therefore been used to better understand models generated to classify
medical images. For example, convolutional neural networks were used to classify blood
samples as infected or non-infected with malaria based on blood smear images (Rajaraman et al.
2018). To make sure these models were basing their classification off differences in parasitized
regions as opposed to unrelated background signals, they “grayed out” different regions of an
image and found that graying our regions with visible parasites decreased model performance
more than graying out un-parasitized regions. This approach is often referred to as occlusion
sensitivity because it involves excluding pixels from the image.

2.6 Surrogate strategies for interpreting machine learning models

Image you have an ML model that is truly a Black Box—meaning it cannot be probed or
perturbed, or that these strategies do not provide useful information. In such a case, one
interpretation strategy is to use an inherently interpretable model as a surrogate for the Black
Box model. The surrogate model could be a well-established statistical model (e.g. linear
regression) or it could be an ML model that is easier to interpret (e.g. decision tree). For
example, to generate a surrogate for a Black Box model that can predict gene up-regulation
under toxin stress with great accuracy, we would first apply the Black Box model to a set of
genes to get predictions. Then we would train our selected interpretable surrogate model (e.g.
logistic regression) on the same set of genes to learn the prediction from the Black Box model
(i.e. the surrogate label) and interpret the logistic regression model by observing the p-values
and/or effect size.

One major limitation of such an approach is that Black Box models are often highly

complex (i.e. a highly non-linear decision boundary) and, thus, cannot be fully and accurately
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learned by an interpretable surrogate. In such cases, one approach is to generate a surrogate that
can more accurately learn just a portion of the Black Box model. This concept is called LIME
(Local Interpretable Model-agnostic Explanations) (Ribeiro ef al. 2016). The theory behind this
is that while the complex, non-linear decision boundary for the full model may be too complex
for a surrogate model to learn, the decision boundary for one instance or a group of similar
instances (e.g. genes) will likely be simple enough. To generate a LIME model, for example, an
instance of interest is selected, then that instance is perturbed many times like that in sensitivity
analysis, then the Black Box model is applied to those perturbed instances to generate
predictions. After you have Black-Box 2.model predictions for each perturbed instance, an
interpretable model is trained to learn those predictions and the interpretable model is then
inspected.

Local surrogate models have been used by those interested in understanding predictions
in medical settings (Nanayakkara et al. 2018; Wang et al. 2019). For example, LIME was used to
learn explanations for predictions of individual mortality following cardiac arrest (Nanayakkara
et al. 2018). They focused their interpretation on patients that were misclassified by the Black
Box model (i.e. predicted to survive but did not). For example, they found for one patient that
was given a 78% probability of survival due to favorable features (e.g. healthy neurologic status,
lack of chronic respiratory illness), other negative features were indicators of mortality (e.g.
elevated creatinine, advanced age).

2.7 Challenges and Opportunities
While a great deal of effort has gone into developing the interpretation strategies discussed
above, there are still several technical and practical challenges to interpreting machine learning

models in genetics.
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e Correlation: when the input data contains features that are highly correlated, both
probing and perturbing interpretation strategies can underestimate the importance of a
feature by splitting the importance between the correlated features (i.e. during probing) or
by compensating for one feature when it is left out or permuted (i.e. during perturbing)
(Altmann et al. 2016).

o Heterogeneous input space: Multi-omics data integration is an area of computational
biology receiving much attention (Pinu et al. 2019). However, some interpretation
strategies (e.g. SVM coefficient weights, ANN weights/gradient-based probing) provide
misleading results if the scale of the input features differs. This can sometimes be
addressed with normalization, but when both continuous and categorial features are used
together, normalization may not be an option. Therefore, interpretation strategies that can
handle diverse multi-omics data are needed.

o Heterogeneous effects: Given the importance of non-linear effects in biology (i.e.
epistasis, feedback loops, synergistic/antagonistic effects), interpretation strategies that
can identify features that have important but heterogeneous effects are critical. However,
some interpretation strategies (e.g. partial dependency plots, LIME) aren’t able to identify
such features because positive and negative signals will average out. Therefore,
interpretation strategies that identify features with heterogeneous effects are needed.

e Multiple interpretations: For some interpretation strategies (e.g. What-if analysis,
DeepLIFT), there may be more than one explanation for why an instance was predicted a
certain way, which one is best?

While these challenges can at times undermine efforts to understand the biology driving a

model’s predictions, many of them are shared with traditional statistical methods. In addition,
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these challenges are also associated with data in other fields and beyond. These challenges also
represent opportunities for computational biologists to develop novel solutions. There are also
many tools that have been developed to facilitate interpreting ML models using many of the
strategies described in this review (Supplemental Table 2.2).
2.8 Concluding Remarks and Future Perspective
Interpretability is critical for applications of ML both within and outside of biology and will
therefore likely see substantial advances in the coming years. Given its broad use, future
innovations in ML interpretability will likely to come out of fields working on diverse
applications ranging from self-driving cars and smart city development to targeted advertising
and natural language processing. Training the next generation of biologists to be able to harness
these innovations to improve our ability to derive biological insights from what have been
considered “Black Box” models represents a major research and training priority in the coming
decade (see Outstanding Questions).
2.9 Outstanding Questions
e How will advances in deep learning (e.g. transfer learning and multi-label learning)
impact the interpretability of these models?
¢ Interaction effects are a common phenomenon in biological systems whether we are
thinking about community dynamics, epistasis, or environmental effects. What
interpretation strategies are most appropriate for finding these, often complex,
interactions?
e Deep learning algorithms often outperform less complex ML algorithms (i.e. RF and
SVM) when enough training data is available, however can we learn as much from

interpreting deep learning models as we can from these simpler models?
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e There have been few efforts to compare the robustness of interpretation strategies using
biological datasets. How should biologists benchmark interpretation strategies in order to
find the methods most useful for addressing biological questions?

¢ Interpreting ML models can be relatively involved and require extensive computational
skills. To what extent can existing and new tools for interpreting ML be made accessible
to biologists without extensive programming skills?

2.10 Glossary

Algorithm: The procedure taken to solve a problem/to build a model

Decision tree: A model made up of a series of branching true/false questions.

Deep Learning: A subset of ML algorithms roughly inspired by the structure of the brain that can
find complex, nonlinear patterns in data.

Ensemble: A combination of multiple models that makes one prediction for each unknown
sample instead of multiple predictions.

Feature: An explanatory (i.e. independent) variable during modeling.

Global interpretation: A ML interpretation that gives an explanation of the overall relationship
between features and the label.

Instance: A single example or object (n) from which the model will learn or be applied to.
Interpretable: Capable of being understood by a human.

Label: The dependent variable to be predicted. Either a continuous variable for regression
models or a categorical variable (i.e. class) for classification models.

Local interpretation: A ML interpretation that gives an explanation of the relationship between

features and the label for one or a subset of instances.
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Machine learning: Computational models that are able to learn from data without being explicitly
programmed.

Model: The set of patterns learned for a specific problem, where given an input (i.e. instances
with features) the model will generate an output (i.e. prediction).

Parameters: Variables in an ML model whose values are estimated/optimized during training
(e.g. connection weights, tree depth, coefficient weights).

Perturbing: A family of interpretable ML strategies that measure how changes in the input data
impact model predictions or performance.

Probing: A family of interpretable ML strategies that involve inspecting the structure and
parameters in a trained model.

Surrogate: A family of interpretable ML strategies that involve training an inherently
interpretable surrogate model to represent a black-box model.

Test set: Subset of the data used to test the performance of a trained model

Training: The process of identifying the best parameters to make up a model — the learning part

in ML.
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CHAPTER THREE: MODELING THE CIS-REGULATORY CODE OF PLANT

SINGLE AND COMBINED STRESS TRANSCRIPTIONAL RESPONSE WITH

MACHINE LEARNING
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3.1 Abstract

When faced with adverse environmental conditions, plants mount dynamic and diverse responses
at the transcriptional level. The set of regulatory components that control these responses is
called the cis-regulatory code. Previous studies have characterized the cis-regulatory code
regulating response to individual stress conditions (e.g. salinity), however, the way plants
regulate their response to multiple simultaneous stresses is poorly understood. Here, we use
classic machine learning and deep learning approaches to model the cis-regulatory code of
response to single and combined heat and drought stress in Arabidopsis thaliana. First, we
trained cis-regulatory code models using DNA sequence-based features from gene promoters
(e.g. the presence/absence of a putative cis-regulatory elements), that were able to predict a
gene’s pattern of response better than random guessing. Then, we demonstrated how integrating
additional levels of regulatory information (e.g. chromatin accessibility, histone modifications)
and sequence-based features from outside the promoter region (e.g. downstream of the
transcriptional stop site) improved the accuracy of our cis-regulatory codes. We found that
features based on known transcription factor binding, histone 3 lysine 9 acetylation, chromatin
accessibility, and downstream DNA sequence were the most useful additions to our models. We
also found that while some of the most important putative cis-regulatory elements for our models
resembled transcription factor (TFs) binding sites (TFBMs) associated with TFs known to be
involved in heat and/or drought stress, others resembled TFBMs for TFs involved in
developmental or other stress pathways. This study demonstrates how an in silico/data driven

approach can be used to generate biological insights into important complex biological systems.
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3.2 Introduction

In order to survive and thrive, plants dynamically coordinate their physiology and
development with their environment. Given projected increases in global temperatures (Stocker
et al. 2013) and the frequency and severity of droughts, heat waves, and flooding (Reynolds and
Ortiz 2010; Sillmann et al. 2013), improving our understanding of how plants regulate these
dynamic changes will be useful for future efforts to breed or engineer for more resilient crops
(Rabara et al. 2014) and for our ability to understand how a changing climate will impact diverse
plant species (Nicotra et al. 2010). Efforts to study how plants regulate their response to a single
stress improve our understanding of how plants will regulate their response. However, multiple
stressors are typically present, and the response to combined stress may be different than the
response to either of the stresses individually. This was demonstrated at the transcriptional level,
where ~60% of Arabidopsis thaliana genes were found to respond to combined stress conditions
in ways that are not predictable based on their responses to the stresses individually (Rasmussen
et al. 2013). While recent efforts have been made to identify transcriptomic (Atkinson et al.
2013; Sewelam et al. 2014; Bonnet et al. 2017), metabolomic (Prasch and Sonnewald 2013;
Georgii et al. 2017), or physiological (Shaar-Moshe et al. 2017) changes in response to
combined stress, how these changes are regulated remains unclear.

There are a number of important components involved in regulating a gene’s response to
an environmental stress. One major component is the binding of one or more transcription
factors (TFs) nearby that gene. TFs are proteins that bind to DNA and activate/repress
transcription of nearby genes. Their importance for regulating transcriptional response to stress
has made them targets for breeding and engineering plants for improved response to stresses,

including salt (Hu ef al. 2008), drought (Choi et al. 2013; Lee et al. 2017), drought and heat (Wu

41



et al. 2009; Chang et al. 2017) stress. In fact, some of the genes involved in the domestication of
crop species were TFs (Konishi et al. 2006; Doebley et al. 2006). One approach to better
understand and find the TFs driving stress induced changes in gene expression is to identify the
non-coding regions of DNA, or cis-regulatory elements (CREs), near the transcriptional start site
of a gene where TFs bind. For some TFs in model species like 4. thaliana, the DNA sequences
that a TF can bind to (TF binding motif; TFBM) have been established in vitro (Weirauch et al.
2014; O’Malley et al. 2016). In addition, putative CREs (pCREs) can be found computationally
using enrichment-based methods based on co-expression (Zou et al. 2011; Ghandi et al. 2014).
Previous studies have demonstrated that both known TFBMs and pCREs can be used to generate
models that are predictive of a gene’s response to different environmental conditions (Zou et al.
2011; Uygun et al. 2017; Liu et al. 2018). These predictive models are referred to as the cis-
regulatory code. While such studies highlight the importance of the presence of TFBMs and
pCREs for understanding transcriptional regulation, factors besides the presence or absence of a
CRE can influence TF binding and therefore transcriptional response to stress. For example, TF
binding can also be affected by chromatin accessibility (Huebert et al. 2012; He et al. 2012;
Arvey et al. 2012; Wang et al. 2012) and histone modifications (Steinfeld e al. 2007; Zhu et al.
2012). Therefore, methods to integrate these additional layers of omics information into the cis-
regulatory code are needed.

Here we explore the cis-regulatory code of transcriptional response to single and
combined heat and drought stress in A. thaliana. Heat and drought stress were selected because
they often co-occur in nature, they elicit some similar and some conflicting physiological
responses in plants (Rizhsky et al. 2004), and because many important TFs and TF binding

motifs have already been identified for these stresses individually. At the physiological level, the
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effects of combined drought and heat are generally additive (Vile ef al. 2012). However, it is
unclear to what degree these responses are additive, synergistic, or antagonistic at the level of
transcriptional regulation. To better understand the regulatory logic underlying single and
combined stress, first, we grouped genes likely to be co-regulated based on their shared pattern
of transcriptional response under single and combined heat and drought stress (Prasch and
Sonnewald 2013) (Step 1; Figure 3.1). Then, we used known TFBMs and enrichment based
pCREs (Step 2; Figure 3.1) to generate models of the cis-regulatory code controlling these
different patterns of responses to single and combined heat and drought stress using machine
learning. To improve our cis-regulatory code models and therefore our understanding of how
response to single and combined stress is regulated in 4. thaliana, we modeled complex
regulatory interactions (Step 3A; Figure 3.1), used a deep learning approach to integrate
additional layers regulatory information (i.e. chromatin accessibility, sequence conservation, and
histone marks) into our models (Step 3B; Figure 3.1), and expanded the scope of our models by
including pCREs identified outside of the promoter region (Step 3C; Figure 3.1). In addition to
providing a comprehensive overview of the cis-regulatory code of response to single and
combined heat and drought stress in A. thaliana, this study also exemplifies how a data-driven
approach can be used to make novel discoveries in a complex system like gene regulation (Step
4; Figurel).
3.3 Results and Discussion
3.3.1 More than 50% of genes have synergistic or antagonistic responses to combined heat
and drought stress

In order to study the regulation of transcriptional response to single and combined stress,

we first identified groups of genes that were likely to be co-regulated based on their shared
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Figure 3.1. A framework for generating cis-regulatory code models.

Step 1: Genes were grouped based on their pattern of differential expression under heat (H),

drought (D), and H+D stress compared to control conditions. Step 2: For each response group,

known TFBMs and putative cis-regulatory elements (pCREs) were identified based on site

enrichment among response group genes (Fisher’s Exact Test; p-value <0.01). Step 3:

Information was gathered about associations between pCREs, their overlap with additional

regulatory information, and pCREs located outside of the promoter regions. Step 4: All of this

information was combined into machine learning models of the cis-regulatory code and the

models were interpreted to identify the most important components driving the predictions.

pattern of transcriptional response (U: Up-regulated, N: Non-responsive, D: Down-regulated) to

three stress conditions: heat, drought, and combined heat and drought stress using transcriptome

data from an earlier study (Prasch and Sonnewald 2013). For example, genes that were up-

regulated under heat and combined stress, but not under drought alone were placed in the UNU
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response group. These response groups were further categorized based on if the response to the
combined stress was similar to (“independent”: UNU, NUU, DND, or NDD), less than
(“antagonistic”: UNN, NUN, DNN, or NDN), or greater than (“synergistic”’: NNU or NND) the
sum of the responses to the single stress conditions (Figure 3.2A). Among genes that were
responsive to at least one stress, 43%, 29%, and 24% genes were in the independent,
antagonistic, and synergistic response groups, respectively (Figure 3.1B; Supplemental Table
3.1). The remaining 4% of genes belonged to rare response groups (e.g. DUN, UUD) and were
not considered in our analysis. Most of the genes in the independent and antagonistic response
categories were responsive (up or down-regulated) to heat, rather than drought stress. The
dominance of the heat response could be due to: (1) the mild nature of the drought stress (Prasch
and Sonnewald 2013), (2) an overriding influence of heat stress, as heat response also dominates
over salt stress (Rasmussen et al. 2013), or (3) the fact that the expression data is derived from
leaf where osmotic stress has a lesser effect compared to root (Shen et al. 2017).

To determine if genes in a response group shared distinct biological functions, we tested
for the enrichment of genes with different Gene Ontology (GO) terms in each response group
compared to non-stress responsive genes and genes in other response groups. Overall, we found
that functional overlap existed between independent and synergistic, but not antagonistic,
response group genes (Figure 3.2C, Supplemental Table 3.2). For example, both independent
(UNU) and synergistic (NNU), but not antagonistic (UNN and NUN) response groups were
enriched for heat and reactive oxygen species response. Similarly, for the down-regulation
response groups, the independent (DND) and synergistic (NND) response groups were enriched
for primarily photosynthesis related GO terms (Mathur et al. 2014), while the antagonist

response group genes (DNN) were enriched for pollen development. This highlighted that genes
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Figure 3.2. Gene expression response groups for single and combined heat and drought
stress.

(A) Gene expression response groups included in the study where the three-letter response codes
signify up-regulation (U), down-regulation (D), and no significant change in expression (N)
ordered based on response to heat, drought, and both stresses. The number below the response
group name is the number of genes in that response group that have non-overlapping promoters

(1kb upstream of TSS) with neighboring genes. Colored bars designate if genes in the response
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Figure 3.2 (cont’d)

group are considered to have antagonistic (yellow), independent (orange), or synergistic (purple)
responses to combined stress. (B) The log2 Fold Change in expression under heat (H), drought
(D), and H+D compared to control for each gene (X-axis), sorted by response group. If the
absolute value of the Log2(FC) < 1, colored white (N). (C) Select Gene Ontology (GO)
categories that were enriched for genes belonging to the different response group compared to all
other genes. GO categories with a large positive log2(g-value) (red) are over-represented, while

those with large negative log2(g-value) (blue) are under-represented in that response group.

in the same functional category are not necessarily co-regulated and that antagonistic genes are
not only differently regulated but also perform different biological functions.

In addition to having functional overlap, genes in the up-regulation independent and
synergistic response groups were enriched for heat or water response functions (UNU & NNU,
Figure 3.2C), while the antagonist response group genes were enriched for non-canonical abiotic
stress response categories including brassinosteroid biosynthesis processes and innate immune
response (UNN & NUN, Figure 3.2C). Brassinosteroids, for example, are most well known as
cell-division and developmental regulators, but have also been implicated in heat tolerance in
Brassica juncea (Kumar et al. 2010). Because an antagonistic response to combined stress means
the response to the single stress was somehow counteracted, this suggests that the non-canonical
functions are more tightly regulated than functions enriched in independent response group
genes. This could be because the responses are detrimental in the presence of drought stress. For

example, up-regulation of innate immune response (Huot et al. 2014) in NUN genes and down-
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regulation of pollen development genes (De Storme and Geelen 2014) in DNN genes could be
tightly regulated because aberrant responses could negatively impact fitness unnecessarily.
In summary, we found that ~55% of genes responsive to at least one stress showed either
antagonistic or synergistic responses to combined heat and drought stress. Because these non-
independent responses to combined stress were so prevalent, we hypothesized that a unique
regulatory code must exist that is able to fine tune transcriptional response under combined heat
and drought stress. We also found that genes in synergistic response groups overlapped
functionally with genes in independent response groups, highlighting that genes with similar
biological functions are not necessarily co-regulated.
3.3.2 Combinatorial stress response patterns can be predicted using known and putative
regulatory elements

Because TFs and their binding sites regulating combinatorial stress response are yet to be
identified, we set out to identify responsible TFs by taking advantage of available in vitro TF
binding region and motif (known TFBMs) data from the DAP-seq (O’Malley et al. 2016) and
CIS-BP (Weirauch et al. 2014) databases for 344 TFs. First, 197 of the 344 known TFBMs were
identified as enriched in the promoter region of at least one set of response group genes (referred
to as enriched TFBMs, see Methods). On average, response groups were enriched for 35 known
TFBMs (range: 0-87) from 27 TF families (referred to as enriched families, Supplemental Table
3.1). In parallel, to identify regulatory sequences not covered by known TFBMs, we searched for
putative cis-regulatory elements (pCREs) by identifying k-mers enriched in the promoter regions
of genes in each response group compared to genes not responsive to stress (see Methods).
Response groups were enriched for 68 pCREs on average (range: 7-158). These pCREs were

similar to TFBMs from 22 of the 27 enriched families. This similarity was defined at two
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different ways: (1) across all response groups, 13% of pCREs were significantly more similar to
36 of the 197 enriched known TFBMs compared to TFBMs from the same TF family (i.e. similar
to TFBM) (Supplemental Table 3.3, see Methods), and (2) an additional 66% of pCREs were
significantly more similar to an enriched TFBM compared to TFBMs from other families (i.e.
similar to a TF family). The remaining 21% of pCREs were either most similar to TFBMs from
TF families not significantly enriched in response group genes. Thus, the iterative k-mer finding
approach based on co-expression recovered additional regulatory information not captured by the
in vitro TFBM data.

To determine the extent to which known TFMBs and co-expression-based pCREs can
explain combined stress response patterns (i.e. how much of the cis-regulatory code have we
captured), we used the presence or absence of these TFBM and pCRE sites as features (i.e.
independent variables) in machine learning models to classify genes as belonging to a response
group or as non-responsive under any stress condition (i.e. the dependent variable). Because
machine learning models need to learn from sufficient training data, we only used response
groups with >20 genes. Model performance was measured by calculating the F-measure (F1) on
a set of data held out from model training, where an F1=1 would be a perfect classification and
an F1=0.5 would be no better than random guessing based on our approach (see Methods).
Although all models performed better than random guessing (Figure 3.3A), models built using
pCRESs (median F1=0.64) significantly outperformed those built using known, enriched TFBMs
(median F1=0.58) (paired t-test, p=3.7x10%). If we used all known TFBMs (i.e. both response
group enriched and non-enriched), the model performance decreased further (median F1=0.54).
These findings support the notion that pCREs contain additional regulatory information not

captured by the TFBM data. This is not to say that pCREs can completely replace TFBM data
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Figure 3.3. Cis-regulatory code models based on known TFBMs and pCREs.
(A) Predictive performance (F1) of Random Forest machine learning models using known

TFBMs (yellow), pCRE:s (teal), or both (rose) as input features as input for predicting response
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Figure 3.3 (cont’d)

group vs. non-responsive genes. (B) Percent of pCREs identified for each response group that are
significantly similar to pCREs in other response groups based on a threshold that is the 95th
percentile of the PCC distribution between 100 sets of 25 randomly generated 6-mers (numbers
in cells). Darker red indicates that the pCREs identified independently for each of the two
response groups shared higher sequence similarity. (C) Select example pCREs (first column) and
a motif logo of the known TFBM the pCRE is most similar to. The similarity scores (Pearson’s
Correlation Coefficient; PCC) between each pCRE and its best match are shown. The pCREs are
sorted from most to least commonly enriched across response groups, where the boxes indicate

what response groups the pCRE was enriched (gray) or not enriched (white) in.

because models built using the enriched TFBMs and pCREs were able to correctly classify
different subsets of genes (Supplemental Figure 3.1). However, including both types of elements
as features did not improve model performance compared to only using pCREs (median
F1=0.64; paired t-test, p=0.51). Across the response groups, the combined models also classified
genes more similarly to the pCRE-based than the enriched TFBM-based models (Supplemental
Figure 3.1).

Next, we quantified the degree of overlap between pCREs identified for different
response groups to assess how the cis-regulatory programs differ between different response
patterns to single and combined stress. Two pCREs were considered overlapping if they shared a
greater sequence similarity with each other than with 95% of random 6-mers (Figure 3.3B).
Using this approach, the pCRE overlap ranged from 0 to 35% between response groups, with

response groups that share the same direction of response (i.e. NNU and UNU) tend to have

51



higher degree of overlap (R?=0.41, p<1x10%). Interestingly, of the pCREs overlapping among
the most response groups, the top three, GCCACGT, ACGTGG, and AAAATAT (stars, Figure
3.3C) were significantly similar to TFBMs associated with circadian clock TFs bZIP16, PIF7,
and RVES, respectively (Hsieh et al. 2012; James et al. 2012). PIF7 has been shown to
negatively regulate DREB] as a means to avoid hindering plant growth by the accumulation of
DREBI1 when the plant is not under stress (Kidokoro et al. 2009). Our findings further confirm
earlier studies that stress response regulation has a significant circadian clock component (Liu ef
al. 2013). Nonetheless, 65 to 100% of pCREs differed between any two response groups (Figure
3.3B). This supported the notion that there are substantially distinct regulatory mechanisms
involved in different patterns of response to combined stress.

In summary, the iterative k-mer finding approach identified pCREs that, when used as
predictive features, were better able to classify genes by their response groups than known
enriched TFBMs. Over 20% of pCREs were not similar to known enriched TFBMs, indicating
pCRESs contain novel regulatory information. In addition, the majority of pCREs did not show
significant sequence similarity with pCREs from other response groups, suggesting substantial
regulatory differences. Finally, while we were able to classify genes by their response group well
above random expectation, with a median F1=0.64 there was still ample room for model
improvement. Thus, we next explored three strategies to improve predictions of response to
single and combined stress by: (1) considering interactions between pCREs, (2) integrating
dynamic multi-omics data, and (3) including pCREs located outside the proximal promoter.
Because TFs frequently work in concert to regulate gene expression (Harbison et al. 2004;
Farnham 2009), we first incorporated interactions between TFs into our models by identifying

interactions between pCREs. We identified interactions between pCREs for each response group
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using two statistical approaches: association Rule (aRules) and iterative Random Forest (iRF).
However, pCRE pairs identified did not improve model performance when used as features alone
or with pCREs (Supplemental Figure 3.2 and Supplemental Info), unlike in high salinity stress
(Uygun et al. 2017).

3.3.3 Additional multi-omics regulatory information can improve cis-regulatory code
models

To account for additional levels of regulation involved in response to single and
combined heat and drought stress, we next explored adding additional information to our cis-
regulatory code models. We included information about chromatin accessibility (DNase I
Hypersensitive Sites: DHS) (Sullivan et al. 2015; Liu et al. 2018) and eight histone marks
(Pfluger and Wagner 2007; Dong and Weng 2013; Stroud et al. 2014) because both can impact
the ability of a TF to bind. In addition, because regulatory elements can experience selective
pressure, information about sequence conservation across the Brassicaceae family (Conserved
Noncoding-Sequences: CNS) (Haudry ef al. 2013) was included because it could be informative
for identifying pCREs (Guo et al.2003; Haberer et al 2006). Finally, as described above, in vitro
TF binding regions have been identified in 4. thaliana (O’Malley et al. 2016), we included these
data as they may also improve our ability to identify pCREs. These data are collectively referred
to as “additional regulatory information”.

To determine if this additional regulatory information would improve our understanding
of the cis-regulatory code of combined stress response patterns, we next tested if the addition of
these data into our machine learning models would improve their performance. While models
utilizing this additional regulatory information improved the average performance for a few

response groups (i.e. NNU, DNN), overall, they did not perform significantly better than pCRE-
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only models (median F1=0.66; paired t-test, p=0.062) (olive; Figure 3.4A). One possible reason
for this lack of improvement could be that our machine learning algorithm (i.e. Random Forest)
was not adequately integrating the additional regulatory information into the models. For
example, Random Forest treats all input features, such as pCREs and histone marks as
independent when they may not. To address this limitation, we applied a deep learning approach,
convolutional neural network (CNN). CNNs are frequently used in image classification because
when given training data (e.g. many photographs of cats) they are able to learn local patterns
(e.g. triangles that resemble cat ears) and associate those patterns with what is being predicted
(e.g. is there a cat in the photograph). We hypothesized we could train CNN models to look for
patterns in the additional regulatory information available for each pCRE and to then associate
those patterns with a response group (Figure 3.4B; see Methods). Using this approach, our ability
to predict response groups increased (median F1=0.68) compared to the pCRE only models
(paired t-test, p=0.002), with the largest improvements for the UNU, DNN, DND, and NNU
response groups (where F1 increased by 0.069, 0.055, 0.050, and 0.046 respectively) (rose;
Figure 3.4A).
3.3.4 Interpreting deep learning models provides insight into the cis-regulatory code

To understand what combinations of additional regulatory information were important for
the ability of our CNN models to classify genes by their response group, we visualized and
measured the importance of the trained kernels. During the process of model training, each
kernel learns a particular "pattern", i.e., how much value, or weight, should be given to each type
of feature (i.e. presence/absence and additional regulatory information) to best predict if a gene
belongs to a response group. For example, in Figure 3.4B, kernel #1 (ki) learned to look for

pCREs that were present and that overlapped with a DAP site and with histone marks for H1 and
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H7 (positive kernel weights), but not H4 or H6 (negative kernel weights) (named for illustrative
purposes only). Then, each trained kernel scans across the input data and generates an output
value for each pCRE based on how well it matches the pattern. For example, when ki was used
to scan from pCRE-A down to pCRE-X, it output a large (i.e. dark) value for pCREs that match
its pattern (e.g. pCRE-A) and a small value for pCREs that do not match its pattern (e.g. pCRE-
D). To assess which types of features were most important (i.e. highest weighted) among kernels
from CNN models for each response group, we extracted the trained kernels (i.e. a list of 12
weights) for each kernel in each replicate, clustered them into groups with similar patterns of
weights, and calculated the median weight assigned to pCRE presence/absence and each
additional regulatory information for each cluster (Figure 3.4C, S4; see Methods).

To measure the overall importance of each kernel, we calculated the change in model
performance on the test data (i.e. data not used for training) when each kernel was zeroed out
(i.e. all weights set to zero; see Methods). We then reported the median kernel importance for
each kernel cluster (Figure 3.4C, S4). For example, when a kernel in the first kernel cluster for
DNN was set to zero, model performance (measured using the area under the receiver operator
characteristic; see Methods) dropped by > 0 .005. Note that the performance decreases are all
very small, indicating the models were robust to perturbation likely because more than one
kernel trained to learn important patterns. Overall, the presence or absence of the pCREs (P/A)
had the highest median weights (leftmost column; Figure 3.4C). Of the additional regulatory
information, DAP, H3K9ac, and DHS had the next highest kernel weights, suggesting known TF
binding, the acetylation of lysine 9 on histone H3 (a hallmark of active promoters (Karmodiya et
al. 2012)), and chromatin accessibility were consistently useful feature for predicting response to

single and combined stress. Additional regulatory information were weighted differently in
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Figure 3.4. Cis-regulatory code models based on pCREs and additional multi-omics
regulatory information.

(A) Predictive performance (F-measures (F1)) of Random Forest models using pCREs (teal,

same as in Figure 3.3A) and pCREs + additional regulatory information (olive) and of

56



Figure 3.4 (cont’d)

Convolutional Neural Network (CNN) models using both pCREs + additional regulatory
information (rose). The larger error around NUN models is due to the small number of NUN
genes available for model training. (B) An illustration of the internal workings of the CNN
models and how the trained kernels (i.e. pattern identifiers) in those models were used to
understand the patterns of additional regulatory information the models were trained to identify.
(C) Summary of results from interpreting the trained CNN models. The feature types (i.e.
presence/absence (P/A) and additional regulatory information) were sorted based on the average
kernel weights across all kernels trained for all response groups and replicates (first column).
The remaining columns represent kernel clusters for specific response groups. For each response
group, all trained kernels from all CNN replicates were clustered using hierarchical clustering
with dynamic cutting (min cluster size=250 kernels). The median kernel weights and kernel
importance scores are shown here for the two clusters with the highest median kernel importance
for each response group. Large kernel weights (dark purple) indicate the presence of that pCRE
or its overlap with the additional regulatory information was an indicator of belonging to the

response group rather than NNN.

important kernel clusters for different response groups (second column and on; Figure 3.4C).
This was especially true of histone mark features. For example, H3K27me3 tended to be
negatively weighted in important kernel clusters for up-regulation response groups (e.g. UNN,
NUN, NNU) but neutral or positively weighted in important kernel clusters for down-regulated
response groups (e.g. DNN, DND). Together with the fact that H3K27me3 is known to be

associated with gene silencing (Luo and Lam 2010), this finding supports the idea that lysine 27
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trimethylation is involved with regulating response to single and combined heat and drought
stress. However, we also found that H3K4me3 had a large positive weight for the most important
DNN kernel cluster. This was unexpected given that H3K4me3 is associated with active
promoters (Luo and Lam 2010) and suggests that the role of lysine 4 trimethylation in regulating
single and combined heat and drought stress response may be complicated.

In summary, we found that the integration of additional multi-omics regulatory
information into our models of the cis-regulatory code using CNNs improved our ability to
classify genes by their pattern of response to single and combined stress. While some
information (e.g. TF binding, H3K9ac) was important for all response groups, other information
(e.g. H3K4me3, H3K27me3) was differentially important across the response groups. The
usefulness of these data was especially surprising given some of the limitations of the data. For
example, most of the data were generated either in vitro (e.g. DAP) or under growth conditions
that do not match the transcriptome data used for this study (e.g. DHS).

3.3.5 pCRE:s identified outside the promoter region are predictive of response patterns

The models discussed thus far were based on features located in the proximal promoter
regions typically housing regulatory sequences in plants (Yu et al. 2016). However, plant
regulatory sequences can also be located in the 5° untranslated region (5’ UTR) (Tompa 2001),
first intron (Intl) (Zhang and Duff 1994), 3° UTR (Wasserman et al. 2000), and downstream of
the transcriptional stop site (DS500). To assess the extent to which pCREs outside of the
promoter regions were predictive of combined stress response patterns, the iterative k-mer
finding approach was repeated in the 5> UTR, Intl, 3’ UTR, and DS500. Then, predictive models
were built using either pCREs from each region individually or in combination as features.

Because sequence information was not available for all five regions for all genes (particularly 5'
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and 3' UTRs), we had to remove between 47 and 587 genes from each response group to make
our models comparable. Importantly, this means that the performance results from our earlier
machine learning models would not be directly comparable. In order to establish a direct
comparison, we also reran the iterative k-mer finding and modeling on the promoter region using
the smaller subsets of genes.

Models built using pCREs located in promoter or, surprisingly, DS500 regions
outperformed models built with pCREs from other regions (Tukey test; Figure 3.5A). DS500
pCREs substantially outperformed promoter pCREs for the NUN response group in terms of F1
(+0.06, Figure 3.5A), as it correctly classified 2 more genes and reduced the false positives by 14
(Supplemental Figure 3.5). Interestingly, the most predictive DS500 pCRE, ACTTTG, shares
significant sequence similarity (PCC=0.92) with the known TFBM for WRKY46, which has
known roles in drought response. This pCRE was not enriched in the promoter region,
emphasizing the potential importance of the DS500 region for cis-regulation. Although the
5’UTR and 3’UTR pCREs did not perform as well as those in promoters and DS500s, they were
significantly better than random expectation (t-test: p=0.02, 0.006, respectively), however Intl
pCREs were not significantly different than random (p=0.75). Because models built using
pCREs from different regions were able to correctly classify different subsets of genes
(Supplemental Figure 3.5), we used pCREs from all regions as features and the resulting models
(the ALL column, Figure 3.5A) outperformed all single region-based models, suggesting that
pCREs located beyond the promoter region are important for regulating combined stress
response.

To determine if the pCREs identified from different genetic regions were unique to that

region or found across regions, we identified the best matches between pCREs within and
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Figure 3.5. Cis-regulatory code models based on pCREs identified in putative promoter
and non-promoter regions.

(A) Predictive performance (F1) from Random Forest models using pCREs found in the
promoter, 5° UTR, first intron (1% Int), 3° UTR, downstream region (DS500), or all regions (All)
as input features. The box color represents the F1 scores normalized by the F1s of each response
group (the darkest blue represents the best set of input feature for each response group) with the
actual F1 provided in each box. The boxplot shows the distribution of F1 scores for each region
(below) and for each response group (right). Letters on the top of boxplots signify significant
differences by region based on the Tukey test (p<0.05). (B) Average sequence similarity (PCC)
between pCREs identified from different regions (axes) for each response group (colors). The
dashed line indicates the random average similarity obtained by calculating PCC for every

possible pairing of 100 sets of 25 randomly selected 6-mers.
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between different regions based on sequence similarity (Pearson’s correlation coefficient, PCC,
see Methods). The pCREs from most regions were more similar to each other (average
PCC=0.73) than would be expected by random chance (dotted line, PCCos5,=0.57; Figure 3.5B).
The DS500 pCREs tended to be the most similar to pCREs from other regions, especially those
from the 5S’UTR, 1* intron, and 3’ UTR. Interestingly, the promoter pCREs tended to be the least
similar to pCREs from other regions. That said, the pCREs most similar to the promoter pCREs
were enriched in the DS500 (average PCC=0.73), indicating similar cis-regulatory mechanisms
governing transcriptional regulation up and downstream of genes. In addition, pCREs from
down-regulation response groups (blue color series, Figure 3.5B) tended to be more similar
between regions than up-regulation response group pCREs (red color series, Figure 3.5B). This
suggests that regulatory elements involved in down regulating genes are either less region
specific or are more likely to be located in multiple regions around the gene. This is in sharp
contrast to NNU pCREs, which were the only pCREs that were less likely to be similar (average
PCC = 0.45) than random chance, suggesting the regulatory circuitry for synergistic up-
regulation is specific to the promoter region.

In summary, incorporating pCREs identified outside of the proximal promoter region
improved our ability to predict response to single and combined heat and drought stress. Of the
five regions assessed, the DS500 pCREs performed marginally better than promoter pCREs for
two of the seven response groups. Taken together, this suggests that while most of the pertinent
regulatory information is in the promoter regions, additional regulatory information important for
response to single and combined heat and drought stress may be located outside the promoter

region.
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3.3.6 The cis-regulatory code of response to single and combined heat and drought stress

We have demonstrated that adding multi-omics data and expanding our search for
putative regulatory elements beyond the promoter region has improved our cis-regulatory code
models. While these models are still not perfect, they perform well above random expectation
and therefore can be used to illuminate the cis-regulatory code of response to single and
combined heat and drought stress in A. thaliana. To this end, here we further characterize a
subset of the most important promoter (from CNN models) and non-promoter (from Random
Forest models) located pCREs identified for each of the seven response groups. The most
important promoter located pCREs from the CNN models were those that, when set to zero,
caused the largest decrease in model performance (see Methods). The most important pCREs
from the Random Forest models are those that, when used at a node in a decision tree, were able
to best separate genes by their response group (see Methods). The importance scores of pCREs
based on these two approaches are in Supplemental Table 3.5, S6.

To characterize the most important promoter pCREs using the additional levels of
regulatory information included in the study, we determined how much more frequently the sites
of each promoter pCREs overlapped with each of the additional regulatory information in
response group genes than random expected using a set of 1,000 random 6-mers (Supplemental
Table 3.5). Focusing on the top five most important pCREs from each response group, we found
that these pCREs could be classified into three groups based on their degrees of overlap between
their sites and the additional regulatory information (Figure 3.6A). Group 1 pCREs were unique

in that, in addition to DAP and DHS, they were also much more likely to overlap with CNS than
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Figure 3.6. Overview of the most important pCREs for our cis-regulatory code models.

(A) The top five most important promoter pCREs from CNN models clustered using k-means

clustering (k=3) into three groups based on the pattern of overlap between their sites with

additional regulatory information and sorted using hierarchical clustering. The overlap percentile

refers to how frequently a pCRE overlaps with each additional regulatory information in the

promoter of response group genes compared to 1000 random 6-mers, with values in darker red

signifying higher degrees of overlap compared to the random background. The importance score

is the median decrease in model performance on the test set when a pCRE and its associated

additional regulatory information is removed from the CNN model (i.e. larger decrease in

performance means a larger importance). (B) The TF name, motif logo, and sequence similarity

score (Pearson’s Correlation Coefficient; PCC) for the known TFBMs that best match the top

two promoter pCREs from the CNN model (left two columns) and the top two non-promoter
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Figure 3.6 (cont’d)
pCREs from the RF model using pCREs from all five gene regions (see purple in Figure 3.5A)

(right two columns) for each response group.

random 6-mers (dashed boxes; Figure 3.6A), suggesting these pCREs are more highly conserved
across the Brassicaceae. Group 2 pCREs also frequently overlapped with DAP and DHS
regions, although to a lesser extent. Group 2 pCREs were also less likely to overlap histone
marks associated with active transcription (e.g. H3K23ac, H3K4mel), which was interesting
given that the important pCREs identified for the down-regulation response groups (i.e. DNN,
DND, NND) tended to be in Group 2 (8 vs. 4 and 3 in other groups 1 and 2). Finally, Group 3
pCRESs were less likely to overlap with DAP regions than random 6-mers, suggesting these
pCREs may be bound by TFs not yet included in in vitro binding databases.

We next characterized promoter and non-promoter pCREs by determining which were
similar to known CREs and which represented putative novel CREs by (see Methods). Overall,
40.5% of promoter pCREs and 37.6% of pCREs from other regions were significantly similar to
a specific known TFBM (i.e. sequence similarity (PCC) was > 95" percentile of PCCs between
TFs in the same family) (Supplemental Table 3.5, S6). Focusing on the two most important
promoter and non-promoter pCREs for each response group (Figure 3.6B) we found many
different TFs and TF families represented. The promoter and non-promoter located pCRE for the
DND models, AAATAT, is identical to the TFBM of a MYB related TF, REVEILLES (RVES)
(Figure 3.6B), which has been proposed to be involved in a negative feedback loop regulating
the circadian clock’s response to temperature (James et al. 2012). The most important non-

promoter pCRE for the NUN model, ACTTTG, is similar to TFBMs in the WRKY TF family
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(PCC to WRKY46 = 0.92), which are known to be involved in osmotic and salt stress response
(Ding et al. 2015). The most important promoter pCRE for the NND models, TGTCGA, is
similar to TFBMs in the AP2 TF family (PCC to DDF2 = 0.88), which are known to be involved
in heat, cold, and drought tolerance in A. thaliana (Kang et al. 2011). Taken together, these three
examples highlight that by modeling and interpreting the cis-regulatory code we able to find
pCREs similar to known TFBMs for TFs known to be involved in heat, drought, and combined
heat and drought stress, respectively.

Interestingly, the most important pCREs for the NNU response group are not similar to
TFBMs for TFs known to be involved in either heat or drought stress. For example, the most
important promoter pCRE, GAAAAC is identical to the TFBM for the G2-like yMYB2 TF,
which has no know association with stress response. The second most important promoter pCRE,
CACGTG is identical to the TFBM for bHLH 104, which while known to be involved in
regulating iron homeostasis in 4. thaliana (Li et al. 2016), is not associated with other stresses.
Similarly, the most important non-promoter pCRE for NNU, AGATTC, is identical to the TFBM
AT1G49560), a G2-like family TF possibly involved in regulating flowering time. This
highlights how much more work needs to be done to understand the regulation of combined heat
and drought stress, with these pCREs and their associated TFs representing prime candidates for
further characterization.

In summary, we found that important promoter pCREs belongs to three groups that
differed in how frequently the pCREs were associated with additional regulatory information.
We also found that while some of the most important pCREs found by our cis-regulatory code
models were similar to known TFBMs bound by TFs involved in heat and/or drought stress

response, others (i.e. those enriched in NNU genes) were similar to TFs with no established
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association to either stress condition. Taken together, these findings highlight the complexity of
the cis-regulatory code of response to single and combined heat and drought stress in A. thaliana
and the need for further study.
3.4 Conclusions

Understanding how plants regulate their response to combined heat and drought stress is
of great importance because of the frequency with which these stresses co-occur and the severity
of their impact on our agricultural sector when they do (Rizhsky et al. 2004). Here we develop
models of the cis-regulatory code regulating response to single and combined heat and drought
stress in A. thaliana. We assessed the strength of our models by determining how well they
classify genes not used for training as belonging to a response group (e.g. NNU, NND) or to the
non-responsive group (i.e. NNN). We found that incorporating pCREs identified outside of the
proximal promoter region and additional multi-omics regulatory information (i.e. chromatin
accessibility, sequence conservation, known TF binding, and histone markers) into our models
improved their performance. We also explored the use of a deep learning approach, CNN, and
demonstrated that it performed better than the classical machine learning algorithm used in this
study, Random Forest. Furthermore, by interpreting our cis-regulatory code models, we were
able to provide novel biological insights, including identifying which pCREs and additional
regulatory information were most important for being able to predict response to single and
combined heat and drought stress.

Because our cis-regulatory code models are not able to perfectly predict a gene’s
response group, there is still more to learn about the complexities of the regulation of response to
single and combined stress. One factor that is limiting our ability to model the cis-regulatory

code is that genes in a response group are not all regulated by the same mechanisms. This issue
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is compounded by the fact that samples were gathered only at a single time point a few days after
the stress conditions were applied. Thus, we have only a snapshot and do not have information
on whether the stress responsive genes began to respond immediately after stress initiation or
later after the plants began to acclimate. A second limiting factor is that we are missing critical
information about the rate of mRNA degradation. Because our picture of differential gene
expression comes from measuring and comparing the steady state mRNA levels, we cannot
determine if the change in gene expression is due to, for example, increase in production or a
decrease in degradation. Finally, while incorporating chromatin accessibility and epigenetic mark
data into our models of the cis-regulatory code improved their performance, these data were not
ideally suited for this study because they were generated from plant at different developmental
stages under different conditions than the plants used to generate the transcriptomic data used in
this study (Prasch and Sonnewald 2013). We consider this a third limitation because both
chromatin accessibility and epigenetic marks are dynamic, meaning they change over the course
of development and in response to environmental conditions (Sullivan ef al. 2014; King 2015).
There are numerous mechanistic possibilities for how a gene can regulate its response to
combined stress. For example, a gene with a synergistic response could require the binding of
two TFs in order to be expressed, each of which is only up-regulated or activated by one of the
individual stresses. Alternatively, synergistic responses could be regulated by novel TFs that
only bind or are only activated under the combined stress scenario. In our study we found that
some pCREs were unique to individual response groups. For example, AGCTTC, which
perfectly matches the TFBM identified for HSFB2H, was only enriched in genes with a
synergistic up-regulation response to combined stress (NNU). However, other pCREs, especially

those containing G-Box motifs, were found for multiple response groups, with pCREs from
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independent and synergistic response groups having the most overlap. By studying the pCREs
identified for different response patterns we can begin to understand at a global level how
response to combined stress is regulated.

As high-throughput omics technologies continue to become more affordable and widely
used, techniques to integrate across multiple types of omics data will become increasingly
necessary. It is also critical that these techniques are interpretable so that we are able to derive
from them insights into complex biological systems such as the regulation of gene expression.
Here we trained classic and deep machine learning models of the cis-regulatory code regulating
response to single and combined heat and drought stress. We then used in silico model
interpretation strategies and were able to identify known actors in response to heat and/or
drought stress in addition to putative novel actors that are prime targets for further
characterization. In the future, this approach could be used to study the regulation of other
developmental and stress induced responses in plants and other organisms.

3.5 Methods
3.5.1 Expression data processing, response group classification, and functional category
enrichment analysis

Expression data for response to mild heat (32°C day/28°C night for 3 days), mild drought
(30% field capacity), and combined heat and drought stress in A. thaliana were downloaded from
NCBI Gene Expression Omnibus (GEO) (GSE46760) as normalized signal intensity values
(Prasch and Sonnewald 2013). The expression data was generated using the Agilent platform and
probe data was converted into TAIR10 gene identifiers using IDswop from the “agilp” package
in the R environment (Chain 2012). If multiple probes were present for the same gene the mean

of the probe intensities was used, unless the intensities were >20% different, in which case the
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gene was excluded. Differential expression folds and associated false discovery rate (FDR)
adjusted p-values (i.e. g-values) (Benjamini and Hochberg 1995) between each stress conditions
and the control condition were calculated using limma (Ritchie ez al. 2015) in the R
environment.

Genes were classified as significantly up-regulated (U) if their log2 fold-change > 1.0
with ¢ <0.05, down-regulated (D) if their log2 fold-change < -1.0 with ¢ < 0.05, or non-
responsive (N) otherwise. Genes were clustered into “response groups” using a convention
established by Rasmussen et al. (2013). Briefly, each gene was defined by its pattern of U, D, or
N under heat, drought, and combined stress conditions. For example, a gene that is U under heat,
D under drought, and N under combined stress was classified as in the UDN response group. To
more clearly distinguish between genes belonging to a response group from genes that were
considered non-stress responsive (NNN), genes were only considered NNN if they were not
significantly differentially expressed (up- or down-regulated) with a log2 fold change cutoff of
0.8 under any of the three stress conditions or under any stress condition at any time point in the

AtGenExpress database (http://www.weigelworld.org/resources/microarray/AtGenExpress/). P

Sequence data for the promoter, 5° UTR, 3° UTR, first intron, and downstream region for
A. thaliana genes were downloaded from TAIR10. Genes whose promoter regions (1-kb
upstream the transcriptional start site) overlapped with neighboring genes were excluded from
the analysis. We tested if genes oriented in the same direction as their upstream neighboring gene
were more likely to be correctly predicted than genes with partially overlapping promoter
regions, but the results were not significant for most response groups (Supplemental Table 3.1),

so genes oriented in any direction were kept. For the analysis of the regulatory information in
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regions outside the proximal promoter, only genes that had sequence data available for all
regions were included (Supplemental Table 3.4)
The enrichment of GO terms

(http://www.geneontology.org/ontology/subsets/goslim_plant.obo) and metabolic pathways

(http://www.plantcyc.org) in the response group genes compared to NNN genes, were

determined using the Fisher’s Exact test with p-values adjusted for multiple testing (Storey
2003). As no AraCyc terms were enriched, only GO terms were discussed.
3.5.2 Identification of known binding sites from in vitro TF binding data

Two sets of in vitro TF binding motif (TFBM) data were used to identify known binding
sites. First, in vitro 200 bp binding regions for 344 TFs were collected from the DAP-Seq
database (O’Malley et al. 2016). These 200 bp regions were derived from mapped sequencing
peaks, and only peaks with a fraction of reads in peaks (FRiP) > 5% were included. Second,
position frequency matrices (PFMs) were obtained from the CIS-BP database for an additional
190 TFs without DAP-Seq data (Weirauch ef al. 2014). CIS-BP PFMs were covered to Position
Weight Matrices (PWM) adjusted for 4. thaliana’s AT (0.33) and GC (0.17) background using
the TAMO package (Gordon et al 2005). These 190 PWMs were then mapped to the putative
promoter region (within 1kb upstream of the transcription start site) of A. thaliana genes using
Motility with a threshold of p<le-06 (http://cartwheel.caltech.edu/motility/). A gene was
considered to be regulated by a TF if its putative promoter region overlapped with one or more
known TFBM sites. We also identified a subsets of known TFBMs that were enriched in the
promoter regions of genes in a response group compared to non-responsive (NNN) genes using

the Fisher’s Exact test (p<0.05), these TFBMs are referred to as the known enriched TFBMs.
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3.5.3 Computational identification of novel pCREs and comparison with known TFBMs

To identify pCRESs that were not covered by the available in vitro TF binding data, an
enrichment based computational approach was taken (referred to as the iterative k-mer finding
approach). With this approach, modified from (Liu ef al. 2018), all possible 6-mers tested for
enrichment in the response group gene promoters compared to NNN gene promoters using the
Fisher's Exact test (p< 0.01). For 6-mers that were enriched, their sequence was lengthened to all
eight possible 7-mers (e.g. ATATCG = AATATCG, TATATCG, GATATCG, CATATCG,
ATATCGA, ATATCGT, ATATCGG, ATATCGC), which were then each tested for enrichment.
The k-mer lengthening process continued until the longer k-mers were no longer significantly
enriched. The above was repeated to find enriched pCREs in the 5> UTR, 1% intron, 3 UTR, and
500 bp downstream region.

To assess the sequence similarity between (A) the pCREs identified for different response
groups, (B) between the pCREs identified in different regions, and (C) between the pCREs and
all known in vitro TFBMs, the Pearson’s Correlation Coefficients (PCC) between
pCREs/TFBMs were calculated as in (Uygun et al. 2017). For two pCREs from (A) or from (B)
to be considered similar, their PCC had to be the > 95th percentile value of PCCs (i.e. > 0.78)
between best matching pairs of pCREs from 100 sets of 25 random 6-mers, where each pCRE in
each set was paired with the pCRE from each of the other 99 sets with the highest PCC value.
We used 25 because it was the average number of pCREs enriched in each genetic region across
all response groups. To determine the degree of sequence similarity in (C), three PCC thresholds
for each TFBM were calculated that range from least to most stringent. The lowest level of
stringency is “better than random”, where the pPCRE-TFBM PCC is > 95th percentile of PCCs

between the TFBM and 1,000 random k-mers. The next level of stringency is “between family”,
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where the pCRE-TFBM PCC is > 95th percentile of PCCs between the TFBM and TFBMs from
other TF families. Finally, the highest level of stringency is “within family”, where the pCRE-
TFBM PCC is > 95th percentile of PCCs between TFBMs from within the same family.

3.5.4 Sequence conservation, chromatin accessibility, and histone mark data processing
and analysis

Sequence conservation the between species conservation criteria, 4. thaliana genomic
regions that overlapped with ~90,000 Conserved Non-coding Sequences (CNS) among 9
Brassicaceae species were used (Haudry et al. 2013). DNase I Hyper-Sensitivity (DHS) regions
were downloaded from GEO (GSE53322 and GSE53324) as peaks in bed format. These regions
were identified from multiple tissues and developmental stages, including roots, root hair cells,
leaf, seed coat, and dark grown A. thaliana Col-0 seedlings at 7-days old (Sullivan et al. 2014).
Regions associated with activation-associated histone marks (H3K4mel: SRR2001269,
H3K4me3: SRR1964977, H3K9ac: SRR1964985, and H3K23ac: SRR1005405) and with
repression-associated histone marks (H3K9mel: SRR1005422, H3K9me2: SRR493052,
H3K27me3: SRR3087685, and H3T3p: SRR2001289) were as compiled previously (Lloyd et al.
2018) using data from (Stroud et al. 2014).

The percentage of times the sites of a pCRE overlapped with the 11 additional regulatory
information (DAP-Seq, CNS, DHS, and eight histone marks) was calculated for each
combination of pCRE and additional regulatory information for each response group. To
determine how these overlaps were significant or not, 1,000 random, unique 6-mers were
generated and mapped to the promoter regions of response group genes, then the percentage of
overlap with each combination of random 6-mer and additional regulatory information was

calculated for each response group. These overlap percentages were used to generate a
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background distributions for overlap with each additional regulatory region, allowing us to
convert the percent overlap scores for pCREs into percentiles along this background distribution.
The percentage overlap with each additional regulatory information was also calculated for all
CIS-BP motifs. Analysis of Variance (ANOVA), implemented in R v3.5.3, was used to
determine if there were difference in the overlap percentage for each of the 11 additional
regulatory information for each set of response group genes all pCRE, the top 10 most important
pCREs (details below), the CIS-BP motifs, and the 1,000 random 6-mers. The ANOVA p-values
were adjusted for multiple testing (Storey 2003). Finally, post-hoc Tukey tests, implemented
using the HSD.test function from the agricolae package in R, were performed on comparisons
with a significant ANOVA (g-value < 0.05) to identify which groups (i.e. pCREs, top 10 pCREs,
CIS-BP, or random 6-mers) had significantly different distributions in their percent of overlap
with the additional regulatory information (p < 0.05).

To convert the additional regulatory information into features that could be used as input
to our machine learning models, a new feature was generated for each pCRE — additional
regulatory information pair (e.g. pCRE-DHS), where the value of the feature was set to 1 if the
pCRE was both present in the promoter region of the gene and overlapped with the additional
regulatory information and set to 0 if either or both of those criteria were not met. This resulted
in a total of 12 features associated with each pCRE (i.e. the original presence/absence feature +
the 11 additional features).

3.5.5 Classic machine learning-based models of the cis-regulatory code

A classic machine learning algorithm called Random Forest (RF) (Breiman 2001) was

used to generate models of the cis-regulatory code for each response group. These models were

trained using a supervised learning approach, meaning they learned to predict the desired output
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(e.g. does the gene belong to response group NNU or NNN?) using example instances (i.e.
genes) for which they have both the input features (e.g. presence of absence of pCRE-X) and the
true classification (e.g. NNU or NNN). Different sets of input features were used throughout the
study, including known TFBMs, promoter pCREs, combinatorial pCRE rules (see Supplemental
Methods), overlap with additional regulatory information, and non-promoter pCRE:s.

RF was implemented using Scikit-Learn in Python 3 (Pedregosa et al. 2011). To avoid
training models that classify all genes as belonging to the more common response group, we
balanced our input data by randomly down-sampling genes from the larger response group to
match the number of genes in the smaller response group. Because the genes included in the
input data can impact model training and performance, this process was replicated 100 times. To
measure the performance of our models on a set of genes not seen by the model during training
we used a 10-fold cross-validation scheme, where the input data was randomly divided into 10
bins, then a model was trained on bins 1-9 (i.e. the training set) and that model’s performance
was measured based on how will it performed on the instances in the 10" bin (i.e. the validation
set). This was repeated, until each bin was used as the validation set one time. To select what
values to use for two important RF parameters—maximum depth [3, 5, 10, 50] and maximum
features [10%, 25%, 50%, 75%, 100%, square root(100%), and log2(100%)]—a cross-validated
grid search implemented using GridSearchCV from Scikit-Learn was performed on the first 10
of the 100 balanced datasets (Supplemental Table 3.7). The maximum depth parameter controls
how deep each decision tree can be trained, where trees that are too shallow may not be able to
capture complex patterns and trees that are too deep may overfit, meaning they would predict the
training genes well, but would not generalize to predict genes not included in training well (e.g.

the validation set or new genes). The maximum features parameter controls how many of the
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input features each decision tree in the forest will be allowed to use, where too few will result in
poor performance from individual decision trees and too many will result in most decision trees
in the forest identifying the same pattern.

Model performance was evaluated using the F-measure (F1) (Bishop and Others 2006),
or the harmonic mean of precision (True Positive / True Positives + False Positives) and recall
(True Positives / True Positives + False Negatives), where an F1=1 would indicate all gene were
perfectly classified, and an F1=0.5 would indicate the model did no better than random guessing.
For each model we also determined which genes were correctly classified as belonging to a
response group, R. Every balanced run of the model could have predicted a different subset of
genes as belonging to R. Thus, a final classification call that a gene, G, belongs to group R was
determined if the mean predicted probability of 100 balanced runs > the predicted score
threshold (i.e. the threshold between 0 and 1 that maximized model performance averaged over
replicates). For each balanced run, we identified the predicted score that maximized the F-
measure. We took the average of the predicted score maximizing F-measures for all 100 runs as
the predicted score threshold. Then, models with similar F1 scores could be compared to see if
they predicted a different subset of genes. Finally, the relative importance of each feature in a RF
model was determined using the importance score function built into the Scikit-Learn
implementation of RF. This function calculates feature importance as the normalized decrease in
node impurity across the decision trees when that feature is used to divide a node, known as the
Gini Importance (Breiman 2001).

3.5.6 Convolutional neural network-based models of the cis-regulatory code
Convolutional neural networks (CNNs), a deep learning algorithm (Breiman 2001), were

tested to see if it could better integrate additional regulatory information into our models of the
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cis-regulatory code. CNNs were implemented in Python 3.6 using Tensorflow 2.0 (Girija 2016).
CNN models were made up of four layers: input, convolutional, dense (i.e. fully connected), and
the output (i.e. the prediction) (see Figure 3.4B). The input is a 3-dimensional array [rows x
columns x layers] where each layer contains data from a different gene, each column (size=# of
pCREs for that response group) contains different pCREs, and each row (size=12) contains either
pCRE presence/absence or overlap with additional regulatory information. The convolutional
layer is composed of kernels (i.e. pattern finders) with the dimensions [12 x 1], using a stride
length =1, this resulted in each kernel passing over each pCRE one time and resulting in an
output with dimensions [# kernels x # pCREs]. The starting kernel weights were initialized
randomly and were scaled relative to the size of the input data using Xavier Initialization (Glorot
and Bengio). The output from the convolutional layer was flattened (i.e. changed the output from
a 2D array to a 1D array with shape [1 x (# kernels x # pCREs)]) and then passed to the dense
layer. A non-linear activation function (rectified linear units; ReLU) was applied to both the
convolutional and dense layers, and a sigmoid activation function was applied to the final output
layer to facilitate making a binary decision (e.g. NNU vs. NNN). Weights were optimized using
the Stochastic Gradient Descent with momentum (SGDm) (momentum=0.9) as implemented in
Tensorflow.

Three strategies were used to reduce the likelihood of the CNN models overfitting, where
models train so specifically to the training data that they do not generalize well to new data.
First, L2 regularization was applied to the kernel weights in our convolutional layer, forcing the
weights to shrink toward zero. Second, dropout regularization was applied to the dense layer,
meaning during each iteration of training a random subset of the dense nodes were removed.

This essentially adds randomness to the model and encourages the network to learn more general
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patterns in the data, rather than specific ones that may be overfit. Finally, CNNs can overfit to
the training data if they are allowed to train for too many iterations. However, training for too
few iterations will result in a model that has not yet converged (i.e. underfitting). To determine
when to best stop training, we used an early stopping approach implemented in Keras

(https://keras.io/callbacks/#earlystopping), where the training data was further split into training

(90%) and validation (10%) and training stopped when model performance had not increased
(min_delta = 0) for 10 iterations (patience = 10) on the validation data, with the maximum
number of training iterations limited to 1,000. As with the RF models described above, CNN
models were trained on balanced datasets. Because of the greater computational power needed
by CNN:s, instead of the cross-validation approach used for RF, the balanced data was divided
into a training set (90%) and testing set (10%) and performance was measured on the testing set.
Model parameters were selected using a random search across the parameter space with five-fold
cross validation with ~4,800 iterations (implemented using RandomizedSearchCV in Scikit-
Learn). Parameters in the search included the learning rate, the number of kernels in the
convolutional layer, the number of nodes in the dense layer, the dropout rate, and the L2
regularization rate (see Table 7).

The importance of each pCRE and its associated additional regulatory information was
determined by measuring the difference in model performance between the original model and a
new model when the values in all rows for a pCRE column were set to zero (i.e. not present and
not overlapping with the additional regulatory information) for all genes. Thus, larger positive
differences indicate pCREs were important. Negative scores indicate zeroing out the pCREs in
question actually improved model performance. The change in performance measured using the

area under the receiver operator characteristic, rather than the F1 because it does not require the
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selection of a classification threshold. The median importance scores across replicates were used
to summarize the importance of each pCRE and its associated additional regulatory information.
To determine what patterns the CNNs learned to identify, we extracted the weights from each
kernel in the convolutional layer of our trained CNN models. Because we trained 100 CNN
models, each with either 8 or 16 kernels (see Table 7), we used hierarchical clustering with
dynamic branch cutting (minimum cluster size = 250) to group kernels based on the similarity of
their weights and found the median weight at each position for each cluster. Kernel importance
was measured as described above, where the change in model performance after a kernel’s
weights were set to zero (i.e. identifying no pattern) was calculated for each kernel. The median
kernel importance scores across all kernels in a cluster are show.
3.5.7 Data Availability

All data used in this study are publicly available (Haudry ef al. 2013; Prasch and
Sonnewald 2013; Stroud et al. 2014; Weirauch et al. 2014; Sullivan et al. 2014; O’Malley et al.
2016). All code needed to reproduce the results from this study are available on GitHub

(https://github.com/ShiuLab/Manuscript Code/2019 CRC_HeatDrought). This repository also

contains a detailed README.md file which describes our analyses in more detail, provides the
commands used to generate the results in this study, and includes links to the most recent

versions of the scripts used.
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Supplemental Information
Methods: Combinatorial pCRE rule discovery

To determine if pairs of pCREs were significantly more likely to occur in combination
with each other in response group genes, we mined for association rules between our
computationally identified pCREs using two statistical tests. First, the ‘aRules’ package (Hahsler
et al. 2011) implemented in R, was used to identify pairs of pCREs that were found together in at
least 20% of the genes in a response group (support >0.2), had a confidence score >0.5, where
confidence (X=Y) was defined as support(XUY )/support(X), and had a lift score significantly >
1 (¢ <0.05) using Fisher’s Exact Test and multiple testing correction using Bonferroni. Lift
(X=Y) is defined as support(XUY)/(support(X)*support(Y)) and can be interpreted as the
support for the rule given the prior probability of obtaining that rule by chance. To be regarded
as combinatorial pCREs, pairs also had to be on average >2 base pairs apart. Second, the
package iterative Random Forest (‘iRF’: (Basu ef al. 2018)) also implemented in R, was used to
identify pCREs that formed stable interactions in the large leaf nodes of ensembles of decision
trees. For each response group, iRFs were identified and compared to iRFs identified after
permuting the presence/absence data, iRFs not identified after imputation and those with stability
scores significantly greater than the imputed iRF stability scores were regarded as combinatorial
pCREs.
Results: Significant interactions between pCREs exist but do not improve predictive
models

Given that TFs frequently work in concert (Farnham 2009), we next incorporated
interactions between TFs into our cis-regulatory code models by generating input features to

represent significant interactions between pCREs. We identified interactions between pCREs for
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each response group using three approaches. The first two approaches, association Rule (aRules)
and iterative Random Forest (iRF), looked for significant association between the pCREs we had
already identified for each response group. The third approach was to use a combinatorial rule
aware approach to identify new pairs of pCREs that were not identified by the iterative k~-mer
finding method because they were not individually enriched in the response group genes. Finally,
we assessed if the inclusion of these pCRE interactions as features improved our models of the
cis-regulatory code for each response group.

The first statistical approach, association Rules (aRules), identified pairs of pCREs that
were significantly more likely to be found in the same promoter of response group genes
compared to NNN genes and were found together in at least 20% of the response group genes
(i.e. 20% support) (Hahsler ef al. 2011). Because our iterative k-mer finding approach identified
some pCREs with high sequence similarity that likely represent different regions of the same
CRE (e.g. AATACT, GAATAC), we also stipulated that the average distance between pCREs in
an aRule must be >2 bp. The second approach, iterative Random Forest (iRF) (Basu et al. 2018),
identified pCREs that formed significantly more stable interactions in decision trees built to
classify response group from NNN genes than in decision trees built using permuted data. While
the average number of association rules across response groups was similar for both methods (27
aRules and 21 iRF rules), the number of association rules identified for each response group by
each method was not correlated (Spearman’s rank correlation (rho)=0.04) (Supplemental Figure
3.2A), suggesting these approaches identified different types of associations. Finally, we used
iRF to identify interactions between 6-mers from all possible 6-mers for NUN and NNU and

found 15 and 14 6-mer pairs, respectively.
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To determine if the pCRE interactions improved our predictive models, we converted
pCRE interactions into features, where the feature was given a value = 1 if both pCREs were
present in the gene promoter and = 0 otherwise. When RF models were built using the
interaction feature alone or in combination with the single pCRE features, model performance
either did not improve or improved moderately, with aRules improving performance for UNN
and NUN and iRF rules improving performance for NND (Supplemental Figure 3.2B). We
hypothesized the lack of improvement was due to the fact that combinatorial rule features held
less information (i.e. are sparser) than single pCRE features because two pCREs had to be
present in a gene for the interaction to be considered present. Additionally, because of the
hierarchical structure of the decision trees that make up the RF models, RF is able to model
interaction effects without the need for explicitly coded interaction features. Finally, novel 6-mer
pairs identified using iRFs did not improve model performance when used as features alone or

with pCREs (Supplemental Figure 3.3B).
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Supplemental Figure 3.1. Overlap in true positive gene predictions from models using

 Known TFBM
M pCREs
M Known TFBMs + pCREs

## False Negative Genes

known TFBMs, pCREs, or both features as input.

The number of genes that were similarly correctly predicted by known TFBM, pCRE, and
known TFBM + pCRE cis-regulatory code models for each response group. The number of
genes in a response group that were predicted as belonging to that response group by any of the

models (i.e. False Negatives) is shown in red.
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Supplemental Figure 3.2. Impact of including association rules between pCREs as model
features.
(A) The number of pCREs (green), and pCRE association rules identified using aRules (pink),

and iRF rules (light blue) for each response group (Y-axis). (B) Performance of RF cis-
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Supplemental Figure 3.2 (cont’d)

regulatory code models using all single pCREs (green; as in Figure 3.3A), only aRules (pink),
only iRF rules (light/), single pCREs + aRules (red), and single pCREs + iRF rules (dark blue) as
input features. (C) Performance of RF cis-regulatory code models using 6-mer pairs identified by

iRF from a set of all possible 6-mers as features.
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Supplemental Figure 3.3. The association of additional regulatory information with pCREs

Percent Overlap
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compared to random 6-mers and known TFBMs.
(A) Results of the Analysis of Variance (ANOVA) tests use to determine if there were difference
in the percent of times a sequence overlapped with each of the 11 additional regulatory

information when it was present in a response group gene for all pCRE (light green), the top 10
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Supplemental Figure 3.3 (cont’d)

most important pCREs (based on the Gini Index from RF models; dark green), known TFBM
(i.e. CIS-BP motifs; blue), and 1,000 random 6-mers (coral), for each response groups. The
results from the 77 ANOVA were corrected for multiple testing (g-values) and shown here as the
negative log10(g-value). (B) The distribution of the percent overlap data used in (A). For the 59
response group - additional regulatory information pairs with significant differences in overlap
(ANOVA g-value < 0.05), sequence groups are labeled (i.e. a, b, ¢) based on which groups are

significantly different from each other using a post-hoc Tukey test (p-value < 0.05).
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Supplemental Figure 3.4. Probing the trained kernels to understand the important patterns of additional regulatory

information identified by CNN models.
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and replicates (first column). The remaining columns represent kernel clusters for specific response groups. For each response group,

all trained kernels from all CNN replicates were clustered using hierarchical clustering with dynamic cutting (min cluster size=250

kernels). The median kernel weights and kernel importance scores are shown here for the resulting clusters.
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Supplemental Figure 3.5. Overlap in true positive gene predictions from models using
PCRE:s from different genetic regions.

The number of genes that were similarly correctly predicted by pCREs identified in the promoter
(green), 3’ untranslated region (UTR) (orange), first intron (blue), 5° UTR (purple), and

downstream (500 bp; DS500; red) regions for each response group.
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CHAPTER FOUR: BENCHMARKING PARAMETRIC AND MACHINE LEARNING

MODELS FOR GENOMIC PREDICTION OF COMPLEX TRAITS!

' The work described in this chapter has been published in the following manuscript

Christina B. Azodi, Emily G. Bolger, Andrew McCarren, Mark Roantree, Gustavo de los

Campos, Shin-Han Shiu (2019) Benchmarking parametric and machine learning models for

genomic prediction of complex traits. G3. DOI: 10.1534/g3.119.400498
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4.1 Abstract

The usefulness of genomic prediction in crop and livestock breeding programs has
prompted efforts to develop new and improved genomic prediction algorithms, such as artificial
neural networks and gradient tree boosting. However, the performance of these algorithms has
not been compared in a systematic manner using a wide range of datasets and models. Using data
of 18 traits across six plant species with different marker densities and training population sizes,
we compared the performance of six linear and six non-linear algorithms. First, we found that
hyperparameter selection was necessary for all non-linear algorithms and that feature selection
prior to model training was critical for artificial neural networks when the markers greatly
outnumbered the number of training lines. Across all species and trait combinations, no one
algorithm performed best, however predictions based on a combination of results from multiple
algorithms (i.e. ensemble predictions) performed consistently well. While linear and non-linear
algorithms performed best for a similar number of traits, the performance of non-linear
algorithms vary more between traits. Although artificial neural networks did not perform best for
any trait, we identified strategies (i.e. feature selection, seeded starting weights) that boosted
their performance to near the level of other algorithms. Our results highlight the importance of
algorithm selection for the prediction of trait values.
4.2 Introduction

The ability to predict complex traits from genotypes is a grand challenge in biology and
is accelerating the speed of crop and livestock breeding (Heffner et al. 2009; Lorenz et al. 2011,
Jonas and de Koning 2013; Desta and Ortiz 2014). Genomic Prediction (GP, aka Genomic
Selection), the use of genome-wide genetic markers to predict complex traits, was originally

proposed by Meuwissen et al. (Meuwissen et al. 2001) as a solution to the limitations of Marker-
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Assisted Selection (MAS) where only a limited number of previously identified markers with the
strongest associations are used to select the best lines. GP is particularly well-suited for the
prediction of quantitative traits controlled by many small-effect alleles (Ribaut and Ragot 2007).
A major challenge in using GP is estimating the effects of a large number of makers (p) using
phenotype information of a comparatively limited number of individuals (n) (i.e. p >> n)
(Meuwissen et al. 2001). To address this challenge, Meuwissen et al. first presented three
statistical methods for GP (Meuwissen ef al. 2001). The first was a linear mixed model called
ridge regression Best Linear Unbiased Prediction (rrBLUP), which uniformly shrinks the marker
effects. The other two were Bayesian approaches, BayesA (BA) and BayesB (BB), which both
differentially shrink the marker effects and with BB also performing variable selection. Since
then, additional approaches have been shown to be useful for GP, including Least Absolute
Angle and Selection Operator (LASSO) (Usai et al. 2009), Elastic Net (Zou and Hastie 2005),
Support Vector Regression with a linear kernel (SVRiin) (Moser et al. 2009; Xu et al. 2018), and
additional Bayesian methods including Bayesian LASSO (BL), BayesCn, and BayesDn (de los
Campos et al. 2009; Habier et al. 2011).

While these approaches perform well when dealing with high dimensional data (i.e.
p>>n), they are all based on a linear mapping from genotype to phenotypes, and therefore may
not fully capture non-linear effects (e.g. epistasis, dominance), which are likely to be important
for complex traits (Holland 2007; Monir and Zhu 2018). To overcome this limitation, non-linear
approaches, including reproducing kernel Hilbert spaces (RKHS) regression (Gianola ef al.
2006; de los Campos et al. 2010), Support Vector Regression with non-linear kernels (i.e.
polynomial SVRpoly and radial basis function SVRwr (Long ef al. 2011; Kasnavi et al. 2017)), and

decision tree based algorithms such as Random Forest (RF) (Gonzalez-Recio and Forni 2011;
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Spindel et al. 2015) and Gradient Tree Boosting (GTB) (Gonzalez-Recio et al. 2013) have been
applied to GP problems. In previous efforts to compare the performance of multiple linear and
non-linear approaches (Heslot ef al. 2012; Neves et al. 2012; Blondel et al. 2015; Ramstein et al.
2016; Roorkiwal et al. 2016), no single method performs best in all cases. Rather, factors such as
the size of the training data set, marker type and number, trait heritability, effective population
size, the number of causal loci, as well as genetic architecture (the locus effect size distribution)
can all affect algorithm performance (Meuwissen 2009; Riedelsheimer et al. 2013; Spindel et al.
2015; Norman et al. 2018). This highlights the importance of comparing new algorithms across a
diverse range of datasets.

With improvements in computing speeds, the development of graphics processing units
(GPUs), and breakthroughs in algorithms for backpropagation learning (Rumelhart et al. 1986;
Parker 1987), there has been a resurgence of research using deep learning (i.e. artificial neural
networks (ANNs)) to model complex biological processes (Angermueller et al. 2016; Webb
2018). ANNSs are a class of machine learning methods that perform layers of transformations on
features to create abstraction features, known as hidden layers, which are used for predictions.
The first application of ANNs for GP was presented in 2011, when Okut ef al. trained fully
connected ANNSs (i.e. each node in a layer is connected to all nodes in surrounding layers)
containing one hidden layer to predict body mass index in mice (Okut et al. 2011). Since 2011,
more complex ANN architectures have been used for GP including radial basis function neural
networks (Gonzélez-Camacho et al. 2012) deep neural networks (Ehret ez al. 2015; Bellot et al.
2018), deep recurrent neural networks (Pouladi et al. 2015), probabilistic neural network
classifiers (Gonzalez-Camacho et al. 2016, 2018), and convolutional neural networks (CNNs)

(Ma et al. 2018). With only one exception (Bellot ez al. 2018), these ANNSs have been applied to
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datasets with relatively few genetic markers (<60k), however, as sequencing continues to
become less expensive, whole-genome marker datasets are becoming larger with some breeding
programs generating data for hundreds of thousands of markers. Because of the internal
complexity of ANN models, training an ANN with so many markers can result in sub-optimal
solutions (i.e. underfitting). Therefore, it is especially important to benchmark ANNs against
other GP statistical approaches on datasets with high dimensionality where underfitting may
occur.

GP has yielded promising results for breeders. However, a comprehensive comparison of
GP algorithms, particularly ANNs, on a wide range of GP problems is missing (Figure 4.1A).
Here we compared the ability of 12 GP algorithms (see Methods, Figure 4.1B) to predict a
diverse range of physiological traits in six plant species (maize, rice, sorghum, soy, spruce, and
switchgrass; Figure 4.1C). These six data sets (referred to as the benchmark data sets) represent a
wide range of GP data types, with the size of the training data set ranging from 327 to 5,014
individuals, and 4,000 to 332,000 markers derived from array-based approaches or sequencing.
Compared to the linear algorithms included in the study, the non-linear algorithms, especially
ANN:Ss, require more pre-modeling tuning (e.g. hyperparameter selection, feature selection).
Therefore, before comparing algorithm performance across all 18 combinations of species and
traits, we first focused on predicting plant height in each species in order to establish best
practices for model building. Because ANNs are underrepresented in GP comparison studies and
our first attempts to use ANNs for GP performed relatively poorly, we focus on methods to
improve ANN performance, including reducing model complexity using feature selection and
combining relationships learned from linear algorithms into the more complex ANN

architectures (i.e. a seeded ANN approach and convolutional layers (i.e. CNNs)). Then, using
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Figure 4.1. Algorithms used and compared in past GP studies and algorithms and data
included in the GP benchmark.

(A) Number of times a GP algorithm was utilized (diagonal) or directly compared to other GP
algorithms (lower triangle) out of 91 publications published between 2012-2018 (Supplemental
Table 4.1). GP algorithms were included if they were utilized in >1 study. (B) A graphical

representation of the GP algorithms included in the study and their relationship to each other.
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Figure 4.1 (cont’d)

Colors designate if the algorithm identifies only linear (orange) or linear and non-linear (green)
relationships. The placement of each algorithm on the tree designates (qualitatively) the
relationship between different algorithms. The labels at each branch provide more information
about how algorithms in that branch differ from others. rrBLUP, ridge regression Best Linear
Unbiased Predictor; BRR, Bayesian Ridge Regression; BA, BayesA; BB, BayesB; BL, Bayesian
LASSO; SVR, Support Vector Regression (kernel type: lin, linear; poly, polynomial; rbf, radial
basis function); RF, Random Forest; GTB, Gradient Tree Boosting; ANN, Artificial Neural
Network. (C) Species and traits included in the benchmark with training population types and
sizes and marker types and numbers for each dataset. NAM: Nested Association Mapping. DM:
partial diallel mating. GBS: genotyping by sequencing. SNP: single nucleotide polymorphism.
HT: height. FT: flowering time. YLD: yield. GM: grain moisture. R8: time to R8 developmental

stage. DBH: diameter at breast height. DE: wood density. ST: standability.

lessons learned from predicting height, we compared the performance of all GP algorithms
across all species and traits.
4.3 Materials and Methods
4.3.1 Genotype and phenotype data

Genotypic data from six plant species were used to predict 3 traits from each species (Fig
1C). The maize phenotypic (Hansey et al. 2011) and genotypic (Hirsch et al. 2014) data were
from the pan-genome population, maize trait values were averaged over replicate plots. The rice
data were from elite breeding lines from the International Rice Research Institute irrigated rice

breeding program (Spindel et al. 2015), and dry season trait data averaged over four years were
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used. The sorghum data were generated from sorghum lines from the US National Plant
Germplasm System grown in Urbana, IL (Fernandes ef al. 2017) and trait values were averaged
over two blocks for this study. The soybean data were generated from the SoyNAM population
containing recombinant inbred lines (RILs) derived from 40 biparental populations (Xavier et al.
2016). The white spruce data were obtained from the SmartForests project team, using a SNP-
chip developed by Quebec Ministry of Forest Wildlife and Parks (Beaulieu et al. 2014).
Switchgrass phenotypic (Lipka ef al. 2014) and genotypic (Evans ef al. 2017) data were
generated from the Northern Switchgrass Association Panel (Evans et al. 2015) which contains
clones or genotypes from 66 diverse upland switchgrass populations.

The genotype data was obtained in the form of biallelic SNPs with missing marker data
already dropped or imputed by the original authors. Marker calls were converted when necessary
to [-1,0,1] corresponding to [aa, Aa, AA] where A was either the reference or the most common
allele. Genome locations of maize SNPs were converted from assembly AGPv2 to AGPv4, with
AGPv2 SNPs that did not map to AGPv4 being removed, leaving 332,178 markers for the maize
analysis. Phenotype values were normalized between 0 and 1. Lines with missing phenotypic
value for any of the three traits were removed.

4.3.2 Genomic selection algorithms

To assess what statistical approaches are most frequently used for genomic selection, we
conducted a literature search of papers applying genomic selection methods to crop or simulated
data from January 2012-February 2018. We recorded what statistical approach(es) was(were)
applied in each study (Supplemental Table 4.1), allowing us to calculate both the total number of
times an approach had been applied and how many times any two approaches were directly

compared (Fig 1A). Based on the results from this literature search, nine commonly used
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statistical approaches were included in this study: rrBLUP, Bayes A (BA), Bayes B (BB),
Bayesian LASSO, Bayesian-RR, RF, SVR with a linear kernel (SVRiin), SVR with polynomial
kernel (SVRpo1y), SVR with radial basis function kernel (SVRr). Three additional machine
learning approaches, gradient tree boosting (GTB), artificial neural networks (ANN), and
convolutional neural networks (CNN), were also included because of their ability to model non-
linear relationships.

Most linear algorithms were implemented in R packages rrBLUP (Endelman 2011) and
BGLR (for Bayesian methods including BRR: Bayesian RR, BA: Bayes A, BB: Bayes B, and
BL: Bayesian LASSO) (Pérez and de los Campos 2014). These algorithms vary in what
approach they use to address the p >> n problem (Figure 4.1B), for example rrBLUP performs
uniform shrinkage on all marker coefficients to reduce variance of the estimator, while BB
performs differential shrinkage of the marker coefficients and variable selection. The differences
between these algorithms have been thoroughly reviewed previously (de los Campos et al.
2013). Models for Bayesian methods were trained for 12,000 iterations using a burn-in of 2,000.
Non-linear algorithms (SVRpoly, SVRiws, RF, and GTB) and SVRin were implemented in python
using the Scikit-Learn library (Pedregosa et al. 2011). For SVR algorithms, the marker data is
mapped into a new feature space using linear or non-linear kernels (i.e. poly, rbf) and then linear
regression within that feature space is performed with the goal of minimizing error outside of a
margin of tolerated error. The RF algorithm works by averaging the predictions from a “forest”
of bootstrapped regression trees, where each tree contains a random subset of the lines and of the
markers (Breiman 2001). Related to RF, GTB algorithm uses the principle of boosting (Friedman

2001) to improve predictions from weak learners (i.e. regression trees) by iteratively updating
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the learners to minimize a loss function, therefore generating better weak learners as training
progresses.

Artificial Neural Networks (ANNs) were implemented in python using TensorFlow
(Girija 2016). The input layer for the ANNs contained the genetic markers for an individual (x;
Figure 4.1B), the nodes in the hidden layers were all fully connected to all nodes in the previous
and following layers (i.e. Multilayer Perceptron). A non-linear activation function (selected
during the grid search, see below) was applied to each node in the input and hidden layers,
except the last hidden layer, which was connected with a linear function to the output layer, the
predicted trait value (y). To reduce the likelihood of vanishing gradients, when the error gradient,
which controls the degree to which the weights are updated during each iteration of training,
becomes so small the weights stop updating thus halting model training, in the ANN, the starting
weights (w) were scaled relative to the number of input markers using the Xavier Initializer
(Glorot and Bengio). Weights were then optimized using the Adam Optimizer (Kingma and Ba
2014) with a learning rate selected by the grid search (described below). To determine the
optimal stopping time for training (i.e. number of epochs), an early stopping approach was used
(Prechelt 1998), where the training set was further divided into training and validation, and early
stopping occurred when the change in mean squared error (MSE) for the validation set was <
0.1% for 10 epochs using a 10 epoch burn-in. Occasionally, due to poor random initialization of
weights, the early stopping criteria would be reached before the network started to converge and
the resulting network would predict the same trait value for every line. When this was observed
in the validation set the training process was repeated starting with new initialized weights.

Convolutional Neural Networks (CNNs) were implemented in Python 3.6 using

Tensorflow 2.0. The input layer for the CNNs consisted of the genetic markers for an individual
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one-hot-encoded so that each possible allele at each locus was represented as present or absent.
Because of the large size of the possible hyperparameter space (Supplemental Table 4.2), a
randomized search (using RandomizedSearchCV from Scikit-Learn with 5 folds) was performed
on rice for predicting height on one replicate, and the best combination of hyperparameters
(lowest average mean squared error) from this one search was used for all other species, traits,
and replicates. The input data first passed through a convolutional layer, followed by a maximum
pooling layer, a dropout layer, a dense (i.e. fully connected) layer, a batch normalization layer,
and finally to the output layer containing one node with the predicted trait value. The
EarlyStopping function in Keras (https://keras.io/callbacks/#earlystopping) was used to avoid
overfitting (min_delta = 0, patience = 10). To reduce the time and memory requirements, CNN
models were trained using a batch size = 100 and run for a maximum of 1,000 epochs. As with
ANN models, if the early stopping criteria was reached before the network started to converge,
the model would be re-run starting with new initialized weights.

To incorporate predictions from multiple algorithms into one summary prediction, an
ensemble approach was used where the ensemble predicted trait value was the mean predicted
trait value from 11 algorithms (ENi1: rTBLUP, BRR, BA, BB, BL, SVR, SVRpoly, SVRrbf, RF,
GTB, ANN) or five algorithms (ENs: rrBLUP, BL, SVRpoly, RF, ANN). The subset of five
consisted of algorithms with differing statistical bases, where rrTBLUP represented penalized
methods, BL represented the Bayesian approaches, SVRpoly represented non-linear regularized
functions, RF represented decision tree based methods, and ANN represented the deep learning
approach. This ensemble predicted trait value was then compared to the true trait values to

generate performance metrics. A Repeated Measures Analysis of variance (ANOVA)
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implemented in R was used to compare model performance, where performance of each model
on each replicate test set were considered related.
4.3.3 Hyperparameter grid search using cross-validation

To obtain the best possible results from each algorithm, a grid search approach was used
to determine the combination of hyperparameters that maximized performance for each
trait/species combination. No hyperparameter needed to be defined for rrTBLUP, BL, or BRR. For
rBLUP, the R package estimates the regularization and kernel parameters from the data. For BL
or BRR, parameters for these Bayesian regression methods were also estimated from the data.
Between one and five hyperparameters were tested for the remaining algorithms (Supplemental
Table 4.2).

To avoid biasing our hyperparameter selection, an 80/20 training/testing approach was
used, where 20% of the lines were held out from each model as a testing set and the grid search
was performed on the remaining 80% of training lines. For RF, SVRin, SVR o1y, SVRwf, and
GTB algorithms, 10 replicates of the grid search were run using the GridSearchCV function from
Scikit-Learn with 5-fold cross validation. Ten replicates of the grid search were also run for
ANN models, where for each replicate 80% of the training data was randomly selected for
training the network with each combination of hyperparameters and the remaining 20% used to
select the best combination. This whole process (train/test split, grid search) was replicated 10
times, with a different 20% of lines selected as the test set for each replicate. ANOVA
implemented in R was used to determine which hyperparameters significantly impacted model

performance for each species.
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4.3.4 Assessing Predictive Performance

The predictive performance of the models was compared using two metrics. For the grid
search analysis, the mean squared error (MSE) between the predicted (Y) and the true (Y) trait
value was used. For the model comparisons, Pearson correlation coefficient () between the
predicted (Y) and the true trait value (Y) was used as it is the standard metric for GP
performance (Heffner et al. 2009; Heslot et al. 2012; Riedelsheimer et al. 2013). It was
computed using the cor() function in R for rBLUP and the Bayesian approaches or the numpy
corrcoef() function in Python for the ML and ANN approaches. Only predicted trait values for
lines from the test set were considered when calculating 7. Summary performance metrics (% of
best 7, rank, variance) were calculated using the mean predictive performance (r) across all
replicates for each GP algorithm for each species/trait combination.
4.3.5 Feature Selection

The top 10, 50, 100, 250, 500, 1000, 2000, 4000, and 8000 markers were selected using
three different feature selection algorithms: Random Forest (RF), Elastic Net (EN), and BayesA
(BA). RF and EN feature selection were implemented in Scikit-Learn and BA was implemented
in the BGLR package in R. The EN feature selection algorithm requires tuning of the
hyperparameter that controls the ratio of the L1- and L2- penalties (e.g. L1:L2 =1:10=0.1).
Because the L1 penalty function performs variable selection by shrinking some coefficients to
zero, we started with an initial weight on the L1 penalty of 0.1 and then, if fewer than 8,000
markers remained after variable selection, we reduced it in steps of 0.02 until that criteria was
met (a 4,000 marker threshold was used for spruce and soy, which only had 6,932 and 4,240

markers available, respectively).
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To avoid bias during feature selection, the 80:20 training/testing approach described
above was used, where feature selection was performed on the training data and the ultimate
performance of models built using the selected markers was scored on the testing set. This was
repeated for all 10 testing sets. A repeat measures ANOVA was conducted to compare feature
selection algorithms, the number of features selected, and GP algorithms (i.e. independent
variables) on model performance (i.e. dependent variable) where replicates were considered
repeat measures as they used the same testing set. One-sided, paired Wilcoxon Signed-Rank tests
were conducted to determine if model performance (i.e. dependent variable) increased after
feature selection (all vs. top 4,000 for soy and spruce, all vs. top 8,000 for other species) (i.e.
independent variable). Resulting p-values were corrected for multiple testing (g-value)
(Benjamini and Hochberg 1995).

4.3.6 Initializing ANN starting weights seeded from other GP algorithms

In addition to building ANNs with randomly initialized starting weights, we tested the
usefulness of seeding the starting weights with information from other GP algorithms (i.e.
rBLUP, BB, BL, or RF). This is an ensemble-like approach in that it utilizes multiple algorithms
to make a final prediction. Ensemble approaches often perform better than single algorithm
approaches (Dietterich 2000). First, after the data was divided into training, validation, and
testing sets and, for species with large p:n ratios (i.e. maize, rice, sorghum, switchgrass) the top
8,000 markers were selected, we applied a GP algorithm (rrBLUP, BB, BL, or RF) to the
training data. From that model we extracted the coefficients/importance scores assigned to each
marker and used those as the starting weights for 25% of the nodes in the first hidden layer. We
also tested seeding starting weights for 50% of the nodes to predict height in all 6 species but

found this significantly increased the model error (MSE) on the validation set (ANOVA; p-
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value= 0.04), so only results from seeding 25% were included. Because we still needed to reduce
the likelihood of vanishing gradients, described above, we manually adjusted the scale of the
coefficients/importance scores to match the distribution of the starting weights assigned the
remaining 75% of the nodes in the first hidden layer by Xavier Initialization. Finally, to reduce
bias in the ANN, random noise was introduced to the seeded nodes by multiplying each starting
weight with a random number from a normal distribution with a mean =0 and the standard
deviation equal to the standard deviation of weights from Xavier Initialization.

After the training data was used to determine these seeded starting weights, it was used to
train the ANN model, the validation set was used to select the best set of hyperparameters and
the early stopping point. Then the final trained model was applied to the testing set and
performance metrics were calculated. A repeat measures ANOVA was conducted to test if the
seeded or the unseeded ANN models (i.e. independent variable) differed in the amount of
variation (standard deviation) in model performance across replicates (i.e. dependent variable),
with each species acting as a repeat measurement.

4.3.7 Data and Code Availability
For reproducibility, all six datasets along with training/testing designations are available on

Dryad (https://doi.org/10.5061/dryad.xksn02vb9) and scripts to run all of the algorithms included

in this study on GitHub for future benchmarking. All code used in this study is available on

GitHub (https://github.com/Shiul.ab/Manuscript_Code/tree/master/2019 GP_Comparison). A

README file is included, which provides detailed instructions on how to use the code to
generate GP models. Supplemental material available at FigShare

(https://doi.org/10.25387/g3.9855590).
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4.4 Results
4.4.1. Hyperparameter grid search is critical, particularly among non-linear algorithms

We selected six linear and five non-linear algorithms (note, CNNs are discussed
separately) to compare their performance in GP problems (see Methods). While some model
parameters can be estimated from the data (de los Campos et al. 2013), other parameters,
referred to as hyperparameters, have to be user-defined (Chapelle ef al. 2002; Kuhn and Johnson
2013). This was the case for eight of the algorithms in our study: BA, BB, SVRiin, SVRpoly,
SVRuws, RF, GTB, and ANN. For these algorithms we conducted a grid search to evaluate the
prediction accuracy of models using every possible combination of hyperparameter values (for
lists of hyperparameters, see Supplemental Table 4.2). To produce unbiased estimates of
prediction accuracy the grid search was performed within the training set so that no data from the
testing set was used to select hyperparameter values. Then we used the best set of
hyperparameters from the grid search to build models using genotype and phenotype data from
six plant species. This allowed us to compare the predictive performance of all algorithms
included in the benchmark datasets.

To determine which hyperparameters significantly impacted model performance, we
tested for changes in model performance (mean squared error; MSE) across the hyperparameter
space for each algorithm/species/trait combination using Analysis of Variance (ANOVA). The
degrees of freedom hyperparameter for BA and BB, both linear algorithms, that influences the
shape of the prior density of marker effects (de los Campos et al. 2013) had no significant impact
on model performance (ANOVA: p-value= 0.41~1.0; Supplemental Table 4.3). Other
parameters for the Bayesian algorithms were determined using rules built into the BGLR

package that account for factors such as phenotypic variance and the number of markers (p)
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(Pérez and de los Campos 2014) and were therefore not considered in our grid search. However,
15 of 16 of the hyperparameters tested for the non-linear algorithms significantly impacted
performance in at least one species (Supplemental Table 4.3, Supplemental Figure 4.1A-C).
Using height in maize as an example, we found that SVR .1y algorithm performed better (i.e.
lower MSE) using 2™ degree polynomials compared to using up to 3™ degree polynomials (p-
value = 1*102!, Figure 4.2A). For RF-based models, the maximum depth (max depth) of
decision trees allowed significantly impacted performance (p-value = 1*10°, Supplemental
Table 4.3), with shallower trees typically performing better (Figure 4.2B). This pattern was also
observed in RF models predicting height for rice, spruce, and soy (p-value= 1*¥10°6~5%104,
Supplemental Table 4.3, S1B Figure). Because shallower decision trees are less complex, they
tend not to overfit, suggesting the best hyperparameters for RF are those that reduce overfitting.
The only hyperparameter from the non-linear algorithms that did not impact performance was
the rate of dropout (a useful regularization technique to avoid overfitting) for ANN models,
where there was no significant change in model performance when two different rates (10% and
50%) were used (p-value= 0.24 ~ 0.97, Supplemental Table 4.3).
4.4.2 ANN is the most significantly impacted by hyperparameter choice

Hyperparameters for SVRiin, SVRpoly, SVRwf, RF, and GTB tended to have moderate
effects on MSE, while ANN hyperparameters often caused substantial changes in MSE (Figure
4.2A-C; S1A-C Figure). Across the six species, the median variance in MSE across the
hyperparameter space for ANN was 6*10°, but ranged from 3*103- 0.1 for the other GP
algorithms (S1D Figure) For example, for predicting height in maize, SVR 0y models built using
the 2" degree polynomial outperformed those built using the 3 degree polynomial with a

decrease in MSE ~ 0.05 (Figure 4.2A), while for ANN models, hyperparameter combinations
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Figure 4.2. Grid search results for height in maize and overall GP algorithm performance
for predicting height across species.

(A) Average of mean squared error (MSE) over hyperparameter space (penalty, C) for Support
Vector Regression (SVR) based models predicting height in maize. SVRwr and SVRoly results
are shown using gamma=1x10- and 1x10*, respectively. Poly: polynomial. RBF: Radial Basis
Function. (B) Distribution of MSEs across hyperparameter space for Random Forest (RF; left)
and Gradient Tree Boosting (GTB; right) as the maximum features available to each tree (Max
Features) and maximum tree depth (color) change. GTB results are shown using a learning rate =
0.01. (C) Average MSE across hyperparameter space for ANN models with different network
architectures, degrees of regularization (dropout or L2), using either the Rectified Linear Unit
(ReLU; left) or Sigmoid (right) activation function. (D) Mean performance (Pearson’s
Correlation Coefficient: r, text) for predicting height and percent best » (colored box, top
algorithm for each species = 100% (red)). White text: the best 7 values. Violin-plots show the

median and distribution of 7 values for each trait (right) and algorithm (bottom).
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that performed the best (i.e. Sigmoid activation function and no L2 regularization) resulted in
models with MSEs that were >500 lower than the worst performing model (Rectified Linear Unit
(ReLU) activation function, no L2 regularization, and large numbers of hidden nodes; Figure
4.2C). This highlighted that, while hyperparameter selection is necessary for all non-linear
algorithms, it is especially critical for building ANNs for GP problems.

Using the best set of hyperparameters for each model, we next compared the predictive
performance (Pearson’s correlation coefficient, r, between predicted and true trait values) of each
algorithm on plant height. As with past efforts to benchmark GP algorithms (Heslot et al. 2012;
Neves et al. 2012), no one algorithm always performed the best (white bolded; Figure 4.2D). For
example, while rrBLUP performed best for maize, sorghum, and switchgrass, BA performed best
for soy, and RF performed best for rice and spruce. Notably, ANNs substantially underperformed
compared to other non-linear algorithms, with a median performance at 84% of the best  for
each of the six species (i.e. 16% below the best performing algorithm for that trait/species).
Notably, among the six species, ANN performed the best in soy (» = 0.44) relative to the species
best algorithm BA (r = 0.47, Figure 4.2D). Soy has the largest number of training lines among
the six species (5,014) and has a marker to training line ratio close to one (Figure 4.1C). Thus,
we hypothesized the poor performance of the ANN models was in part due to our inability to
train a network with so many features (markers) and so little training data (lines). During ANN
model training, the weights assigned to each connection between nodes in neighboring layers of
the network have to be estimated. Because every input marker is connected to every node in the
first hidden layer, including more markers in the model will require more weights to be
estimated, resulting in a more complex network that is more likely to underfit. In an ideal

situation, to account for the complexity in these large networks, five to ten times more instances
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(lines) than features (markers) would need to be available for training (Klimasauskas 1993).
Alternatively, one can reduce model complexity by only including markers that are most likely
to be associated with the trait using feature selection methods.

4.4.3 Feature selection improves performance of ANN models

ANNSs and sometimes other non-linear algorithms performed poorly compared to linear
methods, which could be due to an insufficient number of training lines relative to the number of
markers. To address this, we used feature selection to identify and select the markers most
associated with trait variation. Because the number of markers associated with a trait is
dependent on the genetic architecture of the trait and is not typically known, models were built
using a range of numbers of markers (p = 10~8,000) and were compared to models built using all
available markers from each species. Because performing feature selection on the training and
testing data can artificially inflate prediction accuracies (Bermingham et al. 2015), feature
selection was conducted on the training set only. This was repeated 10 times, using a different
subset of lines for testing for each replicate (see Methods).

Three feature selection algorithms (RF, BayesA, and Elastic Net (EN)) were compared to
predict height in maize, the species with the largest number of markers (p) relative to training
lines (n) (p:n = 850, Figure 4.1C). While each algorithm selected a largely different subset of
markers (Figure 4.3A, Supplemental Figure 4.2A), the degree of overlap was significantly
greater than random expectation. To demonstrate this, we randomly selected three sets of 8,000
maize markers and counted how many markers were present in all three sets 10,000 times and
found that the 99™ percentile of overlap was equal to 10, however we observed an average of 220
overlapping markers across replicates using these three feature selection approaches. When the

different feature selection subsets were used to predict height in maize, there was a significant
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Figure 4.3. Impact of feature selection on GP algorithm performance.

(A) Average number of overlapping markers in the top 8,000 markers selected by three feature
selection algorithms for predicting height in maize across ten replicates. EN: Elastic Net. (B)
Change in ANN predictive performance (7) at predicting height in maize as the number of input

markers (p) selected by three feature selection algorithms (BayesA: BA, EN, and Random
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Figure 4.3 (cont’d)

Forest: RF) increases. Dashed line: mean » when all 332,178 maize markers were used. (C) Mean
r of rtBLUP, SVRiin, RF, GTB, and ANN models for predicting height using subsets or all (X-
axis) markers as features across 10 replicate feature selection and ML runs for each of six species
with their ratios of numbers of markers (p) to numbers of lines (n) shown. Data points were
jittered horizontally for ease of visualization. (D) The significance (-logio(g-value), paired
Wilcoxon Signed-Rank test test) of the difference in » between models from different GP
algorithms (colored as in Figure 4.3C) generated using a subset of 4,000 or 8,000 and all markers

as input. Dotted line designates significant differences (p-value < 0.05).

interaction between the number of available markers (p) and the feature selection method (repeat
measures ANOVA: p-value = 1.7*%107!2). Exploring this interaction further, we found that, while
feature selection algorithms performed similarly with large n, RF tended to perform the best
when fewer markers were selected for GP (Figure 4.3B; Supplemental Figure 4.2B) and was
therefore used to test the impact of feature selection on predicting height in the other five
species.

For species with a low p:n ratio (i.e. soy and spruce), for all GP algorithms tested, as p
increased the model performance tended to increase continuously (e.g. all GP algorithms in
sorghum) or, in some cases, the model performance reached a maximum (or a plateau) quickly
(e.g. in soy after 2,500 markers were used) (Figure 4.3C). For these species, there was no
significant improvement in performance after feature selection (all vs. top 4,000) using any GP

algorithm (one-sided, paired Wilcoxon Signed-Rank test: g-value = 0.98 ~ 0.99; Figure 4.3D).
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For example, ANNs built using all 6,932 spruce markers performed no better than those built
using the top 4,000 markers (p-value= 0.98).

For species with a large p:n ratio (i.e. maize, rice, sorghum, and switchgrass), a similar
pattern was observed for rBLUP, SVRin, and GTB, where performance increased or reached a
plateau as p increased and no significant improvement in performance was found after feature
selection (p=8,000) (g-value = 0.28 ~ 0.99; Figure 4.3D). However, for these four species,
feature selection improved the performance of ANN models (g-value= 0.019 ~ 0.047; Figure
4.3D). For example, after feature selection prediction of height in maize using ANNs improved
from r=0.17 to 0.41, a 141% increase. Ultimately, performing feature selection prior to ANN
training for these four datasets with large p:n ratios, improved ANN performance (median  at
89% of the best r for each of the six species) compared to ANNs without feature selection (84%
of the best r). Therefore, for the GP benchmark analysis, feature selection was performed prior to
model building for additional traits for maize, rice, sorghum, and switchgrass and the top 8,000
markers were used. Because feature selection only improved the performance of RF models in
sorghum and switchgrass, we did not perform feature selection before training RF models in the
full benchmark study.

While feature selection notably improved ANN performance, ANNS still often
underperformed compared to other GP algorithms (Figure 4.3C), meaning the they were unable
to learn even the linear relationships between markers and traits that were found using the linear-
based algorithms. Because ANNs should theoretically at least match the performance of linear
algorithms, this suggests that the ANN hyperparameters are not optimal. Furthermore, we found
that, even after feature selection, there was greater variation in performance across replicates for

ANN models compared to rrBLUP, SVRyin, RF, and GTB (S2C-D Figure), indicating the ANN
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models did not always converge on the best solution. One potential reason for the is that the final
trained network can be heavily influenced by the initial weights used in ANN, which are selected
randomly. In addition, while random weight initialization, a procedure we have used thus far,
reduces bias in the network, it can also result in some networks converging on a local, rather than
global, optimal solution.
4.4.4 Non-random initialization of ANN starting weights and convolutional layers improve
ANN performance for some species

To reduce the likelihood of ANNs converging to locally optimal solutions, we developed
an approach that allowed the ANNSs to utilize the relationship between markers and traits
determined by another GP algorithm. In this approach, a GP algorithm was applied to the
training lines, and the coefficient or importance score assigned to each marker from this
algorithm was used to seed the starting weights (Figure 4.4A). Four GP algorithms were tested to
seed the weights: rrBLUP, BB, BL, and RF (referred to as ANNysrLup, ANNgB, ANNgL, and
ANNRp, respectively). Because this approach could predispose the networks to only learn the
relationship already identified by the seed algorithm, two steps were taken to re-introduce
randomness into the network (see Methods). First, the seeded approach was only used to
initialize starting weights for 25% of the nodes in the first hidden layer, while connection
weights to the remaining 75% of nodes were initialized randomly as before. Second, noise was
infused into the starting weights for the 25% of nodes that were seeded.

Applying this approach to predict plant height we found that ANN performance improved
for three of six species (Figure 4.4B). For example, the average performance for rice without
seeding (ANN) was = 0.25 and with seeding from BL (ANNgr) was » =0.32, a 28%

improvement, while for sorghum, ANNgL had <0.1% improvement over the original ANN
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Figure 4.4. Description and performance results of the seeded ANN approach.

(A) An overview of the seeded ANN approach. The network in the top left is an example of a
fully connected ANN with 6 input nodes (i.e. 6 markers), two hidden layers, and one output layer
(i.e. predicted trait value). The blue node in the first hidden layer represents an example node
that will have seeded weights. For this node, the weights (w) connecting each input node to the
hidden node will be seeded from the coefficient/importance for each marker as determined by
another GP algorithm using the training data. b: bias, which helps control the value at which the
activation function will trigger. (B) The distribution of model performance () using only all
random (None), 25% seeded (rrBLUP, BayesB, BL, RF) weight initialization, and convolutional

neural networks (CNN). The mean performance of the overall top performing algorithm (i.e. not

necessary ANN) shown as dotted red line.
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methods. Seeding ANN models did not significantly reduce the amount of variation in model
performance across replicates (repeated measure ANOVA: p-value= 0.39, Supplemental Table
4.4). Ultimately, seeded ANN models had a median performance between 89% - 90% of the best
r for each species (compared to 89% with random initialization, Figure 4.4B). While this
represented only a moderate improvement, we included the seeded ANN approach in the
benchmark analysis because of how substantial the improvement was for some species (i.e. rice).
Another deep learning strategy for reducing the complexity of GP problems and
consequently decreasing the likelihood of converging on local optimum is to use convolutional
and pooling layers to summarize local patterns of genetic markers and learn from these
summaries (Ma et al. 2018). We tested this approach by training Convolutional Neural Networks
(CNNs) to predict plant height (S3A Figure). Notably, feature selection (n= 8,000) had either no
or a negative impact on CNN performance. For example, the average performance of CNNs at
predicting height in maize, the species with the most genetic markers, was » = 0.39, but dropped
to » = 0.37 after feature selection. CNNs performed better than ANNs at predicting height in two
of six species (yellow; Figure 4.4B), with the biggest improvement in rice where the average
performance increased from »=0.25 using ANNSs to » = 0.32 using CNNs, a 32% improvement.
While CNN models did not reduce the amount of variation in model performance across
replicates (repeated measure ANOVA: p-value = 0.08, Supplemental Table 4.4), we included
CNN s in the final benchmark analysis because of the promising results in rice and switchgrass.
4.4.5 No one GP algorithm performs best for all species and traits
Having established best practices for hyperparameter and feature selection for our datasets, we
next compared the performance of all GP algorithms for predicting three traits in each of the six

species. For maize, rice, and soy, these traits included height, flowering time, and yield (Figure
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4.1C). For species where data was not available for one or more of these traits, other traits were
used (see the panel labeled "Others", Figure 4.5A). As with past efforts to benchmark GP
algorithms (Heslot et al. 2012; Neves et al. 2012), different algorithms performed best for
different species/trait combinations (Figure 4.5A; Supplemental Table 4.5). Thus, we utilized the
predictive power of multiple algorithms to establish an ensemble prediction using all (except
CNN: ENi1) or a subset of five (ENs) algorithms (see Methods). The ensemble models
consistently performed well, with ENs or EN11 being the best (three) or tied for the best (nine)
algorithm for 12 of the 18 species/trait combinations included in the benchmark and had a
median performance rank of 3 (Figure 4.5B; Supplemental Table 4.6). For the remaining 6
species/trait combinations where ENs or EN1; weren’t among the best performers, they tended to
perform only slightly worse (median % of best » = 99.2%, Figure 4.5A). This suggests that
ensemble-based predictions are more stable and more likely to result in better trait predictions
than a single algorithm.

Focusing on the species/trait combinations where one of the non-ensemble algorithms
was or tied for best, we found that a linear algorithm performed best for five of the species/trait
combinations, a non-linear algorithm performed best for four species/trait combinations, and
both a linear and a non-linear algorithm performed equally well for the remaining six
species/trait combinations (Figure 4.5B). This finding suggests that linear and non-linear
algorithms are equally well suited for GP. The linear algorithms BRR and BA performed best
overall, being among the top performers for 9 and 8 traits, respectively, and with the top two
median ranks of five and 4.5, respectively (Supplemental Table 4.6). The top performing non-
linear algorithm was SVRoly, which was among the top performers for 8 traits and had a median

rank of 6. There was notably greater performance variation across species/traits for non-linear
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Figure 4.5. Comparison of algorithms for predicting additional traits.

(A) Mean model performance (7, text) for each species/trait combination (y-axis) for each GP
algorithm (x-axis). White text: » of the best performing algorithm(s) for a species. Colored
boxes: percent of best performance (r) for a species, with the top algorithm for each species =
100% (red). The median % of best performance for each GP algorithm for each type of trait (i.e.
height, developmental timing, yield, other) is shown below each heatmap. GM: sorghum grain
moisture. DBH and DE: diameter at breast height and wood density, respectively, for spruce. ST:
standability for switchgrass. (B) Top left: summary of the number of species/trait combinations

that were predicted best by an ensemble (gray) or a non-ensemble model (yellow), or predicted
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Figure 4.5 (cont’d)

equally well by both (purple). Bottom right: among non-ensemble models that performed or tied
for the best, the number of species/trait combinations that were predicted best by a linear (blue)
or a non-linear model (green) or predicted equally well by both (orange). (C) Percent of
replicates where one GP algorithm (y-axis, winner) outperformed another GP algorithm (x-axis,
loser) for predicting height in switchgrass. Orange and cyan texts: linear and non-linear
algorithms, respectively. (D) Hierarchical clustering of GP algorithms based on mean predictive

performance across all species/trait combinations. Algorithm colored as in (C).

algorithms (mean variance = 1.03%) compared linear algorithms (mean variance = 0.65%)
(Supplemental Table 4.6). For example, SVRw¢ performed poorly at predicting developmental
timing traits (median 83% of the best ), however it had or was tied for the best prediction for
three of the four “other” traits (median 100% of the best ) (Figure 4.5A). Results from ANN
models using randomly initialized (ANN) and BB seeded (ANNgg) weights are shown because
ANNREg had the best performance of the seeded ANN models (see S5, Supplemental Table 4.6
for results from other seeded ANNs). Notably, none of the randomly initialized ANN (median
rank = 13.5), the ANNgg (median rank = 13), or the CNN (median rank = 15.5) models
performed best for any trait (Supplemental Table 4.6).

One limitation of comparing the mean score or performance rank is that small but
consistent differences in model performance could be missed. To account for this, we also
calculated the number of times an algorithm outperformed another algorithm for each trait across
the replicates. Using this metric, we were able to identify algorithms that consistently

outperformed others for a given trait/species combination (Figure 4.5C, Supplemental Figure
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4.4). We frequently observed that linear algorithms had higher win percentages than nonlinear
algorithms, this was the case for all three traits in maize and soybean for example (S4 Figure).
However, there were plenty of exceptions. RF and SVRwr had higher win percentages than linear
algorithms for predicting height and diameter at breast height (DBH) in spruce and ANNBgp had a
higher win percentage than all algorithms except BA and BB for predicting flowering time in
rice (S3 Figure). In a few cases, assessing win percentages allowed us to identify winners when
mean predictive performance () was tied. For example, for predicting height in switchgrass.
SVRpoly had the same average performance (» = 0.61) as multiple of the linear algorithms (i.e.
rBLUP, BA, etc.), however, it outperformed those algorithms in 70-80% of replicates (Figure
4.5C).

In order to determine which algorithms perform similarly, we performed hierarchical
clustering of the algorithms based on their performance across the 18 species/trait combinations
(from Figure 4.5A). Interestingly, linear and non-linear algorithms did not clearly separate from
each other (Figure 4.5D). For example, rrBLUP and SVRyi» were more similar to the neural
network based models (i.e. CNN and ANNBp), than they were to the linear Bayesian algorithms
(i.e. BA, BB, BL, and BRR). Notably, while the Bayesian algorithms tended to cluster together
closely performance-wise, the non-linear algorithms tended to have a greater distance between
them. Finally, in order to identify if algorithm performance was similar for specific types of traits
(e.g. whether similar algorithms perform well at predicting traits related to developmental
timing) or across species/population composition (e.g. whether similar algorithms perform well
on diversity panels), we performed hierarchical clustering of each species/trait based on
performance of all 14 algorithms (from Figure 4.5A). Surprisingly, species/trait combinations

with similar patterns of algorithm performance were often not the same species, trait, or
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population type (Supplemental Figure 4.5), suggesting that we cannot generalize easily the
differences in performance based on species, trait, or population type.
4.5 Discussion

We conducted a benchmarking comparison of GP algorithms on 18 species/trait
combinations that differ in the type and size of the training data set and of the marker data
available. Similar to previous GP algorithm benchmark studies conducted on smaller datasets
(Heslot et al. 2012; Blondel et al. 2015), a key result from this analysis is that no one model
performs best for all species and all traits. We further demonstrate that, while similar algorithms
perform similarly across the 18 species/trait combinations, algorithm performance was not
clearly related to the trait type or population composition. With that said, linear algorithms tend
to perform consistently well, while the performance of non-linear algorithms varied widely by
trait. Studies of gene networks have shown that non-additive interactions (e.g. epistasis,
dominance) are important for development and regulation of complex traits (Holland 2007;
Monir and Zhu 2018). One may expect approaches that can consider non-linear combinations
would therefore be better suited for modeling complex trait. This was not the case and we found
the inconsistency of non-linear algorithms surprising.

We have three, non-mutually exclusive, explanations for why linear algorithms often
outperform non-linear algorithms. First, the traits included in this study vary in their genetic
architecture (i.e. the number and distribution of allele effects), therefore we may be observing
that linear algorithms outperform non-linear algorithms when the trait has a predominantly
additive genetic basis. Second, there is evidence that even highly complex biological systems
generate allelic patterns that are consistent with a linear, additive genetic model because of the

discrete nature of DNA variation and the fact that many markers have extreme allele frequencies
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(Hill et al. 2008). The proportion of dominance and epistatic variance that can be captured by an
additive (i.e. linear) model increases when allele frequencies are extreme (Hill ez al. 2008). This
phenomenon is even more important with inbred lines (e.g. soy and rice); where, at each locus
there are only 2 possible variants (e.g. AA and TT); thus, the additive model fully captures the
single-locus genetic variance. However, the fraction of epistatic variance that can be captured by
an additive model depends on how many multi-locus genotypes are present in the data and this
depends on allele frequencies. Thus, the distribution of allele frequency (which due to mutation,
selection, and drift is often enriched at extreme values) is one of the reasons why additive models
often capture and perform very well at predicting traits that at the biological level are affected by
complex epistatic networks. Finally, a third explanation is that the amount of training data
available for most GP problems was insufficient for learning non-linear interactions between
large numbers of markers, therefore the linear models, which focus on modeling linear
relationships, outperform the non-linear models.

Three findings from our study suggest that limited training data plays a role. First, we
found that non-linear algorithms performed better at predicting traits in species with a small
marker number to population size (p:n) ratio. For example, RF, SVR01y, and SVR s performed
best at predicting traits in spruce and ANN models tended to perform better at predicting traits in
soy, the species with the second smallest and smallest p:n, respectively. Second, the ANN
models significantly improved after feature selection. This was not the case for other algorithms
in our study or with previous efforts to use feature selection for GP (Vazquez et al. 2010;
Bermingham et al. 2015). For example, for predicting traits in Holstein cattle, the top 2,000
markers had only 95% of the predictive ability of all the markers using BL (Vazquez ef al.

2010). With a fixed training data size, prediction accuracy is a function of how much genetic

128



variation is captured by markers in linkage disequilibrium with quantitative trait loci and the
accuracy of the estimated effects (Goddard 2009). Because feature selection removes markers
from the model, such decreases in performance after feature selection for non-ANN models are
likely due to the reduction in the amount of genetic variation captured without a subsequent
increase in the accuracy of the estimated effects. However, we hypothesize that feature selection
significantly improved performance for ANNs because it improved the accuracy of the estimated
effects (i.e. the connection weights) more than it reduced the amount of genetic variation
captured. Third, ANNSs that have been trained on small datasets often have unstable performance
likely because ANNSs are sensitive to the initialized weight values when they do not have enough
training data to learn from (LeBaron and Weigend 1998; Shaikhina and Khovanova 2017). We
observed greater instability in performance across replicates for ANNs compared to other
algorithms (S2C-D Figure), suggesting that our ANN models may have benefitted from
additional training data.

However, a recent study involving large sample size (n~80,000) in humans compared
linear models with two types of ANN algorithms, multilayer perceptron and convolutional neural
networks, and did not find any clear superiority of the ANN methods relative to linear models, if
anything the linear model offered higher predictive power than the ANNs (Bellot ef al. 2018).
While they also found that feature selection improved the performance of their ANN models,
using the top 10k of the 50k markers, these models still did not outperform the linear models
(Bellot et al. 2018). Given that these results are from a single study in humans, we believe it will
be informative to benchmark ANNSs on a larger crop dataset in the future.

While there is a great deal of excitement about the uses of deep learning in the field of genetics,

there is still much work to be done to improve performance of deep learning-based models. In
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this study we identified dimensionality as a major limitation to training ANNs for GP. Additional
areas of deep learning research also need to be further explored. For example, in this study we
limited the ANN hyperparameter space searched because the grid search method was too
computationally intensive to be more thorough. Because changes in hyperparameters had a large
impact on model performance, further hyperparameter tuning could lead to better performing
models. For example, we limited our search to include nine possible network architectures with
between one and three hidden layers each containing between 5-100 nodes (Supplemental
Table 4.1), but it is possible that ANNs with different network architectures, such as more
hidden layers, or different combinations of layer sizes, could have performed better. Similarly,
given that the hyperparameter space for CNN models was only tested for one species and trait
(height in rice), it is likely that model-specific hyperparameter selection could improve the
performance of CNN models beyond what we were able to achieve here.

In summary, we provided a thorough comparison of 12 GP algorithms and two ensembles
for predicting diverse traits in six plant species with a range of marker types and numbers and
population types and sizes. We found that no GP algorithm was best for all species/trait
combinations and that trait type or population type were not closely associated with which
algorithms worked best. While neural network approaches did not tend to outperform linear or
other non-linear models, strategies to tailor neural networks for GP problems (e.g. non-random
initialization of stating weights, convolutional and pooling layers) show promise. Unlike
previous GP algorithm benchmark studies (Heslot ez al. 2012), we found that the performance of
ensemble models, generated by combining predictions from multiple individual GP algorithms,
consistently tied with or exceeded the performance of the best individual algorithm. Taken

together, these finds lead us to recommend that breeders test the performance of multiple
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algorithms on their training population to identify which algorithm or combination of algorithms
performs best for traits important to their breeding program.
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Supplemental Figure 4.1. Height prediction performance for non-linear GP algorithms

during hyperparameter grid search.

(A) Average (line) and standard deviation (shadow) of mean squared error (MSE) over

hyperparameter space for SVR based models predicting height as the penalty (C) (X-axis)

change. SVRr and SVRpoly results are shown using gamma=1x10- and 1x104, respectively. (B)
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Supplemental Figure 4.1 (cont’d)

Distribution of the MSE across hyperparameter space for RF (left) and GTB (right) as the
maximum features available to each tree (Max Features; X-axis) and maximum tree depth (color)
change. GTB results are shown using a learning rate = 0.01. (C) Average MSE across
hyperparameter space for ANN models with different network architectures (X-axis), degrees of
regularization using dropout (D.o.) or L2 regularization (L2), using either the Rectified Linear
Unit (ReLU; left) or Sigmoid (right) activation function. (D) Distribution of the variance in MSE
across the hyperparameter space for predicting height in each species using each GP algorithm.

Black bar represents the median variance across the species for each GP algorithm.
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Supplemental Figure 4.2. Comparison of feature selection algorithms and change in
performance variation after feature selection.

(A) Average number of overlapping markers in the top markers (p) selected by three different
feature selection algorithms for predicting height in maize across ten replicates for p=10 ~ 8,000.
(B) Change in model performance (r) using five GP algorithms at predicting height in maize as

the number of input markers (p) selected by three different feature selection algorithms increases.
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Supplemental Figure 4.2 (cont’d)

Dashed line: the mean 7 for each GP algorithm when all maize markers were used. Colored lines:
mean r of models using features selection subsets using algorithms colored as in (A). Colored
areas: standard deviation around the mean. (C) Distribution and median of the standard deviation
of model performance (r) across replicates for all feature selection subsets (p=10 ~ 8,000)
combined across all species for each GP algorithm (D) Distribution and median of the standard
deviation of model performance across replicates for all feature selection subsets (p=10 ~ §,000)

by species for each GP algorithm.
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Supplemental Figure 4.3. Hyperparameter random search results from predicting height in
spruce.
(A) Overview of the architecture and parameters used to train the CNN models. The parameters

listed below for each layer (black) were either pre-set (value shown in purple) or the value for



Supplemental Figure 4.3 (cont’d)

that parameter was selected using RandomSearchCV (values tested shown in red). (B) Average
mean squared error (MSE) across the hyperparameter space for predicting height in rice

(replicate #1). RMSprop: Root Mean Square propagation.
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Supplemental Figure 4.4. Number of wins between each pair of GP algorithm.
Percent of replicates where one GP algorithm (y-axis) outperformed another GP algorithm (x-

axis) for predicting each species/trait combination.
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Supplemental Figure 4.5. Similarity between traits and datasets in model performance.

Hierarchical clustering of trait:species combinations based on mean predictive performance
across all algorithms included in the benchmark. HT: height. DT: developmental timing. YLD:

yield, GM: grain moisture. DBH: diameter at breast height. DE: wood density. ST: standability.
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5.1 Abstract
The ability to predict traits from genome-wide sequence information (i.e. genomic prediction),
has improved our understanding of the genetic basis of complex traits and transformed breeding
practices. Transcriptome data may also be useful for genomic prediction. However, it remains
unclear how well transcript levels can predict traits, particularly when traits are scored at
different development stages. Using maize genetic markers and transcript levels from seedlings
to predict mature plant traits, we found transcript and genetic marker models have similar
performance. When the transcripts and genetic markers with the greatest weights (i.e. the most
important) in those models were used in one joint model, performance increased. Furthermore,
genetic markers important for predictions were not close to or identified as regulatory variants
for important transcripts. These findings demonstrate that transcript levels are useful for
predicting traits and that their predictive power is not simply due to genetic variation in the
transcribed genomic regions. Finally, genetic marker models identified only one of 14
benchmark flowering time genes, while transcript models identified five. Highlighting that, in
addition to being useful for genomic prediction, transcriptome data can provide a link between
traits and variation that cannot be readily captured at the sequence level.
5.2 Introduction

The prediction of complex traits from genetic data is a grand challenge in biology and the
outcome of such prediction has become increasingly useful for plant and animal breeding
(Heftner ef al. 2009; Jonas and de Koning 2013). Among the different approaches for connecting
genotypes to phenotypes, genomic prediction (or genomic selection) using all available markers
was developed to overcome the limitations of Marker-Assisted Selection, which uses only

significant quantitative trait loci (QTLs), for breeding traits that are controlled by many small
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effect alleles (Meuwissen et al. 2001; Ribaut and Ragot 2007). Using genomic prediction,
breeders are able to make data driven decisions about what lines to include in their programs,
speeding up and reducing the cost of developing the next generation of crops (Endelman et al.
2014; Spindel et al. 2015). Furthermore, because genomic prediction models are associating
genetic signatures with phenotypes, untangling genomic prediction models has the potential to
improve our understanding of the genetic basis of complex traits. However, as with related
approaches such as genome wide association studies and QTL mapping, it remains difficult to go
from associated genetic markers to the molecular basis for a trait (Drinkwater and Gould 2012;
Solberg Woods 2014).

There are a number of factors contributing to this difficulty. The variation in markers
associated with phenotypes may not be the causal variants but are linked to the genes that control
the trait in question. Considering that linkage disequilibrium distance can range from 1 kilobase
(kb) in diverse maize populations (Tenaillon et al. 2001) to ~250 kb in Arabidopsis thaliana
(Nordborg et al. 2002), the linked candidate genes can range from a few to a few hundreds. Even
if the associated genetic variant is controlling the underlying phenotype, most variants associated
with complex traits have small effect sizes and can be regulatory (Albert and Kruglyak 2015),
which may not be linked to the genes they regulate. Furthermore, multiple regulatory variants
that have indiscernible effects on their own, could interact epistatically to influence gene and
ultimately trait expression. However, even with sufficient statistical power to detect genetic
variants with small effect sizes and interactions between them, genetic information is connected
to traits through multiple intermediate processes, including, for example, transcription,

translation, epigenetic modification, and metabolism. Each of these intermediate processes
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represent an additional level of complexity that obscures the association between genetic
information and a trait.

One solution is to account for these intermediate processes by integrating relevant omics
data in addition to genetic variation. This approach has led to promising, but often mixed, results
in plants. Current efforts have focused primarily on predicting hybrid performance using
transcriptional information from the parental lines. For example, transcript level-based distance
measures generated from transcripts associated with the trait were better than genetic markers in
predicting hybrid performance in maize (Frisch et al. 2010; Fu et al. 2012). However, when all
transcripts were used (instead of a subset of pre-selected transcripts), model performance
decreased (Zenke-Philippi et al. 2016). The performance of models based on transcript levels can
be better or worse compared to those based on genetic markers depending on the trait. For
example, transcriptome data performed better for predicting grain yield in hybrid maize
populations, but genetic marker data performed better for predicting grain dry matter content in
the same population (Schrag et al. 2018). Similarly, in a maize diversity panel, genomic
prediction models that combined transcript and marker data only outperformed models using
markers alone for certain traits (Guo et al. 2016). Finally, efforts to integrate additional omic
information to predict various traits in Drosophila melanogaster (Li et al. 2019), and human
diseases, such as breast cancer (Gonzalez-Reymundez et al. 2017), and responses to treatment
interventions, including acute kidney rejection and response to infliximab in ulcerative colitis
(Kang et al. 2017; Zarringhalam et al. 2018), have demonstrated the potential usefulness of
transcriptome data in the field of precision medicine.

Overall, these efforts provide reasonable evidence that transcriptome data could be useful

for trait prediction. However, genomic prediction-based approaches that trained on the entire
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transcriptome data have not been used to better understand the genetic mechanisms for a trait. In
addition, it is not known the degree to which transcriptomes obtained at a particular
developmental stage can be informative for predicting phenotypes scored at a different stage. To
address these questions, we used transcriptome data derived from maize whole seedling (Hirsch
et al. 2014) to predict phenotypes (flowering time, height, and grain yield) at much later
developmental stages. In addition to comparing prediction performance between genetic marker
and transcriptome-based models, we also looked at whether transcripts and genetic markers that
were important for the prediction models were located in the same or adjacent regions. Finally,
we determined how well our models were able to identify a benchmark set of flowering time
genes to explore the potential of using genomic prediction to better understand the mechanistic
basis of complex traits.
5.3 Results and Discussion
5.3.1 Relationships between transcript levels, kinship, and phenotypes among maize lines
Before using the transcriptome data for genomic prediction, we first assessed properties
of the transcriptome data in three areas: (1) the quantity and distribution of transcript information
across the genome, (2) the amount of variation in transcript levels, and (3) the similarity in the
transcriptome profile between maize lines, with an emphasis on how these properties compared
to those based on the genotype data. After filtering out 16,898 transcripts that did not map to the
B73 reference genome or had zero or near zero variance across lines (see Methods), we had
31,238 transcripts. While the number of transcripts was <10% of the number of genetic markers
used in this study (332,178), the distribution of transcripts along the genome was similar to the
genetic marker distribution (Supplemental Figure 5.1). The log>-transformed median transcript

level across lines ranged from 0 to 12.4 (median=2.2) and the variance ranged from 3x10-° to
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14.5 (median= 0.13), highlighting that a subset of transcripts had relatively high variation in
transcript levels across maize lines at the seedling stage. To determine how similar transcript
levels were between lines, we calculated the expression Correlation (eCor) between all pairs of
lines using Pearson’s Correlation Coefficient (PCC). The eCor values ranged from 0.84 to 0.99
(mean=0.93). As expected, lines with similar transcriptome profiles were also genetically similar
as there was a significant correlation between eCor values with values in the kinship matrix
generated from the genetic marker data (Spearman’s Rank p = 0.27, p < 2.2x107!6; Figure 5.1A).
As aresult, we were able to find clusters of lines that had both high transcript and genetic
similarities (e.g. cluster a, b; Figure 5.1B, C). However, most of the variation in eCor was not
explained by kinship, which explained why we identified other clusters that had similar
transcriptome profiles, but were not genetically similar (e.g. cluster ¢, Figure 5.1B, C).

Because the basis of genomic prediction is to predict a phenotype from genetic data, we
next asked if kinship or eCor were anti-correlated with the phenotypic distances between lines
(see Methods). While both kinship (p = -0.03, p < 2.2x10°!6; Figure 5.1D) and eCor (p = -0.08, p
<2.2x107'%; Figure 5.1E) were significantly, negatively correlated with the phenotype distance,
the degree of correlation was minor. Furthermore, the groups of lines that clustered together
based on their eCor (e.g. clusters a, b; Figure 5.1B, 1C) did not have lower phenotypic distance
(Figure 5.1F). Taken together, these findings suggest that transcriptome data may be similarly
informative as genotype data but capture difference aspect of phenotypic variation. We tested
both of these interpretations further in subsequent sections.

5.3.2 Predicting complex traits from transcript or genetic marker data
To test how useful transcriptome data was for genomic prediction compared to genetic

marker data, we applied four approaches to predict three agronomically important traits in maize:
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Figure 5.1. Relationship between lines from transcript and genetic marker data.

(A) Relationship between kinship based on genetic marker data (X-axis) and expression
correlation (eCor, in Pearson's Correlation Coefficient (PCC)) based on transcript data (Y-axis).
Boxplots show the median Y-axis value for each X-axis bin (bin size=0.15) with the 5th (blue)
and 95th (red) percentile range shown. The correlation between kinship and eCor was calculated
using Spear- man’s Rank Coefficient (p). (B, C) The relationships between lines based on eCor
(B) or kinship (C) for all pairs of maize lines. Lines are sorted based on hierarchical clustering
results using the eCor values. The blue, white, and red color scales indicate negative, no, or
positive correlations, respectively. Dotted rectangles: indicating cluster of lines discussed in the

main text. (D, E) The relationships between the Euclidean distance calculated with phenotype
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Figure 5.1 (cont’d)
values (Phenotype Distance: Y-axis) and kinship (D), and eCor (E). Colored line: follow those in
(A). (F) The relationships between lines based on Phenotype Distance, where the lines were

sorted as in (B). Red: smaller distance (more similar). Blue: greater distances (less similar).

flowering time, height, and grain yield. Because no one genomic prediction algorithm always
performs best (Heslot et al. 2012; Spindel et al. 2015), we tested two linear algorithms (ridge
regression Best Linear Unbiased Predictor (rBLUP) and Bayesian-Least Absolute Shrinkage
and Selection Operator (BL)), one nonlinear algorithm (random forest: RF), and one ensemble
approach (En; see Methods). To establish a baseline for our genomic prediction models, we
determined the amount of the phenotypic signal that could be predicted using population
structure alone, defined as the first five Principal Components from the genetic marker data.
Then we built models for each trait using genetic marker data (G), kinship (K) derived from G,
transcript levels (T), or expression correlation (eCor) derived from T (Figure 5.2). Model
performance was measured using PCC between the actual and the predicted phenotypic values.
Across algorithms and traits, the K data resulted in models with the best predictive
performance, while models built using the eCor data performed the worst (Figure 5.2,
Supplemental Table 5.1). Furthermore, models built using G always outperformed models using
T. Regardless, eCor and T-based models were significantly better than the baseline predictions
(dotted blue line, Figure 5.2), indicating transcriptome data can be informative in genomic
prediction. Considering the transcriptome data is from seedling; it is particularly surprising that
mature plant phenotypes can be predicted. Next, we asked if using only the most informative (i.e.

the largest absolute coefficients) transcripts or genetic markers as input into our models would
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Figure 5.2 (cont’d)

The median PCCs are indicated with black bars. The model performance PCCs based on only
population structure (first 75 principal components) are indicated with a blue dashed line.
Bottom violin-plots show the PCC distributions among different algorithms for each input
feature. rrB: ridge regression Best Linear Unbiased Predictor. BL: Bayesian Least Absolute

Shrinkage and Selection Operator. RF: Random Forest. En: Ensemble.

improve trait predictions (see Methods). We also tested different sized subsets of transcripts with
the greatest degrees of line specific expression to test if they could better predict traits. However,
using rrBLUP to predict flowering time as an example, none of these subsets performed better
than the full T data (Supplemental Table 5.3). We also tested setting the most variable transcripts
as fixed effects in our TBLUP models, but this also did not improve performance (Supplemental
Table 5.3). Finally, consistent with earlier findings (Shen and Chou 2006; Jia et al. 2015),
combining the predictions from multiple algorithms, known as an ensemble approach, resulted in
the best predictive models (Figure 5.2), and is therefore used to illustrate most of our findings in
the following sections.
5.3.3 Predicting complex traits using both transcript and genetic marker data

Because the genetic marker and transcriptome data represented different types of
molecular information that could be associated with the traits of interest, we hypothesized that
their combination would be more informative and next built models that used combined data,
either K+T or G+T. However, adding the transcript data did not substantially improve
performance over K or G alone (Figure 5.2). One possible reason for this lack of improvement

could be overfitting. This is most common when there is only a small amount of training data
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(i.e. few maize lines) but a very large number of predictor variables (i.e. many genetic
markers/transcripts). To test this hypothesis, we trained rrBLUP models (referred to as

G200t T200) to predict flowering time using only the 200 genetic markers and the 200 transcripts
with the largest absolute coefficients from the G and T rrBLUP models, respectively (see
Methods). These genetic markers and transcripts are referred to as "features". To avoid
overfitting during feature selection (Bermingham et al. 2015), we first separated the dataset into
training and testing sets. The top features were selected using the training data only. The testing
data were never used to select the top features. Using the independent testing data to evaluate
performance, our ability to predict flowering time improved using G2oo+T200 (PCC = 0.68 +/-
0.06) compared to the full G+T model (PCC = 0.64 +/- 0.01) and to the individual G and T
models (PCC = 0.64 +/- 0.01, 0.61 +/- 0.01, respectively). One explanation for this improvement
could be that using only the top features of each data type reduced noise from the model. If this
is the case, the G20 and the T200 models would be expected to outperform the G and the T
models, respectively. But we see the opposite results (see previous section; Supplemental Table
5.3), suggesting this improvement was due to a reduction in overfitting.

To assess if G or T data features tend to be more informative in predicting traits, we
further quantified the importance score of each genetic marker and transcript feature for models
using G+T data. The importance score represents the impact that each feature had on model
performance defined according the algorithm used (see Methods). Because the G and T data
features may contain overlapping information and, thus, are not independent, the importance
scores from the G+T model may be affects by issues caused by collinearity. However, given that
the importance scores assigned to transcripts in the G+T models were correlated with the scores

from the T-only models (Supplemental Figure 5.2A), the addition of the genetic marker features
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into the model did not impact the relative importance of transcript features. The only exception
was a subset of Ts that were important for the G+T, but not the T-only Bayesian LASSO (BL)
models. Because RF importance measures tend to be biased toward continuous features (Strobl et
al. 2007), we focused on rrBLUP and BL importance scores. For all three traits, the top 1,000
most important features were enriched for genetic markers relative to transcript features (Odds
Ratio = 0.17 ~ 0.44; all p < 1x10°'%; Supplemental Figure 5.2B; Supplemental Table 5.2).
However, the top 20 most important features tended to be enriched for transcript relative to
genetic marker features (Odds Ratio = 2.66 ~ 13.0, p = 0.087 ~ <1x10°'6, Supplemental Table
5.2), with transcript features making up the top two most important feature in all cases
(Supplemental Figure 5.2B). The consistency with which transcript features were the most
important for the models suggests that transcript information is useful for genomic prediction.
5.3.4 Comparison of the importance of transcripts versus genetic markers for model
predictions

Because models built using transcript features outperformed baseline models based solely
on population structure, we know transcriptome data contained information useful for explaining
phenotypic variation. Furthermore, using feature selection to combine both datasets into one
predictive model (G200+T200) improved our ability to predict flowering time (Supplemental Table
5.3). Therefore, we hypothesized that these two data types capture different aspects of
phenotypic variation. To address this, we assessed the extent to which the important genetic
markers (from G-based models) overlapped with or neighbored the genes where the important
transcripts (from T-based models) originated from (top; Figure 5.3A). We did not use the
importance values from the G+T model due to concern of feature dependence. The genic region

and flanking sequences within a defined window of an important transcript is referred to as the
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transcript regions (see Methods). For each trait and algorithm, we compared the importance
assigned to the transcript with that of the genetic marker with the highest average importance in
the transcript region (T:G pair).
Multiple window sizes were explored (see Methods), and we used 2 kb (+/- 1kb from the center
of a gene) where the feature importance correlation between transcripts and genetic markers was
maximized (Supplemental Figure 5.3A). Using this window size, 15,049 T:G pairs were
identified. At the whole genome level there appeared to be regions where both genetic markers
and transcripts were identified as important (Supplemental Figure 5.4). However, when we look
closer, those regions mostly do not overlap. In some cases, the important genetic markers and
transcripts were in linkage disequilibrium. Using the flowering time model as an example, we
found the most important genetic marker was located within a gene upstream the most important
transcript (GRMZM2G171650: MADS69; arrow a, Figure 5.3B), but the two are in linkage
disequilibrium (Hirsch ez al. 2014). In most cases, there were no important genetic markers that
were located nearby to important transcripts and if we extend the window size to 80 kb, we see
MADS69 is the exception rather than the rule (Supplemental Figure 5.3B). For example, the
second most important flowering time genetic marker was not located near important transcript
regions (arrow b, Figure 5.3B). Similarly, the second most important flowering time transcript
(GRMZM5G865543) was over 0.6 Mb from an important genetic marker (arrow c, Figure 5.3B).
Across all traits and algorithms, T:G pairs were only moderately correlated (p = 0.09-0.13;
Figure 5.3C, Supplemental Figure 5.5A).

This lack of correlation is notable for the most important genetic markers and transcripts.
For example, across the three traits, only 4-7 T:G pairs were both in the top 1% most important

features from the ensemble models, and those pairs were never the top ranked genetic markers or
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Figure 5.3. Correlation between genetic marker and transcript importance for flowering
time.

(A) Hlustration of how transcript (T):genetic marker (G) (top graph) and T:expression
Quantitative Trait Locus (eQTL) (bottom graph) pairs were determined. Genetic marker

importance percentiles are shown above the genetic markers (red triangle) and eQTL (yellow
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Figure 5.3 (cont’d)

triangle). A T:G pair was defined as the transcript and the most important genetic marker within
the transcript region (top graph). A T:eQTL pair was defined as the transcript and the most
important genetic marker within the eQTL region (bottom graph). (B) Manhattan plots of the
transcript (blue bar) and genetic marker (red dot) importance scores (-loge(1-importance
percentile)) in a 2Mb window surrounding top two genetic markers (top and middle plots) and
transcripts (top and bottom plots) based on the T-based and G-based Ensemble models for
predicting flowering time, respectively. All genetic markers (i.e. not just the T:G pair) are
shown. The threshold (gray dotted line) is set at the 99" percentile importance. (C) Density
scatter plot of the importance scores (see Methods) of the genetic marker (Y-axis) and transcript
(X-axis) for T:G pairs (top graphs) and of the eQTL genetic marker (Y-axis) and transcript (X-
axis) for the T:eQTL pairs (bottom graphs) for three traits derived from the G-based and T-based
Ensemble models, respectively. The threshold (black dotted line) was set at the 99 percentile
importance score for each trait and input feature type. The correlation between importance scores

between transcript and genetic marker/eQTL pairs was calculated using Spearman’s rank (p).

transcripts from the model (Figure 5.3B). These findings argue against the notion that these two
data types capture similar aspects of phenotypic variation as we hypothesized earlier. One
concern was that the lack of correlation was due to the genetic marker data being derived from
RNA-Seq experiments, and thus limited to the transcribed regions. However, when the
experiment was repeated using ~1 million genome-wide genetic markers (Ggw) derived from
whole-genome sequencing (Bukowski et al. 2018) as input features (Supplemental Figure 5.6A),

the correlation between T:Ggw pairs did not increase (Supplemental Figure 5.6B and S6C).
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In light of this, we hypothesized that the lack of correlation was because important
transcripts tend to be regulated by important ¢rans factors located far beyond the transcript
region. To test this, we assessed the degree to which important genetic markers identified as
expression QTL (eQTLs) were associated with important transcripts. We identified 58,361 cis
(62) and trans (58,299) eQTL associated with 7,052 transcripts and defined T:eQTL pairs for
each of these transcripts by selecting the genetic marker within +/- 1kb of an eQTL for that
transcript (i.e. eQTL region) with the highest average importance. Across all traits and
algorithms, the importance of transcripts and eQTL in T:eQTL pairs was actually negatively
correlated (p =-0.15 ~ -0.06; Figure 5.3C, Supplemental Figure 5.5B).

The lack of correlation between importance scores for T:G and T:eQTL pairs was in
contrast to the relatively high correlation observed in feature importance between algorithms (p=
0.31-0.98), with rrBLUP and BL importance scores being the most correlated (p= 0.87-0.98) and
the average correlation between genetic markers (p = 0.75) being higher than for transcripts (p =
0.55) (correlation between algorithms; Supplemental Figure 5.7). Together with the findings that
important genetic markers were not co-located and eQTL were not associated with genes that
gave rise to the important transcripts for any of the three traits, these findings may suggest that
transcriptome data is capturing layers of information, such as epigenetic signals, that are not
captured by genome sequences. However, we cannot rule of the possibility that the eQTL
approach using RNA-Seq based genetic markers is not sufficiently sensitive in identifying
important trans-factors. Further study with more trait and high quality genome-wide genetic

marker data is needed to resolve these possibilities.
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5.3.5 Assessment of benchmark flowering time genes

Because the genetic basis for flowering time is well studied (Muszynski et al. 2006;
Danilevskaya ef al. 2010; Meng et al. 2011; Lazakis et al. 2011), we identified a set of 14 known
flowering time genes (Supplemental Table 5.4). To assess the extent to which these benchmark
genes can predict flowering time, we trained an rTBLUP model where we set these 14 genes as
fixed, rather than random, effects and our model performance increased (PCC = 0.64 +/- 0.01;
Supplemental Table 5.3) compared to when they were not fixed (PCC = 0.61). Then we
compared the ability of genetic marker and transcript-based models to identify these benchmark
genes as important using the T:G and T:eQTL pairs described earlier. Of the 14 benchmark
genes, four had corresponding genetic markers in our T:G pair data. When we increased the
flanking regions threshold to 20kb from the center of the transcript for defining T:G pairs,
corresponding genetic markers were found for five additional benchmark genes. Two benchmark
genes, CCTI and PEBP4, neither of which were members of a T:G pair, were associated with
eQTLs. To account for differences in distribution and range of importance scores generated by
different algorithms and numbers of features, the importance scores were converted to
percentiles for comparison purposes.

Different benchmark genes were important (>95'" percentile) for models using the two
different data types, with one and five benchmark gene considered important by the genetic
marker-based and the transcript-based models, respectively (Figure 4A; Supplemental Table
5.5). For example, the genetic marker located within the R4AP2 gene, which has been shown to be
associated with flowering time in multiple studies (Buckler et al. 2009; Hirsch et al. 2014), was
identified as important based on genetic marker (99.7"-99.9% percentile), but not transcript (59'-

79" percentile) data. In contrast, MADS69, MADS1, PEBP24, and PEBP8 were identified as
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important using transcript data (95"-100" percentile), but not using genetic marker data (16%-
93t percentile). Furthermore, with transcript data we were able to assess the importance of three
genes (ZAG6, PEPBS, and PEBP?2) that were not located near genetic markers or associated with
eQTL. For example, there were no eQTL associated with or genetic markers within the 40bp
window of ZAG6, but ZAG6 was identified as important (981-99.9'" percentile) in the transcript-
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Figure 5.4. Comparison of transcript and genetic marker importance scores for benchmark
flowering time genes.

Importance percentile of each transcript (left) and genetic marker (right) pair as determined by
each of the 4 algorithms (X-axis). Genes are sorted based on hierarchical clustering of their
importance percentiles. Gray boxes designate benchmark genes that did not have genetic markers
within a 40kb window. Confidence levels (high or medium) were assigned based on the type of

evidence available for the benchmark gene (see Methods). Algorithms were abbreviated as in

Figure 5.2.
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based models (Figure 5.4A). For some of these benchmark genes, the region most closely linked
to trait variation could be outside the +/- 20kb window. For example, as described above, the
important genetic marker for MADS69 (Chr3_160559109) is ~32 kb upstream (see a arrows;
Figure 5.3B). However, when we plotted the correlation between importance scores between T:G
pairs using the largest window size (80 kb), we found that MAD69 was the only gene for which
this was the case (Supplemental Figure 5.3B). Taken together, these finding further highlight the
usefulness of transcript data for identifying the genetic basis for variation in a trait.
5.3.6 Improving our understanding of the genetic basis of flowering time using
transcriptome data

An open question was why transcript-based models were able to identify five benchmark
flowering time genes as important that were not identified by genetic marker-based models and if
transcriptome data could be used to better understand the genetic basis of flowering time. To
understand why benchmark genes were not uniformly identified as important for flowering time
when using both genetic marker and transcript data, we determined the extent to which transcript
levels and the genetic marker allele (i.e. major or minor) were related to flowering time. As
expected, we observed the most significant differences in flowering time for the transcripts
(Figure 5.5A, Supplemental Figure 5.8A) and genetic markers (Figure 5.5B, Supplemental
Figure 5.8B) that were identified as important by our models. For example, MADSI was
important only in the transcript-based models and transcript level was significantly correlated
with flowering time (p = 0.0001; Figure 5.5A). In contrast, lines with the major allele for the
genetic marker that paired with the MADS]I transcript (Chr9: 156980141) did not flower at a

significantly different time than lines with the minor allele (p = 0.062; Figure 5.5B). Another
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Figure 5.5. Relationship between transcript level/allele type and flowering time for
benchmark genes.

(A) Boxplots show the transcript levels (loge(Fold-Change)) over flowering time bin with the 5™
(blue) and 95™ (red) percentile range shown. Flowering time was defined as the growing degree
days/100. Linear models were fit and adjusted r? and p-values are shown. Confidence levels of
benchmark genes were designated as in Figure 5.4. (B) Distributions of flowering time for lines
with the major (red) or minor (gray) alleles for the genetic marker paired with each benchmark
gene as indicated in (A). Differences in flowering time by allele were tested using t-tests. (C)
Number of transcripts (Y-axis) for which transcript levels were associated with flowering time in
linear models within p-value bins (-logio(p-value); X-axis). Benchmark genes are labeled as in
(A). (D) Number of genetic markers (Y-axis) for which differences in flowering time by allele

from t-tests were within p-value bins (-logio(p-value); X-axis). Benchmark genes are labeled as

in (A).

example was RAP2, which was important only in the genetic marker-based models. Lines with

the major allele in RAP2 were more likely to flower late (p < 1x10#), but RAP2 transcript levels
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did not significantly correlate with changes in flowering time (p = 0.33). Overall, benchmark
genes were more likely to have transcript levels associated with flowering time (Figure 5.5C)
than genetic marker alleles associated with flowering time (Figure 5.5D).

Importantly, using the transcriptome data we were also able to understand in more detail
the impact of the benchmark genes on flowering time. For example, variation in transcript levels
of MADS69 accounted for 16.7% of the variation in flowering time, more than any other
transcript, where lines with lower levels of transcription flowered later. Modulation of MADS69
expression levels has recently been patented as an approach to controlling flowering time (“US
Patent Application for MODIFYING FLOWERING TIME IN MAIZE Patent Application
(Application #20140366213 issued December 11, 2014) - Justia Patents Search”). Similarly,
MADS] transcript levels explained 3.7% of the variation in flowering time, with lines with lower
levels of transcription flowering later. This is consistent with what has been observed
experimentally, where down-regulation of MADSI results in delayed flowering time (Alter ef al.
2016). For medium confidence benchmark genes (i.e. identified through association studies), the
specific roles of the genes on flowering time are not well understood, but by finding positive or
negative correlations between transcript levels and the underlying phenotypes, more mechanistic
details can be interred. For example, transcript levels of Z4G6 had the second largest impact on
flowering time, accounting for 6% of variation, with increased transcript levels associated with
earlier flowering. Another example is PEBP24, with transcript levels of PEBP24 accounting for
2.7% of the variation in flowering time. Unlike many of the other benchmark genes, increased
PEBP24 transcript levels were associated with later flowering time. Overall, the identification of
these medium confidence benchmark genes as important transcript indicates the relevance of

transcriptional regulation in their flowering time functions.
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While using the benchmark genes allowed us to assess the usefulness of transcript levels
compared to genetic marker information for identifying genes involved in flowering time, we
should note that many non-benchmark genes were also identified by our models as important.
For example, from the Ensemble model, there were 154 important, non-benchmark transcripts
with importance scores falling between the two most important benchmark genes (MADS69,
100" percentile; ZAG6, 99.5™ percentile; yellow, Dataset S1). While seven of those in between
transcripts were annotated with the Gene Ontology (GO) term “flower development”
(GO:0009908, green, Dataset S1), these 154 non-benchmark transcripts were not enriched for
this GO term (¢ = 1.0). In fact, neither these transcripts nor any other set of important transcripts
from models based on other algorithms (see Methods) were enriched for any GO terms.
Therefore, from our transcript-based genomic prediction models we have identified 147 high
ranking transcripts, many of which have unknown functions, that are among the most important
in predicting flowering time in maize but do not play known roles in this process. For example,
GRMZM5G865543 and GRMZM2G023520 (the second and third most important transcripts
respectively from the Ensemble model) do not have annotated function in maize. And while they
do have homologs in Arabidopsis thaliana and Oryza sativa, those homologs do not have known
function in flowering time (see Supplemental Table 5.6 for similar information about the top 10
transcripts). Note that the transcriptome data is from the seedling stage. It is possible that genes
of these important transcripts influence biological processes in earlier stage of development that
influence flowering time later. To further our understanding of the genetic basis of flowering
time control and the connections between juvenile and adult phenotypes, these important

transcripts are prime candidates for future genetic studies.
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5.4 Conclusions

We have generated predictive models that use genetic markers, transcripts, and their
combination to predict flowering time, height, and yield in a diverse maize population. While
models built using transcriptome data did not outperform models that used genotype data,
transcript-based models performed well above random expectation, and in many cases,
performance was similar to that of genotype-based models. We found that transcripts and genetic
markers from different genomic regions were identified as important for model predictions.
Furthermore, by assessing the relative importance of the features used to build the models, we
found that transcript-based models identified more known flowering time associated genes than
genetic marker-based models. These findings underscore the usefulness of transcript data for
improving our understanding of the genetic mechanisms responsible for complex traits.

There are four possible mechanistic explanations of why transcript levels could have a
similar predictive power as genetic markers. First, cis-regulatory variants that impact transcript
levels, are all more likely to be similar between closely related individuals. Therefore, the ability
of transcript data to predict phenotypes is simply a reflection of that dependency. However, we
demonstrated that the most informative transcript features for predicting maize phenotypes are
distinct from the most informative genetic marker features found in the transcript regions. While
for some important transcripts, the associated important genetic marker could be in linkage
disequilibrium but outside of the 2kb window used in our study (e.g. ~32 kb away in the case of
MADS69), overall as we increased the transcript region window size, the correlation between the
importance scores assigned to T:G pairs decreased, suggesting this is not generally the case.
Thus, the second explanation is that there are trans-regulatory variants, e.g. due to transposon

polymorphisms or transcriptional regulators, that play a major role. However, we found that the
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importance of eQTLs (99.9% trans) and their associated transcripts were not positively
correlated, suggesting that the trans-regulatory variation we identified cannot explain why
transcript variation is predictive of phenotypic variation either. However, considering the
challenges in identifying eQTLs due to mixed tissues used (Wills ez al. 2013), in modeling
epistatic interactions (Becker et al. 2012), and in our limited ability to find cis-eQTL, we cannot
conclusively rule of this possibility. The third explanation is that transcription is a molecular
phenotype caused by the integration of multiple genetic marker signals, both cis and trans, that
may not have had strong signals individually. The fourth explanation is that there are epigenetic
variants contributing to expression variation. It remains to be determined what the contribution
of epigenetic variation is on our ability to use transcript data to predict phenotypes.

One surprise is that the transcript data generated using V1 seedling tissues can predict
adult plant phenotypes. We reason that complex traits, such as flowering time, are influenced by
more than just canonical genes that act immediately prior to the growth and developmental
sequences leading to flowering. For example, early developmental events such as cotyledon
damage (Hanley and May 2006), root restriction (Keever et al. 2015), and photoperiod and
temperature changes (Song et al. 2013) can impact flowering time in mature plants. Therefore,
early development transcript differences could eventually result in different flowering time.
There were three limitations of this study that made our ability to predict adult plant phenotypes
and identify known important transcripts even more surprising. First, transcript level data was
derived from whole V1 seedling tissue, which should limit the predictive power of our genomic
prediction models for mature plant traits. We expect that transcript information taken from
tissues and timepoints more relevant to the phenotype of interest are more likely to be predictive.

For example, co-expression networks derived from maize root tissues are more predictive of

171



accumulation of 17 different elements (e.g. Al, Fe, K, Zn) in maize seeds than co-expression
networks derived from tissues not involved in element uptake and transport (Schaefer et al.
2018). Second, transcript levels were calculated by mapping reads to the B73 reference genome
without considering structural and fragmental variations exist between diverse maize lines.
Having only a B73 reference genome to map to likely results in bias or noise in our
transcriptome dataset. In future studies, it will be informative to determine if correcting for such
structural and fragmental variation would improve genomic prediction. Finally, a third limitation
of our study is that no environmental component is considered. An area of active research in
genomic prediction is the incorporation of Genotype by Environment (GxE) interactions into
predictive models (Burguetio et al. 2012; Cuevas et al. 2017; Granato et al. 2018). Thus, a
potential benefit of using transcript information for genomic prediction could be that GXE
interactions would be picked up by transcript level signals. Because transcriptome data used in
our study was from whole seedlings (i.e. not the same individuals that were phenotype), this
could not be tested.

Our findings highlight an important benefit of using transcript data to better understand
the genetic basis of a trait. While it can be difficult to associate signals from a number of small
effect genetic markers or even a single large effect genetic marker back to a specific gene,
transcript level information is inherently associated with genes. Because of the importance of
regulatory variation on complex traits (Albert and Kruglyak 2015), the use of transcript
information in genomic prediction could be crucial for deciphering the contribution of regulatory
variation to the genetic basis of traits. Therefore, while we observed that in terms of predictive
ability, genetic marker data outperformed transcript data, expression differences are more

straightforward to interpret than sequence polymorphisms. In practice, this meant that transcript-
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based models identified five benchmark flowering time genes, while genetic marker-based
models only identified one and it highlighted our finding that more insight into the genetic basis
of complex traits can be gained when transcriptome data are considered.
5.5 Methods
5.5.1 Genotypic, transcriptomic, and phenotypic data processing

The phenotypic (Hansey et al. 2011), and genotypic and transcriptomic (Hirsch ef al.
2014) data used in this study were generated from the pan-genome population consisting of
diverse inbred maize lines. Genotype, transcriptome, flowering time, height, and yield data was
all available for 388 lines out of the 503 maize pan-genome panel and were used for the study
(Dataset S2). Genetic marker scores derived from RNA-seq reads were converted to a [-1,0,1]
format corresponding to [aa, Aa, AA] with the more common allele (AA) designated as 1. The
genetic marker positions were converted from maize B73 reference genome A Golden Path v2
(AGPv2) to AGPv4.37. The AGPv2 genetic markers that did not map to AGPv4.37 and genetic
markers with a minor allele frequency less than 5% were removed, resulting in 332,178 genetic
markers. To determine if the use of RNA-Seq derived genetic markers biased our results, we also
tested a set of genome-wide markers (Ggw). These markers were downloaded already processed
and uplifted to AGPv4 from (Bukowski et al. 2018). Data was available for 149 maize lines
included in the study. After removing Ggw with minor allele frequency less than 5% and
duplicate patterns of allele calls across the 149 lines (i.e. the same criteria used for the G dataset),
~ 1.08 million markers were available for this analysis.

RNA-Seq derived transcriptomic data from whole-seedling tissue (i.e. root and shoot) at
the V1 stage from (Hirsch et al. 2014) was processed to remove loci that did not map to

AGPv4.37. The remaining maize B73 genes were filtered with default settings of the
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nearZeroVar function from the R caret package to remove genes with zero or near zero variance
(> 95% of the lines sharing the same transcript level) across lines. After the filtering steps,
transcript counts for 31,238 genes were retained in the final dataset. The raw transcripts per
million count data were transformed with a loge + 1 transformation before the data were used in
subsequent analyses. Mapping rates to the B73 genome assembly were also downloaded from
(Hirsch et al. 2014). To assess if transcriptome data had predictive power beyond random
expectation, transcriptome data were permuted by gene, so each gene had the same distribution
of transcript values, but the values were randomly assigned to different maize lines for building
the transcriptome shuffled models. To compared important transcripts and genetic markers from
genomic prediction models, transcripts were converted from AGPv2 to v4, only genes with one
to one correspondence between AGPv3 and v4 were included in this analysis. To assess the
impact uplifting had on expression levels we re-mapped transcript data from B73 to AGPv4
using Bowtie2 (version 2.3.2) and performed read counting using Cufflinks (version 2.2.1). The
correlation between uplifted and re-mapped gene expression levels for B73 was 0.94 (PCC,
p.value < 2x10719),
5.5.2 Comparison of transcript and genetic marker data

Three different approaches were used to determine the similarity between lines based on
the three different data types. For the genotype data, a kinship matrix was generated using the
centered Identity By State method (Endelman and Jannink 2012) implemented in TASSEL
v5.20180517 (Bradbury et al. 2007). The Pearson Correlation Coefficient (PCC) between RNA-
Seq mapping rates and kinship with B73 was calculated using the cor.test function in R. For the
transcript data, we generated an expression Correlation (eCor) matrix by calculating the PCCs of

transcript values between lines using the cor.test function in R. The eCor matrix was normalized
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between 0 and 1 and the diagonal was set as 1. Finally, for phenotype data, we calculated the
Euclidean distance between lines using the distances package in the R environment. The
correlation between kinship, eCor, and Phenotype Distance between pairs of lines was calculated
using PCC.
5.5.3 Genomic prediction models and model performance

Because part of the phenotypic signal observed in genomic prediction models may be due
to population structure/family relatedness within the breeding population, we established a
baseline for our genomic prediction models by using the principal components (PCs) generated
using the marker data alone, to predict phenotypic values for each trait. Because the relationship
between the population structure and traits can vary by trait and by population, we tested the top
5, 10, 15, 20, 50, 75, and 100 PCs and selected the top 75 PCs to use as our baseline because
accuracy plateaued after this point. Four methods were used for each trait, two linear-parametric
methods: ridge regression-Best Linear Unbiased Predictor (rrBLUP) (Endelman 2011) and
Bayesian Least absolute shrinkage and selection operator (BL) (Pérez and de los Campos 2014),
and one non-linear and non-parametric method: Random Forest (RF) (Leo Breiman Statistics
2001), and one ensemble based approach (En) (Dietterich 2000). The rrBLUP models used the
mixed.solve function in the “rrBLUP” package implemented in R. The BL models were also
implemented in R using the “BGLR” package. RF was implemented in python using Scikit-
Learn (Pedregosa et al. 2011). Ensemble predictions were generated by taking the mean of the
predicted trait values from rrBLUP, BL, and RF. A grid-search was performed on the first 10 of
the 100 cross-validation replicates to find the best combination of parameters for the RF model.
Parameters tested included max tree depth (3, 5, 10, and 50) and the max number of features

included in each tree (10%, 50%, 100%, square root, and log>).
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The predictive performance of the models was compared using the PCC. The PCC
between the predicted (Y) and the true trait value (Y) and was computed using the cor() function
in R for rrBLUP and BL or the NumPy corrcoef function in Python for RF. One hundred
replicates of a five-fold cross validation approach were applied to maximize the data available
for model training without resulting in overfitting. For each replicate, the lines were randomly
divided into 5 subsets, where each subset is used as the testing set once and the rest 4 subsets
combined to train the model, resulting in a total of 500 cross-validated runs. PCC was calculated
using only the predicted values from the testing set for each run.

For the top 10 most important transcripts from the ensemble model, leave-one-feature-out
analysis was performed using rTBLUP with 100 replicates to get a score for how much the model
performance (PCC) changes when that one transcript is removed from training (Supplemental
Table 5.6). Information about top BLAST matches was collected from maizeGDB

(https://www.maizegdb.org/).

5.5.4 Selecting subsets of T or G for input to genomic prediction models

To determine if using smaller subsets of T or G as input to the genomic prediction models
would improve our ability to predict traits, we used rTBLUP and flowering time as an example to
select features. For transcript data, features were selected in three ways. First, 10, 20, 100, and
1000 transcripts with the greatest variance across the maize lines were selected and used as input
to the rrBLUP models. Second, the 14 benchmark flowering time genes (see Methods:
Benchmark flowering time genes) were used. Finally, 14 and 200 transcripts with the greatest
absolute coefficient (i.e. weight) assigned by rrBLUP during training were selected. For this

analysis, the models were re-run without cross-validation so that feature selection and model
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training were performed on the training data and the testing data was only used to measure model
performance, thus ensuring against overfitting. This was done for each of the 100 replicates.
5.5.5 Genetic marker/transcript importance analysis

In order to identify features important for building the genomic prediction models,
feature importance information was extracted from each model established with one of four
methods: rBLUP, BL, RF, and Ensemble. For rrBLUP, the importance metric was the marker
effect ($u) calculated by mixed.solve in the R rrBLUP package. For BL, the importance metric
was the estimated posterior mean (SETA) calculated using the R BGLR package. The absolute
value of marker effect and estimated posterior mean were used since the features are categorical
with no particular meaning for the sign of importance metrics. For RF, the importance metric
was the Gini importance, collected using the importance score function built into the Scikit-
Learn implementation of RF. The Gini importance is the total decrease in node impurity (i.e. the
homogeneity of classes in a node) after a particular feature is used to split a node. Node impurity
decreases as instances from one of the classes are removed from the node, leaving a greater
proportion of instances from the other class. Importance metrics from rrBLUP, BL, and RF were
averaged over the 100 cross-validation replicates. Ensemble importance scores were calculated
by normalizing the average importance scores from each model and each method between 0 and
1, then taking the mean of normalized importance scores across the three algorithms. Enrichment
for transcript compared to genetic marker features within the top 1000 or top 20 features was
done using Fisher’s Exact Test, where the number of transcript features in and not in the top X
features was compared to the number of genetic marker features in and not in the top X features.

To determine the degree to which the importance of a transcript correlates with the

importance of nearby genetic markers, the genetic marker G with the greatest mean importance
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score within a fixed window from the center of a genomic region R where a transcript 7 mapped
to was selected among genetic markers in region R, referred to as a T:G pair (Figure 5.3A). To
identify the effect of window size, a series of window sizes ranging from 1-80kb were tested. For
each window size, the Spearman’s Correlation (p) was calculated between the importance scores
of T:G pairs. The window size with the highest correlation (2kb) was chosen (Supplemental
Figure 5.3A). For this analysis, transcripts without location information or without one-to-one
mapping between AGP V3 to V4 were removed, leaving 24,412 transcripts. With a window size
of 2kb, additional transcripts were dropped because there was not a genetic marker within that
window, resulting in 15,049 transcripts to be included in the downstream analysis. This analysis
was repeated for the genome-wide genetic markers (Ggw) from (Bukowski ef al. 2018).

To determine the degree to which the importance of a transcript correlated with the
importance of trans-regulatory variants, significant eQTLs (multiple testing corrected p<0.05)
were identified for each transcript using the linear regression (modelLINEAR) approach from
MatrixeQTL implemented in R. Benjamini-Hochberg false discovery rate correction was used to
adjust p for multiple testing and eQTLs were considered significant if adjusted p < 0.05
(Benjamini and Hochberg 1995). The distance for considering eQTL as cis was 1 mega base
(Zan et al. 2016), however, because <0.1% of eQTL identified were cis, all eQTL were analyzed
together. The importance of an eQTL or the neighboring genetic marker located within a 2kb
window of the eQTL with the greatest average importance score was compared to the importance
of the transcript with the eQTL in question (T:eQTL pair).

Enrichment of Gene Ontology (GO) terms associated with important transcripts
compared to the reference genome was tested using agriGO v2 (Tian ef al. 2017). The

enrichment p-values are corrected for multiple testing by agriGOv2 using FDR. The top 10, 25,
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and 100 transcripts from each algorithm, excluding the benchmark flowering time genes, were
tested against the reference genome. The top 153 transcripts excluding benchmark genes (i.e. the
top transcripts between the best two benchmark genes), from the ensemble algorithm and the
union of the top 10, 25, and 100 transcripts from all four algorithms were tested.
5.5.6 Benchmark flowering time genes

We compiled a list of genes known to be involved in flowering time based on evidence
from knockdown experiments (Muszynski et al. 2006; Danilevskaya et al. 2010; Meng et al.
2011; Lazakis et al. 2011; Alter et al. 2016) and/or association studies (Salvi e al. 2007; Hirsch
et al. 2014). Genes were assigned confidence levels based on the type of evidence available, with
experimental evidence considered high confidence, association study evidence and significant
similarity with known flowering time genes from other species considered medium confidence
(Supplemental Table 5.4). Because some of these genes did not have genetic markers located
within the 2kb window of the center of the transcript, progressively larger windows were used to
identify the most important nearby genetic marker up to 40kb. To compared importance scores
across algorithms and between models using G or T data as input, percentiles were used. To
determine if transcripts or genetic markers assigned to flowering time benchmark genes were
associated with flowering time in this study, linear models and t-tests, respectively, implemented
in R were used.
5.5.7 Data Availability

All data and code needed to reproduce the results from this study is available on GitHub

(https://github.com/Shiul.ab/Manuscript Code/tree/master/2019 expression_GP/data).
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Supplemental Figure 5.1. Distribution of genetic marker and transcript data across maize chromosomes.
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Figure 5.1.
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Supplemental Figure 5.2. Feature importance analysis for G+T models.

(A) Relationships between importance scores for transcripts from the T (X-axis) and G+T (Y-
axis) flowering time prediction models established with rrBLUP (left column), BL (middle

column), and RF (right column). The Pearson’s Correlation Coefficient (r) is shown in the top

183



Supplemental Figure 5.2 (cont’d)
left corner. (B) Distribution of importance scores for the top 1,000 (inset = top 20) features from
the G+T models for three traits using rrBLUP (top row) and BL (bottom row). Transcripts are in

purple and genetic markers are in yellow. Supports Figure 5.2.
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Supplemental Figure 5.3. Impact of transcript region sizes on importance correlation
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(A) The correlation (green) between importance scores for transcript:genetic marker pairs and
the number of pairs found (blue) as the transcript region size increases from 1-80 kb. (B) Density
plot of the importance scores of genetic markers (Y-axis) and transcripts (X-axis) from T:G pairs
using an 80 kb window size. The threshold was set (red dotted line) as the 99 percentile of the
normalized importance score for each trait, algorithm, and input feature type. The correlation

between transcript and genetic marker importance was calculated using Spearman’s Rank (p).

Supports Figure 5.3.
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Supplemental Figure 5.4 (cont’d)
input feature type (i.e. genetic markers or transcripts). Genetic markers and transcripts falling above that threshold colored in blue.

Supports Figure 5.3.
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Supplemental Figure 5.5. Correlation between genetic marker/eQTL and transcript
importance.
Density plot of the importance scores of (A) genetic markers (G, Y-axis) and transcripts (T, X-
axis) from T:G pairs and (B) eQTL (eQTL, Y-axis) and transcripts (T, X-axis) from T:eQTL
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Supplemental Figure 5.5 (cont’d)
pairs. The threshold was set (red dotted line) as the 99" percentile of the normalized importance
score for each trait, algorithm, and input feature type. The correlation between transcript and

genetic marker importance was calculated using Spearman’s Rank (p). Supports Figure 5.3.
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Supplemental Figure 5.6. Genomic prediction and genetic marker:transcript pairs using
genome-wide genetic markers (Ggw).

(A) Summary of performance of rrBLUP models using the genome-wide genetic markers (Gow)
from Bukowski ef al. compared to those using the RNA-Seq derived genetic markers (G) from
Hirsch et al. (B) The correlation (green) between importance scores for Transcript (T)/Ggw pairs
and the number of pairs found (blue) as the transcript region size increases from 1-80 kb
(compare to analysis using Hirsch ef al. genetic markers (G) in Supplemental Figure 5.3). (C)
Density plot of the importance scores of Ggw (Y-axis) and T (X-axis) using a 2-kb (left) or a 50-
kb (right) window. The threshold was set (red dotted line) as the 99" percentile of the normalized
importance score for each trait, algorithm, and input feature type. The correlation between
transcript and genetic marker importance was calculated using Spearman’s Rank (p). Supports

Figure 5.3.
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Supplemental Figure 5.7. Correlation between feature importance between algorithms.
Density scatter plot of the importance scores of genetic markers (top) and transcripts (bottom)
generated with rrBLUP and BL (left), rBLUP and RF (middle), as well as BL and RF (right).
The correlation between importance scores between algorithms was calculated using Spearman’s

Rank (p). Supports Figure 5.3.
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Supplemental Figure 5.8. Relationship between transcript levels and alleles and flowering

time for benchmark genes.

(A) Boxplots show the median transcript level (log(Fold-Change)) for each flowering time

(Growing Degree Days (GDD)/100) bin with the 95th (red) and 5th (blue) percentiles shown.

Linear models were fit and adjusted 1> and p-values are shown. (B) Violin-plots of the

distribution of flowering time (GDD/100) for lines with the major (blue) or minor (gray) allele

for the genetic marker paired with each benchmark gene. Significant differences in the GDD by

allele were tested for using t-tests. Supports Figure 5.5.
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Supplemental File 5.1. Top 1000 most important transcripts for each trait from the

transcript-based Ensemble models.

Supplemental File 5.1 can be found at the following link:
http://www.plantcell.org/content/early/2019/10/22/tpc.19.00332/tab-figures-data
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Supplemental File 5.2. Account of data (Genetic Marker, Transcript, Phenotype)

availability for maize lines and decision to include line in the study

Supplemental File 5.2 can be found at the following link:
http://www.plantcell.org/content/early/2019/10/22/tpc.19.00332/tab-figures-data
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CHAPTER SIX: PERCEPTIONS OF EMERGING BIOTECHNOLOGIES !

' This chapter has been published in the following manuscript

Christina B. Azodi and Thomas Dietz (2019) Perceptions of Emerging Biotechnologies.

Environmental Research Letters. DOI: 10.1088/1748-9326/ab44332
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6.1 Abstract

Research on public views of biotechnology has centered on genetically modified (GM) foods.
However, as the breadth of biotechnology applications grows, a better understanding of public
concerns about non-agricultural biotechnology products is needed in order to develop proactive
strategies to address these concerns. Here, we explore the perceived benefits and risks associated
with five biotechnology products and how those perceptions translate into public opinion about
the use and regulation of biotechnology in the United States. While we found greater support for
non-agricultural biotechnology product, 70% of individuals surveyed showed no or little
variation in their support across the products, indicating opinions about early GM products may
be influencing the acceptance of emerging biotechnologies. We identified five common patterns
of opinions about biotechnology and used machine learning models to integrate a wide range of
factors and predict a respondent’s opinion group. While the model was particularly good at
identifying individuals supportive of biotechnology, differentiating between individuals from the
non- and conditionally-supportive opinion groups was more challenging, emphasizing the

complexity of public opinions of emerging biotechnology products.

The full article is available at the following link:

https://iopscience.iop.org/article/10.1088/1748-9326/ab4433
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