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ABSTRACT

SECURE AND PRIVATE ACCESS CONTROL FOR SYSTEMS OF SMART DEVICES

By

Tam Dan Le

With the emergence of Internet of Things (IoT) technologies and the invasion of smart

devices in almost every aspect of our lives, access control that allows only authorized users

to access IoT devices becomes an important problem. The limited capabilities of the devices

and the distributed nature of IoT environments have presented unique challenges to the

design of an effective access control mechanism. First, it should be lightweight enough for

the IoT devices to handle due to their resource constraints. Second, the variety of devices and

applications and the arbitrary manners of users require the support of fined-grain, flexible

access control policies. Last but not least, traditional access control models that are often

centralized may not be suitable for distributed IoT. Therefore, a decentralized approach

should be considered.

In this dissertation, we propose access control solutions that are not only secure and

private but also scalable to meet IoT requirements. Our first design is an authorization

protocol that supports flexible delegation for smart home applications. The protocol allows

users to create and share various permissions within their authorities to other users. In

addition, since simple computation operations are used, the protocol is lightweight and

supports fast validation at resource-constrained devices.

Next, the need to support larger environments and the open problem with the exchange

of access keys without a central authority motivate us to seek a decentralized solution from

blockchain technology, which is originated from the famous cryptocurrency Bitcoin. The

advantages of blockchain, which lie in an immutable distributed ledger that is maintained by

a peer-to-peer network of untrusted nodes, can bring decentralization to IoT applications.

However, applying blockchain to IoT is not straightforward as it was not originally designed

for IoT requirements. We address two main issues in blockchain-based access control for IoT



systems. First, since blockchain is a public platform, user privacy is one of the top priorities.

Second, resource-constrained IoT devices are often not powerful enough to interact directly

with the blockchain but need to rely on certain trusted nodes to retrieve blockchain data.

The first issue of user privacy leads to our design of CapChain, a blockchain-based privacy-

preserving access control framework that enables the sharing of access capabilities to multiple

devices in a secure and private manner. Then, applying similar techniques to CapChain

but also extending the use of blockchain by smart contracts, we design a privacy-preserving

service that allows users to create IoT automated tasks by defining one of multiple conditional

statements that need to be satisfied before a task can be performed. We set up strict privilege

at the triggering party, such that it may not trigger the task any time except only when the

conditions are satisfied.

To address the second issue of resource constrained devices, we propose a method for IoT

devices to validate blockchain data without solely being dependent on a central server. In

our approach, several witnesses on the network can be selected randomly by the devices to

validate access control information. Our method is aided by Bloom filters, which are shown

to be lightweight for resource-constrained devices.
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Chapter 1

Introduction

Internet of Things (IoT) devices have become pervasive in almost every aspect of our

lives, from home automation, health care to industries and transportation. A smartphone

will no longer be the only “smart” thing a person can own. Instead, a person may possess

plenty of devices and vice versa, a single device can be shared between multiple users. As a

result, secure and private access control to IoT devices becomes critical.

Although there has not been a formal definition of IoT, the most common one is that

the IoT is a network of connected objects that can collect and exchange data [63, 2]. Figure

1.1 describes a variety of “things”. By the definition, a “thing” can be any device with

Internet connectivity. However, in this dissertation, we do not consider powerful machines

like laptops, smartphones and tablets IoT devices. Instead, we are specifically interested in

the range of devices with low computational power and memory such as sensors, actuators,

wearables, etc.

IoT environments presents unique challenges to security and privacy. In terms of user

experience, due to the diversity of both users and IoT devices, it is difficult to define a flexible

access control mechanism that can satisfy all of user’s ad-hoc behaviors and demands [51].

On the other hand, in terms of system architecture, centralized solutions present a latent

single point of failure and may not be suitable for a heterogeneous environment like IoT.

A decentralized/distributed architecture may be more beneficial, however, protecting user

privacy among untrusted parties would be challenging. Last but not least, access control
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Figure 1.1: A variety of IoT devices [1].

mechanisms must consider the limited capabilities of IoT devices as they cannot afford high-

computational operations.

In this dissertation, we pose a research question: can we design access control solutions

that are not only secure and private but also scalable to meet IoT requirements? We consider

not only smart homes but also larger-scale environments such as smart cities and envision

the emerging technology blockchain as a potential solution. This chapter introduces the

challenges and our motivations for a secure and private access control for IoT environments.

1.1 Research motivations

1.1.1 Flexible and lightweight access control model

A case study on several commercial smart home devices [82] points out that although

each studied device employs a different access control mechanism, none provides a convenient

method to share access with other users. In a more recent study [87], the authors also express

their concerns about the imbalance of power between multiple users who are supposed to have

the same role, where some users may have (intentionally or unintentionally) more privileges

2



than others. We present a common example in the IoT context, which is illustrated in Figure

1.2: Bob is a home owner, thus has a full control of all devices at his home. He is often

out of town so he offers his house for lodging on Airbnb. Each time his house is booked,

he needs to grant a house key to his renter. Bob may be out of town, but he can create a

digital key that provides full control to all devices in the apartment, such as HVAC, lighting

system, etc. but only limited access to the surveillance camera and the door lock, and send

the key to the renter Dave. As Bob is very cautious, he also authorizes a security company

to receive notifications and logs from his door lock, but they are not allowed to enter the

house. Dave also has his family who should be able to use the system. It would be more

convenient for Dave to grant permissions to his family members instead of Bob. However,

as Dave is not authorized to change the passcode of the door lock, he can only delegate

the same or lower permission. When the lease expires, Bob revokes the key, including sub-

keys created by Dave without any physical contacts. The above scenario addresses several

BobBob

DaveDave

Bob’s house

Security company

Dave’s son

I give you 
my key, but 

you can 
only use it 
while I am 

away.

You can receive 
notifications from my door 

locks, but you’re not 
allowed to access my 

house.

You can enter the 
house, but cannot 

change the passcode.

Figure 1.2: A smart home scenario
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problems for access control in IoT environments. First it should be scalable and flexible so

that a user can create various permissions, depending on his/her needs and capability. As

keys can be transferred among multiple users, efficient delegation and revocation should also

be supported. Moreover, many IoT devices have limited resources, such as low computational

power or battery capacity, therefore they cannot support complicated security mechanisms.

1.1.2 Problems with centralized IoT

In centralized IoT architectures, IoT devices need to rely on some more powerful central

entities or outsourced cloud services to manage access control policies [88, 77]. While cloud

solutions have been supporting Internet of Things (IoT) services with management, data

processing and storage, its centralized architecture also raises a concern about security and

trustworthiness of cloud providers due to the importance of the IoT data they can access

[76] as well as their privileges over the devices. Reliance on cloud systems can introduce a

latent single point of failure if the servers are down or attacked [86].

In terms of delegation, the key transfer is also usually carried out via a server operated by

the device manufacturer. For a heterogeneous environment like IoT, the problem becomes

more complicated if the delegation occurs across domains. We elaborate this by another

scenario: Alice is on the way back to her apartment after work. When she passes the

parking gate, it triggers her smart home hub/manager to turn on her HVAC and command

her smart kettle to boil some water so that by the time Alice gets home, her apartment is

already warmed. In this scenario, Alice needs to allow the parking gate to inform her smart

home hub and her hub to control her heater and kettle. While Alice’s devices are under

her control, the parking gate belongs to the apartment building and thus uses a different

infrastructure. Therefore to enable such delegation, a third party is required to communicate

between the two parties. For example, IFTTT 1, which stands for If-This-Then-That, is a

cloud service that allows users to provide a set of rules to their services. By IFTTT, Alice’s

1https://ifttt.com/discover
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scenario can be described as a rule “if I open the parking gate, turn on the heater”. By

authorizing IFTTT to access the gate and heater on her behalf, Alice allows IFTTT to act

as a bridge to connect the 2 services. IFTTT has been very popular among smart home

communities and partnered with a lot of companies. As a result, a large amount of API keys

are stored by IFTTT, which is not only a privacy issue to users but also makes IFTTT a

potential target to attackers [36].

1.1.3 Decentralized IoT with blockchains

Companies and researchers have recently sought for an alternative decentralized solu-

tion from blockchain, the core technology behind the famous cryptocurrency Bitcoin. A

blockchain is a distributed public ledger that records transactions of digital assets. What

makes blockchain a timestamped, immutable database is a consensus protocol called Proof-

of-Work (PoW) that guarantees every untrusted participant in the network behaves properly.

With blockchain, IoT applications can be built on a decentralized, trustless peer-to-peer net-

work without the need of a central authority [29]. In a blockchain context, Alice’s scenario

can work as follows: the interaction between Alice and the parking gate results in a transac-

tion on the blockchain, then Alice’s devices can verify the existence of such transaction and

perform the required operations.

However, applying blockchain technology to IoT is not straightforward. Blockchain is

currently facing problems with scalability, latency and high computation due to PoW. These

problems become more prominent in IoT contexts as the resources of many IoT devices are

very limited. As a result, the IoT devices cannot interact directly with the blockchain network

and need to rely on one or several gateways, which may remove the benefit of decentralization.

More importantly, since most blockchain systems operate in public mode, i.e. transactions

on blockchains are visible to everyone, privacy is not considered. On the other hand, access

control information is one of the most sensitive and should not be exposed in public. While

privacy has been a concern with extensive studies in blockchain communities, solving privacy
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with consideration of IoT devices is still a challenge as most of the techniques for general

privacy-preserving blockchains cannot be afforded on resource-constraint devices.

1.2 Research contributions

Decentralized
Secure cross-domain access 
Strict privilege

Access control in smart cities

Chapter
4, 5

Fine-grained policies
Flexible delegation
Lightweight

Access control in smart homes
Chapter

3, 4

User privacy
Compatible to IoT devices

Strengthening security and privacy
Chapter
4, 5, 6

Figure 1.3: Dissertation road map

Figure 1.3 illustrates the road map of the dissertation. First, we consider small and close

smart home environments, which require fine-grained, flexible and lightweight access control.

Then, we expand to a larger scale, i.e. smart cities, and identify more issues, including

the requirement of a decentralized architecture and secure cross-domain access with strict

privilege at authorized parties. Choosing blockchain as the decentralized platform, we try

to solve the privacy issues and make it more transparent to IoT devices.

In particular, this dissertation contributes in the following:

• Authorization and delegation in smart home environments. We propose lightweight

authorization protocol with support of a delegation chain for smart home environments,

in which a user can easily transfer (part of) his/her access rights in the form of a Bloom
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filter. In our mechanism, a trusted chain can be maintained and verified by a single

request without the need of an access control list. The security of our protocol is based

on the false positive rate of a Bloom filter.

• Privacy-preserving blockchain-based access control. We explore the possibility of ap-

plying blockchain by designing CapChain - an access control framework based on

blockchain that allows users to share and delegate their access rights easily to IoT

devices in public but still maintain privacy. To protect privacy, we adapt multiple

techniques from anonymous crypto-currency blockchain systems to hide sensitive in-

formation, including users’ identities and related information about the capabilities.

• Privacy-preserving automated tasks. Utilizing user permissions to create IoT auto-

mated tasks, we present PPCA, a privacy-preserving service that allows users to cre-

ate conditional actions in a decentralized platform using smart contracts. PPCA can

guarantee strict privilege such that a third party that holds a conditional action cannot

perform it when the condition is not satisfied. By generalizing a variety of conditions

into simple forms of conditional logic, the conditions can be verified in a privacy-

preserving manner on a public blockchain.

• Block validation for IoT devices in blockchain-based applications. We propose a

lightweight block validation method that helps resource-constraint IoT devices to vali-

date blockchain data without solely being dependent on a central server. The method

employs a random selection of witnesses on the blockchain network to help the devices

validate access control information. It is aided by Bloom filters, which are shown to

be lightweight for resource-constrained devices.

Figure 1.4 summarizes the problem areas and our research interests.
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Can we transfer
access rights in a

distributed manner
with privacy?

Can we guarantee
automated tasks are
only performed under
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Can we define
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automated tasks in
a private manner?

Figure 1.4: A summary of research problems.

1.3 Structure of the Content

We provide background and related work on access control in IoT environments and

blockchain technologies in Chapter 2. Chapter 3 targets smart home applications and

presents our lightweight authorization protocol with delegation. Chapter 4 discusses the pri-

vacy issues of general blockchains and presents the design of CapChain to provide a reliable

and flexible key sharing framework. In chapter 5, we extend further the use of blockchains by

using smart contracts to support IoT conditional tasks with PPCA. Next, chapter 6 describe

our lightweight block validation method for resourc-constraint devices in blockchain-based

applications. Finally, Chapter 7 provides a summary and potential future work.
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Chapter 2

Background and Related Work

In this chapter we provide two surveys. Section 2.1 is a discussion on access control in

IoT environments. It hightlights the current security issues with IoT devices and different

IoT access control mechanisms. Then, we review the state of the art of blockchain technology

and its applications for IoT in section 2.2.

2.1 Access control in IoT environments

In this section we first review current state of security and privacy of commercial smart

home devices. Second, we discuss some representative access control frameworks that follow

capability-based access control model. Finally, we discuss authentication and authorization

protocols for IoT devices.

2.1.1 Security and privacy of smart home devices

Many commercial smart home products have been studied and found to have insufficient

security mechanisms. Examining a smart light-bulb, a power switch and a smoke-alarm, No-

tra et al. [69] highlight the lack of encryption, appropriate authentication, message integrity

checks and privacy implications in those devices and propose a network-level protection.

More recently, smart lock systems have also been found to be vulnerable to several threats

that allows attackers to obtain unauthorized access and private information about the user’s
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home [46]. Three categories of attacks are presented, including privacy leakage, unwanted

unlocking and revocation/logging evasion [35]. Focusing on a programming framework, Fer-

nandes et al. analyze the Smartthings platform, which support developers to write their

own applications called SmartApps to control smart devices. They found that the capa-

bility model designed by Smartthings often grants to SmartApps capabilities that were not

explicitly requested. As a result, attackers can exploit the overprivilege to create malicious

applications and perform unauthorized operations.

Centralized servers have also posed several problems. A recent outage incident with

Samsung’s SmartThings cloud servers has made users in North America unable to use their

smart appliances for hours [14]. In addition, a serious vulnerability due to a flaw in the

manufacturer’s cloud server architecture has been found in some popular smart cameras

[54], which can allow attackers to gain access to all of the cameras.

In terms of access control, Ur et al. conducted a case study on existing commercial

home automation devices [82] and point out that although each studied device employs a

different access control mechanism, none provides a convenient method to share access with

other users. Another user study is presented in [51] by Kim et al, in which a set of intuitive

access control policies is proposed. They also address the problem of access sharing in a

smart home system, which is very ad-hoc and dependent on user’s demands. Based on user

interview results, they suggest four group of policies: full control, restricted control, partial

control, minimal control.

2.1.2 Capability-based access control model

In [77], Roman et al. addresses the importance of an access control model for distributed

IoT that should support granular policies, inexpensive computational overhead for resource-

constrained devices and delegation mechanisms that allows sharing between users and across

domains. In this sense, capability-based access control (CBAC) is found to be more suitable

for IoT environments than other traditional access control models, including access control
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list (ACL), role-based access control (RBAC) and attribute-based access control (ABAC)

[47]. In [16], Anggorojati et al. present a delegation mechanism based on CBAC that

supports machine-to-machine cross-domain communication. However, their model requires

each IoT network domain to have a manager to authorize delegation requests.

On the other hand, the CBAC approach proposed by [44] allows users to manage and

share their own access control to services and information by issuing capability tokens, which

will be presented to the IoT devices for authorization. However, the mechanism to validate

a token or a chain of tokens was not addressed. To resolve that issue, Skarmeta et al.

[80] propose a distributed CBAC mechanism that is built on public key cryptography and

digital signatures. In their approach, a device owner grants his/her users a signed capability

token using Elliptic Curve Digital Signature Algorithm (ECDSA). The device then has to

verify the token by examining the signature and other access control policies attached in

the token. Although this approach works well with one level of delegation, i.e. from one

owner to multiple users, it will create more computational overhead for the device when the

delegation chain expands to more than 1 hop.

A similar idea of using capability tokens is also proposed by IETF [79] to enable a client

to obtain limited access to a resource with the permission of a resource owner. However,

it also only supports 1-hop delegation. Moreover, an authorization server is required for

delegation as well as registration, which can be a problem of central point of failure.

Hussein et al. [47] introduce a Community capability-based access control framework

(COCapBAC), in which an IoT community is formed by IoT devices that shares the same

mission, then a more capable device in the community can make decisions on behalf of those

with limited resources. Their framework is motivated by the conjunction of IoT devices to

achieve a common goal, for example, a speaker often operates together with a TV box in a

home theater. How to build such community with trust, however, was not addressed.
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2.1.3 Authentication and authorization with delegation

The idea of using smartphones to delegate authority to other users has been introduced

very early by Bauer et al. [18] with the Grey project - a decentralized access control system

office buildings deployed at Carnegie Mellon University. In this project, they designed a

verification process in which a guest can prove his permission to access an office door with

help from an authorized user. The framework integrates several technologies to support

delegation, user authorization and communication among phones and resources. However,

since Grey was built at the early stage of Internet of Things evolution, the design was mainly

focused on end-user applications and did not consider the capability of resource devices.

In order to avoid a central token issuer, Dmitrienko et al. introduced SmartTokens - a

delegable access control system for NFC-enabled smart phones that allows users to delegate

their access rights to other users without involvement of a central authority [31]. Although

SmartTokens uses symmetric cryptography which is suitable for constrained devices, this at

the same time hinders the delegation scalability because a user must present all delegated

tokens through the delegation chain in order to be verified.

TARD [56] is a cryptographic protocol based on one-way hash functions to grant a

temporary access to a device. The condition to use the token is specified by a counter which

is set up through a hash chain to allow the temporary token to be used only for a certain

number of times. Since TARD does not use any complicated cryptography but just hash

functions, it is very light-weight and suitable for resource-constrained device. However, the

protocol cannot support fine-grained access control policies.

2.1.4 Other approaches

Master key [89] is also an early approach to provide access to digital locks through a

single device (the Master Key) which can aggregate all of user’s digital forms of access tokens

for entity authentication. The advantage of Master Key is, despite that one may interact

with many locks, and a lock may interact with many key owners, an user does not need to
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remember all of the relationships between keys and locks but is still able to achieve mutual

authentication with few messages. However, the design of Master Key requires a shared

secret between each pair of key and lock and does not support delegation as lending one or

several sub-keys to another user is equivalent to sharing the secrets. In addition, there may

be different operations with locks (or smart devices) besides open/unlock (for examples, read

data, modification, etc.), which may also have a valid time. Meanwhile Master Key only

supports authentication, which means it cannot differentiate these operation requests.

Neto et al. [66] present a suit of cryptographic protocols called Authentication of Things

(AoT) that provides authentication and access control during all stages in a device’s life-cycle,

including pre-deployment, ordering, deployment, functioning, and retirement. The crypto-

graphic primitives of AoT includes Identity-Based Cryptography, Attribute-Based Cryptog-

raphy and Attribute-Based Access Control model. AoT mostly focuses on the relationship

between the device and its owner with an extra feature to allow a guest device to authen-

ticate itself with devices from a foreign domain. Device sharing, however, is not in their

coverage.

Fotiou et al. [38] develop an access control framework for IoT that uses symmetric

encryption rather to set up a secure communication between users and IoT devices. Their

design relies on a trusted third party call Access Control Provider to evaluate access control

policies and relay the result back to devices.

2.2 Blockchain technology and distributed ledgers

In this section, we provide a review of blockchain technology which is best known for

Bitcoin and notable blockchain systems and academic research that aim to enhance one or

several aspects of blockchain. Then we review some non-cryptocurrency blockchain applica-

tions. Last, we discuss some blockchain frameworks designed specifically for the IoT.
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2.2.1 Notable blockchains

Bitcoin

Bitcoin is the most popular cryptocurrency system that was invented by Satoshi

Nakamoto in 2008 [65]. In Bitcoin, transactions are recorded on a public immutable ledger

called blockchain. A block is a group of validated transactions that is broadcast to the whole

network by a special node called miner. Each block has a reference to its previous block,

forming a chain of blocks (aka blockchain) as illustrated in Figure 2.1. The blockchain is

distributed, meaning that every node in the network maintains its own copy of it. To allow

the network to reach agreement on the current state of the blockchain, Bitcoin relies on a

consensus protocol called Proof-of-Work (PoW), which involves a mining process and miners.

As mentioned earlier, a miner is in charge of gathering new transactions to a block. However

before publishing a new block, the miner has to invest his computational power to compete

in solving a puzzle. The winner of the competition is the first one who finds a solution,

i.e. the proof of work, for the puzzle and thus has his block accepted by the network. To

compensate for the invested computation, Bitcoin rewards miners with some coins together

with transaction fees paid by users. The reward incentivizes miners to participate in the

mining process and secure the network against double-spend attacks, in which a malicious

user tries to spend the same money twice.

Figure 2.1: Each block refers to the hash of its previous block and forms blockchain (figure
borrowed from [65]).

It can be seen that if two miners mine two blocks nearly at the same time, a part of the

network will see a different version of blockchain (also known as fork in Bitcoin terminology)

14



than the other one. To solve this problem, Bitcoin applies the longest chain rule, i.e. if a

node sees more than one version of blockchain, it will choose the longest one and discard

the others. Since transactions after being added to a block can still be discarded, Bitcoin’s

consensus is probabilistic and does not satisfy consensus finality, which as defined in [85], is

a property that requires that a valid block should never be removed from the blockchain.

Distributed consensus among untrusted parties was first addressed as Byzantine generals

problem by Lamport et. al. in 1982 [55]. However, despite that a family of Byzantine fault

tolerance (BFT) state-machine replication protocols has been well-designed and proved to

achieve consensus finality, which cannot be satisfied by PoW, they do not scale well in terms

of network size. Bitcoin, with PoW, is the first peer-to-peer payment system that can provide

consensus to thousands of nodes [85]. A workflow of Bitcoin can be summarized as follows:

• To make a payment, a user signs a transaction and broadcasts it.

• Each node in the network validates the transaction and passes it to the rest of the

network.

• Miners receive the transaction, group it into a block together with other transactions

and start the mining process. Specifically, the puzzle in Bitcoin is to find a number

(a nonce) that when being hashed with the block data, produces a certain number of

leading zeros in the hash result. The network will accept the block from the miner who

first solves the problem.

Ethereum and smart contracts

Ethereum [10] is the second most popular blockchain system after Bitcoin. Although

Ethereum also has its own cryptocurrency called ether (or ETH), its applications are be-

yond just a payment system. Ethereum provides a Turing-complete programming language

that allows smart contracts - programmable computer codes that can automatically run on

blockchain. While Bitcoin records money flows on blockchain, Ethereum stores machine
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state transitions. Thus, it is guaranteed that smart contracts once triggered will run exactly

as they are written without needs of any central authority. To run smart contracts, users

need to pay ETH for gas - a unit that specifies how much work is needed to perform the

contracts. Gas also helps to prevent smart contracts from halting the system by running

forever. Smart contracts allows users to build various decentralized applications serving their

own purposes such as voting systems, crowd-funding, etc.

Challenges and limitations of blockchains

Bitcoin and other variations of blockchains in general have been facing several challenges:

• Consensus latency: due to forking, users should wait for more blocks coming after the

block that contains their newly posted transaction to make sure that it is buried deep

enough in a valid chain. As Bitcoin recommends 6 blocks as the minimum number

users should wait for, with the current mining rate of 10 minutes per block, it takes

users at least 1 hour to be able to confirm their transactions.

• Fixed block size: to prevent denial-of-service attacks, Bitcoin limits its block size

to 1 MB, which can support 5-7 transactions per second, originally to avoid DDoS

attacks. Compared to other credit card payment systems that can process thousands

of transactions per second, such throughput is too low.

• High computational power: since the mining process requires high computational

power, the miners often use dedicated hardware which may consume too much en-

ergy.

• Privacy: since the blockchain is public, all of the data stored on it is visible to everyone.

In case of payment systems like cryptocurrencies, it means that anyone can link and

see transactions of others.
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2.2.2 Enhancement proposals for blockchains

Alternatives to proof-of-work

Since PoW is computational expensive and produces latency, a new family of proto-

cols called Proof-of-Stake (PoS) has been proposed as an alternative. The general idea is

that instead of computational power, PoS chooses validators (equivalent to miners in PoW)

according to their invested money (aka stakes). As a result, validators can be selected de-

terministically and transaction confirmation can be made instantly. In early PoS proposals

[8, 12, 11], a validator is randomly chosen at each epoch to create a block. However they

all faced a common problem called nothing-at-stake, where validators can create blocks on

multiple chains to maximize their rewards without any cost. PoS was formally studied by

Bentov et. al. [19] with analysis of various types of attacks. The nothing-at-stake problem

was also addressed by introducing a penalty, so that validators may lose their stakes for their

dishonest behaviors.

Most of more recent PoS protocols follow Byzantine Fault Tolerance (BFT) style [10],

in which a set of validators are selected to propose blocks, then each validator casts a vote

for a certain block. The voting can take several rounds and the final result is everyone agrees

on either a given block or no block at all. BFT protocols are often based on different as-

sumptions on the synchrony of the network. Tendermint [53] is a modification of the classic

consensus protocol Dwork-Lynch-Stockmeyer (DLS) [34] that assumes a partial synchrony of

the network. Aiming specifically at preventing forks, Algorand [42] designed a sortition algo-

rithm to randomly select a set of user/nodes to propose a block and a Byzantine agreement

protocol to vote on a final specific block. Ouborous [50] is a provably secure PoS protocol

that is proposed at around the same time as Algorand. It implements a secure multiparty

coin-flipping protocol to elect a leader that can create a new block. Both Algorand and

Ouborous are under the assumption that the network is synchronous. On the other hand,

Honey Badger [62] proposes a BFT protocol for asynchronous network that can be applied

to cryptocurrencies. However, it involves a fixed set of servers at bootstrapping, making the
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system no longer decentralized. It is noteworthy that at the time this dissertation is written,

PoS-based blockchains have not been widely adopted yet. While Ethereum is planning to

switch to a PoS consensus protocol, the blockchain implementation for most of the discussed

protocols (except Tendermint) are still in an early stage of development and there has not

been an official release yet.

Privacy-preserving blockchains

Bitcoin is built on UTXO (Unspent Transaction Output) model. A UTXO specifies an

amount to be sent to a Bitcoin address. A transaction refers to one or multiple UTXOs from

previous transactions as inputs and creates new UTXOs, allowing anyone to track the money

flow from a specific address as all of the transactions are visible on the blockchain. There are

several cryptocurrency projects that aim to solve the privacy problem. Two representatives

are Monero [67] and Zcash [78] with two different approaches.

Monero hides the input(s) of a transaction by mixing it with several unrelated UTXOs

from other transactions and produces a ring signature that proves the validity of the hidden

input(s). The identity of the receiver and the transferred amount are also hidden using

Elliptic Curve Cryptography and commitment scheme. The level of anonymity of Monero

depends on the size of the mixed ring.

On the other hand, Zcash provides complete anonymity with zkSnarks - a variance of

zero-knowledge proof. However, the computation of the proof is quite expensive and can

take up to minutes.

In terms of smart contracts, there are two main approaches to solve the lack of con-

fidentiality and privacy: i) using cryptographic techniques such as zero-knowledge proofs,

secure multi-party computation [52, 90]; ii) using trusted execution environments (TEE)

such as Intel SGX [22, 28]. Like Zcash, while the use of cryptographic techniques can pro-

vide more privacy and confidentiality, it requires intensive computation. On the other hand,

the latter approach using TEE requires special hardware and trust on an attestation service
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(which is Intel in the case of SGX). Following none of these two approaches, Arbitrum [49]

is a platform for scalable and private smart contracts that only publishes hashes of contract

states on the blockchain. Although Arbitrum is shown to significantly reduce the on-chain

computation cost compared to Ethereum, its performance on a real blockchain network was

not evaluated. In addition, how Arbitrum performs on low-power devices is also not clear.

Non-blockchain cryptocurrencies

IOTA [75] and Byteball [30] are two emerging cryptocurrencies that use directed acyclic

graph (DAG) instead of blockchain as the data structure. In both systems, if a node wants

to send a transaction, it has to validate/confirm and create a reference to 2 or more other

transactions, thus a directed acyclic graph is formed instead of a chain.

IOTA is designed specifically for IoT, with the goal to create a machine-to-machine

payment system without mining and transaction fees. IOTA achieves consensus by a Monte-

Carlo Markov Chain algorithm to select transactions for reference. It is not mentioned in

the whitepaper but IOTA currently implements a coordinator to prevent the so-called 33%

attack, which is controversial as a the network becomes centralized.

Byteball detects double-spend by setting up a total order among transactions through

a main chain. Consensus on the main chain relies on a set of witnesses who are well-known

and have good reputation. Although witnesses can be changed by users, this still involves

certain centralization.

2.2.3 Non-cryptocurrency blockchains

Business ledgers

All cryptocurrencies that have been mentioned so far are all operated on public

blockchains/ledgers, which means nodes are free to join and leave. On the other hand,

private/permissioned blockchains require nodes to be identified or register before joining the

network. Therefore, they get more attention from business and financial organizations. Since
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the number of nodes is much smaller than in public blockchains, permissioned blockchains

often use BFT protocols. Hyperledger 1 is an open-source distributed ledger framework cre-

ated by the Linux Foundation with the goal of supporting business transactions for various

organizations, including banks, stock exchanges, manufacturers, etc. Under the Hyperledger

umbrella project is Hyperledger Fabric 2, a modular permissioned blockchain developed by

IBM. The Fabric supports smart contracts and pluggable consensus protocols, including a

variant of PBFT protocol [27].

Corda is a non-blockchain decentralized database designed for semi-private networks [9].

In Corda, there is no global ledger but each party stores transactions that are only relevant

to them. Corda differentiates two types of consensus: validity consensus in which involved

parties in a transaction are responsible for the validity of the transaction and uniqueness

consensus, which resolves the double-spend problem using a notary network service. Notaries

are in charge of transaction ordering and provide finality by approving transactions submitted

to them. Like Hyperledger, consensus between notaries does not follow a specific algorithm

but is pluggable.

Other blockchain-based applications

Namecoin 3 is a cryptocurrency that provides decentralized DNS and identities. It is a

name/value system that allow users to update and register domain names by paying a fee

in Namecoin currency. Inspired by Namecoin, Certcoin [39] is designed as a decentralized

public key infrastructure (PKI) with the goal to remove Certificate Authorities (CAs) in the

existing PKI. Both Namecoin and Certcoin are built on top of Bitcoin, therefore inherit all

Bitcoin’s properties, including the blockchain structure and proof of work.

Enigma [90] is a decentralized computation platform with privacy that supports data

sharing. In Enigma, data is not stored on blockchain but remains locally at client-side

and is managed by an off-chain distributed hash table. The blockchain instead only stores

1https://www.hyperledger.org
2https://github.com/hyperledger/fabric
3https://namecoin.org/
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data references and access control policies. Enigma supports privacy through a multiparty

computation model, enabling secure computation over data without revealing raw data to

any party. Since there is no cryptocurrency in Enigma, the incentives are provided based on

security deposits or fees.

MedRec [17] is an electronic health record system that is built based on the idea of

Enigma. MedRec allows patients to access their medical information as well as to share

their records with different providers. The patient-provider relationships are managed via

Ethereum smart contracts, which define data pointers and access permissions associated with

the records held by providers and allow patients to locate their data. MedRec incentivizes

medical researchers and health care stakeholders to participate in mining by introducing a

bounty query that can return anonymized medical data as a mining reward to the miners.

2.3 Blockchain and IoT

IBM introduced a blockchain-based architecture called ADEPT (Autonomous Decen-

tralized Peer-to-Peer Telemetry) [24], in which various types of IoT transactions can be

conducted on a universal ledger, including device registration, user authentication and con-

tracts between devices. They categorize IoT devices to 3 groups based on their capabilities:

light peers which are low-powered and can only perform minimal transactions, standard

peers which are more capable to meet blockchain requirements and peer exchanges which

are high-end computers owned by organizations and companies [84].

Access control is one of the research domains for blockchain applications in IoT environ-

ments that heavily uses the data immutability feature of blockchains. Focusing on an initial

stage when new devices are transferred from manufacturers to owners, Hardjono et al. in-

troduce ChainAnchor [45], a privacy-preserving architecture for IoT device commissioning.

Using the zero-knowledge proof scheme Enhanced Privacy ID (EPID) [23], ChainAnchor

supports anonymous registration of devices without relying on a trusted third party and

leverages a permissioned blockchain for record keeping.
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Dorri et al. [32] propose a lightweight blockchain-based architecture for IoT data sharing

in smart home environments where a private ledger for access control policies is maintained

locally by a smart home manager (SHM) while transactions are stored on a public blockchain

formed by multiple SHMs and higher-resource devices. To avoid PoW, the authors use a

distributed trust protocol for consensus. The lack of incentives and analysis, however, does

not guarantee that every party will follow the protocol and behave honestly.

In terms of access control, FairAccess [70] is a blockchain-based access control framework

that allows the transfer of access tokens via transactions. However, FairAccess did not

address the privacy problem. In order for the network to validate a token, FairAccess requires

the access control policy to be included in the token transaction. Since the blockchain is

public, the policy can reveal much information about the device and its users, i.e. the type

of the device and the type of access. In addition, since the device itself is not capable to

store the entire blockchain, it must acquire the data from a trusted node, which means there

still needs some kind of centralized authority in the network.

WAVE [15] is a decentralized authorization system to manage permissions to IoT re-

sources. WAVE supports non-interactive delegation with fine-grained access control policies

using smart contracts. While privacy is not the focus, WAVE is still able to protect sensitive

user information in the permissions using identity-based encryption. However, WAVE uses

Raspberry Pi, which has sufficient computation power to run as a blockchain node, in their

proof-of-concept. As a result, less powerful devices must still require some trusted gateways

to interact with the blockchain network.

ControlChain [72] is a blockchain-based architecture for access authorizations to IoT

resources. It supports relationship establishment between users and devices as well as rule

and context definition. According to the authors, the resource-limited IoT devices can receive

updates from ControlChain and blockchains in general with the support of other devices with

the same owner, which means some trusted nodes are still needed. In addition, there is also

no evaluation on real IoT devices. In [33], Dukkipati et al. propose a framework that applies
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the attribute-based access control model to blockchain. The framework is validated using a

use case in smart cities. However, the authors did not address how the IoT devices can be

brought to the scenario.

Focusing more on the commercial side, Slock.it [3] provides a blockchain platform that

allows users to rent, sell and share their assets using smart contracts. Access to the assets

can be granted if certain rules are satisfied (e.g. the renter makes a payment). To support

low-power IoT devices, Slock.it introduces a network of nodes called INCUBED that sends

signed block hashes to the IoT devices. The nodes are incentivized by making a deposit

which they can lose if they are found to cheat by other nodes.

2.3.1 Issues with IoT access control blockchains

Privacy

In public blockchains, all of the blockchain data is visible to everyone. On the other

hand, access control information is critical and should not be exposed. Although identities in

blockchains are often pseudonyms, they are not anonymous. As a result, user activities can be

easily tracked. As discussed in section 2.2.2, solving privacy is already a challenge for regular

blockchains, which requires either complicated cryptographic techniques or special hardware.

Therefore, with resource-constrained IoT devices, the problem is even more challenging.

Limitation of IoT devices

Most of the mentioned blockchain platforms for IoT access control are based on the

same principle: the occurrence of a specific event/transaction on the blockchain needs to be

verified before access to an IoT devices can be granted. For example, for Slock.it, a user

can rent his/her house by creating a smart contract on a blockchain. By making a payment

through the smart contract, the renter can then receive a key/token that later can be used to

unlock the house. In this case, the smart lock needs to be able to recognize the transaction

between its owner and the renter on the blockchain in order to grant access to the renter.
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Figure 2.2: A use case where an owner transfers the key to his/her house to user A via a
smart contract. The door lock confirms the smart contract via a gateway that connects to
the blockchain network and grants access to the user accordingly.

The validation of blockchain data requires nodes to store the entire blockchain, whose

size may be a problem. To solve this, Bitcoin also provides Simplified Payment Verification

(SPV) [65], which allows nodes that do not have sufficient storage to store only block headers.

Although SPV works well for cryptocurrency nodes, it cannot be adapted to IoT devices

with very low memory, data storage and bandwidth. Currently in Bitcoin there are over

500 000 blocks with 80 bytes per block header. Ethereum has over 6 000 000 blocks with

508 bytes per block header 4. Hence, block headers require hundreds of megabytes. In

addition, although SPV nodes do not store the complete blockchain, they are still peers

that receive block headers from others. On the other hand, low-cost devices often have very

limited transmission rates and are not capable of maintaining connections and frequently

exchanging data with multiple peers. As a result, resource-constrained nodes have no choice

but rely on some more powerful nodes that can interact directly with the blockchain to

retrieve data. Figure 2.2 demonstrates the earlier use case of Slock.it where there is a smart

home manager that acts as a gateway to inform the smart lock about the contract between

4From https://blockchain.com and https://ethstats.net, as of Aug 2018
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the owner and renter.

2.4 Summary

In this chapter, we provide a comprehensive survey of state of the art of access control

and blockchain technology for IoT. While there have been various mechanisms for authenti-

cation and authorization, the key sharing, especially through a chain of delegation, is often

neglected, which can hinder user experiences. Additionally, since blockchain is an emerging

technology, its applications to IoT domains are still in an early stage. In particular, user

privacy and the role of IoT devices in blockchains are still open problems that need to be

explore.
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Chapter 3

Access Control with Delegation for

Smart Home Applications

3.1 Introduction

Motivated by the secnario in Chapter 1, we identify the importance of having flexible

access control in smart home environments so that users can create/transfer their permissions

in a convenient way. As discussed in section 2.1, traditional access control models such

as role-based access control (RBAC) and attribute-based access control (ABAC) are not

suitable for IoT. In role-based access control (RBAC), users are assigned to certain roles

with different access levels. However, since the behaviors of users can be very arbitrary, it is

difficult to define consistent roles that meet all of users’ autonomous demands and quickly

update policies to adapt with the frequent changes of permissions [44]. In attribute-based

access control (ABAC), access is granted to users if they hold a certain set of attributes.

For example, in a health database, a boolean expression (Doctor ∨ Nurse) ∧ Psychology

defines a policy that a medical record may only accessible to a doctor or a nurse in Psychology

department. Although ABAC is more flexible than RBAC in terms of defining access control

policies, the attributes are also pre-defined and applied to a group of users rather than an

individual, which is a common case in smart home environments.

In capability-based access control (CBAC), a capability token with certain access to a
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device can be created by the device’s owner or an authorization server and then granted to

a user, therefore it can provide more flexibility than RBAC and ABAC. However for CBAC,

at each step of capability delegation, the parent capability should be included in the new

one to make sure the delegated access does not violate the permission hierarchy, therefore

as the delegation chain expands, not only the token becomes larger due to the piggyback

information, but the number of issuer identities that needs to be verified also increases. This

results in high overhead at the device, in terms of both communication and computation.

In this chapter, we design a lightweight delegation mechanism using Bloom filters. A

user can easily delegate a permission to another user by adding the corresponding operation

to his current Bloom filter as long as the operation satisfies the permission hierarchy of

the system. By leveraging the property that items can only be inserted but are difficult to

remove from the Bloom filter, we can create a trusted chain within a small packet that a

server can easily verify without complicated cryptographic algorithms. Although the Bloom

filter has a false positive rate, by setting appropriate parameters, we show that a sufficient

security level can be achieved.

3.1.1 Chapter organization

The chapter is organized as follows. Section 3.2 discusses the use of Bloom filters as

permissions and limitations of previous work. Section 3.3 presents the details of our protocol

for smart home environments. A security analysis is provided in section 3.4. Section 3.5

presents the performance evaluation. A discussion of the protocol is presented in section 3.6.

Section 3.7 concludes the chapter.

3.2 Bloom Filter As Delegable Permission

A Bloom filter [21] is a compact probabilistic data structure that can check for mem-

bership of a given item. It is represented by a bit array of length m which is initialized to all

zeros. An item can be added to the filter by setting k bits, whose positions are generated by
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passing the item to k hash functions. A Bloom filter can tell that a given item is definitely

not in the set if any of its corresponding k bits is 0. On the other hand, if all of these bits

are 1, the item may or may not belong to the set with a false positive rate.

Foley et al. [37] introduces an approach to implement permissions as Bloom filters. A

Bloom filter format of a permission x is a filter consisting of all permissions equal or higher

than x. By keeping the root permission as a secret, it is easy to create subsequent permissions

but difficult to obtain a higher permission. A permission x is considered to be dominated

by permission y, which denoted as x ≤ y if permission for y also implies permission for x.

For example, the Vera lock system supports users the ability to control, monitor (i.e. ac-

cess logs), configure the lock and receive notifications in the form of 3 roles: administrator,

guest and notification-only [13]. While an administrator/owner has full control of the sys-

tem, a guest may not be allowed to change its configuration. A notification-only user (e.g.

a security staff) cannot access the lock but is able to receive notifications such as events

or alarms. By this role set up, a permission lattice P = {root, control,monitor, notify}

can be created as in Figure 3.1 1, where each permission can be represented by a string or

some bit value. Since root is the highest permission, all values except root can be made

public while root is kept as a secret between the owner and the lock. Let dpe denote

the set of all permissions higher or equal to p, i.e. dpe = {x|x ≥ p} and B(X) denote

the Bloom filter to which items from X are added. Suppose Carol rents Bob’s apartment

and is given permission to control the door lock, the Bloom format of her permission will

be B(dcontrole) = BF ({root, control}). If she wants her father John to be able to re-

ceive notifications from the lock, she can create a notification-only permission by adding

monitor, notify and delegate B(dnotifye) = BF ({root, control,monitor, notify}) to John

without knowing root. When John requests for notification, he must present his permission

to the lock, which then verifies if all values root, control, monitor, notify are presented in

the permission. It should be noted that the presence of root, control, monitor, does not

1Here we assume control and monitor are independent permissions. The policies to create a permission
lattice depends on manufacturers.
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name: notify
key: ae18. . .

name: monitor
key: 2d67. . .

name: control
key: 13cb. . .

name: root
key: 0511. . .

Figure 3.1: Example of a permission lattice of a smart lock

mean John has those permissions; instead it implies that his notification permission was

granted by a legitimate user who has authorization to delegate such permission.

root control

1 0 0 1 0 0 1 0 1 0 0 0 0 1 0 0B(dcontrole)

monitor notify

1 0 1 1 0 1 1 0 1 0 0 1 1 0 1 0B(dnotifye)

Figure 3.2: Example of how to create ’notify’ permission from ’control’ permission

The above takes advantage of the non-reversibility property of BFs: items can be added

but cannot be removed from the filter as they may share the same bits. Fig. 3.2 describes

Carol’s B(dcontrole) and John’s B(dnotifye) using a 12-bit BF. John can try to remove

notify from his filter to obtain B(dcontrole). However, since root and notify share the

same bit at position 4, removing notify by setting all of its bits back to 0 will also invalidate

root. Since root is unknown, John cannot know which bits should be retained, thus fails to

get the permission. Similarly, Carol is not able to remove control as well since it overlaps

with root at bit 6. The above takes advantage of the non-reversibility property of Bloom

filters: items can be added but cannot be removed from the filter as they may share the same

bits. Therefore it is difficult to forge a higher privilege from a current Bloom permission.

For example, Figure 3.2 demonstrates Bloom permission B(dcontrole) and B(dnotifye) using
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16-bit Bloom filter where each item is set by 3 bits. Suppose a malicious user who is given

B(dnotifye) and wants to obtain B(dcontrole), he can do that by removing notify from

his filter. However, as seen in the figure, root and notify share the same bit at position

9, therefore removing notify by setting its corresponding bits back to 0 will also invalidate

root. Since root is unknown, the attacker cannot know which bits should be retained, thus

fails to get the permission. Similarly, if one is given the (dcontrole), he/she is not able to

remove control as well since it overlaps with root at bit 4.

The probability that there is at least one overlapping bit in a Bloom filter is

Pr{overlap} = 1− Pr{nonoverlap} = 1− m!

(m− nk)!mnk
(3.1)

where m is the length of the filter, n is the number of items in the filter and k is the number

of bits used to index an item to the filter.

Although the authors of [37] claim that a high probability of overlapping can be achieved

with appropriate m, n, k, in practice it is not enough to secure the filter. Figure 3.3 shows

the probability of overlapping when there are 2 items (n = 2) with m = {512, 1024} and

k = {1, 2, . . . , 50}. With a 1024-bit filter, k should be at least 45 to have a sufficient

probability of overlapping. However, even if there is overlapping, guessing the overlapping

bits is still not difficult. If k is known, one can easily guess the number of overlapping bits.

Moreover, since there are only 2 items, it is highly likely that only 1-2 bits overlap, resulting

in only around 1000 possible cases. To make it difficult enough, the ratio of bits that are set

should be at least 15-20%. However, too big k will fill up the filter quickly and thus prevent

scalability. We propose a solution to this problem in the next section.

To solve the above problem, we extend [37] by generating all of the items’ values dy-

namically for each delegation so that the same item i will be inserted using two different

sets of bits in two different Bloom permissions, depending on the permission information

such as user ID, permission name, etc. As a result, any attempt to remove an item will not

be successful since a valid permission would use a different set of bits than the one resulted
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from the removal. We provide more details in the following section.

0 5 10 15 20 25 30 35 40 45 50

k

0.0

0.2

0.4

0.6

0.8

1.0

P
ro

ba
bi

lit
y

of
ov

er
la

pp
in

g

m = 512

m = 1024

Figure 3.3: Probability of overlapping with 512 and 1024-bit Bloom filters containing 2 items

3.3 Delegable permissions

3.3.1 Preliminaries

We consider 4 entities in our domain:

• Owner: can own multiple resource devices and have the highest authorization to those

devices.

• Resource device: a device that provides certain service to users with valid permissions.

It has a built-in permission lattice to represent the access control policy. Each node in

the lattice is defined by a pair {name, key} (example in Figure 3.1) whose key is kept

secret between the owner and the device. This is different from the original Bloom

permission in [37] where only the value of the highest permission is secret.

• Normal user: who is not the owner and can obtain an access right to a resource from

an owner or an authorized user. If the permission is given by an authorized user, it
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needs to be activated at the device before usage.

• Authorized user: is given authorization (by the owner or another authorized user)

to issue lower permission than his/her own permission to another user. In order to

request a certain access to a resource, a user needs to present a valid certificate. The

certificate can be issued by an owner or an authorized user, however in the latter case,

the requested access level cannot be higher than what the authorized user is holding.

Owner Authorized userAuthorized user Normal userNormal user Lock

Figure 3.4: Delegation procedure

3.3.2 Overview of the delegation

Our scheme involves 5 procedures:

• Bp ← PermGen(p, id, t) : to issue to user id a BF permission Bp that expires at time t.

• Bdelp ← DelPermGen(p, id, t): to issue to user id a delegation permission Bdelp that expires

at time t. Users can use Bdelp to issue authorization certificate Bauthq where q < p.

• {0 or Bq} ← Activate(Bauth
q ): to check an authorization certificate Bauthq and return

BF permission Bq if the certificate is valid, otherwise return 0.

• {0 or 1} ← Verify(Bp): to check a BF permission Bp and return 1 if the permission

is valid and grant access accordingly, otherwise return 0.

• K ← KeyDerive(B, salt): to derive a key K from a BF permission B. Here the BF

permission is used as master key or key material to generate a one-time session key K

for secure message exchange between the user and device.

32



• Enc(K|m) and Dec(K|c): symmetric encryption and decryption algorithms using key

K.

The reason not to use BF permissions directly as access tokens but for encryption keys is

three-fold. First, a BF permission should not be presented to the device in plain text to

avoid replay attacks. Second, an attacker may create a filter with many 1s to increase the

probability of matching. However, by using symmetric keys, the device regenerates the BF

permissions by themselves, which means there will be no redundant 1s, hence that kind of

attack can be avoided. Lastly, an access request is often associated with certain data. For

example, in a request to lock/unlock a door or change the AC temperature, the lock action

and the temperature are sensitive data that may expose user privacy. Therefore, using BF

permissions as keys both helps to avoid revealing the permission as well as protect user data.

Table 3.1 provides notations used in our scheme.

Table 3.1: Notations and definitions

(P,≤) a permission lattice

dpe set of all permissions higher than or equal to p
i.e. dpe = {x ∈ P |x ≥ p}

bpc set of p’s successor permissions, i.e. permissions
lower than p, i.e. bpc = {x ∈ P |x < p}

B(X) Bloom filter to which items from set X are added

Bp BF permission that allows any access lower than
or equal to p, i.e. Bp = BF (dpe)

Bdelp BF delegation permission that is used to create

permissions lower than p

Bauthp BF authorization certificate for permission p

Kauth
p authorization key derived from Bauthp

3.3.3 Bloom filter index

To distinguish BF permissions of different users, we define a public value PID =

{perm name, userid, exp time} that serves as a unique identifier of a permission. For exam-
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ple, {control, Alice, 191231} identifies Alice’s control permission, which expires on Dec 31,

2019.

To insert a permission to a BF, we apply the secure index mechanism [43]. Given a

pseudo-random function f , the insertion of permission p to BF permission B with id PID

works as follows:

1. Compute x = f(p.name, p.key)

2. Compute y = f(PID, x)

3. Divide y to k chunks {y1, . . . , yk}, each of which serves as an index to the Bloom filter.

The permission generation is described by the procedure PermGen in Algorithm 1.

Algorithm 1 Bloom permission generation

1: function PermGen(p, id, t)
2: PID ← p.name||id||t
3: Bp ← ∅
4: for each x in dpe do
5: y ← f(PID, f(x.name, x.key))
6: Insert x to Bp using y
7: end forreturn Bp
8: end function
9: function DelPermGen(p, id, t)

10: PID ← p.name||id||t
11: m← f(PID, p.key)
12: Bdelp ← ∅
13: for each x in dpe do
14: x′ ← x
15: x′.key ← f(m,x.key)
16: y′ ← f(PID, f(x′.name, x′.key))
17: Insert x′ to Bdelp using y′

18: end for
19: bp′c ← ∅
20: for each x in bpc do
21: x′ ← x
22: x′.key ← f(m,x.key)
23: bp′c ← bp′c ∪ {x′}
24: end forreturn Bdelp , bp′c
25: end function
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3.3.4 Protocol Details

Permission delegation

Figure 3.5 depicts our delegation protocol. In the first delegation from the owner,

Alice is transferred permission a in the form of Bloom filter Ba. If Alice is authorized for

delegation, she is given another Bloom filter called delegation permission Bdela , by which she

can delegate parts of her rights by inserting lower permissions than a to it. The generation

of delegation permission, described by the procedure DelPermGen in Algorithm 1, is identical

to the normal Bloom permission, except that it works on a new set of permission values,

which are derived from the original ones by hashing them with the permission ID. The set of

successor permissions of a but with the new derived values is then transferred to Alice. Hence,

given Bdela and ba′c, Alice can create a sub permission, e.g. b < a, by adding corresponding

items to Bdela . Since this new Bloom filter is created by Alice who is an authorized user,

we call it an authorization permission and denote it as Bauth
b to distinguish it with the

delegation permission Bdela which is created by the owner.

It is noteworthy that any delegation with the same permission b from Alice will result

in the same authorization permission Bauthb , therefore to make each delegation unique, Alice

chooses a random secret x and computes an authorization key Kauth
b that is derived from

x and Bauth
b , i.e. Kauth

b = f(Bauthb , x). In the second delegation to Bob whose ID is idB,

Alice generates an authorization certificate cert by encrypting the new Bloom permission

ID associated with Bob, i.e. {b, idB, tB} together with the value x and sends the certificate

together with key Kauth
b to Bob. The use of both certificate and authorization key is two-

fold. The encryption of Bob’s permission ID by Alice’s key prevents Bob from altering the

information. On the other hand, sending the certificate alone is vulnerable to replay attack,

when any malicious party who is able to overhear the message can just resend it to obtain

Bob’s permission. Bob’s authorization permission serves as a temporary session key that is

only known to Bob, thus can prevent the attack.
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Owner Alice Bob

To delegate a, expiring at tA:

Ba ← PermGen(a, idA, tA)
Ba−−−−−−−−→ Save Ba

If is authorized(idA):

{Bdela , ba′c} ← DelPermGen(a, idA, tA)
Bdela ,ba′c−−−−−−−−→ Save Bdela , ba′c

To delegate b, expiring at tB:
Bauthb ← Bdela ∪ B(db′e − da′e)
Choose xb ∈ {0, 1}∗
Kauth
b ← KeyDerive(Bauthb , xb)

Choose xa ∈ {0, 1}∗
Ka ← KeyDerive(Ba, xa)

certAB ← Enc(Ka|{b, idB, tB, x})
Kauth

b ,cert,xa−−−−−−−−→ Save Kauth
b , certAB, xa

Figure 3.5: Permission delegation



Bob Device
idB,K

auth
b , certAB, xa

PIDA ← a||idA||tA
PIDA,cert−−−−−−−−→{a, idA, tA} ← parse(PIDA)

Ba ← PermGen(a, idA, tA)
Ka ← KeyDerive(Ba, xa)
{b, idB, tB, xb} ← Dec(Ka|certAB)
Bauthb ← DelPermGen(b, idA, tA)
Kauth
b ← KeyDerive(Bauthb , xb)
Bb ← PermGen(b, idB, tB)

{Bb} ← Dec(Kauth
b |m1)

m1←−−−−−−−−m1 ← Enc(Kauth
b |Bb)

Figure 3.6: Permission activation

Activation protocol

Figure 3.6 depicts the activation protocol, which involves the normal user and the device.

To activate permission b given by Alice, Bob first sends his authorization certificate from

Alice certAlice→Bob and Alice’s corresponding permission information perm idA. The device

hence can compute Alice’s permission Ba, decrypt the certificate to get all information needed

to compute the authorization key Kauth
b and Bob’s permission Bp, which is then sent back

in encrypted form by Kauth
b .

Verification protocol

As the activation protocol, verification also involves secure message exchange using

the Bloom permission as an encryption key. To request a service under permission b, Bob

encrypts the request data (for example, open/close door or set AC temperature to to X)

and sends it with his public permission information, based on which the device computes

the corresponding key Bb to decrypt the message. If the permission is valid, the device

executes the request and sends back the encrypted response to Bob. Both parties can also

use challenges for mutual authentication as in the activation protocol as well. The protocol

is depicted in Figure 3.7.
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Bob Device
idB,Bb

Choose x ∈ {0, 1}∗
Kb ← KeyDerive(Bb, x)
m1 ← Enc(Kb|reqData)

PIDB ← b||idB||tB
PIDB ,m1,x−−−−−−−−→{b, idB, tB} ← parse(PIDB)

Bb ← PermGen(b, idB, tB)
Kb ← KeyDerive(Bb, x)
reqData← Dec(Kb|m1)
If idB /∈ REVLIST and tB ≥ time()
res data← Exec(reqData)

res data← Dec(Kb|m2)
m2←−−−−−−−−m2 ← Enc(Kb|resData)

Figure 3.7: Permission verification

3.4 Security Analysis

Our analysis is under an assumption that the exchange of Bloom permission between

users is secure, i.e. no malicious entity can overhear or steal the permissions. This is a

reasonable assumption as the exchange is carried out on users’ smart phones or PCs, which

are capable for secure exchange.

Since Bloom permissions are used as symmetric encryption key, the security of our

scheme depends on the difficulty of forging such keys. As stated in section III, there are

2 possible attacks that are analyzed in [37] to infer a higher permission from 1 or more

permissions: (1) removal attack where the attacker tries to remove items from the Bloom

filter and (2) aggregation attack by computing the intersection between 2 or more filters.

The removal attack doesn’t work in our scheme since each item is hashed with the Bloom

permission id that contains the lowest permission. For example, given a Bloom permission

Bb, an attacker wants to remove b to obtain Ba where a > b. However in Bb, permission a

is associated with b.name while in a valid Ba it will be associated with the name of itself.

Therefore any attempt of removal will result in a meaningless Bloom filter as it is no longer

match with the attacker’s desired condition. Likewise, aggregation or collusion between users
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would not work either and as a result, the only possibility left is to do an exhaustive search

to find the filter.

The difficulty of the search depends on 3 parameters of the Bloom filter: the filter size

m, the number of items n and the codeword length k. Since the bits are generated from

pseudo random functions, we assume that they are under a uniform distribution. After

inserting n items using k bits per item, the probability that a bit bi, i = 1 . . .m is still 0 is

P (bi = 0) =

(
1− 1

m

)kn
(3.2)

Therefore the false positive rate of Bloom filter is

fpr =

[
1−

(
1− 1

m

)kn]k
≈ (1− ekn/m)

k
(3.3)

In addition, the average number of bits that is set to 1 after n insertions is

s = m× P (bi = 1) = m

[
1−

(
1− 1

m

)kn]
(3.4)

hence the search space to find a Bloom permission is S =
(
m
s

)
.

Equation (3.3) shows that as the delegation chain expands, the false positive will increase

since more items will be added to the filter. Therefore, given a fixed m, we want to find

a value of k that can provide large enough search space when n is small while still keep a

reasonable false positive rate when n is large. We choose 2 as the lower bound of n since

root is always present in any BF permission2. For the upper bound that basically is the

total number of nodes in the permission lattice, we choose 20 by intuition as we believe an

IoT device would not have more than 20 different types of permissions. Table 3.2 shows

fpr and search space S and with 3 sizes of the BF and different values of k. While fpr

is monotonically increasing, S will start to decrease when s exceeds dm
2
e. If we take the

difficulty of finding a 128-bit key (whose search space is 3.4× 1038) as the minimum security

2Since only the owner holds secret keys, it is unnecessary for them to use BF permission consisting of
only root to control their devices, thus we omit the case when n = 1.

39



threshold, then according to the table, except for m = 256 when S drops to 3.15× 1030 with

n = 20, k in the range of [16, 32] can provide both good false positive rate and search space.

The fpr is the probability that an item is recognized despite not being in the set.

Thus, it implies the probability that a user can successfully claim his given permission to

be another one that he is not granted. It should be noted that the calculated false positive

rate by eq. (3.3) is only for 1 item, while a valid BF permission requires all items to be

recognized without any redundant bit. To claim a false BF permission, not only the lowest

but all n items should be false positives since every item is associated with the lowest one

when the permission is generated. Thus, for a BF permission containing n items to be falsely

accepted, the actual probability is fprn, which exponentially increases to be negligible as n

increases.

Table 3.2: Search space and false positive rate

BF size (m) #bits per item (k) S with n=2 fpr with n=20

256
5 2.79× 1017 0.00353568
10 2.37× 1028 0.00219446
15 1.91× 1037 0.0038438

512
5 3.12× 1020 1.76× 10−04

10 4.32× 1035 1.25× 10−05

15 1.87× 1047 5.04× 10−06

1024
5 3.34× 1023 6.97× 10−06

10 5.48× 1041 3.09× 10−08

15 5.00× 1057 1.18× 10−09

A Bloom permission with 512 bits or more may not be suitable to be used directly as

an encryption key (for example, AES only support 256-bit key at maximum). In this case,

a more compact form such as a hash of the permission with salts can be used instead, with

the raw permission being included in the message.
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3.5 Implementation

We implement the protocol on an Arduino MKR1000 board that runs as a smart device

and a Java client that runs on a Dell laptop. The Arduino board has a 32-bit low power

ARM microcontroller, 256 KB of flash and 32 KB of SRAM. The key size and Bloom filter

size are both 256 bits. We choose HMAC-SHA256 as the pseudo random function f and

AES-256 with CBC mode as the encryption algorithm. Each item is inserted using 32 bits

of indices. The messages are wrapped in a JSON object for human-readability. We run the

protocol over TCP but it can be run over an IoT RESTful protocol, for example CoAP.

The permission lattice is implemented as a directed acyclic graph using adjacency list.

In our first test, the Arduino simulates a door lock with the permission lattice shown in

Figure 3.1, which has 4 nodes in total. The whole program takes 45 KB of flash. Figure 3.8

and 3.9 are the examples of an activation request and an access request in JSON format.

Table 3.3 shows the processing time of control and notify permissions under the two types

of requests. Compared to other schemes such as [80] and [66], our results are significantly

smaller. While [80] is capability-based and [66] is attribute-based, they both rely on Elliptic

Curve Cryptography with point multiplication as the base operation. Using the ArduinoLibs

3 library, we found that a point multiplication takes 700 ms on our hardware. On the other

hand, our scheme can take less than 100 ms.

To test for scalability, we also implement a simple lattice with 20 nodes and measure the

processing time with different number of nodes added to the filter. The average processing

time is given in Table 3.3b. Though the activation process has to perform more operations

than the access request, it still takes less than 200 ms even with a large number of items

present in the filter.

3https://rweather.github.io/arduinolibs/crypto.html
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{

"type": "access",

"userid": "Alice",

"perm_name": "control",

"expiry": 20180430,

"req_data": "tnJB7Pr4kpONg...",

"IV": "rxtOeJEQ2..."

}

Figure 3.8: JSON format of an access request

{

  "type": "activation",

  "userid": "Alice",

  "perm_name": "control", 

  "expiry": 20181231,

  "req_data": "Ehzx7cxR3+ZEDb...",

  "IV": "yeoS2V564j3..."

}

{

  "userid": "Bob",

  "perm_name": "notify", 

  "expiry": 20181130

}

Figure 3.9: JSON format of an activation request

Table 3.3: Processing time of request

(a) With the simulated smart lock

control notify
Access request 32 ms 38 ms
Activation request N/A a 68 ms

aSince control can only be given by the owner, there is no activation needed.

(b) With different number of items

n 10 12 14 16 18 20
Access 57 ms 62 ms 69 ms 73 ms 78 ms 83 ms
Activation 121 ms 135 ms 148 ms 161 ms 175 ms 188 ms

3.6 Discussion

In a certificate-based approach, a parent certificate must be piggybacked in every delega-

tion, hence a user needs to send a number of certificates to prove its authorization. However,
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in our approach, the size of a Bloom permission is always a constant despite the expansion

of the delegation chain. The scalability also supports flexible and fine-grained access control,

since users can add various operations to the filter, as long as they do not conflict or violate

the permission hierarchy. While the lattice may consume most of storage if the number of

nodes is large, all of the key values can be generated from a single seed to save space.

We do not have a user registration phase as user IDs are created by owners and autho-

rized users at each delegation. Since any permission delegated by a non-owner user has to

be activated first, a list of users can be managed by the owner by having the device upload

new user IDs to a smart home manager or a cloud server. Here we mainly focus on cases like

the scenario in Chapter 1, when Bob the owner is not present in his house, thus cannot (and

may not need to) anticipate who is going to use his devices since Dave can always bring in

his friends and guests. In such cases, it is more important to have control over what type of

operations can be performed on the devices, which is handled by Bloom permissions, rather

than the identities of users. On the other hand, Bob and authorized users like Dave can

observe new users via the user list.

Although our scheme is time-based revocation, i.e. the permission is automatically

revoked on the expiry date, an emergent revocation of a user can be done by adding the

user’s ID to a revocation list. The owner can also revoke a set of users by replacing the set

of keys of the permission lattice with new values. For example, if Bob sees that Dave has

violated their contract, he can reset the permission keys, thus invalidate Dave’s permission

as well as all of the delegated permissions.

Since the authorization chain is implied in the Bloom permission, the device does not

need to maintain or update any access control list except a revocation list. In case the

number of users is so big that the device is not capable to store such list, it can ask for a

policy enhancement point (PEP) in the network. Though a PEP seems to defeat our purpose

of decentralization, we believe it is necessary to have a centralized authority in a large-scale

domain such as an office building.
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The Bloom filter is also useful for secured device discovery. Sometimes a device may

want to expose itself only to users who have permissions. In this case a new user can use his

delegated keys to discover all devices he has access to when he first joins the home network

by combining a few bits in each of his permissions to a single filter, then broadcasting it

for discovery. The discovery protocol can be similar to the Master Key [89] where users can

choose a number of bits they want to send. During the discovery, the user can be informed

with device information such as ID and permission lattice.

3.7 Conclusion

We propose a lightweight distributed authorization protocol with support of delegation

chain for home environments. Certain access right to a smart device is transferred in form of a

Bloom filter with secured hashing to prevent the permission from being forged. By leveraging

the inability to remove items in the Bloom filter, a user cannot recreate a permission higher

that what he/she is holding, but still is able to transfer lower permissions. Our protocol does

not only require no access control list, but can also be implemented with little encryption, in

comparison to certificate-based approach, thus is suitable for resource-constrained devices.

In the next chapter, we explore the use of blockchains, which allow secure management

and cross-domain sharing of access capabilities, for wider applications that are not limited to

smart homes. We introduce CapChain, a privacy perserving blockchain-based access control

framework.
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Chapter 4

CapChain - A Privacy Preserving

Access Control Framework Based on

Blockchain for Pervasive

Environments

4.1 Introduction

With the growth of IoT devices, a user can hold keys/credentials to several devices in

different domains. In most cases, the distribution of those keys to sub-users is carried out

through a trusted server, which can be a potential single point of failure. On the other

hand, it is also inconvenient for users to have a separate account to store their keys for

each application they are using. Therefore, it is desirable to have a global framework that

supports reliable and flexible cross-domain key sharing.

With blockchain, a reliable access control list can be effectively created as data cannot

be modified or deleted once it is published. However, public blockchains also suffer from

a privacy problem since all can access data on the blockchains, which is not a favorable

situation for access control as the usage of devices should only be visible to users within

their private networks.

We propose CapChain - an access control framework based on blockchain that allows
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users to share and delegate their access rights easily to devices in public but still maintain

privacy. Our idea is to treat the access rights, which are called capabilities in CapChain, as

types of assets that can be transfered between users via transactions. We assume that every

IoT device in CapChain has one or several ultimate owners who have full control over the

device and are able to generate capabilities based on its own access control policies. The

capabilities then can be delegated to other users via transactions on a public blockchain

that serves as a public immutable access control list that records the capability delegation.

In order to grant access to a certain user, the device needs to verify the existence of the

relevant transaction in the blockchain. To protect privacy, we apply multiple techniques to

hide sensitive information that can only be visible to relevant users. Our delegation system

has the following characteristics:

• Each user’s capability has an expiry date for auto revocation. As a rule of delegation, a

receiver’s capability cannot expire later than the expiry date of the sender’s capability.

• Besides auto-expired capabilities, users can still track or revoke the whole chain of

delegation originated from themselves if necessary.

• Identities of sender and receiver as well as transaction information are protected.

• Users need only one single master account to receive capabilities from different domains.

With anonymous transactions, CapChain allows users to share their home devices with other

users as well as receive keys of other places such as their offices through a global network

without worrying about their private information being revealed to the public, thus enables

scalability to multiple domains and organizations.

4.1.1 Chapter organization

We present an overview of CapChain and a review of cryptographic techniques that

we adopt from existing cryptocurrency systems in section 4.2. The details of CapChain is
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provided in section 4.3. Section 4.4 discusses the performance of CapChain. Finally, the

chapter is concluded by section 4.5.

4.2 System overview

4.2.1 Capability

We define a capability (denoted by CAP) as a token that represents some access right to

an IoT device, and is encrypted by a secret key shared between the device and its owner. For

example, a user may have an “operate” capability to open/close a smart lock and another

“configure” capability to set up the lock. Capabilities can only be generated and published

to the blockchain by the device’s owner, then are transferred between users via transactions.

A capability can be considered an asset type/currency as in crypto-currency systems, so

the owner will have an infinite amount of each capability. On the other hand, capabilities

of normal users always have an expiry that cannot be later than the expiry of the sender’s

capability. Therefore, the expiration time can be treated similarly to the amount of currency.

In other words, if we ignore the context of capability, the fact that Alice, who is holding a

capability CAP that will be expired in 10 days, can only delegate the same capability that

expires in no more than 10 days, is the same as Alice has 10 USD, and thus can only transfer

10 USD at maximum.

4.2.2 Blockchain and capability transactions

The blockchain stores all of capability transactions. It serves as an access control list

that records the proof that a user is holding a certain capability and when it will be expired.

There are 3 types of transactions:

• txpublish

• txdelegate

• txconfirm
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New capabilities are published to CapChain via txpublish. To delegate capabilities, users need

to post a txdelegate. Just like a Bitcoin transaction, txdelegate also consists of input (aka the

source capability) and output (aka the destination). txpublish can be considered as a special

txdelegate but without the input. In a txdelegate transaction, users has to specify a new expiry

date of the delegated capability. As a rule of delegation, the new date cannot be later than

the old one from the input capability. To prevent arbitrary delegations without actual usage

of capabilities, a txdelegate needs to be confirmed by the device or an authority (e.g. the

owner) before being used in a further delegation. The confirmation is posted via txconfirm.

Figure 4.4 depicts a chain of delegation, starting from Alice who is the owner of CAP1, then

to Bob and Carol.

4.2.3 Authorization workflow

We address 3 entities in the network:

• IoT devices that have low computation and low storage. Depending on the communi-

cation type, the device may or may not have direct access to the Internet. In the latter

case, it has to rely on a local proxy to look for transactions on the blockchain.

• Proxy: higher-resource devices, such as a PC at home or a server in office. Each domain

has at least 1 proxy that acts as an actual node on CapChain.

• Mobile devices such as smartphones or laptops that act as wallets to receive and transfer

capabilities.

To request for access, a user can prove his/her capability possession by signing the

corresponding transaction. The device then will inquire to the blockchain (either directly

or via local proxy) for the presence of the transaction and the capability and grant access

accordingly.
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(1) Alice publishes a CAP via tx #1
(2) Alice delegates CAP to Bob via tx #2
(3) Bob delegates CAP to Carol via tx #3
(4) Carol sends a request to the device, refers to tx #3
(5) The device queries CapChain for tx #3
(5') If tx #3 is not confirmed, the device sends a txconfirm

(6) The device responds to Carol

Indirect interaction

Figure 4.1: System overview

4.2.4 Transaction linkability

Unlike the current anonymous crypto-currency systems where there is no way for the

sender to trace where their sent money will be spent further, our users should be able

to control all of the delegations made by their successors and revoke them if necessary.

Therefore, we utilize transaction depth - the number of hops from the current transaction to

the root one made by the owner and design a simple hash chain so that given the current

transaction depth, users can easily find all of the subsequent transactions. Generally, if a

transaction is made anonymously, it is impossible to infer the depth of it. However, since we

now attach the depth as a field in the transaction, it should also be hidden from the public

network.

In summary, the following information should be obfuscated:

• The identities of the sender and receiver
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• The identity of the capability

• The expiry date of the capability

• The transaction depth

4.2.5 Privacy issues with cryptocurrency blockchains

A typical Bitcoin transaction has 2 components:

• Input: a reference to an output from a previous transaction.

• Output: an output specifies the receiver and the amount of money to be sent.

Txn #786...
Txn #26c...

Bob 3.0 BTC

Input

Txn #a50...

Output

Txn #23a...
Txn #8f9...

Alice 1.0 BTC

Input Output

Txn #786...

Txn #23a...
Txn #8f9...

Alice 1.0 BTC

Input Output

Txn #786...

Txn #5a4...
Txn #f32...

Alice 2.0 BTC

Input

Txn #26c...

Output

Txn #5a4...
Txn #f32...

Alice 2.0 BTC

Input

Txn #26c...

Output

X to Alice

Y to Alice

Alice to Bob

Figure 4.2: Alice sends to Bob 3 Bitcoins, whose inputs refers to two previous outputs.

In order for a transaction to be accepted by the network, it must satisfy the following:

1) the sender is the valid owner of the inputs; 2) all inputs are referred to valid, unspent

outputs; 3) all inputs must be consumed by the outputs, which means the total currency

value from the inputs and outputs must be equal. Figure 4.2 depicts a sample transaction

from Alice to Bob with an amount of 3.0 Bitcoins, in which the input consists of 2 previous

outputs destined to Alice, a 1.0 Bitcoin and a 2.0 Bitcoin. Later if Bob wants to spend

these 3 Bitcoins, he can make a transaction that refers to his output in Alice’s transaction.

In fact, Alice and Bob do not use their names but a pseudonym or so-called address that
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is derived from their public keys to receive bitcoins. However, if someone happens to know

the user’s identity associated with an address, they can link all transactions that are made

from/to this user.

In cryptocurrency systems, the privacy problem can be categorized to three main con-

cerns [4]:

• Privacy of identity: the identities of sender and receiver should not be revealed.

• Privacy of amount: the amount to be transferred should not be revealed.

• Privacy of history: the inputs used in a transaction should not be traced to the previous

transactions that created them as well as linked to future transactions.

For the privacy of amount, Maxwell et al. [57] developed “Confidential Transactions,” a

protocol based on Elliptic Curve Cryptography (ECC) for encrypting the input and output

amounts of a transaction in a way that still allows the network to validate that the transaction

balances. To tackle all of the three privacy issues, the cryptocurrency Monero 1 introduces

Ring Confidential Transactions (Ring CT) protocol [67], a combination of the Confidential

Transactions protocol [57] and ring signatures [40]. Monero allows a sender to mix his

transaction input with different inputs from others and creates a ring signature that can

prove that he knows the private key to one of the public keys in the ring. As a result, the

transaction is unlinkable and the amount can be hidden as well.

Since we adopt Monero’s Ring CT to CapChain, a brief overview of Ring CT is presented

as follows.

ECC terminology

• E: an elliptic curve in the form of y2 = x3 + ax+ b

• G: a generator (or base point) on E

1https://www.getmonero.org/
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• l: a prime order of the base point G

• H: a cryptographic hash function

• A pair (P, p) is a ECC public-private key pair if p ∈ [1, l − 1] and P is a point such

that P = p×G.

Ring Confidential Transactions

For Monero, the privacy of amount requires that the amounts in the inputs and out-

puts should not be presented in plain text but some encrypted forms while still allow the

network to check the balance (i.e.
∑
inputs =

∑
outputs). In other words, a homomorphic

encryption C is required to transform the amount values, such that C(a) +C(b) = C(a+ b).

In Ring CT, in order to hide an amount a, a transaction includes a Pedersen commitment

[71] to a, which is computed as follows :

C(a, x) = xG+ aH (4.1)

where x is a secret blinding factor and H is a point on E such that it is difficult to find the

discrete logarithm of H with respect to G (i.e. a value n such that H = nG). For simplicity,

suppose a transaction has 1 input amount a and 2 output amounts a1, a2, the commitments

to those input and outputs are:

Cin = xG+ aH

Cout,1 = x1G+ a1H

Cout,2 = x2G+ a2H

where x− x1 − x2 = z. If the balance condition is satisfied, i.e. a = a1 + a2 we will have

Cin −
∑

Cout,i = (x− x1 − x2)G+ (a− a1 − a2)H = zG (4.2)
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which is a commitment to 0 with secret key z and public key zG. Only the sender can know

z and sign for this commitment, therefore he can hide his identity by mixing his input with a

number of other inputs from the public blockchain to produce a ring signature that proves he

is indeed one of the members in the ring. The amount and blinding factor are also encrypted

and transfered to the recipient via an ECDH key exchange. To prevent double spending, the

signature also includes a key image I = pHp(P ) where Hp(P ) is a hash to point function, so

that any attempt to spend the input twice can be detected by the re-appearance of I in the

signature.

However, checking (1) is not safe enough to guarantee that the transaction is valid since

the equation still holds for negative values due to overflow. For example, from an input of

5 coins, two illegal outputs can be -3 and 8. In this case, the validation is still successful as

5 = −3+8, but 8 coins have been created out of nowhere. Confidential Transactions prevent

this by range proof - a proof that a committed value must be within a valid range without

disclosing the actual value. The idea of the proof is also based on ring signature. Readers

can refer to the original papers [57, 83, 67] for more details.

4.3 System details

4.3.1 Capability publication

At this phase the owner initializes all capabilities associated with his devices and sends

them to the blockchain via txpublish transaction. For scalability, an off-chain capability storage

similar to [90] can be used to store capabilities so that the blockchain only needs to maintain

a reference to each capability. Besides the reference, a capability is also mapped to a unique

point M on an elliptic curve. This point will serve as a capability ID that is used in all

delegation transaction.

It is required that the discrete log with respect to two capability points M1,M2 must

be difficult to find. Otherwise it would be possible to convert a capability to another. We
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compute the capability point M as follows:

M = H(CAP, s)G (4.3)

where s is a shared secret between the owner and the device. The owner can prove his/her

ownership by signing the transaction with the private key of M.

It is possible that a malicious user can flood the network with fake capabilities or

send those to other users. For the formal case, the publication can be restricted to only

valid devices by having manufacturers co-sign the transaction. ChainAnchor [45] provides

a mechanism for device commissioning that can be applied to this scenario. For the latter

case, if the transfer of the capability involves a payment, then the payment can be locked

until the receiver successfully activates the capability.

4.3.2 Transaction destinations

Our delegation involves 3 types of public keys:

• User’s primary address: each user joining the blockchain has a public key as his/her

primary address.

• Domain’s address: a public key V that represents a domain/organization. The cor-

responding private key v is known to both the local proxy and all devices within the

domain.

• One-time sub address: an address that is derived from primary address in order to

receive anonymous transactions. A transaction is destined to two addresses: the user

and the domain the contains the device.

Deterministic user’s sub address

Since it is desirable not to expose the recipient’s ID, the primary address shouldn’t be

used as the destination of the transaction. Unlike CryptoNote or Monero that use a one-time
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Shared secret s with device

Random r

S = sG + rB

R = rG

{cap_info, s(2)}rB

{B}s (used at device)

Dest: PB = H(sB)G

Tag: PV = H(rV)G + M
S’ = S – bR = S – rB

P’B = H(bS’)G

If (P’B = PB) decryptbR(cap_info)

Bob (B = bG)

S’ = S – bR = S – rB

P’B = H(bS’)G

If (P’B = PB) decryptbR(cap_info)

Bob (B = bG)

PV = H(vR)G + M
If (PV = P’V) collect(txn)

Proxy (V = vG)

PV = H(vR)G + M
If (PV = P’V) collect(txn)

Proxy (V = vG)

txn

Alice

Figure 4.3: Alice computes addresses and attaches necessary information to transaction txn.
{X}y denotes X is encrypted by key y, cap info is the capability information, including CAP
ID, expiry date, depth and blinding factors used in commitments.

unlinkable address that makes sure only the recipient can spend the money, we want to allow

the delegators to link all of the delegation originated from them. Therefore we derive the

recipient’s sub address in a deterministic way as follows.

We start with the root delegation from the owner Alice whose public key is A = aG to

user Bob whose public key is B = bG:

• Alice chooses a secret s, which is also shared with her device, and computes the sub

address PB for Bob using Bob’s primary address B: PB = H(sB)G. She also chooses

another random secret r and computes S = sG+ rB, R = rG.

• Alice encrypts all of the hidden values and blinding factors used in commitments us-

ing one-time shared secret with Bob rB = brG = bR and attaches the encrypted

information to the transaction, which is destined to PB.

• Bob scans every incoming transaction and computes S ′ = S − bR = S − rB, then

P ′B = H(bS ′)G. The transaction is destined to Bob if P ′B equals to PB.
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• Since PB is a one-time address, Alice encrypts Bob’s primary address B using the

secret s so that her device can use B for further verification.

Figure 4.3 demonstrates Alice’s computation of addresses and how Bob recognizes his

transactions.

If Alice wants to allow Bob to delegate the capability further, she will also encrypt a

value s(2) = H(s) and attach it to the transaction. Now Bob can derive a sub address for

Carol as PC = H(s(2)C)G.

In general, a user with public primary address X who receives a capability at depth d

will have the following sub address:

PX = H(s(d)X)G (4.4)

By computing recipient’s addresses using hash chain as above, Alice is not only able to

revoke Bob’s capability but also Carol and any further user. It is straightforward to revoke

Bob’s by announcing his sub address PB. In order to find Bob’s transaction destined to

Carol, recall that Bob has to provide his corresponding key image IB = pBHp(PB) in his

ring signature. As the private key pB is also known to Alice, she can easily compute IB

and look for the transaction that contains this key image and find Carol’s sub address PC .

Knowing Carol is at depth 2, Alice can decrypt her primary address C and compute the

private sub key pC , thus the revocation can be continued. Figure 4.4 demonstrates a chain

of delegation transactions starting from the owner Alice. It is crucial that Alice’s revocation

only works if Bob creates Carol’s sub address properly using the correct depth and primary

address. Although the confirmation process prevents Bob from lying about Carol’s primary

address, he can use a false depth. For example, instead of using s(2), Bob can raise it by

1 to s(3) and use it for Carol. Carol then tells the device that she is at depth 3 and since

the address is still generated from the same seed, the authentication is successful though

Alice can no longer trace back Carol unless she checks for every s(i). Therefore to force Bob

to use the appropriate depth, the depth value should be attached to the transaction as a
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Input

N/A

CAP ID: M
Exp: 20181231

Depth: 0
Dest: H(sA)G

Tag: H(rAV)G + M

Txn A (txpublish)

Output

N/A

CAP ID: M
Exp: 20181231

Depth: 0
Dest: H(sA)G

Tag: H(rAV)G + M

Txn A (txpublish)

Output

Txn A

CAP ID: M
Exp: 20181130

Depth: 1
Dest: H(s(2)B)G

Tag: H(rBV)G + M

Txn B (txdelegate)

Output

Txn B

CAP ID: M
Exp: 20181031

Depth: 2
Dest: H(s(3)A)G

Tag: H(rCV)G + M

Txn C (txdelegate)

OutputInput Input

Figure 4.4: An example of a delegation chain from Alice to Bob, then to Carol. Bolds are
hidden information.

commitment so that Bob cannot change it to other values. We present how to create such

commitment in section 4.3.3.

Domain’s sub address

Using the same random keypair (R, r) and the capability ID point M, Alice tags the

domain to her transaction by computing the domain’s sub address

PV = H(rV )G+M2 (4.5)

and attaches it with the transaction. The purpose of the domain’s address is two-fold. First,

similar to recipient Bob, the local proxy can recompute the sub address P ′V = H(vR)G+M =

PV so that it may store only transactions destined to its domain. Second, the tag also

serves for revocation/confirmation purposes. As stated in section 4.2.2, a txdelegate cannot be

used for further delegation without a txconfirm. Since the private key of M is known to the

device, it also knows the private key pV , hence can sign the transaction as an anonymous

confirmation. The confirmation can be relayed by the local proxy, but the proxy is unable

to sign the transaction by itself as it does not know the private key, therefore compromise

can be mitigated.

2In practice, M should be hidden so the proxy may not know which capability point to use. Therefore
the tag instead uses a public obfuscated version of M, which is presented in section C. In either case, only
the device or the owner can compute the private key.
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4.3.3 Delegation with commitments

Capability ID obfuscation and depth commitment Suppose Alice is at depth d− 1

of a delegation chain and is holding a capability CAP with ID point M and expiry time t.

To make a delegation to Bob, first she needs to obfuscate her capability ID. We leverage

Confidential Assets [73] by publishing an obfuscated ID Mcap as below

Mcap =M+mG (4.6)

where m is a random scalar. AfterM is obfuscated, an input commitment to the depth

d can be computed as follows:

Min = (d− 1)Mcap +m1G (4.7)

As the next depth must be d, the output commitment is

Mout = dMcap +m2G (4.8)

Since both M and d are hidden, it is necessary to build a ring signature that can

prove that 1) Mcap is committed to M and 2) Mout and Min are committed to d and d− 1,

respectively. We create a single ring signature that can prove both statements at the same

time as follows. From equation (3) - (5) we have

Mout −Min −Mcap = (m2 −m1)G (4.9)

Mout −Min −M = (m2 −m1 −m)G (4.10)

Hence

2(Mout −Min)−Mcap −M = [2(m2 −m1)−m]G = µG (4.11)

As the left-hand side is a public key that only Alice can sign for with secret key µ =

2(m2−m1)−m, to prove that the commitments are committed toM and d, Alice can pick
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a number of inputs Min,1, ...,Min,n and capability ID candidates M1, ...,Mn and create a

ring signature on :

{2(Mout −Min,1)−M1 −Mcap,

2(Mout −Min,2)−M2 −Mcap,

...,

2(Mout −Min,n)−Mn −Mcap,

2(Mout −Min)−M−Mcap}

Proof We show that (4.11) is sufficient to guarantee that a malicious user cannot create

illegal Mcap and depth. Suppose that Mike chooses x, y 6= 1 and computes the commitments

as follows

M′ = xM+mG

Min = dM′ +m1G

Mout = (d+ y)M′ +m2G

Hence

2(Mout −Min)−M′ −M = (2xy − x− 1)M+ µG (4.12)

In order for Mike to sign with µ, M must be canceled out, implying 2xy − x− 1 = 0. It is

clear that x = y = 1 is the only solution, which means that Mike cannot cheat and create

illegal commitments.

Capability commitment After having the obfuscated Mcap for CAP, an input commit-

ment to the capability with expiry time t is

Cin = xG+ tMcap
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where x is another random scalar. Now to delegate CAP with a new expiry time t1, two

output commitments can be created as follows:

Cout = x1G+ t1Mcap (4.13)

Cout = x2G+ (t− t1)Mcap (4.14)

By the ring signature on Cin − (Cout + Cout) and range proofs on t1 and t − t1, the

network can verify that the new expiry time t1 must not be later than the original one t.

The reason Mcap is used instead of M is it serves both as a blinded version of M

and a public point similar to the point H in equation (4.1) so that the network can use to

verify the ring signatures and range proofs. It should be noted that here Cout is the only

valid delegated capability, the complement Cout is just a dump output that serves for the

verification purpose.

Unlike money that cannot be double spent, capabilities can be transferred multiple times

to different users. However as ring signature is linkable by the key image, it is possible to

detect a repeated transfer of a capability. To avoid that, besides a normal capability output,

a delegation can also include an echo output that sends back the capability to the sender

but under a new address and invalidates the old one. The new echo address is generated in

exactly the same way with the normal recipient’s address, for example, Alice’s echo address

will be

PA = H(s(d)A)G

4.3.4 Access request at device

In the first use of the capability received from Alice, Bob presents the transaction to the

device and signs it with his primary keypair (B, b). The device then verifies the signature,

decrypts the primary address B and checks if the sub address PB is generated from the

correct seed s. If everything is correct, it sends a txconfirm to CapChain by signing with the

domain’s sub address PV . After the transaction is confirmed, Bob can use his sub address
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instead of his primary one for the signature and the device no longer needs to check the

generation of the sub address. To prove the ownership of the capability received from Alice,

Bob needs to

1. Prove that his capability ID and expiration time are valid as these values are hidden

from the transaction.

2. Prove that he is the recipient of the transaction.

Algorithm 2 Request verification at device

1: procedure Verify(txid)
2: Verify commitment of capability
3: if !is confirmed(txid) then
4: Verify commitment of depth d
5: Verify generation of user’s sub address PX = H(s(d)X)G
6: Post txconfirm

7: end if
8: Decrypt user’s primary address using s(d)

9: Verify user’s signature by primary address
10: end procedure

To prove the capability information, from equation (4.6) and (4.13) we have

C = Cout − t1M = (x1 + t1m)G (4.15)

which is a public key with c = x1+t1m as private key. Therefore Bob can provide a signature

with (C, c) as the public-private key pair. The device then can perform the same calculation

as 4.15 to obtain the public key C and verify the signature.

To prove the identity, Bob needs to show that his sub address is generated by the correct

depth d. Similar to the capability information, he also knows the private key of the public

key Mout − dM, hence can provide another signature. After verifying the depth, the device

can decrypt Bob’s primary address and check if Bob’s sub address PB = H(s(d)B)G. It is

noticeable that any insider having the same capability but at a smaller depth than Bob can

deduce his sub address as well as the private key. Therefore although this does not affect
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the delegation process as nobody except Bob can produce the ring signatures without the

knowledge of the commitment blinding factors, Bob should use his primary address instead

of the sub address as the proof of his identity.

Since the purpose of sub address is to facilitate the revocation process and the user’s

identity is proved using primary address instead, we only have the device check the generation

of sub address at the first time a transaction is presented to reduce the computation overhead.

The procedure is summarized in Algorithm 2.

4.4 Experiments and discussion

Our testbed includes an Arduino MKR1000 with a 32-bit ARM Cortex-M0+ MCU with

32 KB of SRAM and 256 KB of flash and a Raspberry Pi Zero W with a 1 GHz single-core

CPU and 512 MB RAM. Both the Arduino and the Pi simulate smart devices, but the Pi is

also a CapChain node that acts as a local proxy for the less powerful Arduino.

1 5

1. User sends a request (capability ID, transaction ID)
2. Device queries home proxy for the corresponding transaction
3. Proxy response (transaction is valid or not)
4. Device verifies signature
5. Device responses to user

4

Figure 4.5: Testbed with a low-power Arduino as smart device and a trusted daemon running
on blockchain
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4.4.1 Blockchain performance

We build CapChain based on Monero’s source codes. A test network is deployed on our

MSU HPCC, which consists of 20 mining nodes and 20 wallet nodes that send transactions

every 5 seconds. The Pi is a regular node that communicates with HPCC network through

SSH tunneling. For convenience, we leverage the mining process to publish 4000 capabilities

before starting the transfer. With the current Monero’s implementation of proof of work,

a new block is generated every 3 minutes on average, which means users should wait for at

least 3 minutes before receiving a capability. For reliability, users may wait for more new

blocks to make sure their transactions are on the main chain. However, such latency only

occurs at the delegation phase as once the capability is received, it can be used at the IoT

device without any more transaction involved, except txconfirm sent by the device to confirm

that it has seen the capability.

Compared to the current size of a basic Monero transaction which is 13 KB, our trans-

action takes up to 30 KB due to additional signatures and range proofs. However, since an

access right is often valid for a period of time, a delegation would happen less frequently

than a money transaction, hence the growth of the blockchain should also be much slower.

A Raspberry Pi with 1 GB spare storage (excluding the OS) can store more than 30000

delegations, which is scalable to larger organizations beyond that of home environments.

4.4.2 Performance at IoT devices

On the Arduino we used the ArduinoLibs 3, which supports Curve25519 [20] that is

used in Monero’s signature scheme. The performance is shown in Table 5.3.

We found that the point multiplication operation contributes the most to the compu-

tation time. Since both the generation of sub address and signature verification requires 2

multiplications, they have similar speed. The verification of capability commitment takes

the longest time due to 1 additional multiplication as in equation (4.15). Although the ver-

3https://rweather.github.io/arduinolibs/crypto.html
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Table 4.1: Processing time of request

Action #multiplications
Processing time
on Arduino
MKR

Estimated time
on Arduino Due

(1) Verifying sub address 2 1436 ms 315 ms
(2) Verifying depth commitment 3 1656 ms 363 ms
(3) Verifying user’s signature 2 1394 ms 306 ms
(4) Verifying capability commitment 3 2125 ms 466 ms
(5) Other computations (parsing messages, 111 ms 24 ms
decoding, etc.) and communication
Total round trip time at first use with confirmation 6777 ms 1616 ms
Total round trip time without confirmation (3)+(4)+(5) 3685 ms 796 ms

ification of depth should have a similar processing time, we found that with small values

like depth which is often less than 10, doing a loop of point additions is much faster than

multiplication, hence the actual processing time is reduced.

Although the total processing time per request seems not realistic due to the slow sig-

nature verification process, we believe the performance can be improved with a slightly more

powerful hardware or a different choice of library and curve. According to ArduinoLibs

benchmark, an Ed25519 signature verification [48] takes 306 ms on Arduino Due with ARM

Cortex-M3 MCU, which is about 4.5 times faster than the Arduino MKR. Like CryptoNote,

the Ed25519 signature scheme also consists of 2 point multiplications in the verification,

thus it should takes a similar amount of time for the CryptoNote scheme to perform on the

same hardware. For curve comparison, we performed an offline test on the same device with

secp256k1 curve provided by microECC library [5]. The test resulted in 496 ms per verifi-

cation. On a different note, previous projects that implement ECC on resource-constrained

devices also show a more reasonable performance. For example, Skarmeta et al. [80] has an

optimized version of ECDSA which takes 215 ms to validate a signature on a JN5139 mote

with a 32-bit RISC low power processor. An analysis by Mssinger et al. [64] also reports

a verification time of 476 ms with a fast implementation of secp256k1 on a TI’s CC2538

mote. The libraries also contribute an important part to the speed. In the same analysis, a

library that supports Curve25519 is also tested but it results in 7 seconds. Unfortunately, we
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could not find any other Curve25519 library for Arduino, therefore it is uncertain to justify

whether ArduinoLibs can be optimized. However given that all of the mentioned platforms

are targeted for constrained devices, we believe that it is feasible to implement our solution

in IoT applications with reasonable processing time. Based on the reported benchmark from

ArduinoLibs, we calculate a rough estimation of processing time on Arduino Due, assuming

it is proportional to the processing time on the Arduino MKR. It is shown in table 5.3 that

the total processing time without confirmation stage could be less than a second.

The trusted local proxy does not need to be a powerful node that stores the entire

blockchain but only transactions that belong to its domain. Compared to the current size

of a basic Monero transaction which is 13 KB, our transaction takes up to 30 KB due to

additional signatures and range proofs. However, since an access right is often valid for a

period of time, a delegation would happen less frequently than a money transaction, hence

the growth of the blockchain should also be much slower. A Raspberry Pi with 1 GB spare

storage (excluding the OS) can store more than 30000 delegations, which is scalable to larger

organizations beyond that of home environments.

4.5 Conclusion

We present CapChain - an access control framework for sharing and delegation based on

blockchain technology. CapChain is not only reliable thanks to the blockchain architecture

but also preserves user privacy by hiding sensitive information about the access delegation

from the public. Our experiments show the applicability and scalability of CapChain in IoT

environments.

Continuing focus on privacy, in the next chapter we extend the use of shared tokens to

provide automated tasks based on certain conditions. It is presented by PPCA, a privacy

preserving service for IoT conditional actions.
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Chapter 5

PPCA: Privacy-Preserving

Conditional Actions for IoT

Environments Using Smart Contracts

5.1 Introduction

With the development of smart devices, automation plays an important role in both

consumer and industrial IoT environments. In most scenarios, automated IoT devices are

controlled according to conditions within the environment. For example, in home automa-

tion, a common scenario is to have a light turn on if occupancy is detected in a room by a

thermostat. In terms of access control, the scenario involves 2 types of permissions: 1) to

access data of the thermostat; 2) to control the light. A trivial way to implement this auto-

mated task is to give a third party both permissions so that it can listen to events from the

thermostat and command the light accordingly. However, giving control permission without

restriction could allow the third party to be over-privileged, as it now can actually turn

on/off the light any time regardless of the occupancy status. IFTTT (If-This-Then-That

[6]) is a popular platform that serves as such a third party. It acts a bridge between different

services and allows users to specify a set of conditional statements (called applets) to trigger

their services. As an trusted party that stores a large number of API keys, IFTTT could be

an attractive target to attackers who want to exploit the over-privileged permissions.
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"vacant"  
or "occupied"

"on"  
or "off"

Figure 5.1: A thermostat frequently reports occupancy status to the blockchain to control
the light bulb.

To prevent such attacks, it is necessary to restrict the third party so that it is only

allowed to act given certain conditions. We call such type of actions conditional actions.

As a distributed ledger, we find blockchain an ideal decentralized platform for conditional

actions, where the blockchain can serve as a public witness to verify the given conditions,

which can be defined in forms of conditional statements with the help of smart contracts.

For example, the above home scenario can be implemented on a blockchain as described

in Figure 5.1, which shows a thermostat that regularly uploads the occupancy status to a

smart contract on the blockchain. If the status says “occupied”, the smart contract sends a

message to the light, telling it to switch on.

Although the above implementation seems straightforward, it has several problems with

privacy:

• If a condition is translated directly to a smart contract, it can reveal users’ sensitive

information. For example, the occupancy status could tell if the home is vacant or

not. Even if the data may be “sealed”, events triggered by the conditions can still be

observed, which can help adversaries to study users’ activities.

• In most cases, the conditions rely on certain data providers. The data can be in the

form of texts such as occupancy messages, but also numerical values such as weather

data or locations. Due to the heterogeneity of the IoT, it is difficult to define a smart

contract that involve various type of data for the conditions without losing privacy.

• Posting data to a blockchain regularly is not cost-effective, especially for payment-

required platforms such as Ethereum. In addition, having events triggered by the
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blockchain can cause delay as new blocks need time to be confirmed. This is not

suitable for real-time services.

In this chapter, we design PPCA - a privacy-preserving service for conditional actions

using smart contracts. Our model comes from the insight that most conditions can be

described in forms of either texts or numerical values. Therefore, using homomorphic en-

cryption, we can transform the data into commitments that are verifiable by the blockchain

network but do not expose the real data.

5.1.1 Chapter organization

This chapter is organized as follows. Section 5.2 presents the design of PPCA. Next,

the transformation of conditions is presented in section 5.3. The implementation of PPCA

using smart contracts and real devices is provided in section 5.4, followed by the evaluation

in section 5.5. The security and privacy analysis of PPCA is discussed in section 5.6. Finally,

section 5.7 concludes the chapter.

5.2 System design

5.2.1 Definitions

Condition components

A conditional statement consists of the following components:

• Data provider: provides data for the conditions. The thermostat in Figure 5.1 is an

example of a data provider.

• Data reported by the data provider.

• Trigger: is the data that satisfies certain conditions.

• Action: specifies what happens when the conditions are satisfied.

68



Figure 5.2 describes two conditional statements and their corresponding components.

For example, for a conditional statement “if my thermostat reports occupancy status as

occupied, turn on the light”, the data provider is the thermostat, the reported data is the

occupancy status, “occupied” is the trigger and the action is to turn on the light.

If my thermostat reports occupancy status as occupied, turn on the light.
If the sensor reports temperature higher than 75F, turn on the AC.

Data
provider Data Trigger Action

Figure 5.2: Condition components

In order for an action to be executed, besides the data provider, we also specify two

other parties:

• Target service: is the endpoint of the action. The target service should be able to verify

the conditional permissions and grant access accordingly. The light bulb in Figure 5.1

is an example of a target service.

• Watcher: regularly receives data from the data provider and watches for when the data

satisfies the condition, then makes a request to trigger the target service accordingly.

The watcher can be a home PC or a server in a larger-scale system.

5.2.2 Design goals

We address the following design goals:

• Strict privacy on blockchains: no private data should be exposed on the blockchain.

• Weak privacy with data provider and target services: data providers only provide

data and do not need to be aware of the conditions that trigger the target services.

Likewise, the target services also may process the access request without knowing about

the triggers.

• Strict privilege: watchers can request the target services only if the conditions are

satisfied.
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• Permissions should be fast to confirm if the target is a resource-constraint device.

1. Register 
condition 

3. Evaluate data

Target device

2. Data

Data provider

4. Trigger

Figure 5.3: Non-privacy model with blockchain as a watcher.

1. Register  
condition

5. Retrieve condition and verify request

6. Response
Target device

2. Data

Data provider

4. Access request 3. Evaluate data

Watcher

Figure 5.4: Proposed model with watcher separated from the blockchain.

5.2.3 A non-privacy model

We start with a straight-forward but non-privacy model as described in Figure 5.3.

In this model, users first register their conditional statements on to the blockchain. The

blockchain also serves as a watcher that regularly evaluates data from data providers to

trigger the target service.

This model has several benefits. First, with the blockchain serving as a central endpoint,

the data provider and target resource can be free from most heavy operations. Second, the

target resource does not need to be aware of any condition. If the smart contract is well-

designed, the blockchain will be a secure watcher that cannot have false execution and
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over-privileged access. The blockchain is also resilient to denial-of-service attack. If the

condition is satisfied, the action must be performed without any interruption. However,

since the data is sent to the blockchain, as previously discussed in Section 5.1, there may be

significant delay when using the blockchain to trigger events. Additionally, it is a challenge

to design a smart contract that not only can evaluate a variety of conditions but also does

not expose user privacy.

5.2.4 The proposed model

Since having data posted directly to the blockchain is not ideal for privacy, we propose

to have the watcher as a separate entity. In this model, only condition definitions are

registered on the blockchain. The communication between the data provider and watcher

can be carried out off-chain. When the received data satisfies the conditions, the watcher

presents a proof to the target resource for a request. The target resource then retrieves the

condition definitions from the blockchain and verifies the request.

With most of the important data being transferred off-chain, the only sensitive data left

on the blockchain is the condition definitions. A trivial approach to protect data privacy is

to have the data encrypted. Following this approach, the user can first encrypt the entire

condition before posting it to the blockchain, then the target service will need to decrypt it.

There are several drawbacks with this approach:

• The condition cannot be modified. If the user wants to adjust a parameter, he/she

would need to revoke the old condition and create a new one.

• It is not scalable. Since the condition is encrypted, only the target resource can decrypt

it. If the user wants to use the condition to another target, he/she would need to either

encrypt it with the new target’s key or share the key to the new target. In the latter

case, a revocation scheme is required to manage all of the targets.

• A translator is needed to translate various conditions to a format that the target can
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5. Retrieve registered trigger

7. Response
Target device

Data provider

4. Access request with proof 3. Compute  
trigger proof 

1. Request  
commitment

2. Return  
commitment

Watcher

6. Verify  
trigger proof

Figure 5.5: Workflow to verify a conditional action.

use to verify requests.

Although there are various types of data, we notice that most conditions can be described

by data == x, data ≤ x or data ≥ x, where data can be represented in either texts or

numerical values. Therefore, the triggers can be categorized into two types:

• Exact values: usually in text forms. For example, the light status is “on” or “off”, the

occupancy status is “vacant” or “occupied”, etc.

• Range values: usually in numerical forms. For example, the temperature is higher than

75F, the current location is within 10 feet from home, etc.

By generalizing the triggers to these 2 types, using Elliptic Curve Cryptography (ECC)

and Pedersen commitments, we can published the triggers (specifically, data and x) in the

form of commitments to the blockchain instead of plain data. An advantage of using the

Pedersen commitment scheme is that it has a homomorphic property that allows the con-

struction of a proof that the committed value is in a certain range. Therefore, the target

service can still verify the trigger using the proof without knowing what the real trigger value

is.

The workflow is as follows:

1. The user uploads to the blockchain a commitment to the trigger value and the data

provider that will provide the value.
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2. The user grants the watcher a permission to a target device, specifying the trigger

required to use the permission. The permission is also stored on the blockchain.

3. The watcher keeps receiving data from the data provider. If the data activates the trig-

ger (i.e. the trigger condition satisfies), it asked the data provider for the commitment

to the trigger data.

4. The watcher generates a proof that the trigger condition satisfies and makes a request

to the target device.

5. Upon receiving the watcher’s request, the target device queries the blockchain for the

permission and trigger commitment, then verifies the proof.

5.2.5 Threat model and assumptions

We assume that the data published to the blockchain cannot be tampered. Therefore,

nobody can modify triggers or permissions once they are registered on the blockchain, except

the user who defines the conditional action and may be able to revoke it through a revoke

transaction.

The user is assumed to have both access to the data provider and target service. Hence,

the watcher can be granted permission to access the data provider by the user. The watcher

can be considered a representative of the user, as it can access both the data provider and

target service, except that the action on the target service is conditional. The watcher may

be compromised and attempt to make an action even when the condition is not satisfied.

The watcher may also refuse to perform when the condition is satisfied. However, in case of

compromise, we consider over-privilege more important than denial-of-service.

On the other hand, since conditional permissions depends on data providers, we assume

that the data provider is honest, i.e. the provided data is always true. It is possible that

the data provider may be compromised to provide false data, but this type of attack is not

in the scope of this dissertation.
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We consider the watcher and data provider as two separate physical entities. One

can argue that if the data provider is honest, the watcher can be embedded into the data

provider, which then can be allowed to command the target service directly. For example,

the thermostat can be allowed to trigger the light. However, this is not possible if the action

involves multiple conditions with multiple data providers. Additionally, in many cases, the

data provider and target service are not managed by the same user (for example, using an

external weather service to turn on lights at sunset). Therefore, allowing it to make a request

would result in over-privilege access.

5.3 Condition transformation

5.3.1 Preliminaries

Like Chapter 4, our computations are also based on Elliptic Curve Cryptography (ECC).

An ECC public key P with private key p is a point on an elliptic curve E such that P = p×G,

where G is a base point on E. We assume that both user, data provider and watcher have

a public key that is registered on the blockchain.

5.3.2 Transformation of range values

Range proofs using Pedersen commitments

For range values, our goal is to build a proof that a < b without revealing both a and

b. Particularly, the upper bound b is specified by the user and represents the condition for

a request while value a is provided by the data source. The watcher can make a request to

a target device if it can present a proof that a < b.

To implement this kind of range conditions, we adopt the range proofs using Pedersen

commitments in Confidential Transactions [68]. Instead of publishing the raw values of b,

the user computes a commitment to b by

C(b) = bH + xbG (5.1)
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where xb is a secret key that can be shared with the watcher. Similarly, the data source also

creates a commitment to a by:

C(a) = bH + xaG (5.2)

To prove that a < b, a prover can compute a commitment to b− a by

C(b− a) = (b− a)H + yG (5.3)

Since C = C(b− a) +C(a)−C(b) = (y + xa − xb)G which is a public key, a signature by C

can be used to prove the inequality if the signer knows y, xa, xb. Although no party knows

all of the 3 secrets (the watcher only knows y and xb while the data provider only knows xa),

it is possible for them to provide a co-signature. We apply MuSig [59], a multi-signature

scheme that is designed for Bitcoin, to compute the co-signature.

It is noteworthy that the commitment C(a) can be computed by any party not just the

data source. Therefore, besides the inequality proof, the data source also needs to provide

another signature to prove that it is the source of C(a). Having too many signatures causes

more computation overhead at not only the data provider but also the verifier. Hence, we

incorporate the identity proof in the range proof so that the proving process will only result

in one final signature. We provide more details in the next sections.

MuSig recaps

Let X = {X1, X2, . . . , Xn} be the public keys of the co-signers. Every signer computes

the same X,L as follows:

L = H(X1, X2, . . . , Xn)

X =
∑

H(L,Xi)Xi

(5.4)
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Each signer chooses a random value ri, and shares Ri = riG with the other signers, then

they each compute their part of the co-signature for message m

si = ri +H(X,R,m)H(L,Xi)xi

where R =
∑
Ri. The final signature is (R, s) where s =

∑
si. The verifier verifies the

signature by checking if sG = R +H(X,R,m)X.

Condition registration for numerical values

In this step the owner registers the data source’s public-private key pair (D, d) and two

commitments for the lower bound and upper bound (vL, vU):

CL = vLD + xLG

CU = vUD + xUG

(5.5)

where xL, xU are blinding factors that are shared to the watcher. The watcher also knows

about vL and vU .

Data provider and watcher co-operate

When the watcher notices a trigger value v, it asks the data provider to co-sign a proof

that vL < v < vU . First, to construct the proof, the watcher and data provider exchange

a one-time random key, XW = xWG and XD = xDG, respectively. With each party now

holding 2 keys (one main key and one sub-key), the shared factors L,X from (5.4) can be

computed by

L = H(W,XW , D,XD)

X = H(L,W )W +H(L,XW )XW +H(L,D)D +H(L,XD)XD

(5.6)

Hence, the data provider can compute a commitment to v by

CD = vD +H(L,D)D +H(L,XD)XD (5.7)
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and its MuSig part {RD, sD} on a message m will be

RD = rDG

sD = rD +H(X,R,m)H(L,XD)xD +H(X,R,m)H(L,D)d

(5.8)

On the watcher’s side, to prove vL < v < vU , it prepares two commitments to v − vl

and vU − v as follows:

CL = (v − vL)D −H(L,XW )XW −H(L,W )W − xLG (5.9)

Similarly, the commitment for the upper bound is:

CU = (vU − v)D +H(L,XW )XW +H(L,W )W − xHG (5.10)

The watcher can also generate the second part of the MuSig:

RW = rWG

sW = rW +H(X,R,m)H(L,XW )xW +H(X,R,m)H(L,W )w

(5.11)

After exchanging all needed information, the watcher gathers 2 MuSig parts and com-

putes the final signature {R, s} where R = RW + RD, s = sW + sD. The final proof to be

presented to the target device is π = {CD, CL, CU , XD, XW , [R, s]}
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Data provider Watcher Target service
(D, d) (W,w)

Save XW , RW
XW ,RW←−−−−−−−− Generate (XW , xW ), (RW , rW )

Generate (XD, xD), (RD, rD)
XD,RD−−−−−−−−→ Save XD, RD

Compute L,X by Eq. (5.6) Compute L,X by Eq. (5.6)

Compute CD by Eq. (5.7) Compute CL, CU by Eq. (5.9),(5.10)

Save idCA, CL, CU
idCA,CL,CU←−−−−−−−− Generate (XW , xW ), (RW , rW )

m = {idCA, CD, CL, CU , XW , XD}
Compute sD

CD,RD,sD−−−−−−−−→ Save CD, RD, sD
m = {idCA, CD, CL, CU , XW , XD}
Compute sW
R = RW + RD

s = sw + sD

m′ = {m, v − vl, v − vu}
R,s,m′

−−−−−−−−→ Retrieve CL, CH ,W,D from
the blockchain using idCA
Compute L,X by Eq. (5.6)
Verify v − vl, vu − v
Verify Eq. (5.13)
Verify Eq. (5.14)

Figure 5.6: Steps to construct a proof for a conditional action (CA) with range value and verification at the target service. The
CA is referred by the ID idCA on the blockchain.



Target device verifies the request

From equation (5.5), (5.7), (5.9), (5.10), it can be seen that

CD − (CL + CL) = CU − (CU + CD)

=H(L,D)D +H(L,XD)XD +H(L,W )W +H(L,XW )XW

=X

(5.12)

Therefore, given the aggregated MuSig on X, the target device can verify both the range

proof and the identities of the watcher and datasource. Particularly, given the proof π, the

target device performs the following operations to verify the request:

• Verify the range proof by checking if

CD − (CL + CL) = CU − (CU + CD)

=H(L,D)D +H(L,XD)XD +H(L,W )W +H(L,XW )XW

(5.13)

• Verify the MuSig:

sG = R +H(X,R,m)X (5.14)

• Checking (5.13)-(5.14) alone is not enough to guarantee that the condition is satisfied.

Since the elliptic curve is a cyclic group, v − vl and vu − v may overflow, which can

still make (5.13) correct even though v is invalid. Since the difference v− vl and vu− v

do not expose v, vl or vh, they can be revealed to the device for overflow checking. To

retrieve more privacy, a range proof using ring signature can be computed instead of

presenting the plain values. However, range proofs are more complicated and would

take more gas/time to build.

Figure 5.6 describes the details of the protocol to construct the range proof and verify

the conditional action at the target service.
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Security guarantees

1. The watcher cannot produce fake data and generate a proof by itself since it requires

the data provider as the co-signer.

2. The watcher cannot generate a valid proof with data that does not satisfy the conditions.

Let v′ be a value the does not satisfy the lower bound vL, i.e. v′ < vL. The commitment

to v′ will be

C ′D = v′D +H(L,D)D +H(L,XD)XD (5.15)

To satisfy (), the commitment C ′L generated by the watcher must be committed to

v′ − vL. However, since v′ < vL, v′ − vL is negative and will not pass the overflow

checking. Similarly, if v′ exceeds the upper bound vU , the commitment will also be

invalid.

5.3.3 Transformation of exact values

The transformation of exact values is simpler than range values. The user register an

exact value v to the blockchain by mapping v to a point M as follows:

P = h(v, s)G (5.16)

where s is a shared secret between the user and data provider. Since the data provider knows

the private key of P , it can generate a signature with M as the public key. Therefore, a

proof for trigger v can be a co-signature between the watcher with public key W and data

provider with public key P .
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Watcher Data provider
(W,w) (P, p)

Generate (RW , rW )

m = {idCA}
RW ,m−−−−→ Save RW ,m

Compute L,X using Eq. 5.4 Generate (RP , rP )
R = RP + RW

Compute L,X using Eq. 5.4

Save RP , sP
RP ,sP←−−−− Compute sP

R = RW + RP

Compute sP
s = sW + sP

Figure 5.7: Steps to construct a proof for a conditional action (CA) with exact value.

5.4 Implementation

5.4.1 Curve choice

We choose alt bn128 as the elliptic curve for our ECC operations. Since alt bn128

is supported by Ethereum in precompiled contracts, using it can reduce the cost of our

contract. Although other curves may be chosen since technically the smart contract is only

to store commitments and the ECC operations are performed locally at the front-end, using

alt bn128 enables the future use of blockchain as a watcher.

5.4.2 The front-end

We implement the front-end interface for users in Node.js and in Python for the watcher

and data provider. With alt bn128 supported, all the ECC operations can be also written in

Solidity (the smart contract language of Ethereum) and run in Ethereum Virtual Machines

(EVM). However, we opt into Python since it runs faster than using EVM. The Python

library for alt bn128 is from [7].
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5.4.3 The smart contract

The smart contract is implemented on Ethereum for registration and management of

conditional actions.

Identities

Technically, each user needs an Ethereum address as an identity to make transactions.

Although the Ethereum address is already a public key1, it uses the secp256k1 curve instead

of alt bn128. Therefore, we manage a mapping from an Ethereum address to an alt bn128

public key. Before using the system, each entity (user, data provider or watcher) uses their

master address to register the public key on the smart contract.

Public keys A list of registered alt bn128 public keys as discussed above.

User permissions As discussed earlier, we assume the user is already permitted to use

the target resource and how the permission is granted is not in the scope of the chapter.

Therefore, we mimic the resource ownership by a table that records permissions held by a

user. The permission is only an abstract field that represented by a 32-byte token. Depending

on the target endpoint, the actual permission can be an API key, or a capability token, etc.

Commitment Represents a trigger value that can be either to a text message or a numer-

ical values. A commitment is identified by a tuple of:

• commitment_value: a Pedersen commitment to the value.

• provider_address: the Ethereum address of the data provider.

• commitment_hash: the 256-bit hash value of the commitment, used as a key to look

up commitments.

1To be precise, it is the hash of the public key.
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Trigger Represents the condition to activate a permission. It is identified by a tuple of

• commitment_hash

• trigger_info: a JSON string that contains details of the trigger, including type of

trigger (i.e. lower bound, upper bound or exact value), scaling factor (since commit-

ments are only for integers, floating-point values needs to be scaled before generating

commitments). In addition, as discussed in section 3.2, the blinding factors are also

needs to be shared to watchers. Therefore, trigger_info also includes these values in

encrypted form that only the watchers can decrypt. To save transaction cost, the blind-

ing factors can be shared via off-chain communication. However we choose on-chain

storage for convenience so that watchers only need to maintain one communication

endpoint to the blockchain.

Conditional action (CA) A CA is identified by

• holder_address: the Ethereum address of the permission’s holder. The holder can be

a watcher, or a normal user.

• resource_address: the Ethereum address of the target service that will verify the

permission.

• action_token: represents the action that can be performed at the target resource.

This is the token from the user permissions table. Only the owner of the token can

issue the conditional action.

• trigger[]: an array of triggers needed to activate the token. Access is granted only

if all of the triggers are satisfied. The trigger array represents the AND logic. To have

the OR condition, a separate permission with the same {holder, resource, token}

but different set of triggers can be created, so that the watcher only needs to present

1 permission that satisfies.
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Functions

The functions that actually spend gas in out smart contract are:

• registerPubkey()

• registerTrigger()

• registerConditionalAction()

The cost of these functions is shown in Table 5.1.

Table 5.1: Ethereum gas cost of register functions.

Function Gas Estimated USD 2

registerPubkey() 69410 $0.0331
registerTrigger() 121797 $0.0581
registerConditionalAction() 313098 $0.1494

In addition, there are also static helper functions that can be executed locally and does

not cost gas for proof/signature generation and verification.

5.5 Evaluation

As a proof-of-concept, we set up a private Ethereum network with 2 Dell laptops with

Intel Core i5 processor and a Raspberry Pi Zero W with a single-core CPU. With these

3 machines, we perform 3 different tests where the data provider and target resource run

on different platforms. While the watcher always run on the laptop, the data provider and

target resource can both run on the Raspberry Pi. Since the watcher acts as a broker that

can serve multiple conditions, it is not practical to have it run on a weak device. On the other

hand, in many scenarios, the data provider and target resource are IoT resource-constraint

devices.

For each test, we evaluate the three following conditional actions (CA):

2The estimation is based on https://ethgasstation.info, as of May 2019.
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Table 5.2: Node configuration.

Role Test 1 Test 2 Test 3

Watcher Dell Dell Dell
Data provider Dell Dell R. Pi
Target resource Dell R. Pi R. Pi

CA1 (Conditional action with exact trigger value) “If the room is occupied, turn

on the light”. In this CA, the data provider regularly sends “vacant” or “occupied”.

CA2 (Conditional action with range trigger value) “If the room temperature is

higher than 75F, turn on the AC”. In this CA, the data provider regularly sends a random

number in the range of (60, 80).

CA3 (Conditional action with multiple trigger value) “If my current location is

within 10 ft from home, turn on the heat”. Since the location coordinate consists of 2 values,

there are totally 4 triggers in this CA (each longitude/latitude has 2 triggers, lower bound

and upper bound).

Table 5.3 shows the total time to perform each action, counting from when a trigger is

detected until the request is verified. The processing time is broken down to two phases: 1)

time to construct a proof between watcher and data provider and 2) time to verify a request

at the target resource.

Table 5.3: Processing time.

Test 1 Test 2 Test 3

CA1
Construct proof 0.049 0.053 0.60
Verify request 0.161 1.556 1.693
Total 0.210 1.609 2.293

CA2
Construct proof 0.191 0.269 2.862
Verify request 0.322 3.878 3.731
Total 0.513 4.147 6.593

CA3
Construct proof 0.180 0.378 4.419
Verify request 0.917 5.165 5.377
Total 1.097 5.543 9.796
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As shown in the table, if the CAs are performed using regular PCs, the processing time

is only within a second. CA1 with exact value has the best time, since it does not require

any commitment. The bottleneck is at the Raspberry Pi, which takes 0.5 second to perform

a multiplication. Hence, the more complicated the CA is, the longer it takes to verify a

request. Although a range proof is more costly and may take more than 4 seconds, actions

that involve range values usually are not time-critical and users often are unable to detect

exactly when a trigger happens. For example, for CA2, since users usually are not aware of

a change in temperature quickly, a few seconds of delay should not affect users’ experiences.

It is noteworthy that our experiments are not optimized. Although ECC operations on

Python is faster than Javascript, C/C++ may be a better choice for constrained platforms.

Unfortunately, it is not supported by Ethereum API. In addition, our model of Raspberry

Pi only has a single-core armv6 CPU and 512 MB of RAM, which is the lowest configuration

among other current models. A benchmark in [15] shows that a Raspberry Pi with a quad-

core CPU can process thousands of signatures per second on the Ed25519 curve. On the other

hand, our implementation can only process around 5 alt bn 128 signatures per second even

on a regular PCs. Therefore, we believe with an optimized implementation, the processing

time should be significantly smaller.

5.6 Security and privacy analysis

Watcher’s strict privilege PPCA can guarantee strict privilege on watchers if the

data provider is honest. As shown in section 3, the watcher cannot trigger the target service

when the conditions are not satisfied. The co-signature guarantees that the watcher cannot

make a request without the data provider.

Blockchain privacy In Ethereum, the identities of users, watchers, data providers and

target services are only protected by pseudonyms (i.e. Ethereum addresses). This means

that if someone happens to know which service an address belongs to, they may be able to

guess what type of conditional actions the user are using. However, since only commitments
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of values are stored on the blockchain, nobody can know about the real triggers. There

have been proposals to use ring signatures or zero-knowledge proofs to bring anonymity to

Ethereum [60, 25], but they are focused on payment applications instead of IoT.

Data provider and target service privacy Unless the addresses are known, the data

provider would be unable to know what service its data can trigger. If the data is always sent

to the watcher in the form of commitments even when it is a non-trigger, the data provider

would not know when the trigger happens. However, if data is sent in normal form and only

is committed when the watcher requests, the trigger may be revealed to the provider. How

the data is transmitted should be decided by the user, depending on how strict of privacy

they want.

Likewise, the target service would also not know about the data provider if it does not

know the address. In the verification step, the service needs v − vl and vu − v to check for

overflow. This may reveal how “far” the trigger value v is from the bounds, but the real

value is never disclosed. Although a range proof with ring signatures for overflow checking

can be computed [58, 68] to obtain more privacy, we chose not to implement it due to the

high cost, especially on constrained devices. More recently, Bünz et al. propose Bulletproof

[26], a much shorter and more efficient range proof. Although its performance on constrained

devices has not been confirmed, Bulletproof could be a potential improvement for privacy.

5.7 Conclusion

In this chapter, we propose PPCA, a decentralized service to create conditional auto-

mated tasks in IoT environments. Using smart contracts and homomorphic cryptography,

PPCA can guarantee user privacy and strict privilege that the third party who watches for

trigger events can perform actions only when the events satisfy the conditions. The prototype

performance shows the feasibility of PPCA in IoT environments.

In chapter 4 and 5, we discussed how access control data is created and transferred via

blockchains in a private manner. In the next chapter, we address the dependence of IoT
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devices on gateways as discussed in section 2.3.1 and propose a solution for them to retrieve

access control data from the blockchain in a reliable way.

88



Chapter 6

A Lightweight Block Validation

Method for Resource-Constrained IoT

Devices in Blockchain-Based

Applications

6.1 Introduction

In chapter 4 and 5, we used blockchains as a secure environment to store access capabil-

ities. In our proofs of concept, we assume the end resource-constrained device can connect

to a gateway to obtain access control information on the blockchain. As discussed in section

2.3.1, the use of gateway nodes removes the decentralization benefit of blockchain since if the

gateways are compromised, they can feed the IoT devices a false version of the blockchain

and give attackers illegal access. Therefore, we propose a validation mechanism that allows

IoT devices to validate block headers without relying solely on a single trusted node. Our

idea is to have random nodes in the network, which we call witnesses, to help the IoT de-

vices confirm incoming block headers. While we still use the capabilities of more powerful

nodes as the edge/gateway nodes to relay the main data, the random selection of witnesses

would make it difficult for attackers to compromise the edge nodes. It is noteworthy that our

mechanism is not to replace, but work on top of blockchain consensus protocols to support
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low-power devices.

6.1.1 Chapter organization

The rest of the chapter is organized as follows. Section 6.2 is an overview of our protocol.

Section 6.3 discusses the details of each step of the protocol. We provide a probabilistic

security analysis in section 6.4 and performance evaluation in section 6.5. Finally, the chapter

is concluded by section 6.6.

6.2 Protocol overview

1. Incoming block

5. Selected Bc's 

Gateway server

0. Selection filter Bs

Device

3. Confirmation filters Bc

Witnesses 2. Compute whitelist Bw 

4. Select witnesses based on Bs

Blockchain network

Figure 6.1: Each validation round starts at step 0 when a device sends a random condition
represented by selection filter Bs to its server to select witnesses for the next incoming block.

6.2.1 System model

We consider 3 parties in our protocol:

• Device D: a resource-constrained device that may not directly interact with the

blockchain network.

• Gateway server S: to transfer any necessary messages from the blockchain network to

D.
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• Witnesses : regular peers on the blockchain network that regularly broadcast a

lightweight “confirmation” message that confirms one or multiple blocks.

The device D will accept a new block header from S if it receives confirmations for the same

block from a set of witnesses that is selected randomly to prevent corruption. Our protocol

employs a probabilistic approach based on Bloom filters [21], which have been known to be

space and time efficient for membership testing. Therefore, it can be lightweight enough for

resource-constrained devices. A Bloom filter BX is characterized by 3 parameters: the size

mX , the number of bits used per item kX and the fill rate fX , which is the ratio between the

number of bits that are set to 1 and mX . Specifically, the following 3 filters are used in our

protocol:

• Confirmation filter (Bc): this is the main content of the confirmation messages sent

by witnesses. Bc stores individual block confirmations between a witness and each of

the devices it is going to serve. Each individual confirmation is inserted to Bc using kc

bits.

• Selection filter (Bs): a random filter generated by each device that represents the

condition to select witnesses. A witness is selected if its ID has ks bits included in Bs.

• Whitelist filter (Bw): a pre-selection filter to narrow down the set of devices that a

witness can serve. A device is available to a witness and thus can be added to the

witness’s confirmation filter if its ID has kw bits in Bw.

It is noteworthy that among the 3 filters, only Bc actually represents a set of items (i.e.

individual confirmations) while Bs and Bw are just arrays of bits that describe the condition

for selection. Additionally, we use a fixed fill rate of set bits to avoid the use of filters

with all/most of 1s. Therefore in case of Bc, if there are not enough bits after inserting all

necessary individual confirmations, the witnesses can add more random bits to reach the fill

rate.
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Figure 6.1 describes the main steps of our protocol to verify new blocks at a device.

Each verification round starts at step 0 when device D informs its server S the selection

filter Bs for the upcoming block. When the block arrives, each witness computes the whitelist

Bw to determine the set of devices available to them and sends out confirmation filters Bc

accordingly. S then selects only confirmations from witnesses that satisfy the condition Bs

and relays them to D together with the new block header. The block is accepted by D if

it is confirmed by η witnesses. If D does not have enough space to store the header after

verifying it using the selected confirmations, D can “stamp” the header and sends it back

to S for storage. The stamped header can be a message authentication code (e.g. HMAC)

computed using the device’s own secret to prevent the server from altering the header.

6.2.2 Threat model

As discussed earlier, a node needs at least the block headers in order to verify a trans-

action. It also needs to be sure that the headers are valid. While consensus protocols (e.g.

proof of work) can provide agreement on the current state of the blockchain, a resource-

constrained device with limited bandwidth may not be able to handle all of the peer-to-peer

message exchange and communication during the consensus phase. As a result, a gateway

between the devices and blockchain network cannot be avoided completely. We consider an

extreme scenario where D has very limited resource, hence it needs to frequently receive

not only new block headers but also confirmation messages from the gateway S. It should

be emphasized that the gateway is not obligatory if the device has reasonable storage and

networking capabilities.

We assume that S can be compromised and create false blocks and confirmations to D.

Our assumption includes the possibility of a man-in-the-middle attack, which can also make

D receive false information.
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Table 6.1: Notations

mX Size of Bloom filter X.
fX Fill rate of Bloom filter BX , i.e. the

fraction of bit 1s in the filter.
kX Number of bits used per item in Bloom

filter BX .
NW Total number of witnesses in the net-

work.
ND Total number of devices in the network.
nc Capacity of confirmation filter Bc
η Required number of selected witnesses.

6.3 Protocol details

6.3.1 Witness advertisement

Any node that wants to become a witness can advertise itself by posting its ID to the

blockchain. To encourage nodes to be witnesses, the devices can pay a small reward to every

selected witness. On the other hand, witnesses also need to make a deposit along with the

advertisement. The deposit amount will be the initial weight of each witness to prevent a

Sybil attack and can be returned when the witness decides to retire. It is assumed that the

devices also publish their IDs during some bootstrap stage. We use public keys as the IDs,

thus throughout the chapter ID/public key may be used interchangeably.

It is important that when a device is newly launched, it has no knowledge of any witness.

Therefore, we suppose at this bootstrap stage, the device would require a trusted server or

some designated witnesses to download previous block headers in order to synchronize with

the network. As long as the bootstrap is monitored, the device can receive new blocks

reliably with the support of new witnesses.
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6.3.2 Witness selection

Simple selection

The selection of witnesses takes place off-chain and only involves the device D and server

S. First D selects a random seed to generate a condition for choosing witnesses. S then picks

up a list of witnesses that match the condition and sends it back to D. For each selected

witness, S also attaches the block that includes the witness’s advertisement transaction as

a proof that the witness is valid.

The random condition is represented by a Bloom filter Bs with a fill rate fs, thus a

witness is selected if its ID matches ks bits of the filter. Therefore, the probability of being

selected of each witness is

ps = fkss (6.1)

Let NW be the total number of witnesses in the network, nW be the number of witnesses

selected by Bs and η be the number of witnesses that the devices requires to accept a new

block. Since each witness is selected with the same probability ps, nW follows a Binomial

distribution B(NW , ps). Hence, the probability that less than η witnesses are selected is

Pr(nW ≤ η) =

(
NW

η

)
× psη × (1− ps)NW−η (6.2)

Since there should be at least η selected, with a given value of NW , η and fs, D can

adjust ks to make the probability negligible. Figure 6.2 plots the CDF as a function of ks

with η = 16 and NW from 1000 to 10000. Based on the figure, one can choose ks < 6 to

maintain a negligible probability as the network grows.

To prevent S from selecting witnesses in its favor, in each round of selection, D generates

a new filter Bs and a random number r using a secret seed. A witness with IDW is identified

by a codeword H(r,W) where H is a pseudo-random function. There are various ways to

generate a random filter. A possible method is described by procedure GenSelectionFilter()
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Figure 6.2: Probability that there are less than η = 16 witnesses selected as a function of ks.

in Algorithm 1, which repeatedly inserts the hashes computed by a secret s held by the

device and a random number to the filter until it reaches the fill rate fs .

Witness selection based on weights

By the above selection, witnesses are selected with equal probability ps = fs
ks , hence it

is vulnerable to a Sybil attack when an adversary can create as many witnesses as they want

and increase their probability of being chosen. Let W =
∑N

i=1wi be the cumulative weight of

all witnesses where wi is the weight of witness i, a weight-based selection can be implemented

by treating each unit of wi as a sub-witness, hence there will be W sub-witnesses in total

and equation (2) can be changed to

Pr(nW ≤ η) =

(
W

η

)
× psη × (1− ps)W−η (6.3)

Procedure SelectByWeight() in Algorithm 3 describes the weight-based selection, where a

witness W with w units of weight is simulated as w sub-witnesses, i.e. it has w chances to

be selected.

It is noteworthy that for such weight-based selection, a device also needs to update
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Algorithm 3 GenSelectionFilter() is to generate a random Bs with given ms, fs and a secret
s. SelectByWeight() is to select a witness with ID W and weight w, ks is the number of bits
needed to match with Bloom filter Bs.

1: procedure GenSelectionFilter(s,ms, fs)
2: Bs ← empty
3: i← 0
4: r ← rand()
5: k = bhashlen

log2ms
c

6: while Bs.CountSetBits() < ms × fs do
7: l← ms × fs − Bs.CountSetBits()
8: if r ≥ ks then
9: Insert H(i, r, s) to Bs using k bits

10: else
11: Insert H(i, r, s) to Bs using l bits
12: end if
13: i← i+ 1
14: end while
15: return Bs
16: end procedure
17: procedure SelectByWeight(W , w, ks,Bs)
18: i← 0
19: r ← rand()
20: while i < w do
21: hash← H(r,W , i)
22: if hash has ks bits match with Bs then
23: return i
24: else
25: i← i+ 1
26: end if
27: end while
28: return −1
29: end procedure
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the witnesses’ weights correctly. As addressed in section III-A, the witnesses deposit an

amount as the initial weight and are rewarded for each time they are selected. All of these

events are recorded on the blockchain as transactions. Therefore, a witness can include in

its confirmation message a flag that indicates the number of reward transactions existing in

the new block. When validating the block, D can receive these transactions from its server,

validate them using Merkle proofs [61] as in Bitcoin’s SPV method [65] and then update the

weights accordingly. Like the stamped block headers, if D does not have enough space to

maintain the weights locally, it can also stamp and store them on the server instead.

6.3.3 Confirmation messages

A witness confirms a new block header by broadcasting a confirmation message. Since

we assume that the server S will deliver any message from the blockchain to their devices,

the messages need to be authenticated to make sure that they come from valid witnesses.

Although it would be ideal to use signed messages, verifying signatures with public key

cryptography could result in high computation overhead at the resource-constrained devices,

especially when the rate of incoming blocks becomes high. On the other hand, symmetric

key approaches are more lightweight, however they are not suitable for message broadcast-

ing/multicasting as it would require a lot of bandwidth for witnesses to send one-to-one

confirmations to all of their devices. Therefore, to save the bandwidth as well as reduce the

computation overhead, we have the witnesses to include all of the individual confirmations

to a Bloom filter and broadcast it as a single confirmation message.

Recall that both witnesses and devices have their public keys on the blockchain, hence

each pair of witness and device can compute a Diffie-Hellman (DH) shared key s by them-

selves. Let s = {si} be the set of DH keys for all of devices witness W would like to serve.

For each block header Bj, W computes a codeword cij = H(si, Bj) where H is a pseudo-

random function and insert those values to confirmation filter Bc, which will be broadcast

then together with the ID of W as a confirmation message.
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Algorithm 4 To generate a confirmation message Bc with parameters for a new block B
using a set of shared keys s

1: procedure GenConfirmation(kc, B, s)
2: Bc ← ∅
3: for each si ∈ s do
4: c← H(si, B)
5: Insert c to Bc using kc bits
6: end for
7: return Bc
8: end procedure

To validate a new block, a device D checks if the block header is included in every Bc

sent by its selected witnesses using the same shared DH keys. Due to the limited resource

for both memory storage and computation, it is not practical to have the device store keys

for all of the witnesses nor recompute the shared keys for every validation. Therefore, the

keys can be encrypted and then stored on the server S instead once it is computed by D.

With a fixed fill rate fc, the false positive rate, i.e. the probability that a block header

can be falsely recognized in a single filter is fc
kc . As a block header needs confirmations from

η witnesses, the probability that a device may accept a false block is exponentially reduced

to

p = fc
kc×η (6.4)

Since the number of devices that can be included in Bc is limited by kc, we can select

more witnesses to maintain a reasonable false positive rate while still keeping kc low to

increase the capacity of Bc. In the lower part of Figure 6.3, we plot n (denoted by �)

with respect to p = 2−128, which we suppose should be the minimum threshold to maintain

reasonable security (since this is also the probability of finding a 128-bit key). On the other

hand, with pre-defined (mc, kc, fc), according to [81], the capacity of Bc can be approximated

by

nc = −mc

kc
ln (1− fc) (6.5)
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Figure 6.3: This figure plots the size of witness set (η) with respect to mc = 1024 and the
number of devices that can fit to a Bc (nc) with respect to false positive rate p = 2−128.

In the same figure, we also plot nc (denoted by •) for a 1024-bit filter (i.e. mc = 1024).

As shown in the figure, a fill rate of 50% and 7-9 bits used seem to provide a good balance

between nc and η, since we would not need too many witnesses but also want to include to

Bc as many devices as possible.

6.3.4 Whitelist filter

Since nc would be much smaller than the total number of devices in the whole network,

witnesses may try to maximize their profit by sending as many confirmations as possible.

To prevent the network from being flooded with too many messages, we use a second filter,

denoted by Bw, as a “whitelist” that is announced at the beginning of each round. Unlike

Bs which is created by the devices, when a new block is received, each witness computes

its own whitelist based on its ID and the new block hash. A device can be added to the

witness’s confirmation filter Bc if its ID has kw bits in Bw. The generation of Bw is described

in Algorithm 5.

Assuming every device has the same probability pw to be included in the whitelist, the
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Algorithm 5 To compute the whitelist filter Bw with parameters (mw, fw, kw) for witness
W and new block B

1: procedure GenWhitelist(mw, fw, kw, B,W)
2: Bw ← ∅
3: i← 0
4: while Bw.CountSetBits() < mw × fw do
5: r ← mb × fw − Bw.CountSetBits()
6: if r ≥ kw then
7: Insert H(i, B,W) to Bw using kb bits
8: else
9: Insert H(i, B,W) to Bw using r bits

10: end if
11: i← i+ 1
12: end while
13: return Bw
14: end procedure

expected number of devices that are available to a witness is pw×ND, where ND is the total

number of devices. Hence, with a certain nc, pw can be chosen such that

pw =
nc
ND

(6.6)

Since the whitelist is also a Bloom filter, it is characterized by the tuple (mw, fw, kw).

A witness can only pass if it has kw bits in Bw, the whitelist probability is

pw = fw
kw (6.7)

Putting (4) - (7) together, the condition to choose the parameters of the whitelist filter will

be

fw
kw =

nc
ND

= − mc

ND × kc
ln (1− fc) (6.8)

It is important that with the whitelist, the expected number of witnesses that can serve

a certain device is reduced to nc

ND
×NW . Hence, if the number of devices is much larger than

the number of witnesses, i.e. ND

NW
> nc, most of the devices will have no witness available to

go to the selection stage. However, since we are using weighted witnesses, by dividing the
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weight unit, we can increase the number of sub-witnesses and narrow down the ratio. In

practice, we believe that the gap between the two numbers would not be too big, as nodes

are always incentivized to become witnesses. Additionally, devices with the same owner may

also share a group ID on the blockchain instead of individual ones.

6.3.5 Network dynamics

Not enough confirmations

Since our method is probabilistic, there is still a small probability that less than η

witnesses satisfy the condition. Another possibility that there are not enough confirmations

is when forks happen, i.e. more than one valid block are produced nearly at the same time,

which can result in multiple versions of the blockchain among nodes. To deal with such

cases, instead of confirming 1 block at a time, the witnesses can compute their codewords

for the confirmation filter Bc using the n most recent blocks in their main chain 1. Hence, if

a device does not get enough confirmations for a new block, it can delay the validation until

the next round, when it can receive more confirmations.

Changes in NW and ND

In order to determine NW and ND, we require both witnesses and devices to register

their IDs on the blockchain. A witness leaving can be detected by a retirement transaction

that allows the witness to withdraw its deposit. Hence, like regular miners, the witnesses

are incentivized to be online most of the time.

Unlike the witnesses, IoT devices can be intermittently disconnected. In such case, the

gateway can save all of the confirmations from the witnesses that pass the first whitelist Bw,

so that when the device is back, it can resume the validation process by randomly selecting

a subset of saved confirmations.

1As a result, the codeword c in Algorithm 2 can be computed as c = H(si, Bi−n|...Bi−1|Bi) where
{Bi−n, . . . , Bi} are the n most recent blocks.
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6.3.6 Example of parameter selection

Suppose the network consists of 10 000 witnesses with equal weight and 10 000 devices,

i.e. NW = ND = 10 000. First for Bc, we choose mc = 1024, fc = 0.5 and kc = 8. Hence,

by Eq. (4), to achieve the false positive rate p = 2−128, we would need confirmations from

η = 16 witnesses. By Eq. (5), the estimated capacity of Bc is nc = 88.

To have at maximum 88 out of 10 000 devices pass the whitelist Bw, by Eq. (8) we

choose fw = 0.5 and kw = 7. With such parameters, the expected number of witnesses

remains for each device after the whitelist stage is 0.57 ×NW = 78. To have at least η = 16

witnesses selected out of 78 witnesses, a device can choose ks = 2 and fs = 0.5.

6.3.7 Operations on IoT devices

To verify a confirmation filter Bc from a witness W , a device needs to perform the

following steps:

1. Check if it matches W ’s whitelist.

2. Retrieve the shared key with W from server S, compute the corresponding codeword for

the header and check if it is included in Bc.

Additionally, if the block contains advertisements of new witnesses, the device also needs to

verify these advertisements using Merkle proof and calculate new shared keys. We describe

the details of all these steps in Algorithm 4.

6.4 Security analysis

As addressed in Section 6.2.2, we assumes that the gateway server S can deliver false

information to device D. Since the condition to select witnesses is generated by D itself,

in order to make D accept a false block, S must have the selected witnesses include the

false block in their confirmation filters Bc. Recall that a shared key between D and the
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Algorithm 6 Verification of a new block header B using a set of witnesses and their corre-
sponding confirmations {Bci ,Wi}.

1: procedure VerifyBlock(B, {Bci ,Wi})
2: for each Bci ,Wi do
3: Bwi

← GenWhitelist(B,mw, fw, kw,Wi)
4: if D /∈ Bwi

then
5: return false
6: else
7: Retrieve si from S
8: ci = H(si, B)
9: if ci /∈ Bci then

10: return false
11: end if
12: end if
13: end for
14: if B has txadv then
15: for each txadvi do
16: UpdateWitness(txadvi)
17: end for
18: end if
19: end procedure

1: procedure UpdateWitness(B, txadv)
2: π ← RetrieveMerkleProof(B, txadv)
3: if V erifyTx(txadv, π) == true then
4: W ← RetrieveWitnessID(txadv)
5: s = DiffieHellman(W , D)
6: Send Encrypt(s) to S
7: end if
8: end procedure
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witnesses is used to generate Bc, a successful attack depends on whether S can compromise

the witnesses or not.

If S cannot compromise the selected witnesses, it is unable to know the shared keys.

Therefore, it may have a false block accepted in 2 ways:

1. S alters all of the selected Bc’s and finds a false block header that matches all of the fake

filters. Since S does not know the secret shared keys, it is unable to know what bits are

set for the block header, therefore the probability that S could find η Bc’s that includes the

header is
(
mc

kc

)−η
. For a 1024-bit filter with kc = 8 and η = 16, the probability is negligible.

2. S keeps the true selected Bc’s but is able to find a false positive block header that matches

all of the Bc’s. We have shown in section 6.3.3 that by properly choosing parameters for Bc

as well as the required number of witnesses η, the probability that S can successfully modify

all of the selected Bc can be as low as 2−128.

If all of the selected witnesses are compromised by S 2, they can send confirmations for

the false block. In order to be selected, a witness W has to pass both the whitelist Bw and

selection filter Bs. For simplicity, we assume that all witnesses have equal weight. Thus,

they have the same probability p to pass both filters. Since Bs’s parameters are chosen based

on Bw, p can be calculated as follows:

p = Pr(pass Bs|pass Bw)× Pr(pass Bw)

= fs
ks × fwkw

Assuming S can hold X out of NW witnesses, the probability that exactly η compromised

witnesses can be selected is

pcompromised =

(
X

η

)
× pη(1− p)X−η (6.9)

In table 6.2 we calculate pcompromised for the example in section 6.3.6, i.e. η = 16, NW = 10000

2Here we focus on the edge node S, but the analysis can be applied to any adversary.
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and p = 0.52 × 0.57. As shown in the table, unless S can acquire more than 50% witnesses,

the compromised probability is quite small.

6.5 Evaluation

As our method is based on random selection, it is important to evaluate how the confir-

mations are propagated through the network and if a node can receive a sufficient number of

confirmations on time in order to carry out the selection. Therefore, we use a simulator to

simulate a Bitcoin network in different conditions, i.e. the rate of block generation and block

size. In addition, to show the feasibility of our mechanism, we also conduct an experiment

using a low-power device.

Table 6.2: Probability that the set of selected witnesses is from an adversary given
nw = 16, NW = 10000, p = 0.59

% of compromised witnesses pcompromised

10% 2.7746× 10−10

20% 2.7345× 10−6

30% 0.0002594
40% 0.0037
50% 0.01872
60% 0.049205
70% 0.082288
80% 0.098874
90% 0.092296

6.5.1 Simulation to evaluate confirmation throughput

We use a customized version of the Bitcoin Simulator [41] on ns-3 to evaluate the

throughput of the confirmation messages. We suppose that the witnesses can form an overlay

network between themselves for faster communication. Using an overlay network on top

of the existing blockchain is not new. For instance, Bitcoin’s Lightning network [74] is

an overlay network that supports instant payments and improves transaction throughput.

Therefore, we simulate a network that consists of 100 witnesses that are also Bitcoin nodes.
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Each confirmation message is 192 bytes, including a 1024-bit confirmation filter Bc and the

witness’s ID and signature, which is 32 bytes each. Each witness sends out a confirmation

after validating a new block. The confirmations are propagated by gossiping, i.e. nodes

relay the messages if they have not heard of them before. For block generation, there are

additionally 16 miners to produce new blocks. However, the miners are not witnesses, since

they are only to trigger the selection process. Each simulation runs for 200 consecutive

blocks.

We assume that the 100 witnesses send confirmations to the same set of devices and each

of them is also a server to deliver the confirmations to some devices. Therefore, we measure

the total number of confirmations each witness receives from the other witnesses for each new

block. To account for delay, we only consider confirmations that are received before a new

block arrives. Figure 6.4a plots the average percentage of confirmations received per block

with the block interval varied from 3 seconds to 5 minutes. The block size is fixed to 500 KB

for every interval. As shown in the figure, the higher the block rate, the less confirmations

arrive on time. In addition, the throughput also has more volatility, as described by the

error bars, when blocks arrive fast. This is expected as a long block interval would allow

nodes to have more time to receive the confirmations. Moreover, since we set a fixed block

size, it would take nodes a similar amount of time to receive a complete block and validate

it before they can send out confirmations regardless of block intervals. In Figure 6.4b, we

plot the delay to receive all the “on-time” confirmations. As the interval is longer, the delay

becomes stable at around 1 minute. Since the block size is the same for every interval, based

on Figure 5a, it can be inferred that this is also the delay for nodes to receive more than

90% of confirmations.

To evaluate the impact of block size, in our second experiment, the block size is set to

follow the real distribution of Bitcoin’s network, which is estimated by data from a Bitcoin

explorer website [41]. Following such distribution, the block size decreases as the block rate

becomes faster. The mean block size for each interval is provided in Table 6.3. For instance,
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Figure 6.4: Average percentage of confirmations per block and confirmation delay with block
size = 500 KB.

the mean block size when the block interval is 3 seconds is only 2.4 KB. Therefore, blocks

can be propagated and validated faster. As a result, as shown in Figure 6.5, even when the

block interval is short, nodes can still receive nearly all of the confirmations on time. The

delay is always within the block intervals as well.

Table 6.3: Block size according to Bitcoin block distribution

Mean block interval Mean block size (KB)

3 seconds 2.4
15 seconds 12.6
30 seconds 23.8
1 minute 50.2
2 minutes 105.9
3 minutes 149.6
4 minutes 213.8
5 minutes 264.0

6.5.2 Performance on IoT devices

We conduct an experiment to evaluate the performance on a low-power device, which is

an Arduino MKR1000 with 32KB RAM. It is connected via Wi-fi to a Dell laptop that acts

as the server. Since we assume that the selected confirmations and new block headers are

relayed to the device via its server, no blockchain network activities except block rate may

107



3 15 30 60 120 180 240 300
Block interval (seconds)

0

20

40

60

80

100
Pe

rc
en

ta
ge

 o
f c

on
fir

m
at

io
ns

 
 re

ce
iv

ed
 p

er
 b

lo
ck

 p
er

 n
od

e 
(%

)

(a) Percentage of confirmations

3 15 30 60 120 180 240 300
Block interval (seconds)

0

5

10

15

20

25

30

35

40

De
la

y 
(s

ec
on

ds
)

(b) Confirmation delay

Figure 6.5: Average percentage of confirmations per block and confirmation delay when
block size varies depending on block rate.

affect the performance of the device. Therefore, we have the server simulate the witnesses

and subscribe to the Bitcoin explorer website blockchain.info via websocket to receive new

block headers instead of connecting to a real blockchain network. As shown in table IV,

since it takes only 19 ms to verify one confirmation filter, then if 16 witnesses are required,

the total time to verify a new block header is 304 ms. This is significantly smaller compared

to the use of signatures, which could take 1.4 second for a single verification.

The most time-consuming operation in our mechanism is to compute a shared key

between the device and a witness. Therefore, if the new block consists more than one new

witness advertisement, the witness update process can take up to several seconds. However,

the computation of shared keys can be delayed until the witnesses are actually selected to

confirm new blocks.

Although the simulation shows that most confirmations can be received on time even

when the block interval is short, we suggest that for blockchains with high block rates and

devices that are accessed frequently, it is better to perform validation for every n blocks

instead of one block at a time, as discussed in section 6.3.5, to reduce the workload on the

devices.
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Table 6.4: Performance on Arduino MKR1000

Action Sub action Time

Update witness Verify Merkle proof 14 ms.
Compute one shared key 460 ms

Verify block Verify one Bc 19 ms

Verify signature 1451 ms

6.6 Conclusion

We propose a lightweight method for resource-constrained IoT devices to validate new

blocks with the help of witnesses from the blockchain network. Using Bloom filters, the

IoT devices can perform validation without complex computation. It is shown by both our

simulation and experiment on a low-power device that our method is achievable.
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Chapter 7

Summary and Future Work

7.1 Summary

The limited storage and computational power of some IoT devices have presented unique

challenges to the access control problem. Particularly, an access control framework for IoT

should be lightweight, flexible and supports fine-grained policies. In addition, a decentralized

architecture may be more suitable for the distributed nature of IoT environment than the

traditional centralized approach.

In Chapter 3 we present a lightweight authorization protocol that provides flexible device

sharing using Bloom filters. We leverage the non-reversibility of Bloom filters so that users

can generate new permissions by adding valid access rights to their current keys. We focus

on key generation and validation and assume a secure environment for key exchange. The

method is designed for closed and small-scale environments like smart homes where there is

trust between users and their identities are easy to manage by a central authority.

As discussed in Chapter 1, a secure exchange typically involves a trusted third-party,

which does not only present a single point of failure but also induce privacy concerns. There-

fore, we seek for a decentralized solution by exploring the feasibility of applying blockchain

to design a decentralized access control framework named CapChain for IoT environments

in Chapter 4. In our system, a capability (or access token) is treated as a digital asset and

can be transferred to users via transactions on CapChain. We solve the privacy problem
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by applying multiple techniques from existing cryptocurrency systems to hide the details of

transactions. Next, in Chapter 5, we explore the capability sharing to create conditional

tasks for automation, such that the capability can only be used when one or several con-

ditions are satisfied. Unlike other existing platforms for automated tasks, we focus on user

privacy in the sense that condition information can be hidden from other blockchain users.

With the main focus on privacy in Chapter 4 and 5, we assume an existing blockchain

architecture with some consensus protocol (e.g. proof of work). With limited resources,

performing consensus is not an easy task for IoT devices. As a result, to update new blocks,

the devices need to rely on some other more powerful nodes that may not be trustworthy.

Therefore, in Chapter 6, we propose a lightweight block validation method for resource-

constrained devices with the help of a random set of other nodes. Through both simulation

and experiments, we show that the method is applicable to IoT applications.

7.2 Future Work

Since blockchain is a fairly new technology, there are several aspects for enhancement

in IoT domains:

Consensus and incentives As discussed in Chapter 2, proof of work (PoW) currently

produces latency in transaction confirmation. For CapChain, this means that a capability

token may not be used immediately without some waiting time after the transaction is

issued. This is especially critical for revocation which should be effective instantly. Moreover,

PoW requires hardware power which is almost impossible for IoT devices. In addition,

most of consensus protocols rely on a certain economic benefit that incentivizes users to

participate and behave honestly. Since our objective is not to build a cryptocurrency, a

bounty mechanism like [17] in which IoT data is provided as a reward seems to be a good

incentive. For example, device owners can publish a special capability for data acquisition

and attach it to their transactions as a reward to miners.
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Figure 7.1: Considerations for an IoT blockchain. The network openness (i.e. public or
private mode) decides the level of decentralization and privacy as well as the type of consensus
protocol and incentives. On the other hand, computational overhead also depends on the
privacy level and the consensus protocol.

Although our lightweight validation method for IoT devices in Chapter 6 works as a mit-

igation on top of the main consensus protocol, it would be interesting to find a more suitable

alternative consensus protocol for IoT that is not only faster but also less computationally

expensive.

Blockchain architecture Permissioned blockchain refers to a type of blockchain which

only allows certain peers. On the other hand, permissionless or public blockchain does not

have any restriction on who can participate. In [45] Hardjono et al. introduce a definition

of semi-permissioned blockchain, where only authorized nodes can update the blockchain

but anyone can read and validate transactions. In the IoT context, we find this type of
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in-between openness more rational as the identities of IoT devices should be validated by

some authorized parties such as manufacturers. An interesting research problem would be

to design a blockchain architecture that can support the entire life cycle of IoT devices, from

manufacturing, deployment to functioning and retirement.

It should be noted that the above aspects are closely related to each other and introduce

trade-off to privacy, computation and decentralization, as illustrated in Figure 7.1. If we de-

crease the openness of the network by making the blockchain private, BFT-style consensus

protocols can be used without any incentive but the system also becomes more central-

ized. On the other hand, public blockchains are fully decentralized but hard to manage

and require economic incentives. Public blockchains also mean that more compute-intensive

cryptography techniques are needed to preserve privacy while still allowing nodes to validate

transactions. To reduce computation, evaluation of sensitive information could be off-loaded

to local domain, which, in turn, may require central authorities. Therefore, there is probably

no “one size fits all” solution but a more flexible design that can give users options to choose

the level of privacy, computation or decentralization depending on their needs.
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