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Risk stratification (RS) models make predictions of an outcome based on the observed information from predictor variables. Classification of a population into different groups based on their risk of an outcome provides the opportunity for delivering targeted services to each group based on their needs and priorities. Different RS tools have been developed for older adults, but there is a limited number of RS studies developed for use in community-living older adults. This dissertation aims to develop and validate risk stratification models in a cohort of community-living homebound older adults. The study population consisted of older homebound adults who received home-based medical services from the Visiting Physician Association (VPA), which is a part of the United States Medical Management (USMM) Corporation. USMM provides a range of services, including home-based primary care and medical visits, senior home care, palliative care, and hospice services. The cohort had several features indicative of high risk: the average age was 82 years, $50 \%$ had $\geq 5$ comorbidities, and $45 \%$ had a severe disability (defined by a Karnofsky Performance Score KPS $\leq 40$ ). The population had very high rates of mortality and hospice admission (1-year rates were $32 \%$ and $10 \%$, respectively). Given the unique and high-risk nature of this population, a RS approach was developed to help to provide USMM patients with appropriate services aligned with their priorities, as guided by a recent conceptual framework for the care of older adults with multiple comorbidities (Table 1.2). We developed and validated prediction models for two outcomes (death and hospice admission) by using three alternate statistical approaches: logistic regression (LR), random forest (RF), and Cox regression. The performance of these models was compared using the discrimination ability measured by area under the receiver operating curve (AUC).

When developing the LR model we applied different variable selection methods (stepwise, backward, forward, adaptive lasso, elastic net, and manual). We developed a prediction model using a RF algorithm and used Cox regression to model time-to-event for each outcome separately (using the same variable selection methods as used in Logistic regression). All three models were developed in a derivation dataset (consisting of a random $50 \%$ of the cohort) and validated by applying to the validation dataset. Because of the large amount of missing data among predictor variables we applied multiple imputation (MI) procedures and compared the performance of LR and RF models in the original data and imputed data. For the prediction of mortality, all of the variable selection methods used in the LR model showed similar predictive performance (AUC 0.762-0.769). Random forest had the best discrimination ability (AUC=0.83), whereas the LR and Cox models had comparable AUCs (0.76 and 0.74 respectively). We determined that the higher AUC of the RF model was mainly due to its ability to include subjects with missing data because when the subjects with missing data were excluded from the RF cohort, the UAC of the model was similar to the LR model. Also when the RF model was applied to imputed data it has similar predictive performance as the LR model which indicated the basic assumption of multiple imputation (i.e., missing at random) was not met in this data. For hospice admission, all three models had a similar discriminative ability (AUC for $R F$, $L R$, and Cox, were $0.70,0.73$, and 0.72 , respectively). The variables age, race, KPS, serum albumin, surprise question (SQ), and hyperlipidemia were consistently selected as the important predictors of both outcomes in all three approaches. WE concluded that the RF approach can significantly improve the predictive performance of the RS model but this advantage comes from its ability for the inclusion of observation with missing data. When data are missing not at random use of MI had a limited effect on improving the prediction of models because the basic assumption in MI procedure is missing at random. The quality of data from large electronic health record datasets remains a limitation of developing RS models.
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## CHAPTER 1. Introduction

This dissertation aims to develop risk stratification (RS) models using a cohort of the US Medical Management (USMM) patient population, which is a unique population of community-living homebound older adults. The USMM organization approached my advisor and me in search of a collaboration with academic partners to develop RS models that can optimally improve their pre-existing RS approaches. The RS models were needed to identify patients at high risk of death and those at high risk of hospice admission in the near future and to provide them with appropriate customized palliative care. The ultimate goal was to improve the quality and timing of the healthcare they provide to the patients at different risk levels, e.g. different palliative care services including hospice referral. The collaboration started in 2014, and a cohort of the USMM patients cared for in the calendar year 2015 was assembled for this study. The need to develop RS models specific to the USMM population is based on the unique characteristics of the USMM population, and the intention of the USMM organization to implement the most accurate RS in its population.

This chapter is organized around the following sections including a summary of older adults care options (as currently implemented in the US), a descriptions of the USMM Corporation, its patient population, and the alternative RS approaches proposed by the USMM providers. The role of RS in population-based disease management is also explained, and a summary of relevant RS literature is provided. Finally, three specific aims and analysis plan for each are described.

## - Current care services available for older adults in the US

As the population of older adults is growing, different types of services for older adults care have been developed. There are several ways to categorize the older adults care services, for example based on the location of residence (home or institution), based on services that offered (skilled vs. custodial), or based on the purpose of health care (long term care facilities, palliative care, or hospice). A continuum
of care for older adults can be described as home-services (such as ADL assistance, IADL assistance), home health services, adult day care, assisted living and retirement communities, skilled nursing facilities and long term care units, palliative care (at home or institutional), and hospice care. Many of these services are offered as specialized care for a specific disease or condition such as dementia or Alzheimer's disease assisted living communities called memory care. As older adults and their families preference is shifting from nursing home admission to living in the community, a range of community based care programs have been developed. $(1,2)$ The program of all-inclusive care for older adults (PACE) and home- and community- based services for older adults (HCBS) are 2 examples of programs that are implemented nationwide to provide care for older adults who are living at home.(1,3)The goal of these programs are to help participants to live in the community as long as it is medically, socially, and financially feasible. (4)

Home health care are skilled medical services that are offered to older adults in their home and can include physician visits, nursing or nursing aide visits, medications, physical therapy, and other services. Patients who are confined to home temporarily (e.g., indicated for a medical reason such as surgery) or permanently (e.g., disability, old age) are often use the home health services. On the other hand palliative care aims to relieve patient's pain and suffering in contrast to the medical services that aim to cure and treat a condition. Palliative services are offered to patients who are dying and so are in the last few months of their life. Hospice care is a kind of palliative care however palliative care is not limited to hospice, i.e., it can be offered at home according to the patients and caregiver preferences.

## - Description of the USMM Corporation

United States Medical Management, LLC (USMM) is a management services organization that provides home-based medical services to homebound patients through its Visiting Physicians Association (VPA). The USMM provides medical care to patients across 11 US states including Michigan, Ohio, Texas, Florida, Kansas, Virginia, Illinois, Kentucky, Missouri, Washington, and Wisconsin. There are more than

100 USMM offices in these 11 states; the headquarters of the company is located in Troy, Michigan. In December 2011, VPA, in conjunction with the Detroit Medical Center (DMC), was selected as a Pioneering Accountable Care Organization (ACO). This Pioneering ACO was one of only 32 selected from over 4,500 applications in 2012.

The USMM Corporation specializes in home-based health care for homebound older adults and other mostly disabled- patients unable to access health care through traditional means. Homebound adults are defined as patients who are confined to home according to the criteria in Table 1.1. A patient needs to meet either first or second criteria to be homebound. (5)

Table 1. 1. Definition of homebound patient determined by the Centers for Medicare and Medicaid Services

| First Criteria <br> One of the following must be met: | Second Criteria <br> Both of the following must be met: |
| :--- | :--- |
| 1. Because of illness or injury, the individual needs <br> the aid of supportive devices such as crutches, <br> canes, wheelchairs, and walkers; the use of special <br> transportation; or the assistance of another <br> person to leave their place of residence. | 1. There must exist a normal inability to leave <br> home. |
| 2. Have a condition such that leaving his or her <br> home is medically contraindicated. | 2. Leaving home must require a considerable <br> and taxing effort. |

For example, a patient who is blind or old senile and need the assistance from another person to leave home, or a patient who recently had surgery and their actions are restricted to specified and limited activities by their physician are considered homebound. Also, a patient with psychiatric illness that is of such a nature that it would not be considered safe for the patient to leave home unattended is another example of a homebound patient. USMM provides comprehensive clinical management, administrative and support services, and has specific expertise in physician house call medicine. The USMM providers include physicians, nurse practitioners, and other allied health professionals that assist in the provision of home-based primary care. These providers include clinical educators as well as personnel from
certified home health agencies, hospice services, and durable medical equipment companies. USMM also owns several health properties and organizations, including hospices and home health agencies. USMM maintains a large and rich clinical dataset on its population that is drawn from the electronic medical record (EMR) system named APRIMA. This EMR data includes information on demographics, socioeconomic (i.e., living alone, smoking, and insurance), functional status, comorbidities, laboratory tests, and utilization data. The EMR data is collected by USMM clinical staff, including physicians, nurse practitioners, and clinical educators. Another database, named Status Scope, also supplements APRIMA data. It contains supplemental medical information collected by allied health professionals or their assistants during regular home visits. For example the 'surprise question' and 'living alone' are variables that are collected in the Status Scope data. These databases, therefore, contain extensive clinical details from the home visits that USMM patients receive.

In addition to the USMM APRIMA (EMR) and Status Scope (supplemental clinical) data, claims data were also available through a third-party corporation, E-solution, (6) which provides processed claims data from the Centers for Medicare and Medicaid Services (CMS). The processed claims data contained limited information on only 5 types of events: death (date of death), hospice utilization (first and last dates of hospice services specified in 12-week intervals), home health ( HH ) utilization (first and last dates of HH services specified in 8-week intervals), the most recent hospitalization (admission and discharge dates), and the hospitalization prior to the most recent one. Dates of death and hospice utilization were used as the outcomes of interest in this study.

- USMM patient population

The UMSS patient population is unique in terms of its demographics and functional characteristics. In 2015, more than 50,000 patients in the 11 states received services from USMM. This population is older (mean age of 71 and median of 73 years old; $86 \%$ are 65 years and older) and has a more complex comorbidity profile compared to typical Medicare populations. The prevalence of common
comorbidities such as hypertension (81\%), hyperlipidemia (50\%), chronic kidney diseases (40\%), and diabetes (34\%) in this cohort are all much higher than the US population of age $\geq 65$ (Table 2.3). (7) The functional status of this population is also different from the typical geriatric population; functional status variables such as Karnofsky Performance Scale (KPS) and Timed Up and Go (TUG) indicate that the USMM population has more severe impaired function and need for assistance and special care. The higher prevalence of comorbidities and impaired functional status is explained by the fact that USMM patients' population are homebound by definition. The CMS criteria (Table 1.1) for a patient to be eligible for home health services includes but not limited to: be confined to the home, need skilled services, and be under the care of a physician. (1)

The USMM population, because of its old age, multiple comorbidities, and significant functional impairments has high levels of vulnerability. The unique and high-risk spectrum of the USMM patient population implies the need to develop a tailored risk stratification tools to effectively and efficiently manage their care and maximize their health outcomes (such as mortality, hospice admission, patient/caregiver satisfaction, and symptom management). In this thesis the two outcomes of interest are 1-year mortality and 1-year hospice admission

Further details of USMM population characteristics and the variables that are used for the model development are presented in chapter 2.

## 0 Risk stratification approaches proposed by USMM providers

USMM providers proposed two approaches for risk stratification: the surprise question (SQ) and a 3level risk stratification approach. The surprise question is a simple question answered by the provider, "Would you be surprised if this patient died in the next 6-12 months?". (8) The answer to the SQ is used to find high-risk patients (i.e., where the answer equals no). The second proposed approach is a decision tree that categorizes patients into three risk levels (high, intermediate, or low) based on five variables:

SQ, albumin, a recent fall, hospitalization, or ER visit since their last USMM visit. These two RS approaches are simple and easy to use, but the performance of them in the prediction of the adverse outcomes has not been assessed. The USMM intention for conducting this study was to develop a more refined statistical approach to improve its RS process.

## - Importance of Risk Stratification

Risk stratification is a process of using observable/measurable characteristics to predict the risk of an event. It can help to classify a cohort to different levels of risk and then provide them with appropriate care. For example, a patient at high risk of death should prompt early referrals for palliative care or hospice, whereas an old patient at low risk of death should be considered for services - such as home health or other community programs- designed to maintain and improve their functional abilities, and their physical and mental health status.

Similar to many developed countries, the US population is aging faster than any other time in history. $(1,2)$ People are living longer and experiencing more comorbidities. The number of patients with multiple-conditions has significantly increased in the past few decades. $(3,4)$ Chronic diseases often require long-term health care and result in frequent utilization of services. The combination of the aging population and higher prevalence of multi-morbidity in older adults imposes a considerable burden of increased health care expenditure on governments, especially in developed countries. (5-8) The increasing need for health care services and limited resources has brought about an essential need to identify patients who have the most need for different types of services and to allocate services to those who will benefit the most. Risk stratification methods are commonly used for this purpose. Many studies have developed and evaluated risk stratification approaches in different cohorts of older patients, for example patients with atrial fibrillation, syncope, older adults discharged from emergency department, and patients with acute coronary syndrome. These studies often illustrated that the performance of the developed risk stratification model was superior to the prior approaches. (16-21)

As population ages, RS (i.e., prognostic) models are becoming increasingly important in clinical decision making. (22) Clinicians, researchers, and policymakers are using prognostic models to make decisions about preventive services or treatment strategies. Mortality based prognostic models are used to influence decisions for screening procedures in the population. An example of these decision making tools is the ePrognosis calculator by UCSF that serves as a repository of published geriatric prognostic indices where clinicians can obtain estimates of their patients' prognosis. For example one can get evidence-based suggestion for cancer screening based on a set of questions such as patient's demographics, comorbidities, functional status, and mental health. (23) Also, the prediction of mortality impacts the type and intensity of treatments to be offered to older patients. For example, the use of screening tests such as colonoscopy and mammography, or intensity of therapy for diabetes mellitus in older adults can be completely different depending on the prognosis. (24-29) Likewise, intensive treatment for diabetes for the prevention of long-term complications may not have any benefit or may even cause harm in a patient with <12 months life expectancy. Patients with limited life expectancy may benefit more from palliative care to ease their symptoms and to improve their end of life experience when time to benefit from the screening test or intensive treatment exceeds their life expectancy. The overall goal of risk stratification for clinical populations like those served by USMM is to accurately predict adverse outcomes such as mortality and medical service utilization which then allows delivering more appropriate levels of clinical services to patients with different risk levels and to align services with the patients' needs and priorities. These services can include a change in medications, nutritional support, additional home visit, offering palliative care and advanced care planning, or hospice referral. Different prognostic tools have been developed to identify high risk patients for palliative care, for example Palliative Performance Scale $(30,31)$ and Palliative Prognostic Score $(32)$. The palliative care tools were summarized in a publication by the National Hospice and Palliative Care Organization. (33) Hospice eligibility criteria was developed by CMS. Additionally there are different disease-specific
hospice admission criteria and guidelines for cancer, cardiac disease, pulmonary disease, dementia, etc. $(34,35)$ Another example of the risk stratification tool for clinical population is the PRIME REGISTRY which is a platform for clinical data registry with tools for risk stratification and care planning for family medicine physicians in addition to evaluation of practice performance. $(36,37)$

The purpose of this dissertation is to develop a risk prediction model specific to the USMM population, which is characterized by large numbers of patients with advanced age, multi-morbidity, and functional impairment. The ultimate goal of this risk stratification approach is to improve the quality and efficiency of home-based medical services, which also can include the appropriate and timely referral to other care settings, including nursing home and hospice.

## - Overview of population-based disease management

Health care organizations are working to change their cost structure and to improve their outcomes. The fact that $20 \%$ of the patients with chronic conditions are responsible for about $80 \%$ of health care expenditure has brought to attention the need for improvements in the disease management of such populations. Disease management is a system of coordinated healthcare interventions for populations with specific conditions. It emphasizes prevention of exacerbations and complications of the condition, evaluation of the clinical and economic outcomes, and developing a case management plan. (38) Population-based disease management is becoming today's optimal practice pattern and is replacing the former approach of episode-based disease management. It means that instead of managing patients who are seeking treatment at a given time, all people in a target population (e.g., insurance enrollee with a particular disease) are considered targets for case management interventions designed to prevent the complications of the disease and unnecessary medical utilization. By identifying high-risk, high-cost patients, this approach can result in more timely delivery of appropriate interventions in a cost-effective manner that has the potential to save money. (33) The fundamental step in population diseases management is risk stratification in order to identify the high-risk, high-cost patients. (40) For
example, Lavery et al., evaluated a risk stratification approach for population based disease management of diabetes mellitus. (41) Also, Haas et al. in a study used several risk stratification instruments in predicting health care utilization among all adult patients in a primary care practice. (42) Although population health management for older adults who often have multiple chronic conditions is more complex than the disease-specific population health management. Tkatch et al. reviewed the literature for the population health management for older adults and found that interventions to promote health among target populations tend to be disease specific rather than based on a global concept of older adults' health. (43)

## - Current guideline for care management of geriatric population with multi-morbidity

The American Geriatrics Society (AGS) Expert Panel has developed guidelines for the care of older adults with multi-morbidity.(44) Boyd et al. then developed a framework of actions to translate the AGS guideline to actions steps for decision making. (45) They provided three decisional actions and then action steps for each one. Table 1.2 contains the action steps. The first action requires the estimation of life expectancy and patients' health trajectory. The RS model in this study is going to serve as an instrument for estimation of the patient's life expectancy. Risk stratification is one of the many action steps needed for improvement in the health care for older adults with multi-morbidity. The risk stratification should be used and aligned in accordance with other action steps such as identifying patient's priorities and communicating the information between clinicians, caregivers and patient.

Table 1. 2. Conceptual framework for the care of older adults with multiple chronic conditions

## MCC ACTION: IDENTIFY AND COMMUNICATE PATIENTS' HEALTH PRIORITIES AND HEALTH TRAJECTORY

- Identify and communicate patients' health priorities
o Use a validated approach to identifying patients' health priorities
o Transmit patients' health priorities
- Assess and communicate patients' health trajectory

0 Estimate life expectancy, trajectory, and lag time (time horizon) to benefit
0 Determine patients' readiness to discuss their trajectory or prognosis
o Assess patients' perceptions of their prognosis and trajectory

## MCC ACTION: STOP, START, OR CONTINUE CARE BASED ON HEALTH PRIORITIES, POTENTIAL BENEFIT VS HARM AND BURDEN, AND HEALTH TRAJECTORY

- Acknowledge uncertainty and variable health priorities in decision making and communication
- Stop or do not start medications for which harm or burden may outweigh benefit
o Stop medications deemed inappropriate in older adults
0 Avoid medication cascades
o Perform serial trials if treatments may be contributing to bothersome symptoms
0 Discontinue treatments no longer indicated or needed
o Review and adjust self-management tasks
- Consider whether the patient has advanced illness or limited life expectancy that affects benefits and harms of treatments
o Consider health trajectory and time to benefit for preventive interventions
o Explain cessation of screening and prevention as a shift in priorities and use positive messaging
MCC ACTION: ALIGN DECISIONS AND CARE AMONG PATIENTS, CAREGIVERS, AND OTHER CLINICIANS WITH PATIENTS' HEALTH PRIORITIES AND HEALTH TRAJECTORY
- Affirm shared understanding of patients' health priorities and the information that informs decision making
o Agree on the factors and information that will inform decision making and care
0 Encourage patients and family/caregivers to participate in decision making
- Align decisions when patient and clinician have different perspectives
o Link decision to something meaningful to the patient
o Ensure that patients' health outcome goals are consistent with their healthcare preferences
0 Identify and change bothersome aspects of treatment
o Accept patients' decisions
- Align decisions when clinicians have different perspectives or recommendations

0 Focus discussion on patients' health priorities, not only on diseases
o Acknowledge absence of one "right answer" for patients with MCCs
0 Use collaborative negotiation to arrive at shared recommendations
MCC, multiple chronic condition.
Table adapted from the 'Decision Making for Older Adults with Multiple Chronic Conditions: Executive Summary for the American Geriatrics Society Guiding Principles on the Care of Older Adults With Multi-morbidity' (45).

This conceptual framework is to illustrate how RS is used to inform clinical care and in turn disease management at the population level.

- Overview of literature relevant to the RS in community living older adults

To find the previous studies related to the subject of this thesis, we searched Pubmed and google scholar for risk stratification in older adults for mortality and also for hospice. The results were reviewed for the study population and the outcomes; the relevant studies were also reviewed for forward and backward reference searching. The results of literature review are summarized in this section. Previous studies have developed prognostic models in different geriatric populations, such as hospitalized older adults(46,47), or nursing home patients.(13) Other studies have investigated the effect of specific comorbidities or functional status on mortality in elders.(49-51) These studies are different from our homebound study population since their populations are not community-living, or are limited to those with a specific condition, or evaluate only a specific predictor in association with the outcomes. There are fewer studies that developed a prognostic index for the community-living population regardless of a specific disease or chronic condition. Table 1.3 summarizes nine relevant studies that utilized prediction models to develop a prognostic index for mortality outcome in the community-living older adults. These study populations are mostly similar to our data population; although differ in one critical feature; none of them were described as homebound, while USMM patients are all confined to home.

Yourman et al., in a systematic review for prognostic models in older adults. Their study was the main paper that contributed to the Table 1.3 on the literature review. Yourman et al. reported on 16 studies, of which only six were performed in community-living older adults. (13) The other ten prognostic indices were developed in institutionalized populations, often nursing home residents. These six models from Yourman's review, along with other applicable studies, are summarized in Table 1.3. These models are discussed in more detail in the next three chapters when the results are compared to my findings. Overall these previous models have been built in community-living older adults with different levels of multi-morbidity and functional impairment. The investigators used different databases for their study,
including Medicare administrative data (52) , population health surveys (53-55) , retrospective chart review from VA hospital patients (56) , or epidemiologic cohorts $(49,57,58)$. Therefore they might include the oldest-old adults (49) or a much younger cohort of elderly (50 years or older). (16) They can be nursing home eligible population that are living at home, like the study population in Carey et al. research.(57)

The mortality rates among these study populations ranged from 7.5\% a year in Gagne study conducted in a cohort of Medicare beneficiaries who enrolled for the drug coverage programs, to 26\% a year in Fischer study conducted through retrospective chart review for all patients who were admitted and discharged from the Denver Veteran's Administration Medical Center (DVAMC). $(52,56)$ Han et al. reported a 6-month mortality rate of 15\% (a grossly estimated one-year mortality of 30\%) in their study population which is higher than the $2 \%$ mortality in the total Medicare Health Outcome Survey population (MHOS).(53) The reason is that they only included MHOS participants with declining health (i.e. patients who reported their health "much worse" compared to their last year health). The investigators constructed a prognostic index using regression coefficients of the multivariable models (Table 1.3). Except for the two studies by Carey and Fried $(57,58)$, which modeled their data using Cox proportional hazard model, other studies used logistic regression models to develop the prognostic models. The study conducted by Carey in 2008 used the members of the Program of All-inclusive Care for the Elderly (PACE) which is probably the most similar study population to the USMM patient population. They were older frail adults, eligible for nursing home, but still living in their homes. PACE is a Medicare program for adults aged 55 and older who are living with disabilities and need a nursing home level of care but can safely continue to live in the community. PACE services can include home care if needed but there is not necessarily a home-based physician visit and health services. The USMM population was also vulnerable and includes frail older adults with underlying conditions that made them homebound. However, these two population had a critical difference, which is their mortality
rates. The USMM population had a much higher mortality rate (one-year 32\%) than Carey's study population (one-year 13\%). Indeed, the mortality rate in the Carey's study is lower than the expected mortality rate in a population of older adults who are eligible for nursing home. In the literature, the one-year mortality rate of nursing home residents has been reported between $17.4 \%$ and $35.0 \%$. (5962) The lower rate of mortality in the PACE patient population studied in Carey's paper may be explained by the definition of the PACE eligibility criteria. Adults with age 55 and older who are eligible for nursing home care are participants of PACE programs; therefore patients at relatively younger age (i.e. 55 to 65 ) who need long-term care (e.g. due to a disability) may have a longer life expectancy which contributes to the lower overall mortality rate in the study cohort.

In summary, comparing the studies in Table 1.3, the most important observation is that although all of the studies are among the community-living older adults, but the study populations are extensively heterogeneous. The heterogeneity can be best seen in the mortality rate of different studies. Consequently, these studies are not really comparable to the USMM patient population.

Table 1. 3. Summary of previous studies that developed a prognostic index for use in community-living older adult populations

| Study <br> First author <br> Date of publication | Study population | Country and Time interval | Outcome and <br> Predictors |
| :---: | :---: | :---: | :---: |
| Development of a Prognostic Model for SixMonth Mortality in Older Adults With Declining Health (PROMPT) Paul K.J. Han (53) 2012 | -N=21,870 <br> -Medicare beneficiaries from the Medicare Health Outcome Survey (MHOS), an annual nationwide survey by CMS <br> -Medicare beneficiaries randomly sampled each year, aged over 65, with self-reported declining health in the past year <br> -Institutionalized and disable beneficiaries are included <br> -6-month mortality of $15 \%$ | -US <br> -MHOS surveys <br> from <br> 1998-2000, <br> 1999-2001, <br> 2000-2002, <br> 2001-2003 | Outcome: 6-month mortality <br> Predictors (11): age, gender, cancer, CHF, COPD, Smoking status, proxy status, ADLs, General health perceptions, social functioning, energy/fatigue |
| A combined comorbidity score predicted mortality in elderly patients better than existing scores Joshua J. Gagne (52) 2011 | $-N=120679$ derivation <br> -Medicare beneficiaries who had complete drug coverage through the Pharmacy Assistance Contract for Elderly (PACE) that provides medications at minimal expense to low-income elderly <br> -1-year mortality of 8.9\% <br> $-\mathrm{N}=123855$ validation <br> -Medicare enrollees who had complete drug coverage through the Pharmacy Assistance for the Aged and Disabled (PAAD) <br> -1-year mortality of 7.5\% | $\begin{aligned} & \text {-US } \\ & \text {-Jan 2004- Dec } \\ & 2005 \end{aligned}$ | Outcome: 1-year mortality Predictors (20): metastatic cancer, CHF, dementia, renal failure, weight loss, hemiplegia, alcohol abuse, any tumor, cardiac arrhythmias, chronic pulmonary diseases, coagulopathy, complicated diabetes, anemias, fluid and electrolyte disorders, liver disease, peripheral vascular disorder, psychosis, pulmonary circulation disorders, HIV/AIDS, hypertension |
| Index to Predict 5-Year Mortality of CommunityDwelling Adults Aged 65 and Older Using Data from the National Health Interview Survey Schonberg (55) 2009 | $-N=24115$ <br> -Non-institutionalized adults aged $>65$ who responded to the 1997-2000 National Health Interview Survey (NHIS) with follow up from the National Death Index (NDI) -5-year mortality of 17\% (estimated 1-year mortality of $3.4 \%$ ) | -US -1997-2002 | Outcome: 5-year mortality <br> Predictors (11): age, gender, BMI, perceived health, emphysema, cancer, diabetes, dependency in IADLs, difficulty walking, smoking, past year hospitalization |


| Table 1. 3. (cont'd) |  |  |  |
| :---: | :---: | :---: | :---: |
| Prediction of Mortality in Community-Living Frail Elderly People with LongTerm Care Needs Elise C. Carey (57) 2008 | $-\mathrm{N}=3,899$ <br> -Community-based, frail, chronically ill older adults who are eligible for nursing home <br> -A cohort of community-living participants enrolled in the Program of All-Inclusive Care for the elderly (PACE), (63)the program operates under Medicare and Medicaid waiver to deliver services to the elderly who are certified by the state's Medicaid staff as eligible for nursing home <br> -1-year mortality of $13 \%$ and 3-year mortality of 36\% | -US <br> -1988-1996 <br> (participants <br> enrolled in PACE) | Outcome: Time-to-death from the time of initial enrollment in PACE (3year follow up) <br> predictors (8): age, gender, dependence in the 2 ADL (toileting and dressing), CHF, COPD, Cancer, Renal failure |
| Screening of Older Community-Dwelling People at Risk for Death and Hospitalization: The Assistenza SocioSanitaria in Italia Project Giampiero Mazzaglia (64) 2007 | $-\mathrm{N}=5396$ <br> -Community-dwelling, aged $\geq 65$, randomly sampled from the roster of 98 Primary Care Physicians <br> -15-month mortality of 4.7\% in derivation and 3.9\% in validation cohorts | -Italy, Florence $\begin{aligned} & \text {-Jan 2003- Mar } \\ & 2004 \end{aligned}$ | Outcome: 15-months mortality Predictors (5): age, gender, hospitalization in the past 6 months, use of $\geq 5$ medications, score from a 7-item questionnaire (need help for ADLs, need help for IADLs, poor vision, poor hearing, self-perceived inadequacy of income, absence of home care services, weight loss>3 kg) |
| A Practical Tool to Identify Patients Who May Benefit from a Palliative Approach: The CARING Criteria Stacy M. Fischer (56) 2006 | $-N=895$ <br> -All patients admitted to general medical wards or medical ICU of the Denver Veterans' Administration Medical Center (DVAMC) <br> -1-year mortality of $26 \%$ (from the index hospitalization) | -US (Colorado, Denver) <br> -Feb- Jun 1999 (retrospective chart review) | Outcome: one-year mortality <br> Predictors (5): cancer, admissions $\geq 2$, residence in a nursing home, intensive care unit admit with multiorgan failure, $\geq$ two non-cancer hospice guidelines |


| Table 1. 3. (cont'd) |  |  |  |
| :---: | :---: | :---: | :---: |
| Development and validation of a prognostic index for 4-year mortality in older adults <br> Sei J. Lee (54) <br> 2006 | $-N=19710$ <br> -community-dwelling adults aged >50, participants of the 1998 wave of the Health and Retirement Survey(HRS); data primarily collected through a telephone interview with a participation rate of $81 \%$ -4 -year mortality of $12 \%$ in derivation and $13 \%$ in validation cohorts | -US -1998-2002 | Outcome: 4-year mortality <br> Predictors (12): age, gender, diabetes, cancer, lung disease, heart failure, smoking, body mass index, difficulty with- bathing, walking several blocks, managing money, pushing large objects |
| Development and <br> Validation of a Functional <br> Morbidity Index to <br> Predict Mortality in <br> Community-dwelling <br> Elders <br> Elise C. Carey (49) <br> 2004 | $-N=7393$ <br> -Community-dwelling, age $\geq 70$, Participants of the Asset and Health Dynamics Among the Oldest Old (AHEAD) study, a prospective national study that sampled community-dwelling U.S. elders age $\geq 70$ <br> -2-year mortality of $10 \%$ in derivation and $12 \%$ in validation cohorts | -US <br> -AHEAD <br> Participants who were interviewed in 1993 | Outcome: 2-year mortality <br> Predictors (6): age, gender, dependence in bathing, dependence in shopping, difficulty walking several blocks, difficulty pulling or pushing heavy objects |
| Risk factors for 5-year mortality in older adults Linda P. Fried (58) 1998 | $-N=5886$ derivation <br> -Participants of the Cardiovascular Health Study (CHS) aged $\geq 65$, a prospective cohort of randomly sampled from age-stratified from the Health Care Financing Administration (HCFA) Medicare enrollment lists <br> -5-year mortality of $12 \%$ | -US (4counties: <br> Sacramento, CA; <br> Washington, MD; <br> Forsyth, NC; <br> Allegheny, PA <br> - Derivation <br> 1989-1990 <br> Validation <br> 1992-1993 | Outcome: 5-year mortality <br> Predictors: age, gender, income, weight, exercise, smoking, systolic blood pressure, diuretic use, fasting blood sugar, albumin, creatinine, forced vital capacity, aortic stenosis, EF, ECG abnormality, carotid artery stenosis, CHF, difficulty in IADLs, low cognitive function |

- Statistical analysis of prediction models

Prediction models are actually problems of either estimation or hypothesis testing. For example the question "What is the risk of a patient dying in the next 30 days?" is an estimation problem that needs a prediction model to estimate the probability of death, while the question "Is gender a predictor of a certain complication after surgery?" or "What are the important predictors of hospitalization in older adults?" is a problem of hypothesis testing. Statistical models can address both types of questions. There are three main classes of statistical models used in prediction: regression, classification, and neural network. Regression models are the most commonly used models for prediction. (24) Different regression models are used in the literature; the two commonly used models are logistic regression and time-to-event (Cox regression) analysis. Logistic regression is the most commonly used model for prognostic models; it is used when the outcome is binary (Yes/No) like death, hospital admission, ER visit, or occurrence of a complication. Most of the studies in Table 1.3 utilized logistic regression analysis to build the prognostic model. Fewer studies used the Cox proportional hazard analysis to model time-to-event as the outcome. The two studies by Carey and Fried in are examples of the Cox model utilization in the development of a prediction model. $(57,58)$

In the past few decades, due to the increasing size and complexity of biological data, the limits of the traditional modelling approaches have begun to be reached, and there is a need for innovative statistical analysis for the ever-growing data. (39) Advanced methods such as machine learning algorithms that allow detecting pattern and making predictions in big data with complex relationships are becoming an increasingly important method for use in the development of prediction models. (40-42) Random forest is one of the machine learning algorithms that has been occasionally used in biomedical researches. $(65,68,69)$ The machine learning algorithms have been shown to outperform the traditional statistical models in prediction, (70-77) however some studies showed no difference in the performance of the prediction models between the traditional models and machine learning methods. (78)

In this dissertation, prediction models are developed for two primary outcomes (death and hospice admission) using both traditional statistical models and machine learning algorithm. First, a logistic model is developed for each of the two binary outcomes. Second, a random forest algorithm is used for the same outcomes to have comparable models. Third, a Cox PH model is developed to account for the time-to-event for both outcomes. The results of developed models are compared to the USMM proposed RF approaches. The performance of the three models is compared to each other to find the best model in terms of predictive performance. The ultimate goal of this study is to find the best model that can be integrated into the USMM database. The RS process is a necessary step in older adult care according to the framework of actions for the care of older adults with multi-morbidity (Table 1.2).The optimal process of using the RS model in the USMM patient population would be that for each patient a predicted probability is calculated from the base model, and then a risk level will be assigned to the patients based on their probability of death (or hospice admission). The high-risk patients would be flagged and brought to the attention of the provider team for appropriate and timely intervention. This intervention can include a range of services such as a change in medications, nutritional support, additional home visit, hospice referral, or offering palliative care and advanced care planning. Lower risk patients can be targeted for other levels of services according to the USMM policies and care plans, such as screening for prevention of morbidities, rehabilitation and other programs to preserve and enhance the functional ability, and lifestyle modifications to improve physical and mental health.

To assign the risk levels based on the predicted probabilities, the threshold for different levels of risk must be decided. An arbitrary cut point of the highest $20 \%$ of predictions is used in Chapter two to calculate the performance of the model. This cut point must be determined based on the number of patients in the system and the resources that USMM can allocate for services to the different levels of risk. A more liberal threshold for identification of the high-risk patients (for example top 30\% of the predicted probability) results in a larger number of high-risk patients who need to be evaluated for an
intervention. Consequently, more human and financial resources are required to take care of these additional cases.

On the other hand, more stringent threshold, while reduces the need for resources, may result in more false-negative cases (i.e., those who are truly at high risk of death or hospice are classified as low-risk), which in turn can cost in missing adverse events in the truly high-risk patient. To summarize, there is a tradeoff in determining the threshold for different risk levels. The cut points should be determined by the USMM providers based on their objectives of risk stratification and the available resources. More formal approaches for determining the optimal RS thresholds for an organization like USMM might involve cost-effectiveness analysis.

It is critical to remember that final decision making involves the patient and caregiver's priorities and preferences. Therefore the clinician's goal of care must be aligned with the patient's and caregiver's goals.(44)

## o Overall Analysis plan

The USMM clinical database (APRIMA) and claims data will be used to construct a cohort of USMM patients who were FIRST registered with USMM in the calendar year 2015 and had at least one visit in that year. After data preparation and necessary recoding of variables, available potential predictor variables (including demographics, functional status, comorbidities, laboratory tests, and socioeconomic factors) that have less than $20 \%$ missing will be considered as predictors in the analyses. There will be two outcomes of interest, death, and hospice admission that will be identified based on the presence of a date of death or date of hospice in the claims data. For validation of the models, the dataset will be randomly divided into two subgroups named derivation and validation. Then three different statistical approaches will be applied to the derivation data to develop predictive models and to generate performance metrics used to compare the different models. Each model will be then validated using the
validation data set. The discrimination of the models which described the ability of the models to accurately distinguish those with and without outcome will be measured by the area under the ROC curve (AUC) will be used as the primary measure of prediction accuracy and model performance. Calibration plots as a measure of goodness of fit will be generated when is applicable. All the analysis will be done for both outcomes separately. Details of the model development and results are provided in chapters 2-4.

## - Objectives

The three objectives of this dissertation are:

1. To develop and validate multivariable logistic models for prediction of 12-month mortality and 12-month hospice admission among the USMM population of community-living homebound older adults. The models will be compared to the alternative risk stratification approaches used by USMM, including the surprise question (in isolation) and the existing USMM 3-level risk stratification method.
2. To develop and validate a random forest (RF) algorithm for prediction of 12-month mortality and hospice admission. The model performance will be evaluated compared to the logistic regression (LR) model from aims 1.
3. To develop and validate a multivariable failure time model (Cox proportional hazard) to model time-to-event for mortality and hospice admission separately. These models will also be compared to the logistic regression and random forest models developed in aims 1 and 2.

## CHAPTER 2. Logistic Regression Model

## - Introduction

The US population is aging faster than any other time in history. $(1,2)$ Causes of mortality have shifted from communicable infectious diseases to chronic conditions and their complications. Diseases that used to be lethal now can be treated or managed for years. People are living longer; therefore the prevalence of chronic diseases, cancers, and persons with multiple comorbidities has significantly increased in the population. $(11,12)$ Chronic diseases often require long-term health care, and frequent utilization of services; consequently, health care costs are growing fast as the population is aging. The combination of the aging population and higher prevalence of multi-comorbidity in older adults imposes a considerable burden of increased health care expenditure on governments, especially in developed countries.(7,13-15) About one-fifth of Medicare beneficiaries have five or more chronic conditions, and two-thirds of Medicare expenditures are related to this group.(79) The increasing need for health care services and limited resources has brought about an essential need to identify patients who have the most need and to allocate services to those who will benefit the most. Risk stratification methods are commonly used for this purpose. Using statistical methods, one can develop a risk stratification model to predict the risk of an adverse event based on observed variables. The model then can be applied to classify patients into different risk levels and to identify the most appropriate services for each level. Risk stratification is playing an increasingly important role in public health and clinical care. Health care organizations are working to change their cost structure and to improve their outcomes. The fact that 20 percent of the patients with chronic conditions are responsible for about 80 percent of health care expenditure has brought to attention the need for improvements in the disease management of such populations. Disease management is a system of coordinated healthcare interventions for populations with specific conditions. It emphasizes prevention of exacerbation or complications of the condition,
evaluation of the clinical and economic outcomes, and developing a case management plan. $(80,81,38)$ Population-based disease management is becoming today's optimal practice pattern and is replacing the former approach of episode-based disease management. This means that instead of managing patients who are seeking treatment at a given time, all people in a target population (e.g., insurance enrollee with a particular disease) are considered targets for case management interventions designed to prevent the complications of the disease and unnecessary medical utilization. By identifying high-risk, high-cost patients, this approach results in more timely delivery of appropriate interventions in a costeffective manner that has the potential to save money.(39) Risk stratification can help to identify highrisk, high-cost patients.

Prediction models are used by researchers, health care providers, and policymakers to predict patient outcomes such as mortality and health care utilizations.(82) Prognostic indices can be used to target different services appropriately to older patients. For example, prediction of mortality in a target population can identify patients at high risk of death with consideration of palliative care programs or advanced care planning. It also helps to prevent the allocation of resources to the services that are costly and not beneficial; for example, screening for slow-growing cancer in older adults with a high risk of 1-year mortality is not reasonable. Additionally hospice care can be offered to the terminally-ill patients in order to improve the quality of life for the patients and caregivers. According to Medicare criteria, a patient is eligible for hospice services, if determined to have a terminal illness (defined as having a prognosis of 6 months or less if the disease or illness runs its normal course).(35) Risk stratification can identify patients with limited life who are eligible to be evaluated for hospice services. A risk stratification approach that predicts probability of death for a group of patient can help to identify those at high risk of death in close future (e.g., 6 months) and so can help to identify the potential candidates for hospice services.

Objectives of the research are to develop alternative risk stratification models in a unique population of community-dwelling, home-bound older adults who receive home-based medical services from the United States Medical Management (USMM) Corporation. The outcomes of interest are mortality and hospice admission. Three different statistical approaches will be applied to develop predictive models:

- Chapter 2 (current chapter): Binary outcomes in a fixed time interval (i.e., one-year mortality and hospice admission) will be modeled using a logistic regression approach
- Chapter 3:Binary outcomes in a fixed time interval (i.e., one-year mortality and hospice admission) will be modeled using a random forest model
- Chapter 4: Time-to-event will be modeled using a Cox proportional hazard model In this chapter, the first approach is presented, namely, logistic regression analysis. In the development of the prediction model, several variable selection methods including forward, backward, and stepwise selection are applied as well as more advanced variable selection methods, including Adaptive lasso and elastic net variable selection techniques. A conventional variable selection method is also used (called manual variable selection). To handle the missing data problem, a multiple imputation approach is applied and different variable selection methods are used to develop models using the imputed data. These models are compared by their discrimination ability indicated as c-statistic (AUC- area under the ROC curve). The models are also compared to the pre-existing risk stratification approaches that are already in-use by USMM providers.

The contribution of this research to the mortality risk stratification literature are: 1. the use of community-dwelling homebound older adults, 2 . incorporation of advanced variable selection techniques, 3. implementation of multiple imputation technique to manage missing data, 4. prediction of hospice admission in addition to mortality.

The rest of this chapter is organized as follows: background and literature review, methods and materials, empirical results, discussion, and conclusion.

- Literature review

As discussed in chapter one, most of the previous prognostic models have been developed in a specific setting such as nursing home, emergency department, or hospital. Other authors have developed models in populations of older adults with specific conditions such as cancer, chronic kidney diseases, and cardiovascular diseases. There are a limited number of studies that focuses on the risk stratification in the community-dwelling older population.

Yourman et al., in a systematic review of prognostic indices for older adults, evaluated the accuracy and generalizability of such indices.(48) They found 16 validated indices, but only six included communitydwelling patients. The rest of them used patients in a nursing home or hospitals. Table 1.3 in chapter one, summarizes these studies along with three other relevant studies. Following is a brief summary of the seven studies that used logistic regression in model development.(53) Of the six studies in community-dwelling patients, the only model that evaluated 1-year mortality was developed by Gagne et al. The model consisted of 20 comorbidities and resulted in a c-statistic of 0.788 ( $95 \% \mathrm{cl}, 0.786-0.791$ ). However, their study population included both community-dwelling and nursing home residence patients (9\%). Mortality rate of this population was 7.5\% a year. Their index also showed better discrimination for 30-day and 180-day than 1-year mortality.(52) Carey et al., in two separate studies developed prognostic indices for 2-year and 3-year mortality in older adults. In their first study, an index was developed for 2-year mortality in community-living frail older adults. They included variables age and sex plus 16 functional variables in the predictive model. The final index comprised of 6 variables including age, sex, dependence in bathing, dependence in shopping, difficulty walking several blocks, and difficulty pulling/pushing heavy objects. The prognostic index had discrimination (C-statistic) of 0.74 . Mortality rate in this population was $12 \%$ over 2 years.(49) The second study was to develop a prognostic model for 3-year mortality in a cohort of nursing home eligible older adults. The study population consisted of the participants in the Program of All-Inclusive

Care for the Elderly (PACE). The PACE program provides comprehensive medical and social services to frail, community-dwelling older adults, most of them are dually eligible for Medicare and Medicaid. The program enables most of the participants to remain in the community rather than receiving nursing home care.(3) The study population were chronically ill elderly who met the criteria for nursing home placement. Using a Cox model for time to death, Carey et al., defined a score made of variables age, sex, dependency on toileting and dressing, and four comorbidities. The index showed a c-statistic of 0.69 for 3 -year mortality in the validation data. Mortality rate in this population was $13 \%$ over a year.(57)

Mazzaglia et al., developed a prognostic index for 15-month mortality and hospitalization in a cohort of community-dwelling older adults in Italy. This index was developed to be used mainly by primary care physicians and consisted of age, sex, previous hospitalization, dependency on basic ADLs and IADLs, poor vision, poor hearing, use of home health services, and inadequate income. This index stratified elders to 4 risk groups; the c-statistic of this model was 0.75 for 15 -month mortality. Mortality rate in this cohort was $4 \%$ over a 15 months period. (64)

Lee et al., proposed a prognostic index for 4-year mortality among older adults using 12 predictor variables. Their study population was adults older than 50 years who participated in the 1998 wave of Health and Retirement Study. The Participation rate in their study was $81 \%$. Significant predictors in this index included age, sex, six comorbidities, and four functional status indicators such as walking several blocks and managing money. The discrimination of this index was 0.82 in the validation data. Because they included patients as young as 50 years old who were generally healthy, the authors suggested that the optimal model for an older and sicker population would include other predictor variables. Mortality rate in this cohort was $12 \%$ over 4 years. (54)

Han et al., developed a prognostic model using 11 predictors of 6-month mortality among communityliving older adults with a self-reported decline in health. The outcome of 6-month mortality was chosen because the 6 -month prognosis is essential in hospice referral. They used the data from the Medicare

Health Outcome Survey (MHOS), and they did not exclude institutionalized and disabled Medicare beneficiaries. Significant predictors included age, sex, smoking status, any cancer, congestive heart failure, COPD, ADLs, proxy status, and health-related quality of life (general health perception, social functioning, and energy/fatigue). Their model had a c-statistic of 0.75 . Mortality rate in this population was $15 \%$ over 6 months (grossly estimated one-year mortality of $30 \%$ ) - much greater than these other studies. This mortality rate was also much greater than the $2 \%$ mortality rate of the total MHOS population. An explanation is the selection of this particular study population which included only MHOS participants with declining health (i.e. patients who reported their health "much worse" compared to their last year health).(53)

Schonberg et al., studied predictors of 5 -year mortality among a population aged 65 and older who participated in National Health Interview Survey and responded to annual follow up surveys for five years from 1997 to 2002 ( $74 \%$ mean participation rate). The 5 -year mortality rate in this population was $17 \%$ during the study period. They used a multivariable Cox proportional hazard model with 11 predictors including age, sex, smoking status, $\mathrm{BMI}\left(<25 \mathrm{~kg} / \mathrm{m}^{2}\right)$, dependence in IADL, difficulty walking several blocks, general health perception, past year hospitalization, and three comorbidities. The model had a c-statistic of 0.75 . Mortality rate was $17 \%$ over 5 years. (55)

Review of the studies that developed a prognostic model in community-living older adults revealed that the USMM population is different from the other study populations presented in table 1.3. The difference can be seen in average age, the number of comorbidities, functional status, and the setting (institution, nursing home, community). USMM patients are homebound, also they are older and have higher rates of comorbidities compared to the previous study populations. But, most importantly the USMM population mortality rate ( $32 \%$ over 12 months ) is substantially higher than these other study populations - where the estimated annual mortality rates were in the range of $4-8 \%$ but varied from as low as $3.0 \%(54,55)$ to as high $30 \%(53)$. Moreover, selected predictors used in the previous prognostic
models, were not found in the USMM database. For example itemized ADL and IADL information, past year hospitalization, income and BMI are variables that were not available in this dataset. These differences made the pre-existing prognostic models not to be appropriate for the USMM population. This study aims to develop a model suitable for this population and other similar older cohorts.

Variable selection is the basis of developing a prediction model. Variable selection can be made by including and excluding rules for predictor variables, or by built-in automated methods in the statistical software. Most of the studies cited above used logistic regression to model the outcome and identify the important predictors of it. Carey and Schonberg made use of a Cox proportional hazard model as well. None of these studies mentioned any application of any particular variable selection method; instead they included all significant (usually $\mathrm{P}<.05$ ) variables in a final MV model. Statistical software offers different options for variable selection methods as part of the model development process including stepwise, backward, forward methods, as well as more advanced methods such as lasso, adaptive lasso, elastic net, and ridge regression. Although the newer selection methods such as adaptive lasso and elastic net are not directly available in SAS for binary outcomes (Logistic or HPLOGISTIC procedures), there are methodological papers that explain the use of the GLMSELECT procedure to make use of these methods. Lund and Cohen suggested that although GLMSELECT procedure fits an ordinary regression model, it can be used to select a good set of predictors for a logistic model. (83-85) Missing data is a persistent problem in epidemiological studies. Some of the common reasons for missing data are patients' refusal to answer, lack of knowledge, loss of contact in longitudinal studies (due to death or relocation), and failure of routine documentation in the EMR by clinical staff. We could not find a specific approach for management of missing data in any of the nine previously mentioned studies that developed prognostic indices in community-living older adults. When the missing data was described, either the observations with partly missing data were excluded from the analysis, or missingness was included as a dummy variable in the analysis. $(53,57)$ In this analysis, missing data is
observed in about one-third of the cohort; therefore the missing data problem is addressed in this chapter. One of the commonly known approaches to the missing data problem is multiple imputation (MI). The SAS procedure, multiple imputation uses the assumption of missing at random (MAR) for the missing data, however the use of PROC MI can be extended to the MNAR conditions. (86) Although, it is impossible by definition, to distinguish between MAR and MNAR mechanisms.(87) To build a prediction model, variable selection is applied to a complete case data when there is no missing observation. However, excluding the cases with partly missing data can induce bias into the results. Wood et al., proposed four different approaches for variable selection in the imputed data. (88) The first method involves developing the model in the complete case data and using the same variables in the imputed data. The second method is to develop a single model in the first set of imputed data. The third method is to develop separate models in each imputed dataset and then combined the selected variables from all models to form the final model. The fourth method is to use stacked imputed datasets with weighted regression. The first and third methods are used in this study for variable selection in the imputed data. The most common methods for evaluating the accuracy of a predictive model for binary outcomes are discrimination, which is measured by area under the ROC (AUC), and calibration. The AUC (also called the concordance or C-statistic) is the most commonly used measure of discrimination of a model. It indicates how good the model classifies those with and without the outcome of interest. For a binary outcome, ROC is a plot of sensitivity against 1- specificity for all the consecutive cutoffs in the probability of an outcome.(89) AUC values can be roughly interpreted as excellent (AUC above 0.80 ), good (between 0.70 and 0.80 ), and weak (between 0.50 and 0.70 ). Calibration compares the predicted and observed probability of the outcome in different risk groups. Calibration plots provide a qualitative visualization of the goodness of fit, while the Hosmer-Lemeshow is a statistical test of goodness of fit. The Brier score is another measure to evaluate the goodness of fit and performance of a predictive model.(90) Brier score is an equivalent of R -square when the outcome is binary. In this study, the AUC,
calibration plots, Hosmer-Lemeshow test, and Brier score are utilized to evaluate the model performance.(90)

- Methods and materials


## o Data source

I conducted this study utilizing the United States Medical Management (USMM) dataset. USMM is a family of companies that provide home-based medical care to patients across 11 US states including Michigan, Ohio, Texas, Florida, Kansas, Virginia, Illinois, Kentucky, Missouri, Washington, and Wisconsin. USMM specializes in home-based health care for homebound elderly individuals and other patients with complex medical issues. The USMM providers include physicians, nurse practitioners, clinical educators, and people with other specialties. USMM also owns several health properties, including hospices and home-health agencies. USMM maintains a database of all patients visited in their 100 offices across the 11 states. This database includes demographics, social, functional status, clinical, laboratory, and utilization data. This database consists of the USMM electronic medical record named APRIMA in addition to other data sources. The USMM clinical database for the calendar year 2015 was used for this analysis. Claims data were also available through a third party corporation, E-solution, which provides processed claims data from CMS. The processed claims data contained limited information on only 5 events including death (date of death), hospice utilization (first and last dates of hospice in 12-week intervals), home-health utilization (first and last dates of HH services in 8 -week intervals), most recent hospitalization (admission and discharge dates), and prior hospitalization (admission and discharge dates). Dates of death and hospice enrollment were used as the outcomes of interest in this study. Therefore the USMM EMR data and claims data together were used to define the study population.

## o Study population

The 2015 cohort was defined as all patients who had their first ever home-based medical visit between January $1^{\text {st }}$ and December $31^{\text {st }}$, 2015. The date of the first visit was recorded in the APRIMA EMR. The data was then linked to the claims data, and those patients who did not have claims data available were excluded. Patients with age <65 years were excluded. Table 2.1 contains the inclusion and exclusion criteria for the patient population in this chapter.

Table 2. 1. Inclusion and exclusion criteria in this study patient population

| Inclusion criteria |  |
| :--- | :--- |
| - | Register in the USMM system in the calendar year 2015 |
| - | Have at least one visit between January $1^{\text {st }}$ and Dec 31 $1^{\text {st }}, 2015$ |
| Exclusion criteria |  |
| - | Claims data not available |
| - | Age <65 years old |
| - | Followed up for less than 1 year |
|  |  |

Since the purpose of this chapter is to analyze 1-year mortality and hospice admission, the cohort was limited to the patients who had been followed up for at least 365 days or had the outcomes within a year of their first USMM visit. Follow up time was determined by counting the days between the first visit date and the date of the outcome (i.e., death or hospice admission), or the date of the last visit if the outcomes did not occur. Figure 2.1 displays a flow diagram of the patient population in this study.

Figure 2. 1. Flow diagram of the study cohort


Among the 2182 patients who were excluded due to $<12$ months of USMM care, $88.5 \%(n=1932)$ patients became inactive in the USMM database due to various reasons including patient opted out of the program, relocation to nursing home, loss to follow-up (hospitalization, no response to phone call, bad address), discharged by provider (e.g., due to not being homebound), patient moved, and other reasons. These reasons for withdrawal are summarized in Table 2.2. Majority of these reasons were related to patients' preference (i.e., $31 \%$ who opted out), such as patient changed the Primary Care Physician (PCP), chose another house call program and refused the services. The rest of $11.5 \%$ ( $\mathrm{n}=250$ ) were patients who did not have documented reasons for withdrawal from the USMM, but their total registered time was less than 12 months (Table 2.2). Many of these patients ( $\mathrm{n}=177,71 \%$ ) were visited at the end of the year 2015 (i.e., December 2015) and their last recorded visit in the USMM database,
occurred before the December 2016. Thus the total documented time of care in the USMM system was less than 12 months, although these patients were still active in the USMM database.

Table 2. 2. Patients with < 1-year care received from USMM ( $\mathrm{N}=2182$ )

| Inactive | N (\%) |
| :--- | :---: |
| Became inactive in the USMM system |  |
| Patient opt-out | $686(31.4 \%)$ |
| Nursing home admission | $380(17.4 \%)$ |
| Loss to follow up | $206(9.4 \%)$ |
| Provider excluded patient | $204(9.3 \%)$ |
| Patient moved | $202(9.3 \%)$ |
| Missing reason | $189(8.9 \%)$ |
| Insurance issues | $65(3.0 \%)$ |
| <1-year documented care | $250(11.5 \%)$ |
| Total | $\mathbf{2 1 8 2}(100 \%)$ |

## o Outcome and exposure

There are two outcomes of interest: mortality and hospice admission. One-year mortality was determined if a date of death was recorded in the claims data within the 12 months of the first USMM visit. Likewise, 1-year hospice admission was determined according to the recorded date of first hospice service in the claims data. Claims data was processed data provided by E-solutions, a commercial medical billing and claim processing company. (6) Claims data provided the dates of death, hospice, and/or home-health services (8-weeks period), therefore the first date of earliest hospice service was considered as the date of the outcome. If a date of death or hospice was not reported within a year from the first visit date, then the case was counted as censored at one year. If the death occurred in hospice, both outcomes (death and hospice admission) were analyzed as separate outcomes in each respective analysis.

Variables with less than $20 \%$ missing observations were considered as exposure variables for the analysis. This information was collected from the baseline visit for each patient. Table 2.3 in the results section displays the frequency of missing data on each variable.

A total number of 41 potential predictor variables had <20\% missing, including demographics and social factors: age, gender, race, insurance status representing if a patient has dual eligibility for both Medicaid and Medicare; life style factors: living alone, smoking; functional status factors: functional decline in ADLs, timed up and go (TUG), Karnofsky performance scale (KPS value); serum measures: serum albumin, cholesterol; and other factors: having a pressure ulcer, surprise question answer, number of medications, and number of lab test ordered by the provider. There are 24 medical history variables in the APRIMA EMR that documented if at the time of the current visit, the patient had an active diagnosis of the condition as defined by the CMS-Chronic Condition Warehouse (CCW).(91) These 24 variables reported as binary (yes, no) data and includes: history of hypothyroidism, asthma, atrial fibrillation, cataract, chronic kidney diseases, osteoporosis, hyperlipidemia, hypertension, anemia, breast cancer, colorectal cancer, benign prostatic hyperplasia, COPD, depression, diabetes, endometrial cancer, glaucoma, heart failure, hip/pelvic fracture, ischemic heart disease, lung cancer, prostate cancer, stroke/TIA, rheumatoid arthritis/osteoarthritis. Diagnosis count is a variable that counted the number of existed CCW variables for each patient. Another variable, cancer, was generated if a patient had any of the four different types of cancers listed in the CCW variables. History of Alzheimer's disease and acute MI were also among the CCW variables; however, the number of patients who had these conditions were too small to analyze. Thus they were dropped from consideration.

Three variables in this dataset represent the functional status of patients; functional decline in activities of daily living (ADLs), Timed Up and Go (TUG answer), and Karnofsky Performance Scale (KPS). These variables are documented by the visiting physician in the APRIMA and supplemented by Status Scope. The functional status variables and surprise question are defined in Table 2.3. The decline in ADLs can be an indicator of developing frailty or other medical events that need attention for the timely prevention of adverse outcome. (92) Activities of daily living (ADL) include six daily activities: self-feeding, bathing, dressing, toileting, transferring, getting in/out of bed/chair. $(93,94)$

Instrumental Activities of Daily Living (IADLs) include activities such as shopping, housekeeping, keeping track of finances, and food preparation. Two variables in the APRIMA database indicate a decline in ADL and IADL compared to the last year. The visiting physician evaluates the functional status compared to the last visit (for ADLs) or the last Annual wellness Visit (IADLs). Unfortunately, the variable measuring decline in IADLs was excluded from the analysis due to the high rates of missing value.

Timed Up and Go test (TUG) is a simple test used to assess a person's mobility that includes both static and dynamic balance.(95) The test involves measuring the time that a person takes to rise from a standard arm chair, walk three meters at their normal pace, turn around, walk back to the chair and sit down again. It is reported in seconds and $<30$ seconds is considered normal. The results of this test were reported in three categories: $\leq 30$ seconds, >30 seconds, and non-ambulatory.

Karnofsky Performance Status Scale (KPS) is another tool used to quantify patients' general well-being and functional status.(96) The score ranges from 100 to 0 , where 100 is perfect health and function, and 0 is death. The score is usually reported in intervals of 10 . A KPS score of 80-100 indicates the ability to carry on normal activity and to work. A score of 50-70 shows inability to work, but these patients are able to live at home and care for personal needs. A score of 40 and less indicates functional disability and inability to care for self. (36). Since only $0.4 \%$ of this population had a score of $80-100$, we e recoded KPS values into a binary variable using 40 as the threshold (i.e., $\leq 40$ versus $>=50$ ).

The Surprise question is a simple question answered by the provider, "Would you be surprised if this patient died in the next 6-12 months?" This question provides a valuable piece of information that has been shown in many different setting to be a strong predictor of mortality. $(98,99)$ The predictive value of the surprise question has been evaluated explicitly in diseases such as cancer and kidney diseases. The value of the surprise question has not been well assessed in a general population of older age adults without specific diseases or conditions. A recent study has evaluated the performance of the SQ in prediction of two-year mortality in patients with serious illness from primary care clinics in Boston, MA.

The patients were screened by the primary care physicians (PCP) and enrolled in the study if they were eligible for the serious illness care program.(100) The goal of the study was to improve access to palliative care among the patients who are approaching the end of life. The performance of SQ in prediction of two-year mortality among the chronically ill, complex patients was measured by the Area under the curve and it was 0.74 when the question was asked from the primary care physicians. (100) The key features of these four measures are summarized in Table 2.3.

Table 2. 3. Definition and values of the functional status variables and surprise question

| Variable | Definition | Values |
| :--- | :--- | :--- |
| ADL- decline | Functional decline in activities of daily living | Decline, improve, no change |
| TUG | Timed up and go is a measure of patients <br> mobility and balance | $<30$ seconds, >30 seconds, <br> non-ambulatory |
| KPS | Karnofsky performance scale quantifies patients' <br> general well-being and functional status | Values range from 10-100 <br> with lower values indicating <br> worse functional status |
| Surprise question | Answer to the question "would you be surprised <br> if this patient died in the next 6-12 months?" | Yes/ no |

## 0 Statistical analysis

The statistical analyses for this paper was done using SAS software, version 9.4 (SAS Institute Inc., Cary, NC ). The data were randomly split into two equal size cohorts, to create derivation and validation datasets. Logistic regression was applied to develop a prediction model in the derivation dataset. The model parameters then were applied to the validation cohort, and the predicted probability of the outcome was calculated for each patient.

Logistic regression model fits binary response and provides several variable selection methods to identify important predictor variables among many potential independent variables. Logistic regression is used to explain the effect of an explanatory variable $x$ on the response Y .

$$
\operatorname{logit}\{\operatorname{Pr}(\mathrm{Y}=1 \mid \mathrm{x})\}=\log \left\{\frac{\operatorname{Pr}(\mathrm{Y}=1 \mid \mathrm{x})}{1-\operatorname{Pr}(\mathrm{Y}=1 \mid \mathrm{x})}\right\}=\beta_{0}+X \beta
$$

Where Y is a binary response (i.e., 1 when death occurred and 0 when it did not), $\mathrm{X}=\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{k}}\right)$ is a vector of explanatory variables, $\beta_{0}$ is the intercept parameter and $\beta$ is the vector of slope parameter. (101) Receiver operating curve (ROC) was generated for each model and the area under the curve (AUC) was reported as an indicator of discrimination of the model in both derivation and validation data sets. AUC (also referred to as the C -statistic) was used as the primary measure to compare the alternative prediction models. Sensitivity and specificity of the models were also provided for comparison between alternative RS models (i.e., multivariable logistic regression model, SQ only model, and USMM proposed RS approach). Calibration plots were generated to show the goodness of fit for the final model graphically. Further details are provided below in model assessment section.

- Variable selection methods

Several variable selection methods were applied to the derivation data set and then validated by applying the model to the validation data set. Both outcomes, 1-year mortality and hospice admission, were modeled using different automated variable selection methods including forward, backward and stepwise selection. These selection methods are built-in options in PROC LOGISTIC. Stepwise selection method with the entry level of $p<0.2$ and stay level of $p<0.05$ was applied to select the significant predictors of the outcome. A total number of 41 predictor variables that had $\leq 20 \%$ missing observations were included in the model building process.

There are newer variable selection methods including lasso, adaptive lasso, ridge, elastic net, and group lasso methods. (102-105) We applied two of these methods, adaptive lasso, and elastic net variable selection, using the SAS procedure 'Proc GLMSELECT'. These methods have advantages over the preexisting stepwise selection methods in specific circumstances, especially when the data set includes a large number of predictors and a limited number of observations; and also when the predictor variables are highly correlated with each other.(42) Adaptive lasso and elastic net allow the model to include
more than one predictor from a group of correlated predictor variables. In the adaptive lasso method, a weight vector $\omega$ is defined for parameter estimates as:
$\omega=1 /|\hat{\beta}|^{\gamma}$
Where, $\beta=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{m}\right)$ are the adaptive lasso regression coefficients generated under the constrained optimization problem.

The parameter gamma $(\Upsilon)$ in the above equation is the power transformation of the parameters to form the adaptive weight. Gamma can be specified in the model statement but the default in SAS PROC GLMSELECT is 1.0 (which represents no power transformation). I applied the adaptive lasso option with seven different values of gamma between 0 and 1 .

The elastic net method develops a parsimonious model by solving the least square regression problem with constraints on both the sum of the absolute coefficients as well as the sum of the squared coefficients:

Min $||y-X \beta||^{2} \quad$ subject to: $\sum_{j=1}^{m}\left|\beta_{j}\right| \leq t_{1}$ and $\sum_{j=1}^{m}\left|\beta_{j}^{2}\right| \leq t_{2}$
Where $\beta s$ are the regression coefficients, and $t_{1}$ and $t_{2}$ are the constraints applied to the sum of the absolute and sum of the squared coefficients, respectively. $(105,107)$

Two different options in the model statement were specified to determine the optimal model:
validation data and k-fold cross-validation. For both adaptive lasso and elastic net methods, a 4-fold cross validation option was specified. The Selected variables were then included in a logistic regression model and c-statistics generated for both derivation and validation data sets.

The procedure GLMSELECT was used for variable selection only, and not for the logit model development. The underlying assumption of PROC GLMSELECT is that the outcome is continuous, however it is accepted to use the GLMSELECT procedure with the categorical outcome for variable selection only. (83) I applied the GLMSELECT procedure because SAS does not support adaptive lasso
and elastic net options in the LOGISTIC or HPLOGISTIC procedures. Then the logistic model was developed by including the variables that were selected in GLMSELECT.

A manual variable selection approach was also used by running univariate logistic regression for all the predictor variables and then entering those with a significance level of $\leq 0.2$ into the multivariable model. The variables with $p$-value $\leq 0.05$ in the multivariable model were included in the final model in addition to demographic variables (i.e., age, and sex) that were forced in regardless of significance.

- Model performance assessment

The most common measure of a predictive model's performance is AUC or c-statistic. Calibration plots are another way to evaluate the performance of a predictive model. Calibration indicates the degree of agreement between observed and predicted probabilities and is therefore a measure of model fit. By plotting the predicted probability of the outcome against the observed probability of the event for groups of patients (often deciles) calibration plots are diagnostic graphs that help to qualitatively evaluate how good a model is in the prediction of the outcome. There are two methods that are commonly used to generate calibration plots: Loess-based and decile-based.(108) In the Loess-based method the observed and predicted probability of the event for each observation are plotted and a loess function is used to smooth the plot over all observation. In the decile-based method, data is sorted by the predicted probabilities and then grouped into deciles. The average observed and predicted probabilities for each decile are calculated and plotted. A study by Austin and Steyerberg concluded that loess-based plots have several advantages over the decile based.(109) In fact the decile calibration is dependent on the number of groups into which data is partitioned. In this chapter a calibration plot was generated in the validation data. A plot was also made in the derivation data for comparison. Hosmer-Lemeshow goodness of fit test is a statistical test of GOF and is another metric used to evaluate the prediction model. To do this test, data is sorted and divided into deciles similar to the method used in calibration. Hosmer-Lemeshow test statistic is obtained by calculating a chi-square statistic from a 2 x
g table of observed and expected frequencies, where g is the number of groups (ten in this case):
$\chi_{H L}^{2}=\sum_{i=1}^{g} \frac{\left(O_{i}-N_{i} \bar{\pi}_{i}\right)^{2}}{N_{i} \bar{\pi}_{i}\left(1-\bar{\pi}_{i}\right)}$
Where $O_{i}$ is the number of event outcomes in the $i$ th group, $N_{i}$ is the number of observations in the $i$ th group, and $\bar{\pi}_{i}$ is the average predicted probability of the outcome in the ith group. This statistic is compared to the $\chi^{2}$ distribution with $(g-2)$ degrees of freedom. The large value of $\chi^{2}$ and small p -value mean the lack of fit for the model. $(101,110)$

In the evaluation of predictive model performance, measurement of the distance between the predicted and observed outcomes is essential. R -square is the measure for this distance when the outcome is continuous and is calculated as:
$\mathrm{R}^{2}=1-\frac{\sum_{i}\left(Y_{i}-\hat{Y}\right)^{2}}{\sum_{i}\left(Y_{i}-\bar{Y}\right)}$
Where $Y_{i}$ is the observed outcome, $\bar{Y}$ is the mean of the observed outcome, and $\hat{Y}$ is the predicted outcome. $\mathrm{R}^{2}$ presents the proportion of the variation that can be explained by model, therefore larger $\mathrm{R}^{2}$ indicates a better model. Brier score is another measures that calculates the squared difference between the actual binary outcome and the prediction.(90) It is calculated as $(\mathrm{Y}-\hat{\mathrm{p}})^{2}$ where $\hat{\mathrm{p}}$ is the predicted probability of the binary outcome Y. Brier score is lower where the model fits better. Therefore it is 0 for the perfect fit model whereas a maximum value indicates a non-informative model. The maximum value for the non-informative model is dependent to the outcome incidence and is calculated as $P^{*}(1-P)^{2}+P^{2}(1-P)$, where $P$ is the outcome incidence.(90) We calculated the maximum value for the non-informative model in this cohort and generated Brier scores for comparison between the different models.

- Multiple imputation

To handle the missing data on the predictor variables I used multiple-imputation procedure. To choose the sufficient number of imputations, the data set was imputed twice, once using five imputations and
then using 20. SAS procedure 'PROC MI' was used to impute missing data on categorical and continuous variables. The parameter estimates and variances from the two MI procedures (5 or 20 imputations) were compared. Although the parameter estimates and their standard errors were similar, 20 imputations were chosen to maximize relative efficiency. Furthermore, the increase in the computation time was trivial when the number of imputation was increased from 5 to 20 , thus computation time was not a limitation in this dataset.

There was no missing observation on the two outcomes (i.e., death and hospice), but there was missing on 15 independent variables. As mentioned above, 6 variables with missing observations were excluded initially (Table 2.4) resulted in inclusion of 41 predictor variables. Nine of the 41 predictors had different proportions (0.4-20\%) of missing observations. The variables are: race, TUG answer, ADL decline, living alone, surprise question, tobacco use, KPS, albumin, and cholesterol. All the 41 predictor variables were used in the imputation procedure. As mentioned above, 6 variables with missing observations were excluded initially (Table 2.4). The 28 binary variables that has no missing observations and all continuous variables were included in the model as continuous variables. Six categorical factors (race, TUG answer, a decline in ADLs, living alone, surprise question, and tobacco use) that had some missing observations, were imputed using a class statement. Age, albumin, cholesterol, and KPS are recorded as continuous variables in the data and so were included as continuous factors in the imputation model, although in the logit model they were included as categorical variables based on their quartiles.

The multiple imputation procedure is typically followed by the MIANALYSE procedure which summarizes the results of all imputations and provides summarized measure of effect such as relative risk, odds ratio, or hazard ratio. Variable selection procedures for multivariable models based on data from multiple imputations is different from available case-based methods, since the variables selected in one imputation can be different from other imputations, thus there is not a procedure to summarize the results of different imputations. For model selection in the imputed data, several methods were
suggested in the literature, including using the model selected in available case data, or development of the model in the first imputation and then apply it to the other imputations.(88) I used two of the four methods proposed by Wood et al., (88) to develop a model and generate the cstatistic for it in the imputed data. The first method was using the model that was developed in the available case data. Using the same set of variables selected in manual variable selection, the model was developed in each derivation set of the imputed data and applied to the corresponding validation set. The predicted probability of outcome was generated for individual patients in each imputed validation data. Average of 20 probabilities for each patient was calculated, and then ROC and AUC were generated for both derivation and validation data sets by modeling the averaged probabilities against the observed outcomes.

As an alternative model development method, I used the following steps to select variables that were consistently selected in different imputations. In the first step, as described by Wood et al., a separate model was developed in each imputed derivation dataset. The three variable selection options (forward, backward, stepwise) that were applied in the available case analysis were also applied to each one of the 20 imputed datasets. A logistic regression model was developed in each imputed derivation data and then applied to the corresponding imputed validation data set. A predicted probability was generated for each individual in the imputed data, then the average of 20 predictions for each person was used to generate a single AUC for each selection method. Selected variables were counted over the 20 imputations for each selection method (forward, backward, and stepwise). Only variables that were selected in all 20 imputations were included in a final model for that variable selection method and was used to calculate the AUC from the validation data.

Figure 2. 2. Manual variable selection in the imputed data


In manual variable selection in the imputed data, variables that were selected for $\geq 15$ times in all three selection methods were considered as the final model selected from the imputed data analysis (Figure 2.2). This set of variables were then applied to the original data to generate c-statistic for both derivation and validation datasets. To compare the performance of the alternative approaches (final model developed in this chapter, surprise question model, proposed USMM model), in addition to the AUC, sensitivity and specificity of the different models were also calculated. In MV model, Sensitivity, specificity and predictive values were calculated at two different thresholds. All the observations were sorted based on their predicted probability of the outcome. Then the top 10\% and top $20 \%$ threshold were used to calculate sensitivity and specificity of the model. The two thresholds were chosen arbitrarily for identifying the high risk and low risk groups. However the selection of optimal threshold for risk groups depends on multiple factors including the cost of false positive cases vs. the false negative cases. Also the services and resources that can be allocated to each risk level groups influence
the selection of threshold for RS. The selection of threshold is discussed in more details in the discussion section of this chapter.

## $0 \quad$ Alternative risk stratification approaches

The AUCs for the various multivariable logistic regression models were compared to each other as well as to the alternative risk stratification approaches. The USMM researchers proposed two approaches for risk stratification: the SQ and a 3-level risk stratification approach. The answer to the SQ is used to find high-risk patients (answer = no). The three-level approach can be operationalized as a decision tree that categorizes patients into three risk level (referred to as level $3,4,5$ ) based on five variables: SQ, albumin, an episode of fall, hospitalization, and ER visit since their last USMM visit. If serum albumin is $<2.5 \mathrm{mg} / \mathrm{dl}$, the patient is considered high risk. If SQ is answered ' $N o$ ' and the patient has a history of fall or hospitalization or ER visit since their last visit, then the patient is high risk and assigned to level 5 of risk. If SQ is answered 'No' without any fall or hospitalization/ER, then the patient is at intermediate risk level or level 4. If Albumin is $>2.5 \mathrm{mg} / \mathrm{dl}$ and SQ answer is 'Yes' then the patient is in the low-risk (level 3) in this approach (Figure 2.3).

Figure 2. 3. The USMM proposed 3-level risk stratification approach


To have comparable measures between different models, univariate logistic regression analyses were performed for the SQ and for the USMM proposed risk levels. The AUC, sensitivity and specificity of these two approaches in the validation data were generated and compared to the different multivariable logit models.

## - Results

## o Study population

The final study population consisted of 7445 patients who had their first USMM visit in the calendar year of 2015, had available claims data, and were followed up for at least one year (Figure 2.1). The minimum and maximum follow up time for this cohort were 1 and 794 days, respectively; with average (standard deviation) of 459 (239) days and median (interquartile range) of 517 (q1=246, q3=658) days (Table 2.5).

In the final cohort of 7445 patients (Table 2.4), $66 \%$ were female, $63 \%$ white, the average age was 82 years, $99 \%$ had Medicare coverage, and 27\% were dual eligible (both Medicare and Medicaid); $54 \%$ of the cohort had a KPS $\leq 40$ - indicating severe disability with the need for necessary assistance and specialized care. Prevalence of hypertension, hyperlipidemia, diabetes, and cancer were $81 \%, 50 \%, 34 \%$, and $8 \%$ respectively. Over $50 \%$ of patients had 5 or more medical conditions.

Overall, $45 \%(n=3345)$ of the cohort died, and $19 \%$ were admitted to the hospice over the total follow up time. However, the 1-year mortality and hospice admission rates within the first year of follow up were $32 \%(n=2408)$ and $10 \%(n=752)$, respectively (Table 2.5). Among hospice-admitted patients, 765 (55\%) died within three months of their admission. Overall 2680 deaths ( $80 \%$ of all deaths) occurred outside of hospice. Table 2.4 demonstrates the population characteristics and Table 2.5 displays outcome events.

Table 2. 4. Cohort population description, by the outcome rates and unadjusted odds ratios ( $\mathrm{N}=7445$ )

| Variable | N (\%) | Missing <br> N (\%) | Death \% | Unadjusted OR | Hospice $\%$ | Unadjusted OR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Baseline characteristics |  |  |  |  |  |  |
| $\begin{aligned} & \hline \text { Age } \\ & -65-74 \\ & -75-84 \\ & -85-94 \\ & -95+ \\ & \hline \end{aligned}$ | $\begin{aligned} & 1826(24.5) \\ & 2249(30.2) \\ & 2796(37.6) \\ & 574(7.7) \\ & \hline \end{aligned}$ | 0 | $\begin{aligned} & 21.0 \\ & 30.5 \\ & 39.6 \\ & 40.2 \end{aligned}$ | $\begin{aligned} & \text { Ref } \\ & 1.65^{*} \\ & 2.47^{*} \\ & 2.53^{*} \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.5 \\ & 8.5 \\ & 13.9 \\ & 15.5 \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Ref } \\ & 1.95^{*} \\ & 3.39^{*} \\ & 3.85^{*} \\ & \hline \end{aligned}$ |
| Sex <br> -Male <br> -Female | $\begin{aligned} & 2513 \text { (33.7) } \\ & 4932 \text { (66.3) } \\ & \hline \end{aligned}$ | 0 | $\begin{array}{r} 36.7 \\ 30.1 \\ \hline \end{array}$ | $\begin{aligned} & 1.34^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 10.8 \\ & 9.8 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.12 \\ & \text { Ref } \end{aligned}$ |
| Race -White -Black -Other | $\begin{aligned} & 4684 \text { (62.9) } \\ & 1148 \text { (15.4) } \\ & 201(2.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1412 \\ & (19.0) \end{aligned}$ | $\begin{aligned} & 27.4 \\ & 18.5 \\ & 19.9 \\ & \hline \end{aligned}$ | Ref 0.6* 0.66* | $\begin{aligned} & 11.3 \\ & 6.6 \\ & 6.0 \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Ref } \\ & 0.56^{*} \\ & 0.5^{*} \end{aligned}$ |
| Tobacco use (current vs not) -Yes -No | $\begin{aligned} & 645 \text { (8.7) } \\ & 6412 \text { (86.1) } \end{aligned}$ | 388 (5.2) | $\begin{aligned} & 21.7 \\ & 31.1 \end{aligned}$ | $\begin{aligned} & 0.61^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 7.4 \\ & 10.1 \end{aligned}$ | $\begin{aligned} & 0.71^{*} \\ & \text { Ref } \end{aligned}$ |
| $\begin{aligned} & \hline \text { Dual-eligible } \\ & \text {-Yes } \\ & \text {-No } \\ & \hline \end{aligned}$ | $\begin{aligned} & 2024(27.2) \\ & 5421(72.8) \end{aligned}$ | 0 | $\begin{array}{r} 23.1 \\ 35.8 \end{array}$ | $\begin{aligned} & 0.54 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 6.0 \\ & 11.6 \end{aligned}$ | $\begin{aligned} & 0.49^{*} \\ & \text { Ref } \end{aligned}$ |
| Lives alone -Yes <br> -No | $\begin{aligned} & 884 \text { (11.9) } \\ & 5511 \text { (74.0) } \end{aligned}$ | $\begin{aligned} & 1050 \\ & (14.1) \end{aligned}$ | $\begin{aligned} & 18.0 \\ & 30.3 \end{aligned}$ | $\begin{aligned} & 0.5^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 5.4 \\ & 10.7 \end{aligned}$ | $\begin{aligned} & 0.48^{*} \\ & \text { Ref } \end{aligned}$ |
| $\begin{aligned} & \hline \text { S.Q- No } \\ & \text {-No } \\ & \text {-Yes } \\ & \hline \end{aligned}$ | $\begin{aligned} & 1045(14.0) \\ & 5381(72.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1019 \\ & (13.7) \end{aligned}$ | $\begin{aligned} & 44.4 \\ & 25.3 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.36^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{aligned} & 19.1 \\ & 8.0 \end{aligned}$ | $\begin{aligned} & 2.7^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| ```KPS -Mild /moderate (50- 100) -Severe disability (10- 40)``` | $\begin{aligned} & 3376 \text { (44.9) } \\ & 4042 \text { (54.3) } \end{aligned}$ | 27 (0.4) | $\begin{aligned} & 22.3 \\ & 40.5 \end{aligned}$ | $\begin{aligned} & \text { Ref } \\ & 2.38^{*} \end{aligned}$ | $\begin{aligned} & 5.7 \\ & 13.8 \end{aligned}$ | $\begin{aligned} & \text { Ref } \\ & \text { 2.66* } \end{aligned}$ |
| $\begin{array}{\|l\|} \hline \text { TUG } \\ -<30 \mathrm{sec} \\ -\geq 30 \mathrm{sec} \\ \text {-Non ambulatory } \\ \hline \end{array}$ | $\begin{aligned} & 2538(34.1) \\ & 1377(18.5) \\ & 2027(27.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1503 \\ & (20.1) \end{aligned}$ | $\begin{aligned} & 17.5 \\ & 22.9 \\ & 30.3 \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Ref } \\ & 1.4^{*} \\ & 2.1^{*} \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.2 \\ & 10.0 \\ & 10.9 \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Ref } \\ & 1.43^{*} \\ & 1.58^{*} \\ & \hline \end{aligned}$ |
| Decline in ADLs <br> -Decline <br> -Improve <br> -No change | $\begin{aligned} & 1063 \text { (14.3) } \\ & 311 \text { (4.2) } \\ & 4889(65.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1182 \\ & (15.9) \end{aligned}$ | $\begin{array}{\|l} \hline 30.3 \\ 1.6 \\ 26.8 \\ \hline \end{array}$ | $\begin{aligned} & 1.19^{*} \\ & 0.05^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{aligned} & 13.2 \\ & 2.3 \\ & 9.6 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.43^{*} \\ & 0.22^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| Pressure ulcer -Yes -No | $\begin{aligned} & 940(12.6) \\ & 6505(87.4) \end{aligned}$ | 0 | $\begin{array}{\|l} 37.3 \\ 31.6 \\ \hline \end{array}$ | $\begin{aligned} & \text { 1.29* } \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 13.2 \\ & 9.7 \end{aligned}$ | $\begin{aligned} & 1.42^{*} \\ & \text { Ref } \end{aligned}$ |


| Table 2．4．（cont＇d） |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{\|c} \hline \text { cancer } \\ \text {-Yes } \\ \text {-No } \\ \hline \end{array}$ | $\begin{aligned} & 566 \text { (7.6) } \\ & 6879(92.4) \\ & \hline \end{aligned}$ | 0 | $\begin{array}{\|l} 38.0 \\ 31.9 \\ \hline \end{array}$ | $\begin{aligned} & \text { 1.31* } \\ & \text { Ref } \end{aligned}$ | $\begin{array}{\|l\|l\|} \hline 12.9 \\ 9.9 \\ \hline \end{array}$ | $\begin{aligned} & 1.35^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| $\begin{aligned} & \hline \text { Cholesterol result (mg/dl) } \\ & \text { Quartiles } \\ & -<136 \\ & -136-<164 \\ & -164-<195 \\ & -195+ \\ & \hline \end{aligned}$ | $\begin{aligned} & 1554(20.9) \\ & 1625(21.8) \\ & 1589(21.3) \\ & 1621(21.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1056 \\ & (14.2) \end{aligned}$ | $\begin{aligned} & 38.3 \\ & 27.5 \\ & 24.4 \\ & 21.5 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.27^{*} \\ & 1.39^{*} \\ & 1.18 \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{array}{\|l\|l\|} \hline 10.9 \\ 9.4 \\ 9.3 \\ 9.6 \\ \hline \end{array}$ | $\begin{array}{\|l} 1.16 \\ 0.98 \\ 0.97 \\ \text { Ref } \\ \hline \end{array}$ |
| $\begin{aligned} & \text { Albumin result (g/dl) } \\ & \text { Quartiles } \\ & -<3.2 \\ & -3.2-<3.5 \\ & -3.5-<3.8 \\ & -3.8+ \\ & \hline \end{aligned}$ | $\begin{aligned} & 1669(22.4) \\ & 1610(21.6) \\ & 1820(24.5) \\ & 1709(23.0) \\ & \hline \end{aligned}$ | 637 （8．6） | $\begin{aligned} & 50.5 \\ & 30.4 \\ & 22.3 \\ & 15.3 \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.66^{*} \\ & 2.43^{*} \\ & 1.59^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{array}{\|l\|} \hline 13.4 \\ 10.9 \\ 9.3 \\ 6.5 \\ \hline \end{array}$ | $\begin{aligned} & 2.22^{*} \\ & 1.77^{*} \\ & 1.47^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| Medical history（CCW variables） |  |  |  |  |  |  |
| Hypothyroidism －Yes <br> －No | $\begin{aligned} & 2050(27.5) \\ & 5395(72.5) \end{aligned}$ | 0 | $\begin{aligned} & 30.4 \\ & 33.1 \end{aligned}$ | $\begin{array}{\|l} \hline 0.89^{*} \\ \text { Ref } \end{array}$ | $\begin{array}{\|l\|} \hline 9.5 \\ 10.3 \\ \hline \end{array}$ | $\begin{aligned} & 0.91 \\ & \text { Ref } \end{aligned}$ |
| Myocardial infarction －Yes <br> －No | $\begin{aligned} & 3 \text { (0.04) } \\ & 7442 \text { (99.9) } \\ & \hline \end{aligned}$ | 0 | $\begin{aligned} & 33.3 \\ & 32.3 \end{aligned}$ | $\begin{aligned} & 1.05 \\ & \text { Ref } \end{aligned}$ | $\begin{array}{\|l\|} \hline 0 \\ 10.1 \\ \hline \end{array}$ | Ref |
| Anemia －Yes －No | $\begin{aligned} & 2243(30.1) \\ & 5202(69.9) \\ & \hline \end{aligned}$ | 0 | $\begin{array}{\|l} 26.4 \\ 34.9 \\ \hline \end{array}$ | $\begin{aligned} & 0.67^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{array}{\|l\|l\|} \hline 10.7 \\ 9.9 \\ \hline \end{array}$ | $\begin{aligned} & 1.1 \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| $\begin{gathered} \hline \text { Asthma } \\ \text {-Yes } \\ \text {-No } \\ \hline \end{gathered}$ | $\begin{aligned} & 309 \text { (4.2) } \\ & 7136 \text { (95.9) } \end{aligned}$ | 0 | $\begin{array}{\|l} 20.1 \\ 32.9 \\ \hline \end{array}$ | $\begin{array}{\|l} 0.51^{*} \\ \text { Ref } \\ \hline \end{array}$ | $\begin{array}{\|l\|} \hline 5.8 \\ 10.3 \\ \hline \end{array}$ | $\begin{aligned} & \begin{array}{l} 0.54^{*} \\ \text { Ref } \\ \hline \end{array} ⿳ ⺈ ⿴ 囗 十 一 ~ \end{aligned}$ |
| Atrial fibrillation －Yes <br> －No | $\begin{aligned} & 1233(16.6) \\ & 6212(83.4) \\ & \hline \end{aligned}$ | 0 | $\begin{array}{\|l} 37.4 \\ 31.3 \\ \hline \end{array}$ | $\begin{aligned} & 1.31^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{array}{\|l} \hline 11.4 \\ 9.9 \\ \hline \end{array}$ | $\begin{aligned} & 1.17 \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| $\begin{gathered} \hline \text { BPH } \\ \text {-Yes } \\ \text {-No } \end{gathered}$ | $\begin{aligned} & 504 \text { (6.8) } \\ & 6941 \text { (93.2) } \end{aligned}$ | 0 | $\begin{aligned} & 30.8 \\ & 32.5 \end{aligned}$ | $\begin{array}{\|l} 0.92 \\ \text { Ref } \end{array}$ | $\begin{array}{\|l\|} \hline 10.7 \\ 10.1 \\ \hline \end{array}$ | $\begin{aligned} & 1.1 \\ & \text { Ref } \end{aligned}$ |
| Breast cancer －Yes <br> －No | $\begin{aligned} & 224 \text { (3.0) } \\ & 7221 \text { (97.0) } \\ & \hline \end{aligned}$ | 0 | $\begin{aligned} & 29.9 \\ & 32.4 \end{aligned}$ | $\begin{array}{\|l} 0.89 \\ \text { Ref } \end{array}$ | $\begin{array}{\|l\|} \hline 8.9 \\ 10.1 \\ \hline \end{array}$ | $\begin{aligned} & 0.87 \\ & \text { Ref } \end{aligned}$ |
| Cataract －Yes <br> －No | $\begin{aligned} & 184 \text { (2.5) } \\ & 7261 \text { (97.5) } \end{aligned}$ | 0 | $\begin{array}{\|l\|} \hline 14.7 \\ 32.8 \\ \hline \end{array}$ | $\begin{array}{\|l} 0.35^{*} \\ \text { Ref } \\ \hline \end{array}$ | $\begin{array}{\|l\|} \hline 3.3 \\ 10.3 \\ \hline \end{array}$ | $\begin{aligned} & \text { 0.29* } \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| Chronic kidney diseases －Yes <br> －No | $\begin{aligned} & 3006 \text { (40.4) } \\ & 4439(59.6) \end{aligned}$ | 0 | $\begin{array}{\|l} 24.6 \\ 37.6 \\ \hline \end{array}$ | $\begin{array}{\|l} 0.54^{*} \\ \text { Ref } \\ \hline \end{array}$ | $\begin{array}{\|l\|} \hline 10.3 \\ 10.0 \\ \hline \end{array}$ | $\begin{aligned} & 1.03 \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| Colorectal cancer －Yes <br> －No | $\begin{aligned} & 95 \text { (1.3) } \\ & 7350 \text { (98.7) } \\ & \hline \end{aligned}$ | 0 | $\begin{aligned} & 36.8 \\ & 32.3 \end{aligned}$ | $\begin{aligned} & 1.22 \\ & \text { Ref } \end{aligned}$ | $\begin{array}{\|l\|} \hline 9.5 \\ 10.1 \end{array}$ | $\begin{aligned} & 0.93 \\ & \text { Ref } \end{aligned}$ |


| Table 2. 4. (cont'd) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \hline \text { COPD } \\ \text {-Yes } \\ \text {-No } \\ \hline \end{gathered}$ | $\begin{aligned} & 1946 \text { (26.1) } \\ & 5499 \text { (73.9) } \end{aligned}$ | 0 | $\begin{aligned} & 29.2 \\ & 33.5 \end{aligned}$ | $\begin{aligned} & 0.82^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 8.7 \\ & 10.6 \end{aligned}$ | $\begin{aligned} & 0.81^{*} \\ & \text { Ref } \end{aligned}$ |
| $\begin{aligned} & \text { Depression } \\ & \text {-Yes } \\ & \text {-No } \\ & \hline \end{aligned}$ | $\begin{aligned} & 1615(21.7) \\ & 5830(78.3) \end{aligned}$ | 0 | $\begin{aligned} & 23.5 \\ & 34.8 \end{aligned}$ | $\begin{aligned} & 0.58^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 9.7 \\ & 10.2 \end{aligned}$ | $\begin{aligned} & 0.95 \\ & \text { Ref } \end{aligned}$ |
| Diabetes <br> -Yes <br> -No | $\begin{aligned} & 2519 \text { (33.8) } \\ & 4926 \text { (66.2) } \end{aligned}$ | 0 | $\begin{aligned} & 29.3 \\ & 33.9 \end{aligned}$ | $\begin{aligned} & \text { 0.81* } \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 8.1 \\ & 11.1 \end{aligned}$ | $\begin{aligned} & 0.7^{*} \\ & \text { Ref } \end{aligned}$ |
| Endometrial cancer -Yes <br> -No | $\begin{aligned} & 27 \text { (0.4) } \\ & 7418 \text { (99.6) } \end{aligned}$ | 0 | $\begin{aligned} & 25.9 \\ & 32.4 \end{aligned}$ | $\begin{aligned} & 0.73 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 14.8 \\ & 10.1 \end{aligned}$ | $\begin{aligned} & 1.55 \\ & \text { Ref } \end{aligned}$ |
| Glaucoma -Yes <br> -No | $\begin{aligned} & 337 \text { (4.5) } \\ & 7108 \text { (95.5) } \\ & \hline \end{aligned}$ | 0 | $\begin{array}{r} 30.9 \\ 32.4 \\ \hline \end{array}$ | $\begin{aligned} & 0.93 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 9.8 \\ & 10.1 \end{aligned}$ | $\begin{aligned} & 0.97 \\ & \text { Ref } \end{aligned}$ |
| Heart failure -Yes <br> -No | $\begin{aligned} & 2542 \text { (34.1) } \\ & 4903 \text { (65.9) } \\ & \hline \end{aligned}$ | 0 | $\begin{aligned} & 29.0 \\ & 34.1 \end{aligned}$ | $\begin{aligned} & \text { 0.79* } \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 10.0 \\ & 10.1 \end{aligned}$ | $\begin{aligned} & 0.98 \\ & \text { Ref } \end{aligned}$ |
| Hip fracture -Yes <br> -No | $\begin{aligned} & 81 \text { (1.1) } \\ & 7364 \text { (98.9) } \end{aligned}$ | 0 | $\begin{aligned} & 35.8 \\ & 32.3 \end{aligned}$ | $\begin{aligned} & 1.17 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 9.9 \\ & 10.1 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.98 \\ & \text { Ref } \end{aligned}$ |
| Hyperlipidemia -Yes <br> -No | $\begin{aligned} & 3686(49.5) \\ & 3759(50.5) \\ & \hline \end{aligned}$ | 0 | $\begin{array}{r} 24.1 \\ 40.4 \\ \hline \end{array}$ | $\begin{aligned} & 0.47^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 8.5 \\ & 11.7 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7^{*} \\ & \text { Ref } \end{aligned}$ |
| Hypertension -Yes <br> -No | $\begin{aligned} & 6056 \text { (81.3) } \\ & 1389 \text { (18.7) } \end{aligned}$ | 0 | $\begin{aligned} & 29.7 \\ & 44.1 \end{aligned}$ | $\begin{aligned} & 0.54^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 9.5 \\ & 12.7 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.72 * \\ & \text { Ref } \end{aligned}$ |
| Ischemic heart diseases -Yes -No | $\begin{aligned} & 1270(17.1) \\ & 6175 \text { (82.9) } \end{aligned}$ | 0 | $\begin{aligned} & 31.6 \\ & 32.5 \end{aligned}$ | $\begin{aligned} & 0.96 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 11.3 \\ & 9.9 \end{aligned}$ | $\begin{aligned} & 1.16 \\ & \text { Ref } \end{aligned}$ |
| $\begin{aligned} & \text { Lung cancer } \\ & \text {-Yes } \\ & \text {-No } \\ & \hline \end{aligned}$ | $\begin{aligned} & 70 \text { (0.9) } \\ & 7375(99.1) \\ & \hline \end{aligned}$ | 0 | $\begin{aligned} & 52.9 \\ & 32.2 \end{aligned}$ | $\begin{aligned} & \text { 2.37* } \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 17.1 \\ & 10.0 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.86 \\ & \text { Ref } \end{aligned}$ |
| Osteoporosis -Yes <br> -No | $\begin{aligned} & 819 \text { (11.0) } \\ & 6626 \text { (89.0) } \end{aligned}$ | 0 | $\begin{aligned} & 21.1 \\ & 33.7 \end{aligned}$ | $\begin{aligned} & 0.53^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 8.6 \\ & 10.3 \end{aligned}$ | $\begin{aligned} & 0.82 \\ & \text { Ref } \end{aligned}$ |
| Prostate cancer -Yes <br> -No | $\begin{aligned} & 175 \text { (2.4) } \\ & 7270 \text { (97.7) } \\ & \hline \end{aligned}$ | 0 | $\begin{aligned} & 43.4 \\ & 32.1 \end{aligned}$ | $\begin{aligned} & \text { 1.63* } \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 17.1 \\ & 9.9 \end{aligned}$ | $\begin{aligned} & 1.88^{*} \\ & \text { Ref } \end{aligned}$ |
| Osteoarthritis -Yes <br> -No | $\begin{aligned} & 2761 \text { (37.1) } \\ & 4684 \text { (62.9) } \\ & \hline \end{aligned}$ | 0 | $\begin{aligned} & 24.5 \\ & 37.0 \end{aligned}$ | $\begin{aligned} & 0.55^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 9.5 \\ & 10.4 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.9 \\ & \text { Ref } \end{aligned}$ |
| $\begin{array}{\|l} \hline \text { TIA/stroke } \\ \text {-Yes } \\ \text {-No } \\ \hline \end{array}$ | $\begin{aligned} & 800(10.8) \\ & 6645(89.3) \end{aligned}$ | 0 | $\begin{aligned} & 29.6 \\ & 32.7 \end{aligned}$ | $\begin{aligned} & 0.87 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 12.5 \\ & 9.8 \end{aligned}$ | $\begin{aligned} & 1.31^{*} \\ & \text { Ref } \end{aligned}$ |


| Table 2. 4. (cont'd) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Continuous variables ${ }^{\dagger}$ |  |  |  |  |  |  |
| Age <br> (mean $\pm \mathrm{sd}$ ) | $82.2 \pm 9.3$ | 0 | -- | 1.04 | -- | 1.05* |
| Number of lab tests (Median, IQR) | 0 (0-5) | 0 | -- | 1.02* | -- | 0.97* |
| Number of medications (Median, IQR) | $9(5-13)$ | 0 | -- | 0.98* | -- | 0.97* |
| Comorbidity count (Median, IQR) | 5 (3-6) | 0 | -- | 0.81* | -- | 0.95* |
| Variables that were not included in the analysis due to >20\% missing observations |  |  |  |  |  |  |
| Decline IADLs <br> -Decline <br> -Improve <br> -No change | $\begin{aligned} & 730(9.8) \\ & 524(7.0) \\ & 984(13.2) \end{aligned}$ | $\begin{aligned} & 5207 \\ & (69.9) \end{aligned}$ | $\begin{aligned} & 2.7 \\ & 1.2 \\ & 2.0 \end{aligned}$ | $\begin{aligned} & 1.36 \\ & 0.56 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 2.1 \\ & 2.1 \\ & 3.3 \end{aligned}$ | $\begin{aligned} & 0.62 \\ & 0.64 \\ & \text { Ref } \end{aligned}$ |
| Global health compared to a year ago <br> -Better <br> -Worse <br> -The same | $\begin{aligned} & 55 \text { (0.7) } \\ & 316 \text { (4.2) } \\ & 1185 \text { (15.9) } \end{aligned}$ | $\begin{aligned} & 5889 \\ & (79.1) \end{aligned}$ | $\begin{array}{\|l} 21.8 \\ 54.4 \\ 28.3 \end{array}$ | $\begin{aligned} & 0.71 \\ & 3.03^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 10.9 \\ & 15.2 \\ & 7.3 \end{aligned}$ | $\begin{aligned} & 1.57 \\ & 2.29^{*} \\ & \text { Ref } \end{aligned}$ |
| Fall since last visit <br> -Yes <br> -No | $\begin{aligned} & 184(2.5) \\ & 1546(20.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5715 \\ & (76.8) \end{aligned}$ | $\begin{array}{\|l} 35.9 \\ 34.2 \\ \hline \end{array}$ | $\begin{aligned} & 1.08 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 8.2 \\ & 9.1 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.89 \\ & \text { Ref } \end{aligned}$ |
| Hospitalization since last visit <br> -Yes <br> -No | $\begin{aligned} & 872 \text { (11.7) } \\ & 1565 \text { (21.0) } \end{aligned}$ | $\begin{aligned} & 5008 \\ & (67.3) \end{aligned}$ | $\begin{array}{\|l} 45.1 \\ 52.3 \end{array}$ | $\begin{aligned} & \text { o. } 75^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 9.4 \\ & 5.1 \end{aligned}$ | $\begin{aligned} & 1.93^{*} \\ & \text { Ref } \end{aligned}$ |
| ER since last visit -Yes <br> -No | $\begin{aligned} & 790(10.6) \\ & 1649(22.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5006 \\ & (67.2) \end{aligned}$ | $\begin{array}{\|l\|} \hline 32.2 \\ 54.4 \\ \hline \end{array}$ | $\begin{aligned} & 0.4^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{aligned} & 8.2 \\ & 5.5 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.55^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| Lost weight -Yes <br> -No | $\begin{aligned} & 1243(16.7) \\ & 2431(32.7) \end{aligned}$ | $\begin{aligned} & 3771 \\ & (50.7) \end{aligned}$ | $\begin{aligned} & 22.1 \\ & 1.8 \end{aligned}$ | $\begin{aligned} & 15.4^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 12.8 \\ & 4.5 \end{aligned}$ | $\begin{aligned} & 3.1^{*} \\ & \text { Ref } \end{aligned}$ |
| IQR: interquartile range; sd: standard deviation; S.Q: surprise question; KPS: Karnofsky performance scale; TUG: timed up and go; ADL: activities of daily living; IADL: instrumental activities of daily living; TIA: transient ischemic attack; FU: follow-up; $\mathrm{mg} / \mathrm{dl}$ : milligram per deciliter; $\mathrm{g} / \mathrm{dl}$ : gram per deciliter; <br> * P -value $<0.05$ in univariate analysis with the outcomes; <br> ${ }^{\dagger}$ The unadjusted OR for continuous variables were generated for 1 unit change in the independent variable; Age was included as categorical variable in the analyses; |  |  |  |  |  |  |

Table 2. 5. Outcomes and follow up duration

| Variable | $\mathbf{N}$ (\%) | Missing N |
| :--- | :--- | :--- |
| FU time in days <br> -mean $\pm$ sd* $^{\text {-median (q1 - q3) }}$ | $459 \pm 239$ | 0 |
| Death <br> -over the total follow up time <br> -one-year | $317(246-658)$ <br> $2408(44.9)$ | 0 |
| Hospice admission <br> -over the total follow up time <br> -one-year | $1391(18.7)$ | 0 |
| *sd: standard deviation; | $752(10.1)$ |  |

Nine of the 41 patient-level independent variables that were included in the analysis, have missing data.

To explore the importance of the missing data, the association between predictor's missingness and five key variables without missing (i.e. death, hospice, age, sex, and dual eligibility) were evaluated. A dummy variable was generated for missing data on each of the seven predictors (1= missing and $0=$ nonmissing). Table 2.6 contains the $p$-values from the univariate regression models. Also the direction and magnitude of the association were also shown in Table 2.6. Although nine predictor variables had missing data, variables KPS and tobacco-use had a small percentage of missing (0.4\%, and 5\%, respectively) and were not included in Table 2.6. The fact that missingness on all seven predictors was consistently and significantly associated with a higher rate of mortality suggests that missingness was not at random in this data. In contrast, missingness on predictors were not significantly associated with hospice admission. Additionally older age and male gender were often associated with missingness on the predictors. Hospice admission was not significantly associated with the missingness except for two variables, TUG and cholesterol. A conclusion from findings shown in Table 2.6 is that missing data can be very informative in this study and exclusion of the observations with missing data (as occurs automatically in regression procedures) could negatively affect the validity of the model.

Table 2. 6. Association between missing observations on predictor variables and the outcomes, age, gender and Medicare/Medicaid dual-eligibility, $p$-values, magnitude and direction of the effect

| $\begin{array}{l}\text { Outcome } \\ \text { Variable* }\end{array}$ |  | $\begin{array}{l}\text { Missing } \\ (\mathrm{N}=7445)\end{array}$ | $\begin{array}{l}\text { Death } \\ \text { (all) }\end{array}$ | $\begin{array}{l}\text { Death } \\ 1-\mathrm{yr}\end{array}$ | $\begin{array}{l}\text { Hospice } \\ \text { (all) }\end{array}$ | $\begin{array}{l}\text { Hospice } \\ 1-\mathrm{yr}\end{array}$ | Age | Male |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | \(\left.\begin{array}{l}Dual- <br>

eligible\end{array}\right]\)
*Variables with $\leq 20 \%$ missing were evaluated for the association to outcomes and age, gender, and insurance status; Shaded cells show the statistically significant association;
Arrows indicate the direction of the association between the missingness and outcome and number of arrows show the magnitude of the association ( $\uparrow$ means the outcome rate is higher when the variable is missing than when it is not missing);

## o Outcome: One-year mortality

For each of the two outcomes (mortality and hospice admission) analyses were done in two parts, first using the available case data (original data that has missing observations), and then using the imputed data.

## - Available case analysis

The alternative variable selection approaches (automatic and manual selection) were applied to the derivation dataset using logistic regression model. A total of 41 independent variables were included in the model building process. All variables were included in the model as categorical variable except for comorbidity count, number of medications, and number of lab tests (shown at the bottom of Table 2.4).

Age, albumin and cholesterol were categorized as illustrated in Table 2.4. More than one-third of the observations were excluded from the analysis due to missing data on one or more predictors.

The number of observations included in the various models differed when models were based on a different set of variables (which have a different number of missing observations). For example in all three stepwise, backward and forward methods, all 41 variables were in the model statement, therefore observations with missing on any of the predictors were excluded right at the beginning. Whereas, when using adaptive lasso method, the variable selection was first made using PROC GLMSELECT and then the variables were included in the logistic regression model in both derivation and validation data sets, therefore the number of observations which are excluded from the analysis is different from the one in stepwise selection methods. The results of different variable selection methods are demonstrated in Table 2.7. The SAS built-in selection methods are reported at first, following by the adaptive lasso and elastic net selection methods (each with two selection rules), and manual selection method. At the bottom of the table, the best model that was developed in imputed data (later in this chapter) was also applied to the available data for comparison.

Brier score was generated for each model as a measure of the overall goodness of fit. As mentioned in the method section, the lower Brier score means the model fits better. However the maximum limit for the Brier score is not a constant and is calculated based on the incidence of the outcome. The incidence rate of mortality (33\%) was used in the equation $P^{*}(1-P)^{2}+P^{2}(1-P)$, and the maximum limit of 0.18 was calculated for the Brier score of a non-informative model.

Table 2. 7. Model development using alternative variable selection methods for 1-year mortality in available case data

| AUC and $95 \%$ confidence limits for both derivation and validation data sets, Brier score in validation and final variable selected ( $\mathrm{N}=3722$ derivation and 3723 validation) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Variable selection | N analyzed* Derivation | AUC Derivation | AUC <br> Validation | Brier Score <br> Validation | Selected variables in the final model |
| Automatic variable selection methods |  |  |  |  |  |
| Stepwise selection | 2055 | $\begin{array}{\|l} 0.7522 \\ (0.7231- \\ 0.7813) \end{array}$ | $\begin{aligned} & 0.7697 \\ & (0.7476- \\ & 0.7919) \end{aligned}$ | 0.1473 | 13 variables: age, sex, race, dual-eligible, SQ, albumin, cholesterol, KPS, ADL decline, anemia, depression, hyperlipidemia, number of meds |
| Forward | 2055 | $\begin{array}{\|l} 0.7458 \\ (0.7162- \\ 0.7754) \end{array}$ | $\begin{aligned} & 0.7636 \\ & (0.7411- \\ & 0.7861) \end{aligned}$ | 0.1473 | 11 variables: race, dualeligible, SQ, albumin, cholesterol, KPS, ADL-decline, anemia, depression, hyperlipidemia |
| Backward | 2055 | $\begin{array}{\|l} 0.7453 \\ (0.7166- \\ 0.7740) \end{array}$ | $\begin{aligned} & 0.7624 \\ & (0.7402- \\ & 0.7846) \end{aligned}$ | 0.1479 | 10 variables: race, dualeligible, $S Q$, albumin, cholesterol, KPS, ADL-decline, AF, IHD, dx-count |
| Adaptive lasso ${ }^{+}$ (validation data, Gamma=1.0) | 2089 | $\begin{aligned} & 0.7631 \\ & (0.7351- \\ & 0.7911) \end{aligned}$ | $\begin{aligned} & 0.7673 \\ & (0.7427- \\ & 0.7918) \end{aligned}$ | 0.1277 | 24 variables: age, sex, race, dual-eligible, SQ, albumin, cholesterol, KPS, ADL- decline, TUG, number of meds, hypothyroidism, anemia, AF, BPH, cataract, CKD, depression, diabetes, hyperlipidemia, hypertension, IHD, RA/OA, stroke/TIA |
| Adaptive <br> Lasso ${ }^{\dagger}$ <br> (4-fold CV <br> Gamma=0.1) | 2081 | $\begin{array}{\|l} 0.7645 \\ (0.7365- \\ 0.7924) \end{array}$ | 0.7616 <br> (0.73680.7863) | 0.1290 | 27 variables: age, sex, race, dual-eligible, SQ, living-alone, albumin, cholesterol, KPS, ADL-decline, TUG, number of meds, number of labs, diagnosis-count, cancer, anemia, asthma, AF, BPH, cataract, CKD, colorectal cancer, depression, hyperlipidemia, hypertension, IHD, stroke/TIA |


| Table 2. 7. (cont'd) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Elastic $\mathrm{Net}^{\dagger}$ <br> (validation <br> data) | 2081 | $\begin{aligned} & 0.7644 \\ & (0.7364- \\ & 0.7923) \end{aligned}$ | $\begin{aligned} & 0.7631 \\ & (0.7385- \\ & 0.7876) \end{aligned}$ | 0.1287 | 32 variables: age, sex, race, dual-eligible, SQ, living-alone, albumin, cholesterol, KPS, ADL-decline, TUG, number of meds, number of labs, diagnosis-count, cancer, pressure-ulcer, hypothyroidism, anemia, asthma, AF, BPH, cataract, CKD, colorectal cancer, depression, endometrial-ca, glaucoma, hyperlipidemia, hypertension, IHD, RA/OA, stroke/TIA |
| Elastic $\mathrm{Net}^{\dagger}$ <br> (4-fold CV) | 2055 | $\begin{aligned} & 0.7653 \\ & (0.7371- \\ & 0.7935) \end{aligned}$ | $\begin{aligned} & 0.7668 \\ & (0.7420- \\ & 0.7916) \end{aligned}$ | 0.1270 | 33 variables: age, sex, race, dual-eligible, SQ, living-alone, smoking, albumin, cholesterol, KPS, ADL-decline, TUG, number of meds, number of labs, diagnosis-count, cancer, pressure-ulcer, hypothyroidism, anemia, asthma, AF, BPH, cataract, CKD, colorectal cancer, depression, endometrial-ca, glaucoma, hyperlipidemia, hypertension, IHD, RA/OA, stroke/TIA |
| Manual variable selection |  |  |  |  |  |
| Full model | 2055 | 0.7653 $(0.7370-$ $0.7935)$ | $\begin{array}{\|l} \hline 0.7664 \\ (0.7415- \\ 0.7912) \end{array}$ | 0.1270 | All 41 variables included, no selection method |
| Manual <br> variable <br> selection- <br> final model | 2290 | $\begin{aligned} & 0.7719 \\ & (0.7476- \\ & 0.7962) \end{aligned}$ | $\begin{array}{\|l} 0.7634 \\ (0.7410- \\ 0.7859) \end{array}$ | 0.1437 | 11 variables: age, race, dualeligible, SQ, albumin, cholesterol, KPS, ADL-decline, hyperlipidemia, depression Forced to the model: sex |


| Table 2. 7. (cont'd) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Model developed in imputed data and applied to the available data |  |  |  |  |  |
| Backward variable selection- in the imputed data | 2636 | $\begin{aligned} & 0.7854 \\ & (0.7648- \\ & 0.8060) \end{aligned}$ | $\begin{aligned} & 0.7624 \\ & (0.7422- \\ & 0.7826) \end{aligned}$ | 0.1564 | 18 variables: age, dualeligible, SQ, albumin, cholesterol, KPS, ADL-decline, anemia, CKD, hyperlipidemia, depression, hypertension, rheumatoid arthritis, pressure-ulcer, Cataract, osteoporosis, number of meds, number of labs |
| S.Q: surprise question; KPS: Karnofsky performance scale; TUG: timed up and go; ADL: activities of daily living; AF: atrial fibrillation; HF: heart failure; CKD: chronic kidney disease; RA/OA: rheumatoid arthritis/osteoarthritis; IHD: ischemic heart diseases; BPH: benign prostatic hyperplasia; TIA: transient ischemic attack; <br> *The numbers are different because first the variable selection was done in PROC GLMSELECT and then variables included in PROC LOGISTIC to generate AUCs, so not all the variables included in the final model <br> ${ }^{\dagger}$ Adaptive lasso and elastic net methods were conducted using two methods of validation and weighting parameters (Table <br> 2.8) |  |  |  |  |  |

When applied to the validation data, the different variable selection strategies resulted in AUCs that were very similar for all models. The confidence intervals around the c-statistic are also comparable in width, so the precision of the C-statistics are also similar. The stepwise selected model (AUC=0.7697) had the highest c-statistic, although the difference between it and other models is trivial and of no practical importance. Likewise the difference in the Brier score between different models is small, although this metric indicates slightly better fit in the models that were based on adaptive lasso and elastic net selection methods. Although the advanced variable selection methods made minimal differences in the discrimination of the model, the number of selected variables was much more than with the stepwise and manual methods. Thus there was no evidence that any of the variable selection approaches has significantly better performance than other methods in terms of the discrimination ability (C-statistic); however, the manually selected model has a good performance (c-statistic of 0.7634 ), is parsimonious (only 11 variables) and clinically logical (it includes demographics, functional, and indicators of nutritional status including albumin and cholesterol) compared to the other models.

There are variables that were consistently selected in the different models regardless of the variable selection method, including albumin, cholesterol, ADL-decline, SQ, KPS, race, and dual eligibility for Medicare and Medicaid. This emphasizes the central importance of these variables in the prediction of mortality in this cohort of older adults. Functional status variables are also shown to be important in the prediction of the adverse outcomes. Other variables including age, sex, and TUG were frequently selected but not in all models. The most variation between different models was observed for the medical history variables. Hyperlipidemia and depression were often selected but other CCW variables such as endometrial and colorectal cancer were only occasionally selected. The number of medications was also selected in multiple variable selection methods; it can represent the general health of the patient as well as the frequency and severity of different conditions.

Table 2.8 displays the results of specifying different gamma values and different selection rules in the adaptive lasso variable selection method for 1-year mortality. Gamma is a parameter in the adaptive weight calculation, and alternative selection rules in the adaptive lasso method are k-fold crossvalidation or use of validation data. Table 2.8 was generated to help determine the appropriate gamma to be used in adaptive lasso variable selection. The number of effects is the total number of variables that selected including each level of classification variables as a dummy variable. It means the number of variables is often less than the number of effects illustrated in table 2.8. This table indicates that the optimal gamma for the different selection method (cross-validation or using separate validation dataset) are different, although the difference in the optimal model criteria (ASE and CV Press) between the different gammas is minimal. Average square error (ASE) and cross-validation predicted the residual sum of squares statistic (CV Press) are the model fit summary statistics that used for variable selection. A lower score in both criteria means a better fit of the model.

Table 2. 8. Different gamma- adaptive lasso variable selection for 1-year mortality

| Selection | Selected variables | Optimal model criteria ${ }^{+}$ |
| :---: | :---: | :---: |
| Validation | Number of predictors | ASE + 0.001 |
| Gamma=0 | 38 effects | 0.1298 |
| Gamma=0.1 | 36 effects | 0.1298 |
| Gamma=0.3 | 34 effects | 0.1297 |
| Gamma=0.5 | 31 effects | 0.1296 |
| Gamma=0.7 | 31 effects | 0.1295 |
| Gamma=0.9 | 31 effects | 0.1294 |
| Gamma=1.0* | 29 effects | 0.1294 |
| 4-fold CV | Number of predictors | CV PRESS |
| Gamma=0 | 34 effects | 0.1117 |
| Gamma=0.1* | 33 effects | 0.1117 |
| Gamma=0.3 | 34 effects | 0.1118 |
| Gamma=0.5 | 32 effects | 0.1118 |
| Gamma=0.7 | 31 effects | 0.1119 |
| Gamma=0.9 | 31 effects | 0.1119 |
| Gamma=1.0 | 30 effects | 0.1120 |
| *Selected gamma based on the criteria and the number of variables; <br> ${ }^{+}$Average square error (ASE) and CV PRESS are error measures that represent the goodness of model fit. |  |  |

Figures 2.4 and 2.5 demonstrate the process of adding and removing variables using adaptive lasso and elastic net variable selection methods, respectively. The bottom panel in each figure shows the average squared error (ASE) of each model. It illustrates the lowest ASE of the selected model that can be correlated to the predictors in the model in the top panel. Both figures show that a few steps before step 40, the minimum ASE was achieved and after that it is a plateau with no more gain from adding or removing variables. SAS output provides a table of details of the variable selection process at each step.

Figure 2. 4. Adaptive lasso variable selection process using GLMSELECT for the mortality outcome (gamma=1.0 and validation dataset)


Figure 2. 5. Elastic net variable selection process using GLMSELECT for the mortality outcome (validation dataset)


## - Imputed data analysis

To compare and choose the optimal number of imputations multiple-imputation was performed with 5 and 20 imputations. Tables 2.8 and 2.9 show the parameter estimates and variances from the multiple imputation procedure. These tables contain information on the continuous variables only, despite the fact that both continuous and classification variables were included in the model and imputed. PROC MI (SAS version 9.4) does not report the summary statistics for classification variables. Therefore the summary tables in SAS results (Tables 2.8 and 2.9 ) include information on only continuous variables that have missing data, although the model includes all the variables with and without missing data. As described in methods, parameter estimates, variances, and confidence intervals for the variables were similar between the 5 and 20 imputations; the number 20 was selected for imputation to maximize the relative efficiency.

Table 2. 9. Parameter estimates for the continuous variables from multiple imputation procedurecomparison of 20 and five imputations

| Variable | Mean | Std Error | 95\% Confidence Limits |  | DF | Min | Max | Mu0 | t for HO: <br> Mean= <br> MuO | $\operatorname{Pr}>\|t\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter Estimates (20 Imputations) |  |  |  |  |  |  |  |  |  |  |
| Albumin Result | 3.41 | 0.01 | 3.40 | 3.42 | 3260.5 | 3.41 | 3.41 | 0 | 585.70 | <. 0001 |
| Cholesterol Result | $\begin{array}{r} 167.7 \\ 2 \end{array}$ | 0.54 | 166.66 | 168.77 | 1547.9 | 167.3 8 | 167.98 | 0 | 312.15 | <. 0001 |
| KPS | 44.43 | 0.12 | 44.19 | 44.66 | 7407.8 | 44.42 | 44.44 | 0 | 371.49 | <. 0001 |
| Parameter Estimates (5 Imputations) |  |  |  |  |  |  |  |  |  |  |
| Albumin Result | 3.41 | 0.01 | 3.40 | 3.42 | 892.26 | 3.41 | 3.41 | 0 | 584.03 | <. 0001 |
| Cholesterol Result | $\begin{array}{r} 167.7 \\ 0 \end{array}$ | 0.53 | 166.66 | 168.74 | 674.25 | 167.5 0 | 167.85 | 0 | 315.79 | <. 0001 |
| KPS | 44.43 | 0.12 | 44.19 | 44.66 | 7352.4 | 44.42 | 44.44 | 0 | 371.48 | <. 0001 |
| Only continuous variables that includes missing values are outputs of the multiple imputation procedure |  |  |  |  |  |  |  |  |  |  |

Table 2. 10. Variance information for the continuous from multiple imputation procedure- comparison of 20 and 5 imputations

| Variable | Variance |  |  | DF | Relative Increase in Variance | Fraction <br> Missing Information | Relative Efficiency |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Between | Within | Total |  |  |  |  |
| Variance Information (20 Imputations) |  |  |  |  |  |  |  |
| Albumin Result | 0.000002 | 0.00003 | 0.00003 | 3260.5 | 0.062 | 0.056194 | 0.997 |
| Cholesterol Result | 0.03 | 0.26 | 0.29 | 1547.9 | 0.11 | 0.098090 | 0.995 |
| KPS | 0.00003 | 0.01 | 0.01 | 7407.8 | 0.002 | 0.002386 | 0.999 |
| Variance Information (5 Imputations) |  |  |  |  |  |  |  |
| Albumin Result | 0.000002 | 0.00003 | 0.00003 | 892.26 | 0.07 | 0.06 | 0.993 |
| Cholesterol Result | 0.02 | 0.26 | 0.28 | 674.25 | 0.08 | 0.08 | 0.999 |
| KPS | 0.00003 | 0.01 | 0.01 | 7352.4 | 0.002 | 0.002 | 0.999 |
| Only continuous variables that includes missing values are outputs of the multiple imputation procedure |  |  |  |  |  |  |  |

The original data set with 7445 observations were used in multiple imputation, with 20 imputations the imputed data consisted of $148900\left(7445^{*} 20\right)$ observations. An indicator of the subgroups (derivation or validation) for each patient was added to the dataset before imputations, thus the derivation and validation subgroups are fixed across the 20 imputations. The alternative variable selection methods were applied to the imputed data following the same steps described previously in the method section. AUCs were generated for derivation and validation data by analyzing the individual predicted probabilities of outcome (average of predictions in 20 imputations) against the observed outcome. Table 2.11 displays the results of variable selection methods for the 1-year mortality in the imputed data.

Table 2. 11. Model development using alternative variable selection methods for 1-year mortality using imputed data, AUCs for both derivation and validation data sets

| Variable selection | Derivation AUC $(N=3722)$ | Validation AUC $N=(3723)$ | Variables* |
| :---: | :---: | :---: | :---: |
| Automatic selection methods |  |  |  |
| Stepwise | 0.7880 | 0.7730 | 15 variables: age, dual-eligibility, SQ , albumin, cholesterol, KPS, ADL-decline, anemia, CKD, hyperlipidemia, pressureulcer, cancer, number of meds, number of labs, diagnosis-count |
| Forward | 0.7879 | 0.7728 | 15 variables: age, dual-eligibility, SQ, albumin, cholesterol, KPS, ADL-decline, anemia, CKD, hyperlipidemia, pressureulcer, cancer, number of meds, number of labs, diagnosis-count |
| Backward | 0.7877 | 0.7756 | 18 variables: age, dual-eligibility, SQ, albumin, cholesterol, KPS, ADL decline, anemia, cataract, CKD, depression, hyperlipidemia, hypertension, osteoporosis, rheumatoid arthritis, pressure ulcer, number of meds, number of labs |
| Manual selection |  |  |  |
| Manual variable selection from Imputed data ${ }^{\text {\& }}$ | 0.7812 | 0.7663 | 15 variables: age, dual-eligibility, SQ, albumin, cholesterol, KPS, ADL decline, anemia, CKD, hyperlipidemia, rheumatoid arthritis, pressure ulcer, cancer, number of meds, number of labs |
| Manual variable selection- from available case data, applied to the imputed data ${ }^{\#}$ | 0.7634 | 0.7541 | 11 variables: age, race, dual-eligible, SQ, albumin, cholesterol, KPS, ADL decline, hyperlipidemia, depression Forced to the model: sex |
| S.Q: surprise question; KPS: Karnofsky performance scale; TUG: timed up and go; ADL: activities of daily living; AF: atrial fibrillation; HF: heart failure; CKD: chronic kidney disease; <br> AUCs in the imputed data are based on the average of 20 predictions for each individual from the 20 imputations; <br> *Variables that are selected in all 20 imputations built the final model; <br> ${ }^{8}$ Variables that are selected $>15$ times in all three methods (forward, backward, stepwise); <br> \# From Table 2.7; |  |  |  |

## - Comparison of the risk stratification models

Comparing the models developed in the available data shown in Table 2.7, the best model was the manually selected model, because it is a parsimonious model while its discrimination is similar to the other models that are much more complex (i.e., have twice as many variables). The models developed in the imputed data did not improve the AUC compared to the available data. Backward selection had the best AUC among the variable selection methods in the imputed data (Table 2.11). These two models (Manual selection in available data and backward selection in imputed data) were both applied to the available case data and were compared to the two alternative approaches proposed by USMM providers: SQ, and 3-level risk stratification. Table 2.12 describes the prevalence of each risk level in the cohort using these two approaches.

Table 2. 12. Prevalence of the risk levels determined by the USMM risk-stratification approaches ( $\mathrm{N}=7445$ )

| Risk stratification <br> approach | Risk level | $\mathbf{N}(\mathbf{\%})^{\boldsymbol{+}}$ <br> Total (N=7445) |
| :--- | :--- | :--- |
| SQ* $^{*}$ | High risk (answer=No) | $1045(14.0)$ |
|  | Low risk (answer=Yes) | $5381(72.3)$ |
| 3-level risk approach | High risk (level 5) | $532(7.2)$ |
|  | Intermediate risk (level 4) | $678(9.1)$ |
|  | Low risk (level 3) | $4817(64.7)$ |

*Surprise question;
${ }^{+}$There are missing values on the SQ and other variables (as reported in Table 2.4) that are used in the 3-level risk approach, hence the totals do not add to $100 \%$;
USMM risk stratification approaches were proposed by USMM providers;

Table 2.13 displays the AUCs of the four alternative risk stratification models in this cohort (i.e., SQ, 3level, manual selection logistic model, backward selection in imputed data). Sensitivity and specificity of the models also provided by defining the high risk and low-risk group and comparing the observed events in each group. The high-risk group in the manually selected model were identified as the top 10\% and $20 \%$ of the predicted probabilities in the model. These cutoff points are selected arbitrarily to show the impact of different cutoffs on the number of patients who are falsely categorized. The final decision about the appropriate cutoff value for risk stratification must be made considering the resources that
the company can allocate to the interventions for different risk levels. For example if planned interventions for the high-risk group are costly and resources (including money, facilities, and human resources) are very limited, then a more stringent cutoff such as top $10 \%$ seems practical. Whereas if the cost of interventions for the high-risk group is relatively low and resources can support them for a larger number of patients, then cutoffs can be more relaxed (top 20\%). Another approach can be using a cutoff at the predicted probability of 0.50 , this approach is not suitable for our data since the predicted probability of the outcome in this study has an average and median about 0.15 which makes the probability of 0.50 a very high bar for high-risk definition in this cohort.

The high-risk definition in the two approaches that are currently in use by USMM providers is given in the methods section. In the surprise question approach, high-risk patients are those with the answer "No" to the surprise question. For the 3-level USMM risk stratification approach (Figure 2.3), the highrisk group was defined twice, first as level 5 and then level 4 and 5 as shown in Table 2.13. Sensitivity and specificity of each model can help policymakers in the corporation to make a better decision for the risk cutoff point based on the cost of false positive vs. false negative cases.

Table 2. 13. Comparison of the alternative risk stratification approaches for 1-year mortality ( $\mathrm{N}=3723$ validation)

| Model | AUC validation* | N analyzed | High-risk group (prevalence) | Sensitivity | Specificity | PVP ${ }^{\ddagger}$ | NPV ${ }^{\text {§ }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SQ only | 0.5552 $(0.5400-$ $0.5705)$ | 3227 | $\begin{aligned} & \text { Answer "No" } \\ & \text { (14\%) } \end{aligned}$ | 24.1\% | 86.9\% | 43.6\% | 73.2\% |
| USMM 3-level risk stratification | $\begin{aligned} & 0.5994^{+} \\ & (0.5814- \\ & 0.6173) \end{aligned}$ | 3043 | Level 5 (7\%) | 18.1\% | 95.0\% | 58.3\% | 75.0\% |
|  |  |  | Level 4 and 5 (17\%) | 33.9\% | 84.9\% | 46.5\% | 76.9\% |
| Manual selection (from available) | $\begin{aligned} & 0.7634 \\ & (0.7410- \\ & 0.7859) \end{aligned}$ | 2312 | Top 10\% | 25.1\% | 94.0\% | 52.8\% | 82.6\% |
|  |  |  | Top 20\% | 44.5\% | 86.5\% | 46.7\% | 85.5\% |


| Table 2. 13. (cont'd) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Backward selection (from imputed) | 0.7624 |  | Top 10\% | 24.7\% | 94.8\% | 60.7\% | 79.4\% |
|  | 0.7826) |  | Top 20\% | 43.2\% | 87.6\% | 53.3\% | 82.5\% |
| *To make the results comparable, the AUC for SQ model and USMM model was also generated from the validation data ${ }^{+}$USMM risk level included in the model as a 3-level predictor for AUC calculation <br> Sensitivity is the proportion of deaths that are classified as high risk by the model; Specificity is the proportion of non-deaths that are classified as low risk by the model; <br> ${ }^{\ddagger}$ PVP: predictive value positive is the proportion of model-identified high risk cases who are truly high risk <br> ${ }^{\S}$ PVN: predictive value negative is the proportion of model-identified low risk cases who are truly low risk |  |  |  |  |  |  |  |

Both multivariable models have much higher AUCs than the current USMM approaches. The fact that the additional variables in the multivariable model are being routinely collected and recorded in the USMM database, makes this model an excellent approach for risk stratification. As mentioned above the choice of a cutoff point is dependent on multiple factors, including the company resources, the cost of interventions for each risk level, and the cost of misclassification of patients. Sensitivity and specificities show the proportion of high and low-risk patients that are correctly classified by each model. For example, when we apply the model to a group of 1000 patients. The mortality rate is $32 \%$ in the USMM population, which means 320 of the 1000 patients died within 12 months. The manual selection model's sensitivity of $45 \%$ (at $20 \%$ cut off) means that 144 of the 320 patient who died were be classified as high risk by the model. Also from the 680 who did not die within a year, 592 are classified as low risk by the model (specificity) and 88 are classified as high risk. Predictive value positive and negative (PVP and PVN) present the percentage of the high-risk group who actually died (PVP), and the percentage of the low-risk group who survived (PVN). Predictive values change depending on the prevalence of the outcome. Mortality rate was $32 \%$ in this cohort; PVP and PVN of the model were $47 \%$ and $86 \%$. It means that when the model applied to the 1000 patients, using the $20 \%$ cutoff, from the 200 patients classified high risk 106 died and 94 actually survived after a year. Also from 800 patients that are classified as low risk, 688 actually survived and 112 died.

Although the sensitivity and specificity of the multivariable models are better than the current approaches, the overall sensitivity is still low which means that none of these models are very good when used for screening older adults to identify high risk patients. However, altering the cutoff value to classify more patients in the high-risk group increases the sensitivity. The predictive values of different models do not differ vastly, although the PVN of the manual selection model is slightly better than the other models.

Finally when the appropriate cutoff was determined, the model could be programmed and integrated into the USMM database system. The high-risk patients that are identified based on the model, can be flagged and brought to the attention of the providers for reevaluation and interventions if indicated.

- Final model selection

When comparing the alternative approaches in predicting 1-year mortality among this cohort, the manually selected multivariable model has the highest c-statistic. Sensitivity and specificity of this model can be optimized by changing the cutoff point that divides population to high and low-risk levels. Table 2.14 contains odds ratios and parameter estimates of the final predictive model for 1-year mortality among this cohort of older adults. Examining the odds ratios and confidence intervals of the variables, the strongest predictors of mortality are ADL-decline and low albumin. Both of these variables are clinically essential indicators of the patient's global health. Albumin level can serve as a surrogate for inflammatory status and also the nutritional status of a patient; decline in ADLs indicates functional impairment. Low cholesterol was also associated with higher odds of death. Surprisingly, having a history of hyperlipidemia showed a protective effect for mortality. Increasing KPS, being dual eligible, and black race were all associated with a lower risk of death in this population. Dual eligibility and black race both are more common in age groups $<75$ years old than older. Thus the residual confounding can be the main reason for this relationship. The most important
predictors of death in this model are functional and nutritional indicators which are known clinically relevant and robust components of general health status.

Table 2. 14. Final model parameter estimates and odds ratios for 1-year mortality using derivation dataset ( $\mathrm{N}=3722$ )

| Odds Ratio Estimates |  |  |  | Parameter estimates |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Predictor variables | Point Estimate |  | Id <br> Limits | Parameter estimate | P-value |
| ADL-decline, Decline vs. No-change | 0.790 | 0.577 | 1.081 | -0.2356 | 0.1407 |
| ADL-decline, Improve vs. No-change | 0.096 | 0.023 | 0.397 | -2.3422 | 0.0012 |
| Albumin, <3.2 vs $3.8+\mathrm{g} / \mathrm{dl}$ | 3.750 | 2.613 | 5.382 | 1.3218 | <. 0001 |
| Albumin, 3.2-<3.5 vs $3.8+\mathrm{g} / \mathrm{dl}$ | 1.884 | 1.303 | 2.725 | 0.6336 | 0.0008 |
| Albumin, $3.5-<3.8$ vs $3.8+\mathrm{g} / \mathrm{dl}$ | 1.486 | 1.015 | 2.175 | 0.3959 | 0.0417 |
| Race, Black vs. White | 0.588 | 0.415 | 0.833 | -0.5306 | 0.0028 |
| Race, Other vs. White | 0.442 | 0.197 | 0.991 | -0.8156 | 0.0475 |
| Surprise question, No vs. Yes | 2.073 | 1.533 | 2.803 | 0.7289 | <. 0001 |
| Cholesterol, <136 vs 195+ mg/dl | 1.959 | 1.384 | 2.772 | 0.6724 | 0.0001 |
| Cholesterol, $136-<164$ vs $195+\mathrm{mg} / \mathrm{dl}$ | 1.191 | 0.839 | 1.690 | 0.1747 | 0.3285 |
| Cholesterol, $164-<195$ vs 195+ mg/dl | 1.304 | 0.923 | 1.843 | 0.2658 | 0.1317 |
| CCW-Hyperlipidemia Yes vs. No | 0.531 | 0.417 | 0.676 | -0.6334 | <. 0001 |
| Age, 75-84 years vs. 65-74 years | 1.711 | 1.180 | 2.481 | 0.5372 | 0.0046 |
| Age, 85-94 years vs. 65-74 years | 1.804 | 1.259 | 2.584 | 0.5898 | 0.0013 |
| Age, 95+ years vs. 65-74 years | 1.602 | 0.953 | 2.693 | 0.4712 | 0.0755 |
| KPS, Severe vs. Moderate disability* | 1.543 | 1.199 | 1.986 | 0.4340 | 0.0007 |
| CCW-Depression, Yes vs. No | 0.654 | 0.478 | 0.896 | -0.4244 | 0.0082 |
| Dual-eligibility, Yes vs. No | 0.687 | 0.509 | 0.929 | -0.3751 | 0.0146 |
| Sex, Male vs. Female | 1.151 | 0.886 | 1.497 | 0.1411 | $0.2917^{+}$ |

IQR: interquartile range; sd: standard deviation; S.Q: surprise question; KPS: Karnofsky performance scale; TUG: timed up and go; ADL: activities of daily living; IADL: instrumental activities of daily living; TIA: transient ischemic attack; FU: follow-up; $\mathrm{mg} / \mathrm{dl}$ : milligram per deciliter; $\mathrm{g} / \mathrm{dl}$ : gram per deciliter; *KPS was included in the final model as a categorical variable based on the clinical application of KPS value;
${ }^{\dagger}$ Sex was included in the final logistic model, although the Wald test for its coefficient was not statistically significant;

## - Calibration plots

Calibration plots were generated for the final multivariable model applied to the validation dataset using
the two methods, loess-based and decile-based methods. Figures 2.6 and 2.7 display the loess-based and decile-based calibration plots. Both plots show a small deviation from the 45 degree (diagonal) line.

The diagonal line indicates the prediction models. The maximum deviation is around the predicted probability of 0.25 , while in the lower and higher probabilities the model shows a better fit to the data.

The calibration plot in the derivation data was also generated as a reference. Figure 2.8 shows the decile-based calibration plot generated from the derivation data where the calibration curve aligns very well with the diagonal line (almost perfect prediction). The prediction model in the validation data slightly underestimates the probability of 1-year mortality, especially in the deciles representing an intermediate range of death (observed risk of 0.2-0.4).

Figure 2. 6. Loess-based calibration plot for the multivariable logistic model in the validation data for the outcome of 1-year mortality


Figure 2. 7. Decile-based calibration plot for the multivariable logistic model in the validation data for the outcome of 1-year mortality


Figure 2. 8. Decile-based calibration plot for the multivariable logistic model in the derivation data for the outcome of 1-year mortality


I also generated Hosmer-Lemeshow goodness of fit test statistics. The test evaluates the lack of fit of the model; a small p-value indicates a lack of fit. The Hosmer-Lemeshow goodness of fit test for the final multivariable logistic model resulted in $p$-values of 0.372 and $<0.0001$ for the derivation and validation datasets, respectively. This means a lack of fit cannot be rejected for the model in the validation data. This result is consistent with the calibration plots where the prediction model underestimated the probability of events compared to the observed events, especially for the lower probabilities of death.

## o Outcome: Hospice admission

In the following section I show the results for the outcome of hospice using the same modeling strategy used above for mortality.

Hospice admission in this cohort was defined according to the date of the first hospice service documented in the claims data. A total of 1391 (18.7\%) patients were admitted to the hospice over the follow-up time. The Hospice admission rate within a year from the first visit was $10 \%$ among this cohort. The death occurred within six months of admission in 492 (65\%) of those admitted to hospice within 12 months of their first visit. From all 1124 hospice deaths, $68 \%$ happened in the first three months of admission. Overall 2221 deaths ( $66 \%$ of all deaths) in this cohort occurred without hospice.

## - Available data analysis

The same modeling approaches were utilized as for mortality outcome. Independent variables were also the same as for mortality. Automatic variable selection methods (stepwise, forward, backward, adaptive lasso, and elastic net), and manual selection methods were applied. Using these selection methods, each model was developed in the derivation and applied to the validation datasets. The area under the ROC and Brier score were generated for each model. The results are provided in Table 2.15.

Table 2. 15. Model development using alternative variable selection methods for hospice admission using available case data

| AUC and $95 \%$ confidence limits for both derivation and validation data sets ( $\mathrm{N}=3722$ derivation and 3723 validation) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Variable selection | N analyzed* Derivation | AUC <br> Derivation | AUC <br> Validation | Brier <br> Score <br> Validation | Selected variables in the final model |
| Automatic variable selection methods |  |  |  |  |  |
| Stepwise | 2055 | 0.7819 $(0.7502-$ $0.8137)$ | $\begin{aligned} & 0.6981 \\ & (0.6699- \\ & 0.7262) \end{aligned}$ | 0.0886 | 4 variables: age, dual-eligible, SQ, KPS |
| Forward | 2055 | $\begin{aligned} & 0.8091 \\ & (0.7795- \\ & 0.8387) \end{aligned}$ | $\begin{aligned} & 0.7272 \\ & (0.6976- \\ & 0.7568) \end{aligned}$ | 0.0874 | 9 variables: age, race, dualeligible, SQ, lives alone, KPS, ADL decline, cataract, Heart failure |
| Backward | 2055 | 0.7962 $(0.7648-$ $0.8276)$ | $\begin{aligned} & 0.7295 \\ & (0.7006- \\ & 0.7585) \end{aligned}$ | 0.0858 | 8 variables: age, race, dualeligible, SQ, lives alone, KPS, Heart failure, number of lab tests |
| Adaptive <br> lasso ${ }^{+}$ <br> (validation <br> data, <br> Gamma=1.0) | 2199 | $\begin{aligned} & 0.8173 \\ & (0.7881- \\ & 0.8465) \end{aligned}$ | $\begin{aligned} & 0.7440 \\ & (0.7101- \\ & 0.7779) \end{aligned}$ | 0.0764 | 18 variables: age, race, dualeligible, SQ, TUG, ADLdecline, KPS, albumin, number of meds, number of labs, pressure-ulcer, cataract, osteoporosis, RA/OA, Hyperlipidemia, hypertension, hip fracture, diagnosis-count |
| Adaptive <br> Lasso $^{+}$ <br> (4-fold CV <br> Gamma=0.1) | 2229 | $\begin{aligned} & 0.8036 \\ & (0.7737- \\ & 0.8335) \end{aligned}$ | $\begin{aligned} & 0.7276 \\ & (0.6939- \\ & 0.7614) \end{aligned}$ | 0.0776 | 17 variables: age, race, dualeligible, SQ, TUG, KPS, livingalone, albumin, number of meds, number of labs, pressure-ulcer, cataract, hip fracture, hyperlipidemia, hypertension, HF, AF |
| Elastic $\mathrm{Net}^{+}$ <br> (validation <br> data) | 2191 | $\begin{aligned} & 0.8181 \\ & (0.7891- \\ & 0.8471) \end{aligned}$ | $\begin{aligned} & 0.7339 \\ & (0.7003- \\ & 0.7674) \end{aligned}$ | 0.0779 | 18 variables: age, race, dualeligible, SQ, lives alone, TUG, ADL-decline, KPS, albumin, number of meds, number of labs, pressure ulcer, AF, HF, cataract, Hyperlipidemia, hypertension, hip fracture |


| Table 2. 15. (cont'd) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Elastic $\mathrm{Net}^{\dagger}$ <br> (4-fold CV) | 2081 | $\begin{aligned} & 0.8241 \\ & (0.7947- \\ & 0.8536) \end{aligned}$ | $\begin{aligned} & 0.7313 \\ & (0.6956- \\ & 0.7671) \end{aligned}$ | 0.0772 | 20 variables: age, race, dual- <br> eligible, SQ, TUG, ADL- <br> decline, KPS, lives-alone, albumin, cholesterol, number of meds, number of labs, pressure-ulcer, AF, HF, cataract, Hyperlipidemia, hypertension, hip fracture, colorectal cancer |
| Manual variable selection |  |  |  |  |  |
| Full model | 2055 | $\begin{aligned} & 0.8276 \\ & (0.7983- \\ & 0.8569) \\ & \hline \end{aligned}$ | 0.7090 $(0.6709-$ $0.7471)$ | 0.0783 | All 41 variables No variable selection |
| Manual selection- <br> Available <br> data | 2601 | $\begin{aligned} & 0.7749 \\ & (0.7473- \\ & 0.8026) \end{aligned}$ | $\begin{aligned} & 0.7351 \\ & (0.7055- \end{aligned}$ $0.7646)$ | 0.0864 | 7 variables: age, race, dualeligible, SQ, KPS, ADL decline Forced to the model: sex |
| Model developed in imputed data and applied to the available data |  |  |  |  |  |
| Manual selection- <br> Imputed data | 3051 | 0.7602 $0.7335-$ $0.7868)$ 0.7868) | 0.7090 $(0.6803-$ $0.7376)$ | 0.0877 | 6 variables: age, race, dualeligible, SQ, KPS, ADL decline |
| S. Q: surprise question; KPS: Karnofsky performance scale; TUG: timed up and go; ADL: activities of daily living; AF: atrial fibrillation; HF: heart failure; RA/OA: rheumatoid arthritis/osteoarthritis; <br> *The numbers are different because first the variable selection was done in and then variables included in Proc LOGISTIC to generate AUCS, so not all the variables included in the final model and not all the missing observations were excluded. ${ }^{\dagger}$ Adaptive lasso and elastic net methods were conducted using two methods of validation and weighting parameters (Table 2.16) |  |  |  |  |  |

Overall, the alternative variable selection methods resulted in comparable c-statistic and Brier score. Larger c-statistic and smaller Brier score both indicate a better fit of the model. To set the maximum Brier score for a non-informative model, the incidence rate of the outcome in the validation data (10\%) was used and the maximum value of 0.25 was calculated as the Brier score for the non-informative model. The largest AUC was seen in adaptive lasso ( 0.7440 ) and manual ( 0.7351 ) selection methods. However, the manually-selected model included fewer variables than the adaptive lasso model (7 vs. 18 variables). Brier score was slightly better in the adaptive lasso method indicating that the adaptive lasso model fits the data better than the other models, although the difference between the models is small.

Similarly the gain in the AUC when the adaptive lasso was used for variable selection was tiny and of no practical importance, however the model is larger with twice the number of predictors compared to the manual selection model. There are a few variables that were consistently selected regardless of the selection method, including age, dual eligibility, SQ, and KPS. Increasing age and answer ' $N o$ ' to SQ were associated with higher hospice admission, whereas being dual-eligible and higher KPS decreased the risk of hospice admission, as it was for the mortality outcome. It is related to the residual confounding of age, but it also can be due to selection bias. The dual-eligible group might be somehow different from the other patients, so the unobserved variables in this group can cause a lower rate of outcomes. Variables race and ADL decline were also often selected. Being of the race black was associated with lower outcome compared to the white race, which in part is related to the residual confounding of age. As expected, the functional status of patients is an important predictor of hospice admission. Surprise question that indicates the physician's assessment of the patient's prognosis was also a good predictor of the hospice referral. Interestingly, sex was not a predictor factor of hospice admission. Nutritional status indicators (albumin and cholesterol) were not significant predictors of hospice admission, although they were essential predictors of mortality.

Similar to what was done for the mortality analysis, weighting parameter gamma was selected for the adaptive lasso method by testing different levels of gamma and two validation options (i.e. k-fold crossvalidation or validation data) in the PROC GLMSELECT. The results are reported in Table 2.16. The number of effects is the total number of variables that selected including each level of classification variables as a dummy variable.

Table 2. 16. Using different gamma in adaptive lasso variable selection for 1-year hospice admission

| Selection | \# of selected variables | Optimal model criteria ${ }^{+}$ |
| :---: | :---: | :---: |
| Validation | Number of predictors | ASE |
| Gamma=0 | 21 effects | 0.0759 |
| Gamma=0.1 | 21 effects | 0.0758 |
| Gamma=0.3 | 20 effects | 0.0757 |
| Gamma=0.5 | 24 effects | 0.0755 |
| Gamma=0.7 | 23 effects | 0.0754 |
| Gamma=0.9 | 22 effects | 0.0754 |
| Gamma=1.0* | 21 effects | 0.0754 |
| 4-fold CV | Number of predictors | CV PRESS |
| Gamma=0 | 18 effects | 0.0717 |
| Gamma=0.1* | 19 effects | 0.0717 |
| Gamma=0.3 | 15 effects | 0.0718 |
| Gamma=0.5 | 20 effects | 0.0718 |
| Gamma=0.7 | 9 effects | 0.0719 |
| Gamma=0.9 | 8 effects | 0.0720 |
| Gamma=1.0 | 8 effects | 0.0720 |
| *Selected gamma based on the criteria and the number of variables; <br> ${ }^{\dagger}$ Average square error (ASE) and CV PRESS are error measures that represent the goodness of model fit; |  |  |

The optimal gamma for each one of the two methods was chosen in a way to minimize the deviation from the true outcome (i.e. ASE or CV PRESS). Selected gammas were used to generate the adaptive lasso results that are shown in Table 2.16.

Figures 2.9 and 2.10 demonstrate the process of adding and removing variables using adaptive lasso and elastic net variable selection methods, respectively. The lower panel in each figure shows the average squared error of each model. It visualizes the lowest ASE of a model that can be correlated to the predictors of the model in the top panel. Figure 2.9 displays that with using the adaptive lasso selection, the optimal ASE was obtained at step 21 which was associated with the lowest ASE value of 0.075 . The corresponding model consists of 18 variables. Similarly Figure 2.10 shows the optimal criteria for the elastic net selection method. The same graphical results can be generated for both methods when using 4 -fold cross-validation in the selection option for the model statement.

Figure 2. 9. Adaptive lasso variable selection process using GLMSELECT for the hospice admission outcome (gamma=1.0 and validation dataset)


Figure 2. 10. Elastic net variable selection process using GLMSELECT for the hospice admission outcome (validation dataset)


## - Imputed data analysis

With the same considerations as in the mortality analysis, the multiple imputation procedure with 20 imputations was performed for the hospice admission analysis. The same modeling approach was applied as used for 1-year mortality. The c-statistic from different models was generated for derivation and validation data and provided in Table 2.17. Also, the variables that were selected in manual selection- available case analysis (Table 2.15 ) was applied to the imputed data set and AUC was generated for the imputed validation data.

Table 2. 17. Model development using alternative variable selection methods for 1-year hospice admission using imputed data, AUC and 95\% confidence limits for both derivation and validation data sets

| Variable selection | Derivation AUC $(N=3722)$ | Validation AUC (N=3723) | Selected variables * |
| :---: | :---: | :---: | :---: |
| Automatic selection |  |  |  |
| Stepwise | 0.7359 | 0.7001 | 15 variables: Age, dual-eligibility, SQ, KPS, ADL decline, albumin, cholesterol, anemia, CKD, hyperlipidemia, pressure ulcer, cancer, number of meds, number lab tests, dx-count |
| Forward | 0.7373 | 0.6992 | 6 variables: Age, dual-eligibility, SQ, KPS, AF , number lab tests |
| Backward | 0.7339 | 0.6885 | 9 variables: Age, dual-eligibility, SQ, KPS, AF, depression, heart failure, number lab tests, dx-count |
| Manual selection |  |  |  |
| Manual variable selectionImputed data ${ }^{\dagger}$ | 0.7227 | 0.7027 | 6 variables: Age, dual-eligibility, SQ, KPS, ADL decline, number of lab tests |
| Manual variable selection- (from available case analysis) ${ }^{\ddagger}$ | 0.7204 | 0.6934 | 7 variables: Age, race, dual-eligible, SQ , KPS, ADL decline Forced to the model: sex |
| S.Q: surprise question; KPS: Karnofsky performance scale; TUG: timed up and go; ADL: activities of daily living; AF: atrial fibrillation; HF: heart failure; RA/OA: rheumatoid arthritis/osteoarthritis; <br> *Variables that are selected in all 20 imputations; <br> ${ }^{+}$Includes variables that were selected $\geq 15$ times in all three methods (forward, backward, stepwise); <br> $\ddagger$ The model is presented in Table 2.15; |  |  |  |

Overall the performance of the models developed in the imputed data did not show any improvement compared to the available case data models. In fact, the AUCs of different models in the imputed data were generally smaller than those in the available case data.

Because the focus of this study is to develop prediction models, the primary performance measure for comparing the models is discrimination as measured by AUC. Sensitivity and specificity were also reported in Table 2.17 as another measure for comparing the alternative models.

- Comparison of the risk stratification models

The models that were developed manually from available case data, and imputed data were compared with the two alternative approaches: SQ only, and USMM 3-level risk stratification. Considering the AUCs for each model, the manually selected model in the available case data has the best discrimination. Also, sensitivity and specificity of the model at the cutoff point of top $20 \%$ high probability, are the best combination. However, the selection of the cutoff point depends on the cost and saving of false positive and false negative cases for the provider system.

Table 2. 18. Comparison of the alternative risk stratification approaches for 1-year hospice admission

| Model | N validation (total=3723) | AUC validation* | High-risk group and prevalence | Sensitivity | Specificity |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SQ only | 3227 | $\begin{aligned} & \hline 0.5895 \\ & (0.5633-0.6157) \end{aligned}$ | $\begin{aligned} & \text { Answer "No" } \\ & \text { 14\% } \end{aligned}$ | 32.4\% | 85.5\% |
| Current USMM model | 3043 | $\begin{aligned} & 0.5875^{+} \\ & (0.5591-0.6158) \end{aligned}$ | Level 5 7\% | 12.4\% | 91.7\% |
|  |  |  | Level 4 and 5 17\% | 35.5\% | 81.4\% |
| Manual selection | 2590 | $\begin{aligned} & 0.7351 \\ & (0.7055-0.7646) \end{aligned}$ | Top 10\% | 25.9\% | 91.8\% |
|  |  |  | Top 20\% | 45.9\% | 81.4\% |
| Manual selectionImputed data ${ }^{\ddagger}$ | 3070 | $\begin{aligned} & 0.7090 \\ & (0.6803-0.7376) \end{aligned}$ | Top 10\% | 25.6\% | 91.8\% |
|  |  |  | Top 20\% | 42.4\% | 79.9\% |

*To make comparable results, the AUC for SQ model and USMM model was also generated from the validation data; ${ }^{\dagger}$ USMM risk level included in the model as a 3-level predictor for AUC calculation;
₹ The model was developed in the imputed, applied to the available case;

## - Final model selection

Comparing the alternative variable selection methods in this study, the manually selected model shows the best results in the discrimination ability of the model while being a parsimonious model. Penalized selection methods such as adaptive lasso and elastic net, had comparable c-statistics, although the number of variables in these models is much larger than in manually selected models. Table 2.19 shows the parameter estimates and odds ratios resulted from the manually-selected model.

Considering the significance and magnitude of the Odds ratios of the different variables in the final model, ADL decline is the most informative predictor of the hospice admission. Similar to the mortality prediction, functional status is the main predictor of need to hospice care. Age and dual-eligibility for Medicare and Medicaid are the following important variables. Surprisingly, having dual eligibility decreases the probability of hospice admission. Unlike the results of mortality outcome, nutritional status indicators (albumin and cholesterol) did not play a role in the prediction of hospice admission.

Table 2. 19. Final model parameter estimates and odds ratios for 1-year hospice admission using derivation data set ( $\mathrm{N}=3722$ )

| Odds Ratio Estimates |  |  | Parameter estimates |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Predictor variables | Point <br> Estimate | 95\% Wald <br> Confidence Limits | Parameter <br> estimate | P-value |  |
| ADL-decline, Decline vs. No change | 1.034 | 0.735 | 1.454 | 0.0335 | 0.8473 |
| ADL-decline, Improve vs. No change | 0.086 | 0.012 | 0.628 | -2.4477 | 0.0155 |
| Age, 75-84 years vs. 65-74 years | 2.392 | 1.386 | 4.127 | 0.8720 | 0.0017 |
| Age, 85-94 years vs. 65-74 years | 3.345 | 1.986 | 5.633 | 1.2073 | $<.0001$ |
| Age, 95+ years vs. 65-74 years | 3.870 | 2.055 | 7.286 | 1.3531 | $<.0001$ |
| KPS, Severe vs. moderate disability* | 3.125 | 2.239 | 4.361 | 1.1393 | $<.0001$ |
| Surprise question, No vs. Yes | 2.131 | 1.547 | 2.934 | 0.7566 | $<.0001$ |
| Dual-eligibility, No vs. Yes | 2.023 | 1.336 | 3.064 | 0.7045 | 0.0009 |
| Race, Black vs. White | 0.654 | 0.426 | 1.004 | -0.4242 | 0.0522 |
| Race, Other vs. White | 0.547 | 0.213 | 1.404 | -0.6035 | 0.2095 |
| Sex, Male vs. Female | 1.165 | 0.866 | 1.567 | 0.1525 | $0.3137^{\dagger}$ |

*KPS was included in the final model as categories based on the clinical application of KPS value;
${ }^{\dagger}$ Sex was included in the final logistic model, although the Wald test for its coefficient was not statistically significant;

- Discussion

The study population- The USMM patient population is a unique population in terms of demographics and functional status. They are older and sicker and have more comorbidity and disability than most other similar study population that referred to in the background section. At the same time these patients remain community-dwelling and so are different from institutionalized, or hospitalized patients. They are home-bound by the CMS definition (5) which means the patient needs the help of another person or medical equipment such as a walker, or a wheelchair to leave their home, or their doctor believes that the patient's health or illness could get worse if they leave their home.(111) Therefore many of the previously developed prognostic indices are not applicable to this population. (17-19, 2124) For example indices that include physical activities such as walking several blocks are probably not as relevant in this population as in a healthier older population.(49) Also because this population is different from those who are institutionalized, the prognostic models developed in hospitalized or nursing home setting may not be as accurate in this population.(62) The most similar population to the USMM population is the PACE participants who are nursing home, community living older adults. However the mortality rate in PACE cohort studied by Carey et al., (1-year mortality 13\%) is much lower than the USMM population. They have a high frequency of comorbidities and multi-comorbidity compared to the similar studies in community-dwelling older patients. $(7,49,52,57)$ These older adults Functional status measures including TUG (45\% non-ambulatory or >30 seconds) and KPS (54\% with a severe need to assistance) indicate a high prevalence of impaired function which makes this group of patients especially vulnerable and prone to the adverse outcomes. The one-year mortality rate of $32 \%$ in this cohort is much higher than the rate of comparable studies which ranged between $9 \%$ and $13 \%$ one-year mortality. $(52,57)$ The high mortality rate in this cohort is comparable to the mortality rate of nursing home population which has been reported between 17-35\% in different studies. (59-61) It indicates that the USMM population are similar to the nursing home residents in terms of mortality and
other adverse outcomes. The study reported by Carey et al., used the PACE patient population which by definition are nursing home eligible, however the one-year mortality rate was 13\%.(57) As discussed in chapter one, the lower mortality rate of this population may be explained by the fact that PACE patients are adults aged 55 years and older who need the nursing-home level of care. So the PACE population might include younger adults with disabilities that made them eligible for long term care but did not necessarily increase their risk of 1-year mortality. These unique characteristics of the USMM population make them prone to adverse outcomes and denote a need for a risk stratification approach to be developed specifically for this population. Additionally, other RS indices often involved variables that are not available in this population. For example level of income, detailed information on dependency in functional status (e.g., bathing, dressing, etc.) are not available in the USMM data. This model has been developed to be used in the USMM patient population, however it could be tested for use in other similar populations.

Important predictor variables- We tested all available predictor variables including demographics, socioeconomic status, comorbidity, functional, laboratory tests and other variables such as surprise question, smoking status, number of lab tests ordered, and the number of medications. However, we should note that some of the previously known predictors of the adverse outcomes (such as number of hospitalization in the past year, decline in IADLs, recent fall) were not available for the analysis in this cohort of the USMM data.

ADL-decline, age, race, SQ, KPS, and dual-eligibility were important predictors of both outcomesmortality and hospice admission. Functional impairment in ADLs have been shown to be predictors of adverse outcomes in hospitalized older adults. $(112,113)$ Our findings is consistent with previous studies in showing that ADL-decline is an important predictor of death and hospice admission in the USMM patient population.

Examining the parameter estimates and $p$-values of final model, ADL-decline, serum albumin and cholesterol were the strongest predictors of mortality outcome in this cohort. This information can be useful in designing the interventions that focus on the nutrition, inflammatory status, and functional empowerment of older adults when they are at lower risk of mortality. Also, these findings can help USMM modify their policies for the timing and frequency of lab tests and assessments of patient function. Interestingly, serum albumin and cholesterol values were not selected in the final model for the hospice outcome, but ADL-decline was an important predictor of hospice outcome. This observation suggests that impaired functional status is more likely to be a reason for hospice referral than the biochemical laboratory tests.

Although low levels of albumin and cholesterol were associated with higher mortality rate, surprisingly, having a history of hyperlipidemia correlated with lower mortality rate in this cohort. It can say that the low cholesterol level in this population of older and/or frail patients represents a worse global health status than a history of hyperlipidemia which might be mild or treated appropriately. Specifically, statins as a lipid-lowering class of medication are proved to increase survival in CVD patients. $(114,115)$ Low cholesterol level can show a poor nutritional status either due to poor general health or due to an underlying disease. (116)

Surprisingly, history of depression in this cohort also had a protective effect on the mortality outcome. Unobserved confounders may be an explanation for this observation. Also dual eligibility is associated with lower rates of death and hospice admission.

Variable selection methods- We tested and compared different methods of variable selection. We applied commonly used automated methods such as stepwise, backward and forward selection as well as more advanced methods including adaptive lasso and elastic net; however the advanced methods did not show superiority over the conventional selection methods in this dataset. One of the main benefits of the advanced penalized selection methods (like adaptive lasso and elastic net selection) is when faced
with high dimensional data sets with numerous predictors and a relatively small number of observations. Another advantage of these methods is in the datasets with highly correlated predictor variables.(102) However, none of the two conditions were present in our dataset.

Importance of missing data- We evaluated the association of missingness on several variables with the outcomes. Variables that had less than $20 \%$ missing observation were analyzed in the univariate and multivariable analysis for model development. We found a strong association between missingness in these variables (race, TUG, SQ, ADL, living alone, albumin, and cholesterol) and mortality (Table 2.6). A possible reason is that the patients who died were too sick at the time of the visit to be interviewed and evaluated thoroughly and so some of the variables were left missing. To assess the impact of missingness on the variable selection, we applied a multiple-imputation approach and repeated model development. We used different variable selection methods in the imputed data, however the models' performance in the imputed data were not as good as in the available case data. As mentioned before, the assumption in the multiple imputation is missing at random while in the USMM data there are evidences that suggest missing is not at random. This can explain why the model's performance is worse in the imputed data than available data. Variable selection in the imputed data resulted in a larger number of variables selected ( 15 vs .9 ) but only a slight improvement in discrimination compared to the available case data. Also, when the selected model developed from the imputed data was applied to the available case data, the AUC was actually slightly lower relative to the AUC of the final manually selected model developed in the available case dataset ( 0.755 vs. 0.763 ).

Application of the developed model- Comparing the results of this study to the approaches that are currently practiced by the USMM providers, showed the superiority of our multivariable models regardless of their exact specification. Using the two multivariable logistic models, the AUCs for mortality and hospice admission were substantially higher ( 0.763 and 0.735 ) compared to the two alternative approaches, USMM proposed 3-level risk model ( 0.599 and 0.588 ), and surprise question
only model (0.555 and 0.589). Comparing different cutoff points for our model and the USMM proposed 3-level model, sensitivity and specificity estimates of our model is similar or higher than the current model for both outcomes. Consequently for any cutoff point this model can help providers to better manage the cost of services and patients benefits by reducing the number of false positives or false negatives. The optimal cutoff point can be selected by providers and policymakers based on the cost of misclassification of cases. If the cost of misclassification of a high-risk patient is higher than the misclassification of a low-risk patient then the more relaxed cutoff point (top 20\% instead of top $10 \%$ of probability) is appropriate and vice versa. The cost and benefit of services are dependent to different factors, such as patient's benefit from receiving or harm from neglecting a given service, cost of that service for a provider and the insurance companies, alternative options for that service, and available resources. Thus cutoff point should be explicitly selected by the USMM providers.

Furthermore, the population can be grouped in more than two risk levels when needed; especially if different levels of services are available for example palliative care, hospice referral, home health care, and use of preventive services. This approach can also be useful in a clinical setting, for example prediction of 1-year mortality risk can be beneficial to make the decision for offering a screening procedure to an older adult patient. Our risk stratification model can be especially advantageous for advanced care planning by identifying patients who are at high risk of mortality or hospice admission. Considering the patients and caregivers goals, different services can be offered to patients at different levels of risk.

To use the developed model in the practice, a statistical software (e.g., SAS, R) will be used to integrate the final model into the USMM database. By programming the model into APRIMA, the model can be run on all observation at each new data entry time; then a prediction probability of death and hospice will be made for each patient. The patients will be stratified in different risk groups based on the threshold that will be determined by the USMM providers. Finally high risk patients will be flagged and
brought to the attention of their physician for further assessment. Clinicians can discuss different services with patient and caregiver to make the decision that is aligned with the patient's goal of treatment.

0 Strengths

This study has been conducted in a unique population of USMM patients. The database richness allows us to use a broad array of potential predictor variables (e.g., demographics, clinical, functional status, medical history, and lab tests) to develop the model, whereas in the studies that use billing data to build a prognostic model these data are accessible. Moreover, in this study we used and compared several alternative variable selection methods including new methods such as adaptive lasso and elastic net variable selection. We also used multiple imputation to manage the missing data and evaluate the impact of missing observations on the model selection.

## 0 Limitations

Although the USMM database is relatively very rich data set in both quality and quantity of the information collected from the patient population, there are still variables that were not usable due to missing observations. Valuable information was lost on functional status including a decline in IADL function since the last visit, a decline in global health since last year, falls, hospitalizations and ER events. Another limitation of this research was the problem of missing data. One assumption of MI PROCEDURE is that missing is at random. We confirmed that the missing mechanism is not MCAR (missing completely at random). Although it is not possible to statically distinguish between MAR and MNAR, the strong association between the missingness on predictors and the outcomes suggests the MNAR mechanism. We used multiple-imputation in this data regardless of the MAR assumption. There were two comorbidity variables excluded from the analysis because the number of patients with the comorbidity was too small or zero. Finally, we validated our model using the validation data that is originated from the USMM database. We did not use any external population to evaluate the accuracy of the model.

- Conclusion

We developed prognostic models for prediction of two adverse outcomes, mortality and hospice admission among the population of community-living home-bound older adults. Both models showed a significantly better performance than the current risk stratification approaches used in this population. These models also demonstrated comparable or better discrimination compared to the similar prognostic models published in the literature. These two models can be used for risk stratification among older adults in different settings (i.e., community-living, nursing home, rehabilitation centers, and hospice), also can be useful in other epidemiological studies to adjust for baseline risk factors among such population of older adults. Future studies are required to validate the models in external population. Furthermore other risk stratification models can be developed in this population trying to improve the prognostic models. Survival analysis of time to event and using machine learning techniques to reveal the possible nonlinear relationships between the outcome and predictors will be included in subsequent chapters.

## CHAPTER 3. Random Forest Model

## - Introduction

The population is aging faster than any other time in history. $(9,10)$ Increasing age is associated with a high prevalence of chronic diseases and multiple comorbid conditions, which often require long term care and frequent utilization of health care. $(11,12)$ Health care expenditures are disproportionately higher in the older population than working-age patients. $(14,15)$ The cost of health care for older adults imposes a considerable burden on the health systems and government through the Medicare program.(13) The increasing number of older adults and growing need for services among them along with limited resources necessitate the allocation of services to those who benefit the most. To align the appropriate levels of services with patients' needs, risk stratification methods are required. Using statistical methods, one can develop a prediction model for an outcome - such as 5-year mortality - and stratify patients based on their probability of that outcome. Then appropriate services can be allocated to each level of risk. Different risk stratification approaches have been developed for the prediction of different outcomes, including mortality, readmission, relapse, or complications of specific diseases. There are also risk stratification models developed among older populations with a specific condition (e.g., diabetes, cancer, cardiovascular diseases) or in a specific setting (e.g., emergency room, surgery, nursing home) often to predict mortality, readmission or complications. $(19,46,117,118)$ There are also a few risk stratification models developed in the community living older populations regardless of any specific condition. $(48,49,52,57,64)$ Some of these models were reviewed in the background section of chapter two. In chapter two, a logistic regression analysis was applied to develop a risk stratification model among a subset (derivation data) of a cohort of community living homebound older adults to predict the risk of mortality and hospice admission using a set of explanatory variables. The accuracy of the model was evaluated by using the area under the ROC curve or C-statistic, and the model was
validated using a validation subset (derived from the same database). In this chapter, I will use a Machine Learning (ML) technique to develop a risk stratification model among the same population and compare the performance of this model to the previous logistic model. Derivation data is often called derivation data in ML algorithms, however to be consistent with other chapters, we used the same terminology ('derivation' data) for the subset of data in which the model is developed.

In the next section, I provide a brief introduction to the random forest method, which is the machine learning ( ML ) algorithm used in this chapter. It is followed by a literature review, methods and materials, results, and discussion sections.

## - Main concepts and definitions

The development and use of big data are rapidly growing in medicine and public health, like many other industries.(119) Traditional statistical methods may not be sufficient for the analysis of these big data. The enormous sample size and high dimensionality of big data bring new statistical challenges, including noise accumulation (i.e., too much unexplained variability within a data sample), spurious correlation, incidental endogeneity (i.e., when the predictor variable is correlated with the error term), and measurement errors. (120) Likewise, big medical data introduce problems such as multicollinearity (i.e., multiple correlation between predictors or independent variables), model complexity, the computational cost to fit models, and model overfitting (i.e., decreased generalizability of the model). (121) Machine learning algorithms are becoming popular in big data analysis and are increasingly used in biomedical research as well. In the following sections some examples will be described.

## o Machine learning

Machine learning ( ML ) is an application of artificial intelligence that allows computers to automatically learn and improve the algorithm without being explicitly programmed. The process of learning begins with the input data; the algorithm searches patterns and makes predictions using an iterative approach
in order to improve future decisions. ML techniques include a wide range of statistical methods that can be used to describe associations, search for patterns, and make predictions. ML algorithms are being increasingly used in biomedical research. There are two main methods in ML: supervised and unsupervised learning. Predicting an outcome based on a set of explanatory variables that are specified by data scientists is referred to as supervised learning. Whereas unsupervised learning refers to the exploration of associations or detection of patterns among variables regardless of a specific outcome. There are numerous different ML algorithms; neural networks, random forests, Bayes net, and support vector machines are a few examples. Random forests have been previously used in biomedical studies for the development of prediction models. $(65,119,122)$

## 0 Machine learning in prediction models

Prediction models are central in medicine and are utilized in everyday decision-making by physicians for prediction of diagnostic or clinical outcomes.(22) These models are often used in medical research to predict the outcome of a disease, result of a diagnostic test, the outcome of a new treatment, complications of an illness, or survival of the patients. Risk prediction usually relies on parametric regression methods, such as logistic regression or generalized linear model. However, new approaches such as ML techniques have been introduced in epidemiologic studies as well as in many other medical and non-medical disciplines.(74) Machine learning is often used without having any specific hypothesis regarding the association of the variables or the pattern of the associations; thus it is an excellent approach to explore the important predictors of an outcome in scenarios where they are many explanatory variables. ML algorithms are specifically preferred when the number of explanatory variables in the data is considerably larger compared to the number of observations- also referred to as big data. $(65,123)$ Several studies have compared different machine learning algorithms to develop prediction models and determined that the random forest algorithms have better performance than other machine learning approaches such as support vector machine (SVM) and Bayes net. $(73,124-126)$

- Decision tree

Decision trees (also known as classification and regression trees) are recognized as powerful tools for prediction models. $(22,127)$ Recursive partitioning is the core idea in constructing a decision tree, and it involves dividing data set into subsets based on several independent variables or rules in order to correctly classify members of the dataset. Each tree is made of nodes, branches, and leaves. The structure of an example decision tree is shown in Figure 3.1.

Figure 3. 1. The schematic structure of a decision tree


Variable X is the first variable that splits the study population the best; Variable Y is the next best variable; Classis I-IV are the leaves and represents different classes or groups of risk predicted for the outcome of interest; Branches are rules that connect a node to its child nodes (internal nodes and leaves) based on the value of a predictor variable;

Nodes are points of decision in a decision tree where a predictor variable splits the study population into subgroups (named child nodes) based on their observed data for that predictor. In other words, each node tests the data on an attribute (predictor). Branches are the outcomes of that attribute. The first node is called root node and uses or identifies?? the best predictor to split the cohort into two or more child nodes based on the optimal separation (maximum separation of the subgroups and minimum variability within subgroups in respect to the outcome).(22) Internal nodes (child nodes) then are split
again using the next best predictor at each node. The split will be repeated for each child node until the algorithm reaches the final decisions or classification nodes were obtained, also called leaves.

## O Random forest

Random forest is a data mining algorithm first proposed by Leo Breiman in 2001. $(68,69)$ It combines several (to potentially many) decision trees (ranges from 10 to thousands) and generates predictions by averaging over all the trees in the forest.(124) The term forest represents the numerous replications of decision trees. Each decision tree is developed in a randomly selected subsample (bootstrap samples) of the derivation population. Figure 3.2 displays the random forest algorithm, as presented in machine learning literature.(68)

Bagging or bootstrap aggregation is a ML techniques for reducing the variance of an estimated prediction. In general, when several bootstrapped samples of the original data are constructed, and separate decision trees are trained in each subsample, averaging over these trees is referred to as bagging or bootstrap aggregation. Random forest is a fundamental modification of bagging; in the bagging technique, when constructing the decision trees, all predictors are searched at each split-point, and the best splitting variable is selected. However in random forest method, building the tress involves an additional step of randomly sampling predictors at each node. In other words the difference between random forest and bagging is that in a random forest at each split-point of each tree, the optimal splitting variable will be selected from a random subset of all predictors. This method minimizes the correlation between trees and increases bagging accuracy. The number of predictors that are tested at each split-point can be specified as a parameter in the model and is often calculated as $m=$ Square root ( $p$ ) where $m$ is the number of randomly selected predictors, and $p$ is the number of all predictors. For each bootstrap sample from the derivation dataset, there are samples left behind and not included in the model construction. These samples are called out-of-bag (OOB) samples. The performance of each model, when averaged over its OOB samples, is a good estimation of the model accuracy. The OOB
average square error is a good estimate of test error rate and is generated for each tree by default in SAS output.

Figure 3. 2. Random forest algorithm for regression and classification
Algorithm 15.1 Random Forest for Regression or Classification.

1. For $b=1$ to $B$ :
(a) Draw a bootstrap sample $\mathbf{Z}^{*}$ of size $N$ from the training data.
(b) Grow a random-forest tree $T_{b}$ to the bootstrapped data, by recursively repeating the following steps for each terminal node of the tree, until the minimum node size $n_{\min }$ is reached.
i. Select $m$ variables at random from the $p$ variables.
ii. Pick the best variable/split-point among the $m$.
iii. Split the node into two daughter nodes.
2. Output the ensemble of trees $\left\{T_{b}\right\}_{1}^{B}$.

To make a prediction at a new point $x$ :
Regression: $\hat{f}_{\mathrm{rf}}^{B}(x)=\frac{1}{B} \sum_{b=1}^{B} T_{b}(x)$.
Classification: Let $\hat{C}_{b}(x)$ be the class prediction of the $b$ th random-forest
tree. Then $\hat{C}_{\mathrm{rf}}^{B}(x)=$ majority vote $\left\{\hat{C}_{b}(x)\right\}_{1}^{B}$.
Source: figure adapted from 'The Elements of Statistical Learning' by Hastie, Tibshirani, and Friedman (68)

The bootstrap samples $(Z)$ are randomly sampled with replacement in the derivation dataset. A decision tree is developed in each $Z$ subsample using a randomly selected set of predictors. When random forest is built, to make a prediction for a new observation (x), the observation (e.g., a patient in our study) passes through all trees and the predictions from all trees are aggregated. When the outcome is interval (continuous), the prediction is the average of all trees. When the outcome is a classification variable, the average is determined by the majority vote, which means among all the trees, the class that has been predicted most often for observation (x), will be the RF prediction for this observation.

Random forests became popular during the past decade as a statistical method in many scientific fields. $(69,128)$ RF-based methods are used for risk stratification and for identifying important variables among a large number of potential predictors. Parametric linear regression models are powerful statistical methods to explore the relationship between explanatory variables and the response in a linear fashion. These approaches generate a single model to fit the full data set. However, when the data has many explanatory variables with complex interactions, building a best single linear model can be very difficult. Random forests are proposed as an excellent alternative approach for datasets with a large number of predictors and the potential for complex interactions between them. $(68,128)$ The structure of the decision tree permits a variable to be selected in multiple splitting nodes at different depth of the tree, also a single variable can split the nodes using different rules for different nodes. These specific structure in the RF gives it the strength to manage complex interactions. Also non linearity in the data, which requires the use of polynomial terms in parametric models, can be also handled in random forest.

Overfitting of a model often happens in a single decision tree when the tree grows deep. It means the model is too specified to the derivation data so that its generalizability to external data is weakened. Overfitted models often have poor performance when applied to validation data. Random forest overcomes this problem by averaging over hundreds of different de-correlated trees which prevents overfitting. Averaging over the trees also diminishes the sensitivity of the trees to the noise (meaningless data) so long as the trees are not correlated, and the use of bagging (bootstrap aggregation) in the random forest algorithm prevents correlation between the trees.(68)

Unlike the regression models, in construction of a random forest model, observations that are missing data on one or more independent variables are not excluded from the analysis. There are different ways to manage the missing data in random forest development. The default is that missing observations are
included as a separate category in the model building process. Therefore no observations are excluded from the analysis.

Machine learning methods, including the random forest approach, are designed to make the most accurate predictions possible, and they have demonstrated high predictive accuracy.(128) However, to gain this accuracy, random forest models do not output the same metrics as regression models. (129) A logistic regression model for example, provides beta coefficients (and odds ratios) that indicate the magnitude and direction of the predictor impact on the outcome. On the other hand, random forests do not provide conceptual equivalents to regression coefficients or measures of effect for each predictor. In fact, being non-linear, the sensitivity of a random forest model's output to the independent variable is not straight-forward to formulate. Instead, random forest models output ranked importance tables for the predictors. Importance of the predictors are ranked using different methods according to the frequency and order that each predictor was selected. Therefore, to compare random forest models with linear prediction models such as logistic regressions, discrimination metrics (i.e. AUC) and misclassification rate (defined as the fraction of study population that are misclassified- [false positive+ false negative]/total) are used as standard measures of model performance.

Compared to a single decision tree, random forests are more generalizable to new data, because the most influential predictors are selected by growing a large number of trees. However, unlike a single decision tree, the results of random forests are not interpretable as a defined set of decision nodes, rather as ranked importance of predictor variables. In other word, RF does not output a single tree that can be used manually to classify an observations based on the splitting nodes. Random forests are used to rank the variable importance; thus, one can identify the essential predictors but not the relationship between them.

The main strengths of the random forest approach can be summarized as below:

1. Suitable for nonlinear data (where not a single linear model appropriately fits to the data)
2. Avoids overfitting of the data, which is a drawback of a single decision tree
3. Provides the rank of importance of explanatory variables
4. Is robust to noise
5. Avoids exclusion of observations with partly missing data
6. Excellent for complex interaction and highly correlated data $(69,128)$

- Random forest construction parameters

In random forest models, both the outcome and explanatory variables can be categorical or quantitative (continuous). A random forest model can also handle missing observations on explanatory variables as legitimate values, so unlike logistic regression, the observations with partly missing data on explanatory variables are not excluded from the analysis. However, observations with the outcome missing will still be excluded in the RF method.

The number of trees in each forest and the depth that each tree grows can be specified at the model building phase. In addition to these two parameters, there are other optional parameters that can be specified in the model to control the characteristics of the RF; for example the minimum number of observations in the leaves can be specified. However the two main determinant of the model are number of trees and the depth of trees. An increasing number of trees increases the accuracy of the estimated probability because it represents the averaging over all the trees. The depth of a tree determines how deep the model can develop, which means how many times a tree can be split sequentially in classification until reaching the final nodes (leaves). In other words, the depth of a tree indicates how much the model fits the data. As the depth of the forest increases, the leaves will have a smaller number of observations, and the model risks overfitting the derivation data. A common mistake is to develop shallow trees (i.e., with very few splitting levels such as 3 or 4 consecutive splits) in order to avoiding overfitting the model. In fact deep trees with some degrees of overfitting are preferred to
the shallow ones, because averaging over all trees prevents the problem of overfitting of the forest to the derivation data.

## - Variable importance

As explained previously, random forest models do not provide coefficient estimates for the explanatory variables, consequently there is no P-values in the RF output to measure the significance of a predictor. Therefore, there is a need for alternative measures to evaluate the significance of independent variables in a RF model; this alternative measure is the ranked importance table of independent variables. Importance of a variable is the contribution of it to the model success - where success is defined as the accuracy of the predictions. Generally, prediction models rely mostly on a few predictor variables, although they may include many independent variables; a good measure of importance is the one that identifies those few essential predictors among all the predictors. Identifying the importance of variables helps to understand the relationships between the predictors and the outcome better. Also, random forest can serve as an initial step to select relatively influential predictors from a list of all possible predictors. Then other model development strategies can use the predictors that are selected in RF. (23) There are different measures to rank the importance of variables, for instance, Breiman's method, loss reduction, Stroble's method, and random branch assignment (RBA). Breiman and Stroble methods are computationally intensive and so often have a long running time. Loss reduction method is less intensive, however it is biased towards the correlated predictors and so inflates the importance of correlated variables at the expense of other independent variables. The importance of a variable using the loss reduction method is proportional to the sum of the impurity measures, summed over all the nodes that the variable is splitting. Impurity is often measured by Gini splitting criterion, so this method is also named Gini impurity or Gini increase. Impurity represents how well the tree split the data. Gini Impurity measures how often a randomly chosen subject from the derivation data set will be incorrectly labeled (regarding the outcome) if it was randomly labeled according to the distribution of labels in the
dataset. 'Proc HPforest' replaced the word 'impurity' with 'loss', to show the reduction in loss from using the model.

The random branch assignment (RBA) is the most recently developed method to rank the variables importance and it has advantages over other methods without their drawbacks. It was introduced in 2014 by Neville and Tan (131) and was claimed to satisfy the objectives of the previously developed methods (Breiman and Strobl) $(128,132)$ while avoiding the problems of inflating the importance of correlated variables and intensive computation. Compared to loss reduction method of ranking variable importance, the RBA method diminishes the inflation of correlated variables and so results in the most accurate ranking of the predictors. The RBA method measures the importance of each variable by replacing the splitting rule with a randomized rule in the nodes that involve the variable. When the model is structured in the derivation data, the proportion of observations in each node are saved. When evaluating the variable importance in RBA, the observations that reach the node will be randomized to the branches with a probability proportional to the observed proportions in the derivation data. Then the model fit is compared to the fit statistics of the model with the variable included. The importance measure is proportional to the randomized fit minus the model fit without randomization. In this study, the table of ranked importance of predictors was generated using both loss reduction and RBA methods.

## - Literature review

Machine learning literature has been expanding in the past few decades. Also, biomedical researches have increasingly used ML techniques. There are studies that compared the use of machine learning methods and traditional parametric regressions and often have found that the performance of machine learning methods in risk prediction was superior to the parametric regression methods. Among Machine learning techniques, random forest has been used frequently in biomedical researches (65) because of its strengths that were summarized above. The overall goal of literature search in this chapter was to
find examples of studies that utilized ML techniques in the development of prediction models for adverse outcomes (specifically mortality) among a population of older adults.

Search Methods- Searching Pubmed for the word 'random forest' resulted in about 8500 hits (when using no other limits). Searching the words 'machine learning' and 'prediction' also resulted in the similar number of hits. Limiting the search words to 'random forest' and 'risk stratification' in the title or abstract of the paper, reduced the results to 50 hits. Searching for 'risk stratification', 'random forest', and 'mortality' found 7 results, none of them were relevant to the community living older adults. Adding 'older adult' or 'elderly' to the search resulted in no findings. Searching the three words 'random forest', 'risk stratification', and 'elderly' in all fields resulted in 34 findings. Searching the Google Scholar database with the words 'random forest', 'risk stratification', 'mortality', and 'elderly' resulted in more than 20000 hits. Reviewing the first 50 hits in Google scholar and the 34 findings in Pubmed, along with forward and backward reference searching of any relevant article, I found four studies that fit broadly into my original goal for the literature review i.e., to identify studies that utilized a random forest algorithm to develop a prediction model for an adverse outcome. I did not find any studies that are exactly comparable to this thesis topic in terms of prediction of mortality in community-living older adults.

Khalilia et al. (75) utilized the Healthcare Cost and Utilization Project (HCUP) data set to develop prediction models. They compared the performance of random forest and three other ML methods (Specifically SVM, bagging, and boosting) in predicting the risk of the following eight disease categories: breast cancer, diabetes with no complication, diabetes with complication, hypertension, coronary atherosclerosis, peripheral atherosclerosis, other circulatory diseases, and osteoporosis. Diseases categories are developed by HCUP and are based on a combination of diagnosis and procedure ICD codes. Random forest outperformed the other three models for prediction of seven out of eight disease categories when comparing AUCs.(75) Schneider et al. (133) studied mortality risk in acute cholangitis
patients. They developed eleven different risk prediction models, including logistic regression with stepwise variable selection, generalized linear models with lasso penalties, and random forest model. They found that the random forest model had the best predictive performance (AUC=0.92). Weng et al. (77) studied the performance of 4 Machine learning techniques to predict cardiovascular risk and compared the performance to the American College of Cardiology guidelines for prediction of the 10year cardiovascular event. $(134,135)$ They concluded that the performance of machine learning algorithm was better than the established approach which was based on the prediction of the risk of future CVD based on the well-known risk factors such as hypertension, cholesterol, diabetes, and smoking (coefficients from a proportional hazard model). Chong et al. (76) compared the performance of the machine learning approach and multivariable logistic regression in prediction of the diagnosis for pediatric traumatic brain injury in the emergency room patients. Their results demonstrated that the machine learning model had better AUC (AUC=0.98 vs. 0.93 ), sensitivity, specificity, and predictive values than the logistic regression model. Rose et al. (74) developed a super learner algorithm to predict mortality in a population of adults 54 years and older. The super learner is an ensembling machine learning approach that combines multiple machine learning algorithms into a single algorithm and gives the prediction with the best (lowest) mean square error. They demonstrated that this super learner algorithm had better performance than every single algorithm. Peng at al. (136) studied the performance of random forest in prediction of 30-day mortality in patients diagnosed with spontaneous intracerebral hemorrhage (ICH). They found that RF model (AUC=0.87) outperformed other models including logistic regression model (AUC=0.78), artificial neural network algorithm (AUC=0.81), support vector machine (AUC=0.79), and ICH score (AUC=0.72). (136)

In chapter two of this dissertation, a logistic regression model was developed for risk stratification in a cohort of USMM patients. About one-third of the observations were excluded from the logistic regression model due to missing data on one or more explanatory variables. Multiple imputation
approach was applied to overcome the missing data issue. However, the model developed in the imputed data did not improve the predictive performance (AUC); in fact, it was a slight decrease in the AUC of the model for 1-year mortality when applied to the imputed data (AUC in imputed data= 0.75 vs. AUC in available data= 0.76 ). In this chapter, a random forest algorithm is used to develop a risk stratification model with the intent of improvement in the model performance. My hypothesis is that a random forest model will have a better performance than the logistic regression model because unlike the logistic model, random forest:

1. handles the missing data and so uses many more observations,
2. accounts for the potential non-linearity in the relationships between the explanatory and/or outcome variables,
3. able to fit data with complex interactions (which is common in the biomedical data).

## - Methods and materials

Data source- we developed the random forest model utilizing the same dataset and the same study population that were used in Chapter two.

Study population- the 2015 cohort was defined as all patients who had their first ever medical visit by a USMM provider between January $1^{\text {st }}$ and December $31^{\text {st }}, 2015$. The USMM data was linked to the claims data, and those patients who had claims data were included. To have comparable results to the logistic regression model (Chapter 2) the cohort was limited to the patients who have been followed up for at least 365 days or who had an outcome (death or hospice admission) within a year of their first USMM visit. Figure 2.1 displays the flow diagram of the study population.

Outcome- 1-year mortality was determined if a date of death was recorded in the claims data within 12 months of the first USMM visit. Likewise, 1-year hospice admission was determined according to the recorded date of first hospice service in the claims data. Claims data was processed data and included the intervals of hospice or home-health services ( 2 weeks period). Therefore the first date of earliest
hospice service was considered as the date of the outcome. If death happened in hospice, both outcomes (death and hospice admission) were analyzed in the respective analysis.

Exposure- Variables with less than $20 \%$ missing observations were considered for the analysis. These data were collected from the baseline visit for each patient. Random forest model can handle missing values on explanatory variables; however, I limited the independent variables to those with less than $20 \%$ missing to have a comparable data set for both random forest and logistic regression models. A total number of 41 variables (the same as Chapter two) were analyzed as predictors, including demographics: age, gender, race; socioeconomic status: insurance status representing if a patient has dual eligibility for both Medicaid and Medicare, living alone, smoking; functional status: functional decline in ADLs, timed up and go (TUG), Karnofsky performance scale (KPS value); lab tests: serum albumin, cholesterol; and other variables: having a pressure ulcer, surprise question answer, number of medications, and number of lab test ordered by the provider. There are 24 medical history variables (CCW variables) as listed in Chapter two. These 41 variables are the same predictor variables that were used in chapter 2.

## 0 Statistical analysis

The analyses for this study was done using SAS software (SAS Institute Inc., Cary, NC, version 9.4). The data were randomly split into two equal size cohorts, derivation and validation. The two main SAS procedures used for random forest modeling are 'Proc HPforest' and 'Proc HP4score'. 'HPforest' procedure generates random forest in the derivation data. The number of trees and the maximum depth are specified in this procedure. The'HP4score' procedure is used for both scoring the validation dataset ('score' statement) and ranking the variable's importance ('importance' statement). Scoring the validation dataset means applying the model that was developed in the derivation dataset to the validation dataset. The model is applied to all observations (even those with missing data), and the prediction is generated for each. The two statements, 'score' and 'importance' cannot be specified at
the same time in 'proc HP4score'. Therefore the 'HP4score' procedure is separately specified for each of the two statements.

In this analysis, the random forest model was developed in the derivation data using 'proc HPforest'. The developed model was then applied to the validation data using 'Proc HP4score'. The predicted probability of the outcome is computed individually for each patient. Receiver operating curve (ROC) and area under the curve (AUC) were generated as an indicator of discrimination of the model in both derivation and validation data sets.

A random forest model has two main parameters that can be specified in the model development phase, the number of trees (MAXTREES) and the depth of them (MAXDEPTH). The number of trees determines how many decision trees at maximum are developed in the forest. The default number is 100 trees. The MAXDEPTH option specifies the maximum depth of a node in each tree of the forest. It is the number of splitting rules needed to define a node. Therefore the root node has a depth of 0 , and the children of the root node have a depth of 1 and so on. The default depth is 20. (130) To find the optimal number of trees and depth of them in random forest analysis, the developed model was repeated with different numbers $(1,10,50,100$, and 200$)$ and depths $(2,10,20$, and 30$)$ of trees and the ROC and respecting AUC for each model were generated. The number of trees and depth that result in the highest AUC were selected as the model parameters. In derivation data set, increasing the depth and the number of trees always increases the AUC, however, when the model is applied to the validation data, there is a reflection point after which the AUC will not increase anymore. At this point, the model begins to overfit the derivation data; thus, the discrimination decreases in the validation data. Table 3.1 and Figure 3.2 in the results section demonstrate the AUCs of the random forest model with different numbers and depths of trees.

Additionally, to demonstrate the effect of an increasing number of trees on the accuracy of the model, a fit statistic (average square error) was also plotted against the different numbers of trees for the full
data and out-of-bag observations (Figure 3.5). Out of bag average square error is computed among the observations that were not used to train the decision tree.

To validate the trained predictive model, in addition to generating a validation AUC, I evaluated the model accuracy by applying it to the validation data and calculating the misclassification rate (test error rate) in predicted outcomes. A $2 \times 2$ table is generated from the predicted and observed outcomes. Misclassification rate is calculated by adding the number of false positive and false negatives and divide the sum by the total number of cases. The tables of ranked importance were generated for all predictors using both methods: loss reduction, and random branch assignment (RBA).

Similar to what was done in the logistic regression model (second chapter), calibration plots and Hosmer-Lemeshow goodness of fit test were performed using the predicted probabilities generated by the random forest model in the validation dataset.

The random forest model was compared to the logistic regression model that has been developed in the same cohort, previously. The model performances were compared using AUC and misclassification rate between the two models. ROC for the two models was drawn in a single plot to make the comparison easier. Additionally, to evaluate the performance of the RF model compared to the logistic regression model regardless of the number of observations included in the analysis, the RF model was also applied to the imputed data. In the second chapter of this dissertation, multiple imputation was used to impute the missing data, and then the logistic regression model was applied to the imputed data. In this chapter, the RF model was applied to the same imputed data as used in the logistic regression chapter. The AUC of the two models in the imputed data was then compared.

Moreover, to include a fair comparison between the RF and logistic models, two more analysis steps were done. First the RF model that developed in the derivation data was applied to the exact same number of patients in the validation cohort that have been used in the logistic model (i.e., those with no missing observation on any of the model predictor variables). Second, the logistic model was applied to
the validation cohort while missing observations on the predictor variables were recoded as a legitimate category. The AUC of the models were then compared to assess whether the inclusion of missing observations induce the difference between the two models' performance.

## - Results

o Study population
The study cohort consisted of 7445 patients who had their first medical visit by a USMM provider in the calendar year of 2015 and were followed up for at least 12 months. Figure 2.1 displays the flow diagram of the study population.

The patients were $66 \%$ female, $63 \%$ white, the average age was $82 \pm 9$ years, $99 \%$ had Medicare coverage, and 27\% were dual eligible (both Medicare and Medicaid). Functional status of the patients measured by KPS demonstrated severe disability (KPS $\leq 40$ - defined as the need for essential assistance and specialized care) in $54 \%$ of the patients. Prevalence of hypertension, hyperlipidemia, diabetes, and cancer were $81 \%, 50 \%, 34 \%$, and $8 \%$ respectively. Over $50 \%$ of patients had 5 or more medical conditions. The study population is the same as used in chapter two (logistic regression). Table 2.4 demonstrates the population characteristics.

The minimum and maximum follow up time for this cohort were 1 and 865 days, respectively; with average (standard deviation) of 413 (210) days and median (interquartile range) of 444 (q1=244, q3=581) days (Table 2.5).

Overall, during the total follow up time, $45 \%$ of the cohort died, and $19 \%$ were admitted to the hospice. However, the 1-year mortality and hospice admission rates within the first year of follow up were $32 \%$ and $10 \%$, respectively. Among hospice-admitted patients, 765 (55\%) died within three months of their admission. Overall 2680 deaths ( $80 \%$ of all deaths) occurred outside of hospice.
o Outcome: one-year mortality

- Random forest development

Figure 3.4 and Table 3.1 demonstrate the sensitivity of the model's AUC to the two random forest hyperparameters, the number of trees and the depth of trees. In the derivation data set, increasing the depth and the number of trees always increases the AUC (Table 3.1).

Figure 3. 3. Impact of RF hyper-parameters on the AUCs of the random forest model applied to the validation dataset-1-year mortality


Colors and patterns indicates different number of trees
The number of trees varies between 1 and 200 and is indicated by colored lines The depth of trees varies between 1 and 50 and is indicated on the X axis

Applying the model to the validation data reveals the point of reflection which corresponds to the optimal number of trees and depth of the forest. Figure 3.4 shows the AUCs for the different number of trees ( $1,10,50,100$, and 200 ) and depth ( $2,10,20$, and 30 ). The vertical axis is the AUC, and the horizontal axis is the depth of trees. Patterns represent the different number of trees. It shows the reflection point at a depth of 10, however when the number of trees is greater than 100, there is no significant change in AUC after the depth of 10 .

As shown in Table 3.1, in this data set the optimal number of trees and depth are 200 and
10respectively, because they resulted in the highest AUC, although the difference in the AUC between depth 10 and 20 and between numbers of trees 100 to 200 is small. Therefore the selection of depth and number of trees depends on computational aspects, i.e., for the large data set and low capacity machine, 50 trees with the depth of 10 will be as sufficient as a model with 100 trees with the depth of 20.

Table 3. 1. AUC from random forest model in derivation and validation data sets using different depth and number of trees- mortality outcome

| AUC | Max-Depth=2 | Max-Depth=10 | Max-Depth=20 | Max-Depth=30 |
| :---: | :---: | :---: | :---: | :---: |
| Derivation |  |  |  |  |
| N-Trees=1 | $\begin{aligned} & 0.6883 \\ & (0.67-0.70) \end{aligned}$ | $\begin{aligned} & \hline 0.8132 \\ & (0.80-0.83) \end{aligned}$ | $\begin{aligned} & \hline 0.8519 \\ & (0.84-0.87) \end{aligned}$ | $\begin{aligned} & 0.8524 \\ & (0.84-0.87) \end{aligned}$ |
| N-Trees=10 | $\begin{aligned} & 0.8214 \\ & (0.81-0.84) \end{aligned}$ | $\begin{aligned} & \hline 0.9226 \\ & (0.91-0.93) \end{aligned}$ | $\begin{aligned} & \hline 0.9809 \\ & (0.978-0.984) \end{aligned}$ | $\begin{aligned} & \hline 0.9820 \\ & (0.979-0.985) \end{aligned}$ |
| N-Trees=50 | $\begin{aligned} & 0.8340 \\ & (0.82-0.85) \end{aligned}$ | $\begin{aligned} & \hline 0.9409 \\ & (0.93-0.95) \end{aligned}$ | $\begin{aligned} & 0.9924 \\ & (0.991-0.994) \end{aligned}$ | $\begin{aligned} & 0.9933 \\ & (0.992-0.995) \end{aligned}$ |
| N -Trees=100 | $\begin{aligned} & \hline 0.8352 \\ & (0.82-0.85) \end{aligned}$ | $\begin{aligned} & \hline 0.9453 \\ & (0.94-0.95) \end{aligned}$ | $\begin{aligned} & \hline 0.9943 \\ & (0.993-0.996) \end{aligned}$ | $\begin{aligned} & \hline 0.9949 \\ & (0.994-0.996) \end{aligned}$ |
| N -Trees=200 | $\begin{aligned} & 0.8342 \\ & (0.82-0.85) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.9453 \\ & (0.94-0.95) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.9951 \\ & (0.994-0.996) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.9957 \\ & (0.995-0.997) \\ & \hline \end{aligned}$ |
| Validation |  |  |  |  |
| N -Trees=1 | $\begin{aligned} & \hline 0.6696 \\ & (0.65-0.68) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.7074 \\ & (0.69-0.73) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.6664 \\ & (0.65-0.68) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.6647 \\ & (0.65-0.68) \\ & \hline \end{aligned}$ |
| N-Trees=10 | $\begin{aligned} & \hline 0.7922 \\ & (0.78-0.81) \end{aligned}$ | $\begin{aligned} & 0.8101 \\ & (0.80-0.82) \end{aligned}$ | $\begin{aligned} & 0.7990 \\ & (0.78-0.81) \end{aligned}$ | $\begin{aligned} & 0.7990 \\ & (0.78-0.81) \end{aligned}$ |
| N-Trees=50 | $\begin{aligned} & 0.8077 \\ & (0.79-0.82) \end{aligned}$ | $\begin{aligned} & 0.8251 \\ & (0.81-0.84) \end{aligned}$ | $\begin{aligned} & 0.8224 \\ & (0.81-0.84) \end{aligned}$ | $\begin{aligned} & 0.8227 \\ & (0.81-0.84) \end{aligned}$ |
| N -Trees=100 | $\begin{aligned} & \hline 0.8109 \\ & (0.80-0.83) \end{aligned}$ | $\begin{aligned} & \hline 0.8286 \\ & (0.81-0.84) \end{aligned}$ | $\begin{aligned} & \hline 0.8266 \\ & (0.81-0.84) \end{aligned}$ | $\begin{aligned} & \hline 0.8268 \\ & (0.81-0.84) \end{aligned}$ |
| N -Trees=200 | $\begin{aligned} & \hline 0.8106 \\ & (0.80-0.83) \end{aligned}$ | $\begin{aligned} & \hline 0.8299 \\ & (0.82-0.84) \end{aligned}$ | $\begin{aligned} & \hline 0.8291 \\ & (0.82-0.84) \end{aligned}$ | $\begin{aligned} & 0.8292 \\ & (0.82-0.84) \end{aligned}$ |

AUC: area under the ROC curve; Max-Depth: maximum depth of decision trees in the random forest model; N -Trees: number of decision trees in the random forest model;

Given the size of this data set, this analysis was not computationally intensive; thus, I chose to perform the analysis with the number of trees of 200 and the depth of 30 .

The validation AUC of about $83 \%$ in the model with N -trees=200 and depth $\geq 10$ indicates that the model has good discrimination ability. Compared to the validation AUC from the logistic regression model, random forest shows a $7 \%$ increase in the AUC (AUC $83 \%$ in random forest vs. $76 \%$ in the logistic regression model).

To demonstrate the effect of an increasing number of trees on the accuracy of the model, a fit statistic (average square error) was also plotted against the different numbers of trees for the full data and out-of-bag observations (Figure 3.5). As expected, the average square error for out of bag sample is higher than the one for the full data. Out of bag average square error is computed among the observations that were not used to train the decision tree. The average squared error turns out to be stable at the number of trees equal to 40-50 for OOB sample. After this point, increasing the trees in the forest does not decrease the prediction error anymore.

The conclusion from Table 3.1 and Figures 4.2 and 4.3 is that the number of trees equal to 200 is more than enough for building the forest in this data. Also, the depth of 10 can be enough, although by increasing the depth to 30 , there is no evidence of overfitting the model to the derivation data, i.e., the AUC in the validation data did not decrease meaningfully. Thus the parameters for the construction of RF were selected as the number of trees $=200$ and depth $=30$.

Figure 3. 4. The average squared error of the RF model by the number of trees for both OOB (top line) and full data (lower line)


- Variable importance

All explanatory variables were evaluated for the importance, and the ranked importance table was generated using both the random branch assignment (RBA) and loss reduction methods. Table 3.2 contains the first ten ranked important variables in the random forest model based on the RBA and loss reduction methods. Complete tables of importance measures for all variables using both methods are found in the appendix. The RBA results are provided for both derivation and validation group, whereas the loss reduction importance is reported only for derivation data. The reason is that loss reduction is a product of the 'Proc HPForest' which develops the model in derivation data, whereas RBA importance is computed in 'Proc HP4score' which applies the developed RF algorithm to any given data including
validation and derivation. Among the highest ranked variables, TUG, Albumin, race, age, KPS, and cholesterol are consistently among the first ten important variables when looking at the RBA importance table. Variables ADL decline and SQ ranked high in loss reduction method; however, as discussed in the background section, the loss reduction method can be biased towards the importance of correlated variables. The medical history variables (CCW variables) were ranked among the first ten variables, inconsistently. The number ten was selected arbitrarily to compare the results of the random forest 'Importance' statement with the final logistic regression model results.

Table 3. 2. The first ten ranked important variables in the random forest model- Mortality outcome

| Ranked <br> Importance | RBA- <br> Validation data | RBA- <br> Derivation data | Loss reduction- <br> Derivation data |
| :---: | :--- | :--- | :--- |
| 1 | TUG Answer | Albumin result | TUG Answer |
| 2 | Albumin result | Cholesterol result | Race |
| 3 | Race | TUG Answer | ADL decline |
| 4 | ADL decline | Age | Surprise question |
| 5 | KPS value | Diagnosis-count | CCW-Hyperlipidemia |
| 6 | Age | Race | Lives alone |
| 7 | Cholesterol result | KPS value | Tobacco use |
| 8 | Dual eligible | CCW-Hyperlipidemia | Albumin result |
| 9 | CCW-Depression | Number of Medications | CCW-Cataract |
| 10 | CCW-Chronic Kidney Disease | Surprise question | CCW-Alzheimer's |

- Comparison to the logistic regression model

There are different methods to evaluate the importance of variables in the logistic regression methods; standardization of the coefficients, odds ratio, and Wald test results are a few examples. $(137,138)$ None of the methods is agreed upon by data scientists. I used the odds ratio and Wald test p-values to evaluate the importance of predictors in the logistic regression model developed in the second chapter. Considering odds ratios and parameter estimates in the logistic model, ADL-decline had the largest effect among all the variables, following by albumin, race, SQ and cholesterol (Table 3.3). TUG was not selected in the final logistic model since it was not significantly associated with the outcome. It is noteworthy that in logistic regression analysis, more than $20 \%$ of the observations had missing value on

TUG variable and therefore were excluded from the analysis. On the other hand, the random forest model uses all observations in the analysis regardless of missing value on the explanatory variables. It can be a reason for the fact that TUG was not a significant predictor of outcome in the logistic regression model where it is first ranked important variable in RF.

Table 3. 3. The variable importance in the logistic regression model, (by estimates and significance) Mortality outcome

| Odds Ratio Estimates |  |  |  | Parameter estimates |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| effect | Point <br> Estimate | 95\% Wald <br> Confidence Limits | Parameter <br> estimate | P-value |  |
| ADL-decline, Decline vs. No-change | 0.790 | 0.577 | 1.081 | -0.2356 | 0.1407 |
| ADL-decline, Improve vs. No-change | 0.096 | 0.023 | 0.397 | -2.3422 | 0.0012 |
| Albumin, $3.2-<3.5$ vs 3.8+ gr/dl | 1.884 | 1.303 | 2.725 | 0.6336 | 0.0008 |
| Albumin, 3.5-<3.8 vs 3.8+ gr/dl | 1.486 | 1.015 | 2.175 | 0.3959 | 0.0417 |
| Albumin, $<3.2$ vs 3.8+ gr/dl | 3.750 | 2.613 | 5.382 | 1.3218 | $<.0001$ |
| Race, Black vs. White | 0.588 | 0.415 | 0.833 | -0.5306 | 0.0028 |
| Race, Other vs. White | 0.442 | 0.197 | 0.991 | -0.8156 | 0.0475 |
| Surprise question, No vs. Yes | 2.073 | 1.533 | 2.803 | 0.7289 | $<.0001$ |
| Cholesterol, 136-<164 vs 195+ gr/dl | 1.191 | 0.839 | 1.690 | 0.1747 | 0.3285 |
| Cholesterol, 164-<195 vs 195+ gr/dl | 1.304 | 0.923 | 1.843 | 0.2658 | 0.1317 |
| Cholesterol, <136 vs 195+ gr/dl | 1.959 | 1.384 | 2.772 | 0.6724 | 0.0001 |
| CCW-Hyperlipidemia Yes vs. No | 0.531 | 0.417 | 0.676 | -0.6334 | $<.0001$ |
| Age, 75-84 years vs. 65-74 years | 1.711 | 1.180 | 2.481 | 0.5372 | 0.0046 |
| Age, 85-94 years vs. 65-74 years | 1.804 | 1.259 | 2.584 | 0.5898 | 0.0013 |
| Age, 95+ years vs. 65-74 years | 1.602 | 0.953 | 2.693 | 0.4712 | 0.0755 |
| KPS, Severe vs. Moderate disability | 1.543 | 1.199 | 1.986 | 0.4340 | 0.0007 |
| CCW-Depression Yes vs. No | 0.654 | 0.478 | 0.896 | -0.4244 | 0.0082 |
| Dual-eligibility, Yes vs. No | 0.687 | 0.509 | 0.929 | -0.3751 | 0.0146 |
| Sex, Male vs. Female | 1.151 | 0.886 | 1.497 | 0.1411 | $0.2917 *$ |
| *Sex was included in the final logistic model, although the Wald test for its coefficient was not statistically significant |  |  |  |  |  |

A correlation plot was generated to evaluate the correlation of the predicted probabilities between the two models, logistic regression and RF (Figure 3.6). The correlation was strongly positive with the coefficient of 0.6512 and $p$-value $=<0.0001$ when comparing the two models' predicted values among the 2312 patients that were included in both analyses. Notably, the best correlation is in the lowest values of the predictions (i.e., probabilities $\leq 0.4$ ). It means the two models agreement on the risk of
outcome is better in lower probabilities. In other words, the two models are consistent in identifying the low-risk group, but they are inconsistent in assigning the patients to the high-risk category.

Figure 3. 5. Correlation of the predicted probability of death between the two models ( $\mathrm{N}=2312$ )


LR predictions are on the vertical axis, and RF predictions are on the horizontal axis
AUC, sensitivity, specificity, and misclassification (test error) rate were calculated for each model (LR and RF) at two different cut points, top $10 \%$ and top $20 \%$ of predicted probability.

Table 3. 4. Comparison of the model performance for prediction of 1-year mortality, logistic regression and random forest models (validation $\mathrm{N}=3723$ )

| Model | AUC validation | N analyzed | High- <br> risk <br> group | sensitivity | specificity | PVP | PVN | Test error rate ${ }^{\text {\& }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Logistic regression model | $\begin{aligned} & 0.7634 \\ & (0.74- \\ & 0.79) \end{aligned}$ | $\begin{aligned} & 2312^{*} \\ & \text { Death=485 } \\ & (21 \%) \end{aligned}$ | $\begin{aligned} & \hline \text { Top } \\ & 10 \% \end{aligned}$ | 25.1\% | 94.0\% | 52.8\% | 82.6\% | 20.4\% |
|  |  |  | $\begin{aligned} & \hline \text { Top } \\ & 20 \% \end{aligned}$ | 44.5\% | 86.5\% | 46.7\% | 85.5\% | 22.3\% |
| Random <br> forest <br> model | $\begin{aligned} & 0.8292 \\ & (0.82- \\ & 0.84) \end{aligned}$ | $\begin{aligned} & 3723 \\ & \text { Death=1241 } \\ & \text { (33.3\%) } \end{aligned}$ | $\begin{aligned} & \hline \text { Top } \\ & 10 \% \end{aligned}$ | 24.9\% | 97.4\% | 82.8\% | 72.2\% | 26.8\% |
|  |  |  | $\begin{aligned} & \hline \text { Top } \\ & 20 \% \end{aligned}$ | 46.7\% | 93.3\% | 77.7\% | 77.8\% | 22.2\% |

[^0]*The number of observations that were analyzed in the logistic regression is less than total due to missing data
\&Test error rate or misclassification rate calculated as the number of misclassified predictions divided by total observations

The AUC of the prediction model increased by $9 \%$ from the LR to the RF model (Table 3.4). Figure 3.7 shows the two ROC curves from RF and logistic regression models. Comparison of the $95 \%$ confidence intervals (CI) of the AUC between the two models demonstrated a better precision (i.e., narrower Cl ) of the AUC for the random forest model than logistic regression. Sensitivity of the two models was similar whereas specificity of the random forest was better than LR. Thus both models had similar ability to identify patients that died but RF model had better identification of patients who lived. Comparison of predictive values is complicated by the higher prevalence of death in the RF population which will increase PVP and decrease PVN. So despite similar sensitivity values, the RF model had lower PVN because of the higher mortality rate. The higher specificity in the RF model will results in a higher PVP but the difference in PVP between the LR and RF models are much greater because of the combination of lower false positive rates and higher prevalence. In summary, the RF results in substantially better PVP but slightly lower PVN compared to the LR model. But neither model has sufficient PVP or PVN to rule in or rule out mortality with confidence.

Misclassification rate in the RF was higher than LR ( $27 \%$ vs. $20 \%$ ) when the $10 \%$ threshold was used, whereas, with the $20 \%$ threshold, both models had similar misclassification rates (22\%). A possible explanation is that the population analyzed in the LR model is smaller than those analyzed in the RF model because patients with partly missing data were excluded in the LR model. These excluded patients had higher rate of mortality (Table 3.4). Again the selection of the threshold is dependent on different factors, including the cost of the interventions and services for different risk groups and the resources that the company can allocate to them.

Figure 3. 6. Comparison of ROCs between the two models- RF and LR, logistic regression ( $N=2312$ ) and random forest model ( $\mathrm{N}=3723$ )


As shown in Table 3.4, the total number of observations in the validation data is different between the two models due to missing observations. In the logistic regression procedure, observations with missing on any of the variables are excluded, while random forest can handle observations with missing in explanatory variables. Therefore there are 1411 fewer observations in logistic regression than the random forest analysis. For a better understanding of the two models, the random forest was also applied to the same 2312 patients in the logistic regression model, and the difference between AUCs was tested using ROC Contrast statement.

Figure 3.8 shows the small difference between the two AUCs when the same observations are used in the generation of the ROCs (AUC=0.77 for random forest vs. 0.76 for logistic regression). The chi-square test showed that the difference in AUC between the two models was not statistically significant (Chisquare $=0.563$ and $p$-value $=0.45$ ). This finding suggests that the gain in random forest's AUC compared to
the logistic regression model is mainly due to the inclusion of all patients. In fact, including the observations with partly missing data causes the increase in AUC of the random forest model in this data. Nevertheless, it is an essential advantage of the random forest algorithm that all observations with and without missing data can be included in the analysis.

Figure 3. 7. Comparison of ROCs between the logistic regression and random forest models when using the same validation cohort in both models ( $\mathrm{N}=2312$ )


Table 3. 5. ROC and 95\% confidence intervals from the RF and LR models ( $\mathrm{N}=2312$ )

| Model | Mann-Whitney |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
|  | Area | Standard <br> Error | 95\% Wald <br> Confidence Limits |  |
| Random Forest | 0.7709 | 0.0122 | 0.7469 | 0.7948 |
| Logistic Regression | 0.7634 | 0.0114 | 0.7410 | 0.7859 |

Table 3. 6. ROC contrast between the two models, RF and LR

| ROC Contrast Test Results |  |  |  |
| :--- | ---: | ---: | ---: |
| Contrast | DF | Chi-Square | Pr > ChiSq |
| Reference = Logistic Regression | 1 | 0.5632 | 0.4530 |

In another attempt to confirm the fact that the main advantage of RF model in this data is due to inclusion of missing data, the missing observations were replaced and included in the analysis as a new category. For example a binary variable with levels $0=$ No and $1=$ Yes, now has another level $2=$ missing. This way no any observations is excluded from the analysis. The LR model was applied to this population and the AUC was much higher ( $\mathrm{N}=3723$, $\mathrm{AUC}=0.8379$ ) than the LR model in the available data $(\mathrm{N}=2312$, AUC=0.7634). This sensitivity analysis confirms again that in this cohort missing data carry valuable information in prediction of adverse outcomes.

## - Applying the RF model to imputed data

Additionally, the RF model was applied to the imputed dataset. The imputed data was the same data as was used in chapter two- logistic regression. Multiple imputation was used to generate the imputed data with 20 imputations. RF model was applied to all 20 datasets, and predictions were generated for all observations. An average of the predicted probabilities for each observation was calculated across the 20 imputations. Then the ROC for the validation cohort was generated (Figure 3.9). The AUC for the RF model in the imputed data was slightly lower than the $L R$ model in imputed data ( $A U C=0.7605$ vs. 0.7756 ) and was notably lower than AUC of the RF model in available data (0.8292). These results indicate that observations with partially missing data are informative, and they cannot be excluded from the analysis. Also, imputation of these missing observations did not result in better discrimination in the RF or LR models. The most probable reason is that the mechanism of missing in this data is not random. The results of modeling in the imputed data confirms again that missingness on the predictor variables per se is important in the prediction of the outcomes.

Figure 3. 8. ROC from the random forest model applied to the imputed validation data (average of 20 predictions for each individual was generated from 20 imputed dataset)


The model's ROC is compared to the null model (red line)

Table 3. 7. AUC and the 95\% confidence intervals from the RF model in the imputed data

| ROC Association Statistics |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
| ROC Model | Mann-Whitney |  |  |  |
|  | Area | Standard <br> Error | 95\% Wald <br> Confidence Limits |  |
|  | 0.7605 | 0.00822 | 0.7444 | 0.7766 |

- Model's goodness-of-fit

To evaluate the model's goodness of fit, calibration plots and Hosmer-Lemeshow test were generated.

Similar to the logistic regression chapter, two methods were used to generate the calibration plots-
loess based and decile based. As observed in Figures 3.10 and 3.11, the model fit is the best in the lower
predicted probabilities. The deviation of the perfect fit model begins at the predicted probabilities of 0.50 where the model underestimate the mortality risk.

Figure 3. 9. Loess-based calibration plot for RF model- mortality outcome- validation cohort ( $\mathrm{N}=3723$ )


The vertical axis is the observed outcome, and the horizontal axis is the predicted probability

Figure 3. 10. Decile based calibration plot for RF model- mortality outcome-validation cohort ( $\mathrm{N}=3723$ )


The vertical axis is the observed outcome, and the horizontal axis is the predicted probability

Hosmer-Lemeshow test for the random forest model was performed using the observed and predicted outcomes in the validation data set and resulted in a test statistic= 54.32 and $p$-value $<0.0001$ which means the model's lack of fit in this data cannot be rejected. Again it is consistent with the calibration plots, which shows loss of fit at probabilities higher than 0.50 .
o Outcome: one-year hospice admission
To develop a random forest model for prediction of 1-year hospice admission and to evaluate the importance of predictors, the same methods that were applied for the mortality outcome, also were used here.

- Random forest development

To find the optimal parameters for the random forest in the prediction of hospice admission, different numbers $(1,10,50,100$, and 200 ) and depths ( $2,10,20$, and 30 ) of trees were tested, and the AUC of the models were provided in Table 3.8. Developed RF was applied to both derivation and validation datasets.

Table 3. 8. AUC from random forest model in derivation and validation data sets using different depth and number of trees-hospice outcome

| AUC | Max-Depth=2 | Max-Depth=10 | Max-Depth=20 | Max-Depth=30 |
| :---: | :---: | :---: | :---: | :---: |
| Derivation |  |  |  |  |
| N-Trees=1 | $\begin{array}{\|l\|} \hline 0.5907 \\ (0.56-0.62) \end{array}$ | $\begin{aligned} & \hline 0.7884 \\ & (0.76-0.81) \end{aligned}$ | $\begin{aligned} & \hline 0.8096 \\ & (0.78-0.83) \end{aligned}$ | $\begin{aligned} & \hline 0.8095 \\ & (0.78-0.83) \end{aligned}$ |
| N -Trees=10 | $\begin{aligned} & \hline 0.7078 \\ & (0.68-0.73) \end{aligned}$ | $\begin{aligned} & \hline 0.9503 \\ & (0.94-0.96) \end{aligned}$ | $\begin{aligned} & 0.9909 \\ & (0.98-0.99) \end{aligned}$ | $\begin{aligned} & \hline 0.9913 \\ & (0.98-0.99) \end{aligned}$ |
| N-Trees=50 | $\begin{aligned} & \hline 0.7431 \\ & (0.72-0.77) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.9866 \\ & (0.98-0.99) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.9999 \\ & (0.99-1.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.9999 \\ & (0.99-1.0) \\ & \hline \end{aligned}$ |
| N-Trees=100 | $\begin{aligned} & 0.7500 \\ & (0.73-0.77) \end{aligned}$ | $\begin{aligned} & 0.9893 \\ & (0.98-0.99) \end{aligned}$ | $\begin{aligned} & 1.00 \\ & (0.99-1.00) \end{aligned}$ | $\begin{aligned} & 1.00 \\ & (0.99-1.00) \end{aligned}$ |
| N-Trees=200 | $\begin{aligned} & \hline 0.7503 \\ & (0.730 .77) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.9907 \\ & (0.98-0.99) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.00 \\ & (1.00-1.00) \\ & \hline \end{aligned}$ | $\begin{array}{\|l\|} \hline 1.00 \\ (1.00-1.00) \\ \hline \end{array}$ |
| Validation |  |  |  |  |
| N -Trees=1 | $\begin{array}{\|l} \hline 0.5415 \\ (0.51-0.57) \\ \hline \end{array}$ | $\begin{aligned} & 0.5648 \\ & (0.54-0.59) \end{aligned}$ | $\begin{aligned} & 0.5392 \\ & (0.51-0.57) \end{aligned}$ | $\begin{array}{\|l\|} \hline 0.5394 \\ (0.51-0.57) \\ \hline \end{array}$ |
| $N$-Trees=10 | $\begin{aligned} & 0.6641 \\ & (0.64-0.69) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.6556 \\ & (0.63-0.68) \end{aligned}$ | $\begin{aligned} & \hline 0.6371 \\ & (0.61-0.67) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.6378 \\ & (0.61-0.67) \end{aligned}$ |
| $N$-Trees=50 | $\begin{aligned} & 0.6953 \\ & (0.67-0.72) \end{aligned}$ | $\begin{aligned} & 0.6885 \\ & (0.66-0.71) \end{aligned}$ | $\begin{aligned} & 0.6727 \\ & (0.65-0.70) \end{aligned}$ | $\begin{aligned} & 0.6721 \\ & (0.64-0.70) \end{aligned}$ |
| N-Trees=100 | $\begin{aligned} & 0.6997 \\ & (0.68-0.72) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.6986 \\ & (0.67-0.72) \end{aligned}$ | $\begin{aligned} & 0.6919 \\ & (0.67-0.72) \\ & \hline \end{aligned}$ | $\begin{array}{\|l\|} \hline 0.6915 \\ (0.66-0.72) \\ \hline \end{array}$ |
| N-Trees=200 | $\begin{aligned} & 0.7022 \\ & (0.68-0.73) \end{aligned}$ | $\begin{aligned} & 0.7028 \\ & (0.68-0.73) \end{aligned}$ | $\begin{aligned} & 0.6973 \\ & (0.67-0.72) \end{aligned}$ | $\begin{aligned} & 0.6971 \\ & (0.67-0.72) \\ & \hline \end{aligned}$ |

The validation AUC of about $70 \%$ in the model with N -trees=200 and depth $\geq 10$ indicates a moderate to good discrimination ability. Compared to the validation AUC from the logistic regression model, random forest shows slightly lower AUC for the hospice admission outcome (AUC=0.7251 for logistic regression vs. 7028 for random forest).

Figure 3.12 shows the effect of increasing the number of trees on model performance. Average squares error- a fit statistics- was plotted against the different numbers of trees for the full data and out-of-bag observations. The conclusion from Table 3.8 and Figure 3.12 is that the number of trees equal to 200 is more than enough for building the forest in this data. Also, the depth of 10 can be enough, although by increasing the depth to 30 , there is no evidence of overfitting the model to the derivation data, i.e., the

AUC in the validation data did not decrease meaningfully. Thus the parameters for construction of the RF were selected as number of trees=200 and depth=30.

Figure 3. 11. The average squared error of the RF model by the number of trees- Hospice outcome


- Variable importance

To evaluate the importance of predictors for 1-year hospice admission, the same methods that were applied for the mortality outcome, also were used here.

Table 3. 9. The first ten ranked important variables in the random forest model- Hospice outcome

| Ranked <br> Importance | RBA- <br> Validation data | RBA- <br> Derivation data | Loss reduction- <br> Derivation data |
| :---: | :--- | :--- | :--- |
| 1 | Surprise question | Age | KPS (category) |
| 2 | Age | Albumin result | Surprise question |
| 3 | KPS (category) | Cholesterol result | CCW-Hip fracture |
| 4 | Number of lab tests | Number of Medications Age | CCW-Cataract |
| 5 | Albumin result | Diagnosis-count | CCW-endometrial Ca |
| 6 | Living alone | KPS (category) | CCW-Lung Ca |
| 7 | Race | Number of lab tests | CCW-Asthma |
| 8 | Dual eligible | Surprise question | Dual eligible |
| 9 | TUG Answer | TUG Answer | CCW-Prostate Ca |
| 10 | Cholesterol result | CCW-Hyperlipidemia | CCW-Glaucoma |

Since RBA is the most commonly recommended method for evaluation of the variable importance in the RF model, the predictors selected in this method are compared to the LR model. Interestingly SQ is the first ranked important variable in the prediction of hospice admission in this model. It is consistent with the literature on the importance of $S Q(100)$ and with the findings in chapter two. Also, age and KPS functional indicator are the next ranked predictors. Living alone, worse functional status, and poor nutritional condition (indicated by albumin and cholesterol levels) are all variables that indicate the possible need for hospice care. The main difference in predictors of the mortality and hospice admission is that hospice admission must be ordered by a physician to be eligible for insurance reimbursement, Medicare in this population. Therefore factors that point to patients' short life expectancy and their inability to live at home are flags for physicians and subsequently the predictors of hospice order. It is noteworthy that in Medicare criteria for hospice eligibility, the first requirement is a physician confirms the patient's life expectancy of less than 6 months, but then for a patient to be covered for hospice services, they have to give up traditional Medicare coverage (e.g., curative treatment for cancer patients). $(35,139)$

It is notable that loss reduction method ranked predictors differently from the RBA method. Since the first 10 ranked variables in RBQ methods are more similar to the variables in the logistic regression model for hospice, this suggest that the RBA method was better in identification of the important predictors of hospice.

- Comparison to the logistic regression

The logistic regression model that was developed for the hospice admission in chapter 2 included 7 variables. The results of the model are presented in Table 3.10. Odds ratios and Wald test $p$-values were used to evaluate the importance of predictors in the logistic regression model. Similar to the LR model for mortality, ADL-decline was the most influential predictor of 1-year hospice admission, followed by age and KPS level. Five of the seven variables (surprise question, age, KPS, Race, and dual eligibility) in
the final logistic model are among the 10 first important variables ranked in the RF model by RBA method in the validation data. Surprisingly the ADL-decline was not among the first 10 variables in RF. It might be explained by the fact that ADL-decline was missing in $16 \%$ of observations and the missingness on ADL was not associated with the hospice admission (as shown in the second chapter, Table 2.6).

Therefore including all of the observations in RF model caused ADL-decline importance to be ranked much lower (number 11), whereas it ranked the first according to the odds ratio and $p$-value from the LR model. Age and KPS are ranked second and third in both RF and LR models. Overall the importance of predictors of hospice admission in both LR and RF models were consistent.

Table 3. 10. The variable importance in the logistic regression model, (by estimates and significance) Hospice outcome

| Odds Ratio Estimates |  |  |  | Parameter estimates |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| effect | Point <br> Estimate | 95\% Wald <br> Confidence Limits |  | Parameter <br> estimate | P-value |
| ADL-decline, Decline vs. No change | 1.034 | 0.735 | 1.454 | 0.0335 | 0.8473 |
| ADL-decline, Improve vs. No <br> change | 0.086 | 0.012 | 0.628 | -2.4477 | 0.0155 |
| Age, 75-84 years vs. 65-74 years | 2.392 | 1.386 | 4.127 | 0.8720 | 0.0017 |
| Age, 85-94 years vs. 65-74 years | 3.345 | 1.986 | 5.633 | 1.2073 | $<.0001$ |
| Age, 95+ years vs. 65-74 years | 3.870 | 2.055 | 7.286 | 1.3531 | $<.0001$ |
| KPS, Severe vs. moderate disability | 3.125 | 2.239 | 4.361 | 1.1393 | $<.0001$ |
| Surprise question, No vs. Yes | 2.131 | 1.547 | 2.934 | 0.7566 | $<.0001$ |
| Dual-eligibility, No vs. Yes | 2.023 | 1.336 | 3.064 | 0.7045 | 0.0009 |
| Race, Black vs. White | 0.654 | 0.426 | 1.004 | -0.4242 | 0.0522 |
| Race, Other vs. White | 0.547 | 0.213 | 1.404 | -0.6035 | 0.2095 |
| Sex, Male vs. Female | 1.165 | 0.866 | 1.567 | 0.1525 | $0.3137^{*}$ |
| *Sex was included in the final logistic model, although the Wald test for its coefficient was not statistically significant |  |  |  |  |  |

A correlation plot was generated to show the correlation of the predicted probabilities of outcome between the two models (Figure 3.13). The correlation coefficient was 0.7424 and p-value was $<0.0001$, using the total of 2590 observations that were analyzed in both LR and RF. The correlation was strong and positive; however, similar to the mortality models, the best correlation is seen where the predicted
probabilities are low in both models. The two models ( $R f$ and LR) showed higher correlation in predictions for hospice admission compared to mortality (correlation 0.74 vs. 0.65 ).

Figure 3. 12. Correlation of the predicted probability of hospice admission between the two models, logistic regression and random forest, ( $\mathrm{N}=2590$ )


LR predictions are on the vertical axis, and RF predictions are on the horizontal axis

To compare the two prediction models, their discrimination ability was compared by generating AUC for each model. Sensitivity, specificity, predictive values, and misclassification rates were also calculated with two thresholds (top 10\% and 20\%), and the results are provided in Table 3.11.

Table 3. 11. Comparison of the model performance for prediction of 1-year hospice admission, logistic regression and random forest models (validation cohort)

| Model | AUC validation | N analyzed | High- <br> risk <br> group | sensitivity | specificity | PVP | PVN | Test error rate ${ }^{\text {\& }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Logistic regression model | $\begin{aligned} & 0.72 \\ & (0.70- \\ & 0.75) \end{aligned}$ | $\begin{aligned} & 2590^{*} \\ & \text { Hospice=266 } \\ & (10.3 \%) \end{aligned}$ | $\begin{aligned} & \text { Top } \\ & 10 \% \end{aligned}$ | 30.1\% | 90.5\% | 26.5\% | 91.9\% | 15.8\% |
|  |  |  | $\begin{aligned} & \hline \text { Top } \\ & 20 \% \end{aligned}$ | 34.6\% | 87.2\% | 23.7\% | 92.1\% | 23.3\% |
| Random forest model | $\begin{aligned} & 0.70 \\ & (0.67- \\ & 0.72) \end{aligned}$ | $\begin{aligned} & 3723 \\ & \text { Hospice=384 } \\ & (10.3 \%) \end{aligned}$ | $\begin{aligned} & \hline \text { Top } \\ & 10 \% \end{aligned}$ | 25.3\% | 91.8\% | 26.1\% | 91.4\% | 15.1 \% |
|  |  |  | $\begin{aligned} & \text { Top } \\ & 20 \% \end{aligned}$ | 41.2\% | 82.5\% | 21.2\% | 92.4\% | 21.8\% |

PVP: predictive value positive; PVN: predictive value negative;
*The number of observations that were analyzed in the logistic regression is less than total due to missing data
${ }^{\&}$ Test error rate or misclassification rate calculated as the number of misclassified predictions divided by total observations

Unlike the analysis of mortality outcome, the RF model did not have better discrimination in the prediction of hospice admission compared to the logistic regression model. Although the difference is small, at the $20 \%$ threshold, RF has higher sensitivity, also lower sensitivity and misclassification rate than the LR model. Predictive values were roughly similar between the two models. There is no significant superiority between the two models in prediction of the hospice outcome. Both models are good in the classification of the low-risk groups, but poor in identifying the high-risk patients. The most practical point for clinicians is related to the predictive values. Looking at the PVP and PVN, one can say when the models classify a patient as low risk, there is more than $90 \%$ probability that the patient will not go to hospice in the next year. Whereas among the patients who are classified as high risk for hospice, about $25 \%$ will actually go to hospice. So the models have utility in ruling out the need for hospice care (with $90 \%$ certainty) but are not useful in identifying patients that will be referred to hospice (ruling in).

Figure 3.14 displays the two ROCs from the LR and RF models in prediction of hospice admission. The two ROCs line up closely, although the AUC of the LR model is slightly larger than the RF model (0.7251
vs. 0.6971 ), and confidence intervals implies no significant difference between the two ROCs (Table 3.12).

Figure 3. 13. Comparison of ROCs between the two models- Hospice outcome, logistic regression ( $\mathrm{N}=2590$ ) and random forest model $(\mathrm{N}=3723)$


The two ROCs in Figure 3.14 were generated from different number of observations in the validation data, i.e., 2590 observations were analyzed in the LR model, and 3723 in RF model. To assess whether the application of the models to the same number of observations can make any difference in the model discrimination, both models were applied to the 2590 observations that were included in the LR analysis. Figure 3.15 shows the ROCs from the two models in the same population. The two AUCs are very close (Table 3.12) and the statistical test for ROC contrast is non-significant for the difference between the two model AUCs with a P-value of 0.43.

Figure 3. 14. Comparison of ROCs between the two models, logistic regression and random forest when using the same validation cohort in both models ( $\mathrm{N}=2590$ )


Table 3. 12. AUC and $95 \%$ confidence intervals from the two models, LR and RF applied to the same population ( $\mathrm{N}=2590$ ) - Hospice outcome

| ROC Association Statistics |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
| ROC Model | Mann-Whitney |  |  |  |
|  | Area | Standard <br> Error | 95\% Wald <br> Confidence Limits |  |
| Logistic Regression | 0.7251 | 0.0151 | 0.6955 | 0.7547 |
| Random Forest | 0.7345 | 0.0154 | 0.7044 | 0.7646 |

- Applying the RF model to imputed data

The RF model that was developed in the available data was also applied to the imputed dataset. The imputed data was the same data as was used in logistic regression. Using the same methods that were described for the mortality outcome in the imputed data, a ROC was generated for the RF model in the imputed validation data (Figure 3.16 and Table 3.15). The AUC was similar to the one from the RF model in available data (AUC= 0.6936 in imputed data vs. 0.6971 in available data). Indeed, imputation of the missing data did not improve discrimination in the RF model compared to when missing observations were included as missing. As discussed in chapter 2, imputation did not improve the discrimination in the logistic regression model either. It confirms that the missing observations on the predictors in these models were not associated with the hospice outcome (as was already shown in chapter 2). Unlike the mortality outcome, missingness on predictors did not predict the hospice outcome. Thus, although the random forest model allows the inclusion of all observations in the analysis, it did not improve the model discrimination in the prediction of hospice outcome in this data, mostly because missing observations were not predictive of outcome.

Figure 3. 15. ROC from the random forest model applied to the imputed validation data- Hospice outcome ( $\mathrm{N}=3723$ )


Table 3. 13. AUC and 95\% confidence intervals from the RF model applied to the imputed data (20 replications) - Hospice outcome

| ROC Association Statistics |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ROC Model | Mann-Whitney |  |  |  | Somers' D | Gamma | Tau-a |
|  | Area | Standard Error | 95\% Wald Confidence Limits |  |  |  |  |
| Model | 0.6936 | 0.0133 | 0.6675 | 0.7197 | 0.3872 | 0.3872 | 0.0717 |

Additionally, to confirm that using the RF model that was developed in the available data (with missing data included as a legitimate category) in the imputed data, a random forest model was developed in the imputed derivation data and applied to the imputed validation data. The AUC of this model was almost the same as the AUC from the previous model in the same data (AUC=0.6939 in the imputed data vs. $A \cup C=0.6971$ in the available data).

- Model's goodness-of-fit

Calibration plots and Hosmer-Lemeshow test were generated for the RF model. Similar to the logistic regression chapter, two methods were used to generate the calibration plots- loess based (Figure 3.17) and decile based (Figure 3.18). Although the overall fit does not seem good, the model fits better in the lower predicted probabilities than higher probabilities, like what was observed in the mortality model. In other words, models under predict the mortality risk at higher risk levels.

Figure 3. 16. Loess-based calibration plot for the RF model- Hospice outcome


The vertical axis is the observed outcome and the horizontal is the predicted probability

Figure 3. 17. Decile based calibration plot for the RF model- Hospice outcome


The vertical axis is the observed outcome and the horizontal axis is the predicted probability

Hosmer-Lemeshow goodness of fit test was also done and resulted in a test statistic=10.17 and $p$-value= 0.2532 which means there is no statistical evidence for lack of fit in this model. Although as discussed before, the interpretation of this test is limited because it is dependent to the number of groups that one selects for dividing the population.

## - Discussion

In the validation data the random forest mortality model had a much higher AUC compared to the logistic regression mortality model ; the model's AUC was 9\% higher compared to the logistic regression model (Table 3.4). The better discrimination ability of the RF in this data could be explained by the presence of underlying complex interactions and non-linear relationship between predictors and outcomes in this data, or by the inclusion of about $30 \%$ of observations that were excluded from the LR
model because of missing data. Our sensitivity analysis showed that almost all the improvement in the performance of RF compared to the LR model was due to the latter reason, i.e., inclusion of the observations with partly missing data. Misclassification rate in the RF model was higher than LR when using the top $10 \%$ of predicted probabilities as high-risk group ( $27 \%$ vs. $20 \%$ ), however, at top $20 \%$ cut point, the misclassification rates were the same (22\%) for both models. These results implies that RF estimation of the mortality risk in patients with the highest-risk (i.e., $10 \%$ P-hat) was not as good as the LR estimation. This fact was confirmed in the correlation plot as well. The random forest model shows better sensitivity and specificity than the logistic regression model except for the sensitivity at the $10 \%$ threshold in which sensitivity of both models are almost equal. In chapter two, I evaluated the performance of the logistic regression model and demonstrated its superiority compared to the alternative clinical risk prediction models currently used in this population. The random forest model for the mortality outcome is performing even better than the logistic regression model, although when the high threshold is selected for classification (i.e., top $10 \%$ of predicted probabilities), it has worse misclassification rate. In other words, to take advantage of the better discrimination, sensitivity, and specificity of the RF model without adding misclassification rate, the threshold of top $20 \%$ of predictions should be used for classification in this cohort. Predictive value positive of the RF model is substantially higher in RF than in LR, which indicates in this population with the mortality rate of $32 \%$, about $80 \%$ of those who were identified by the RF as high risk, actually died within the next year. Whereas the PVP for LR model is about 50\% (for both cutoff points). The key point from the performance measures is that both models (RF and LR) have PVPs higher than PVN which implies that the negative results of the model (i.e., predicted low risk by the model) are more reliable than the positive results (i.e., predicted high risk by the model). So the models have utility in ruling out the need for hospice care (with $90 \%$ certainty) but are not useful in identifying patients that will be referred to hospice (ruling in).

Unlike the mortality outcome, RF model for the hospice outcome did not show any improvement in the model's discrimination. In fact, the LR model shows slightly better AUC. Other performance measures including sensitivity, specificity, and predictive values were similar between the two models. Again, there is no evidence of superiority of the RF model in prediction of the hospice outcome in this data. Although RF has many advantages especially when the data has complex interactions and non-linear relationship between the variables, in this study the main benefit of the RF model was due to its ability to include all observations including those with missing data on some predictors. We confirmed the gain in the AUC of the RF model for mortality, was mostly due to including of missing data, because when the RF applied to the complete case data (i.e., the same population as was used in LR model), the improvement in the AUC vanished; both LR and RF model had similar AUCs when applied to the complete case data. It is notable that almost one third of the observations were excluded from the LR because of missing data, and as observed in chapter two, missingness on the predictors were associated with the mortality outcome but not with the hospice admission - thus for mortality outcome we have evidence that the data is MNAR. The association between missing data on predictors (e.g., TUG, ADLdecline) and the outcome can be explained by survival bias. For instance a terminally ill patient is more likely to die before the doctor can complete the medical records. Also, in case of a very sick patient, the doctor may decide not to perform and record a given test or procedures particularly those that requires a patient's ability to move and cooperate (such as TUG).

The association between missingness on the seven key variables and the two outcomes in chapter two, revealed that there was trivial to no association between missingness and hospice admission, whereas a consistent and strong association with mortality was seen for all 7 predictors. These findings are in agreement with the results of RF model, where a substantial improvement in AUC was observed for mortality outcome, but not for hospice admission. Since missingness was not associated with the
hospice admission, inclusion of the missing data in the RF analysis, did not improve the AUC of the RF compared to the LR model for the hospice outcome.

Interestingly, when the RF model was applied to the imputed data, the AUCs for both outcomes were similar to the values from LR model (and notably lower than the RF in the available data). These observations can again be explained by the fact that missingness in this data is related to the mortality outcome, so including observations with missing variables (as in random forest) results in better performance when compared to effect of imputing the missing data. As a conclusion, the RF model had a better discrimination than logistic regression in this population for the mortality. In fact, taking account of the observations with partly missing data is the most important advantage of the RF model in this data. It seems that in this data complex interactions and non-linearity of the relationship among predictors and outcome is not a problem, because exclusion of the missing observations from the cohort resulted in the similar AUC for both RF and LR models.

The developed RF model may be incorporated into the routine data management programs in healthcare systems to facilitate identification of patients with different needs based on their risk levels and to support the provider's decision making. The developed random forest algorithm can be programmed into the USMM data system and the results would be embedded in the EMR to make a predicted probability for each new observation in the dataset. Then according to a predetermined cutoff value, different risk level patients are flagged for further attention. The model can be updated when further research results in a better model (e.g., having more complete data can result in including more predictors in the model development and it can change the final model, the changes then can be programmed into the database).

## 0 Strengths

The first and most important strength of the random forest analysis was inclusion of all the observation in the analysis (i.e., observations with missing values on the predictor variables were allowed in the
random forest analysis whereas they were excluded by default in logistic regression model). We compared the RF and LR model and showed that the performance of both models are the same when applied to the same cohort. Another strength is our use of MI methods to account for missing data. We compared the results of RF models in imputed data and in the data with missing observations.

## 0 Limitations

The most important limitation of this data was missing information. We excluded predictors with more than $20 \%$ missing values in the model development, so important variables such as hospitalization in the past year, or weight loss were excluded. There were still 9 variables with $<20 \%$ missing included in the model development and which resulted in the subsequent exclusion of observations with partly missing data from the logistic regression model, however random forest overcame the problem of exclusion of missing observations. The strong association of missing values and mortality, in addition to disappearing of the AUC gain in the imputed data indicates the MNAR mechanism for missing data. Another limitation is that the RF output does not provide a tangible single model with familiar parameters that can be applied manually to any new observation. The algorithm saves hundreds of decision trees in the developed RF model and put any new data into all of the trees to make prediction and average them.

## - Conclusion

The use of machine learning techniques can improve the discrimination of predictive models compared to standard parametric regression models. In this study, random forest model demonstrated a better accuracy (i.e., higher AUC and lower test error rate) than the logistic regression model for mortality but not for hospice admission. The gain in the RF model discrimination in this data is mostly due to the inclusion of observations with partly missing data and the fact that missingness in this data was related to the mortality outcome (MNAR). Further analysis is needed to evaluate the performance of this model in an external database. Use of more complex machine learning methods such as an ensemble of
different algorithms (e.g., random forest, support vector machine, neural networks) could improve the risk stratification performance of models even more.

APPENDIX

## APPENDIX

Figure 3A. 1. Correlation between predicted probability in LR and random forest


Table 3A. 1. Ranked importance of predictor variables in the random forest model, RBA methodmortality outcome

| Random Branch Assignments Variable Importance |  |  |
| :--- | :---: | :---: |
| Variable | Margin | MSE |
| TUG Answer | 0.02621 | 0.00725 |
| Albumin Result | 0.02361 | 0.00688 |
| Race | 0.01657 | 0.00491 |
| ADL decline | 0.01471 | 0.00319 |
| Cholesterol Result | 0.00973 | 0.00177 |
| KPS value | 0.00809 | 0.00344 |
| Surprise question | 0.00769 | 0.00060 |
| Age | 0.00542 | 0.00209 |
| CCW-Hyperlipidemia | 0.00518 | 0.00044 |
| Diagnosis count | 0.00509 | 0.00010 |
| Tobacco Use | 0.00437 | 0.00073 |
| Lives alone | 0.00435 | 0.00061 |


| Table 3A. 1. (cont'd) |  |  |
| :--- | :--- | :--- |
| CCW-Rheumatoid Arthritis, Osteoarthritis | 0.00371 | 0.00132 |
| Dual eligible | 0.00366 | 0.00143 |
| Pressure ulcer | 0.00338 | 0.00066 |
| Number of lab orders | 0.00302 | 0.00050 |
| CCW-Chronic Kidney Disease | 0.00302 | 0.00085 |
| CCW-Anemia | 0.00289 | 0.00106 |
| CCW-Depression | 0.00281 | 0.00110 |
| Number of Medications | 0.00278 | 0.00078 |
| CCW-Atrial Fibrillation | 0.00264 | 0.00045 |
| Sex | 0.00264 | 0.00060 |
| Cancer | 0.00253 | 0.00058 |
| CCW-Heart Failure | 0.00220 | 0.00039 |
| CCW-Hypertension | 0.00216 | 0.00027 |
| CCW-Ischemic heart disease | 0.00215 | 0.00049 |
| CCW-COPD | 0.00210 | 0.00045 |
| CCW-Diabetes | 0.00201 | 0.00046 |
| CCW-Benign prostatic hyperplasia | 0.00197 | 0.00054 |
| CCW-Asthma | 0.00190 | 0.00028 |
| CCW-Colorectal Cancer | 0.00187 | 0.00046 |
| CCW-Osteoporosis | 0.00183 | 0.00021 |
| CCW-Cataract | 0.00181 | 0.00038 |
| CCW-Hip/pelvic fracture | 0.00180 | 0.00042 |
| CCW-Breast cancer | 0.00178 | 0.00037 |
| CCW-Glaucoma | 0.00174 | 0.00033 |
| CCW-Stroke/TIA | 0.00018 |  |
| CCW-Lung cancer | 0.00018 |  |
| CCW-Prostate cancer | 0.00032 |  |
|  |  |  |

Table 3A. 2 shows the ranked importance based on the loss reduction method. In this table, the number of rules presents the times that each variable has been used in the forest in the decision nodes.

Table 3A. 2. Ranked importance of the explanatory variables in the random forest model, the loss reduction method- Mortality outcome

| Loss Reduction Variable Importance |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Variable | Number of Rules | Gini | $\begin{gathered} \text { OOB } \\ \text { Gini } \end{gathered}$ | Margin | OOB <br> Margin |
| TUG Answer | 1727 | 0.030819 | 0.02574 | 0.061639 | 0.05698 |
| Race | 1061 | 0.017981 | 0.01423 | 0.035962 | 0.03208 |
| ADL decline | 858 | 0.014258 | 0.01134 | 0.028517 | 0.02581 |
| Surprise question | 894 | 0.008971 | 0.00569 | 0.017942 | 0.01468 |
| CCW-Hyperlipidemia | 1471 | 0.006207 | 0.00241 | 0.012414 | 0.00834 |
| Lives alone | 586 | 0.004102 | 0.00212 | 0.008204 | 0.00618 |
| Tobacco use | 592 | 0.003850 | 0.00200 | 0.007699 | 0.00582 |
| Albumin Result | 8229 | 0.044973 | 0.00063 | 0.089947 | 0.04620 |
| CCW-Cataract | 60 | 0.000158 | 0.00000 | 0.000316 | 0.00012 |
| Alzheimer | 0 | 0.000000 | 0.00000 | 0.000000 | 0.00000 |
| MI | 0 | 0.000000 | 0.00000 | 0.000000 | 0.00000 |
| CCW-Endometrial cancer | 0 | 0.000000 | 0.00000 | 0.000000 | 0.00000 |
| CCW-Lung cancer | 11 | 0.000045 | -0.00003 | 0.000090 | 0.00000 |
| CCW-Hip/pelvic fracture | 19 | 0.000027 | -0.00004 | 0.000055 | -0.00002 |
| CCW-Colorectal cancer | 37 | 0.000163 | -0.00006 | 0.000325 | 0.00010 |
| CCW-Breast cancer | 72 | 0.000133 | -0.00008 | 0.000266 | 0.00006 |
| CCW-Prostate cancer | 47 | 0.000134 | -0.00012 | 0.000269 | -0.00003 |
| CCW-Asthma | 135 | 0.000253 | -0.00016 | 0.000507 | 0.00005 |
| CCW-Glaucoma | 166 | 0.000346 | -0.00021 | 0.000692 | 0.00013 |
| CCW-Benign prostatic hyperplasia | 225 | 0.000470 | -0.00035 | 0.000940 | 0.00005 |
| Cancer | 297 | 0.000573 | -0.00043 | 0.001146 | 0.00003 |
| Dual eligible | 1213 | 0.002908 | -0.00046 | 0.005815 | 0.00225 |
| CCW-Osteoporosis | 557 | 0.000908 | -0.00051 | 0.001817 | 0.00027 |


| Table 3A. 2. (cont'd) |  |  |  |  |  |
| :--- | ---: | :--- | :--- | :--- | :--- |
| CCW-Depression | 923 | 0.001987 | -0.00069 | 0.003974 | 0.00124 |
| CCW-Stroke/TIA | 469 | 0.000692 | -0.00069 | 0.001385 | -0.00006 |
| CCW-Atrial fibrillation | 658 | 0.001462 | -0.00089 | 0.002923 | 0.00057 |
| Pressure ulcer | 570 | 0.001271 | -0.00095 | 0.002543 | 0.00043 |
| CCW-Ischemic heart disease | 761 | 0.001176 | -0.00109 | 0.002351 | 0.00002 |
| CCW-Hypertension | 1094 | 0.001912 | -0.00129 | 0.003824 | 0.00076 |
| CCW-Chronic kidney disease | 1375 | 0.002707 | -0.00140 | 0.005414 | 0.00129 |
| CCW-Rheumatoid arthritis/Osteoarthritis | 1760 | 0.003110 | -0.00140 | 0.006220 | 0.00163 |
| CCW-Anemia | 1123 | 0.002231 | -0.00146 | 0.004461 | 0.00056 |
| Sex | 1260 | 0.001983 | -0.00159 | 0.003966 | 0.00050 |
| CCW-COPD | 1172 | 0.001756 | -0.00162 | 0.003512 | 0.00028 |
| CCW-Acquired hypothyroidism | 1001 | 0.001578 | -0.00165 | 0.003156 | -0.00006 |
| CCW-Diabetes | 1303 | 0.001823 | -0.00192 | 0.003645 | -0.00020 |
| CCW-Heart failure | 1435 | 0.002131 | -0.00206 | 0.004263 | -0.00002 |
| KPS value | 6385 | 0.017562 | -0.00672 | 0.035123 | 0.01103 |
| Number of lab orders | 6468 | 0.015026 | -0.01314 | 0.030051 | 0.00174 |
| Diagnosis count | 9035 | 0.021521 | -0.01899 | 0.043041 | 0.00340 |
| Age | 8496 | 0.025198 | -0.02146 | 0.050396 | 0.00374 |
| Cholesterol result | 9707 | 0.036575 | -0.02203 | 0.073149 | 0.01478 |
| Number of Medications | 9857 | 0.024768 | -0.02569 | 0.049536 | -0.00013 |

Figure 3A. 2. Correlation between predicted probability in LR and random forest- Hospice admission


Table 3A. 3. Ranked importance of predictor variables in the random forest model, RBA methodHospice outcome

| Random Branch Assignments Variable Importance |  |  |
| :--- | ---: | ---: |
| Variable | Margin | MSE |
| sq_n | 0.00557 | 0.00232 |
| AgeAtVisit | 0.00585 | 0.00180 |
| KPS_Cat | 0.00215 | 0.00162 |
| NumLabOrders | 0.00026 | 0.00111 |
| Albumin_Result | 0.00113 | 0.00055 |
| Lives_Alone | 0.00023 | 0.00053 |
| race_n | 0.00044 | 0.00051 |
| dual_eligible | 0.00042 | 0.00048 |
| TUG_Answer | 0.00211 | 0.00025 |
| Chol_Result | -0.00037 | 0.00024 |


| Table 3A. 3. (cont'd) |  |  |
| :--- | :--- | :--- |
| adl_decline | 0.00084 | 0.00023 |
| CCW_Hyperlipidemia | 0.00235 | 0.00016 |
| CCW_Stroke_TIA | 0.00012 | 0.00014 |
| CCW_Depression | 0.00097 | 0.00011 |
| CCW_Ischemic_Heart_Disease | 0.00006 | 0.00009 |
| CCW_Diabetes | 0.00106 | 0.00006 |
| CCW_Asthma | -0.00001 | 0.00005 |
| CCW_Osteoporosis | -0.00007 | 0.00005 |
| Number of meds | 0.00010 | 0.00004 |
| tobacco use | 0.00021 | 0.00004 |
| CCW_Prostate_Cancer | -0.00004 | 0.00003 |
| CCW_Lung_Cancer | 0.00004 | 0.00002 |
| CCW_Acquired_Hypothyroidism | 0.00026 | 0.00001 |
| CCW_Hip_Pelvic_Fracture | -0.00003 | 0.00001 |
| CCW_Hypertension | 0.00165 | 0.00001 |
| CCW_Cataract | -0.00003 | 0.00000 |
| CCW_Breast_Cancer | 0.00005 | -0.00000 |
| CCW_Endometrial_Cancer | -0.00000 | -0.00001 |
| CCW_Rheumatoid_Arthritis_Osteoar | 0.00011 | -0.00002 |
| CCW_Glaucoma | 0.00001 | -0.00003 |
| CCW_Colorectal_Cancer | -0.00005 | -0.00004 |
| Cancer | -0.00025 | -0.00004 |
| CCW_Anemia | 0.00017 | -0.00007 |
| CCW_COPD | -0.00040 | -0.00007 |
| CCW_Atrial_Fibrillation | -0.00014 |  |
| CCW_Benign_Prostatic_Hyperplasia | -0.00010 | -0.00011 |
| CCW_Chronic_Kidney_Disease | 0.00024 | -0.00012 |
| sex | 0.00024 |  |
| CCW_Heart_Failure | -0.00009 |  |

Table 3A. 3. (cont'd)

| Pressure_Ulcer | -0.00009 | -0.00017 |
| :--- | ---: | ---: |
| DX_count | 0.00043 | -0.00054 |

Table 3A. 4. Ranked importance of predictor variables in the random forest model, Loss reduction method- Hospice outcome

| Loss Reduction Variable Importance |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Variable | Number <br> of Rules | Gini <br> OOB <br> Gini | Margin | OOB <br> Margin |  |
| KPS_Cat | 741 | 0.002112 | 0.00109 | 0.004223 | 0.00317 |
| sq_n | 771 | 0.002094 | 0.00024 | 0.004189 | 0.00273 |
| CCW_Hip_Pelvic_Fracture | 40 | 0.000039 | 0.00001 | 0.000077 | 0.00002 |
| CCW_Cataract | 37 | 0.000029 | 0.00001 | 0.000059 | 0.00002 |
| CCW_Endometrial_Cancer | 2 | 0.000002 | -0.00000 | 0.000004 | -0.00000 |
| CCW_Lung_Cancer | 17 | 0.000027 | -0.00002 | 0.000054 | 0.00001 |
| CCW_Breast_Cancer | 63 | 0.000067 | -0.00006 | 0.000135 | 0.00002 |
| CCW_Colorectal_Cancer | 33 | 0.000042 | -0.00006 | 0.000084 | -0.00002 |
| CCW_Asthma | 77 | 0.000074 | -0.00007 | 0.000148 | -0.00006 |
| dual_eligible | 701 | 0.001024 | -0.00007 | 0.002048 | 0.00084 |
| CCW_Prostate_Cancer | 69 | 0.000128 | -0.00011 | 0.000256 | 0.00004 |
| CCW_Glaucoma | 103 | 0.000105 | -0.00011 | 0.000209 | 0.00001 |
| CCW_Osteoporosis | 320 | 0.000298 | -0.00022 | 0.000595 | -0.00004 |
| CCW_Stroke_TIA | 321 | 0.000344 | -0.00029 | 0.000689 | 0.00006 |
| CCW_Benign_Prostatic_Hyperplasia | 225 | 0.000291 | -0.00031 | 0.000582 | -0.00003 |
| TobaccoUse | 377 | 0.000413 | -0.00033 | 0.000826 | 0.00017 |
| Cancer | 241 | 0.000303 | -0.00034 | 0.000606 | -0.00009 |
| Lives_Alone | 528 | 0.000623 | -0.00035 | 0.001247 | 0.00020 |
| race_n | 691 | 0.001134 | -0.00054 | 0.002269 | 0.00047 |
| Pressure_Ulcer | 548 | 0.000629 | -0.00060 | 0.001258 | 0.00004 |
| CCW_Hypertension | 744 | 0.000853 | -0.00062 | 0.001705 | 0.00021 |
|  |  |  |  |  |  |


| Table 3A. 4. (cont'd) |  |  |  |  | 530 |
| :--- | ---: | :--- | :--- | :--- | :--- |
| CCW_Ischemic_Heart_Disease | 0.000639 | -0.00063 | 0.001278 | -0.00000 |  |
| CCW_Depression | 701 | 0.001008 | -0.00065 | 0.002016 | 0.00035 |
| CCW_Diabetes | 837 | 0.000844 | -0.00070 | 0.001688 | 0.00002 |
| CCW_Atrial_Fibrillation | 643 | 0.000818 | -0.00073 | 0.001636 | 0.00014 |
| adI_decline | 728 | 0.001109 | -0.00079 | 0.002219 | 0.00002 |
| CCW_Acquired_Hypothyroidism | 769 | 0.000868 | -0.00083 | 0.001736 | 0.00015 |
| sex | 964 | 0.000955 | -0.00085 | 0.001911 | 0.00000 |
| CCW_COPD | 789 | 0.000795 | -0.00085 | 0.001590 | -0.00021 |
| CCW_Anemia | 796 | 0.000856 | -0.00090 | 0.001712 | -0.00005 |
| CCW_Chronic_Kidney_Disease | 983 | 0.000898 | -0.00093 | 0.001797 | -0.00004 |
| CCW_Hyperlipidemia | 1163 | 0.001262 | -0.00095 | 0.002523 | 0.00034 |
| CCW_Heart_Failure | 1082 | 0.001013 | -0.00104 | 0.002027 | -0.00009 |
| CCW_Rheumatoid_Arthritis_Osteoar | 1120 | 0.000966 | -0.00115 | 0.001932 | -0.00031 |
| TUG_Answer | 1302 | 0.002177 | -0.00123 | 0.004355 | 0.00093 |
| NumLabOrders | 3484 | 0.006394 | -0.00601 | 0.012788 | 0.00019 |
| DX_count | 5715 | 0.010744 | -0.01101 | 0.021487 | 0.00039 |
| AgeAtVisit | 5506 | 0.013971 | -0.01138 | 0.027941 | 0.00247 |
| Albumin_Result | 5381 | 0.011902 | -0.01254 | 0.023805 | -0.00022 |
| NumMeds | 6729 | 0.014074 | -0.01565 | 0.028148 | -0.00057 |
| Chol_Result | 6148 | 0.015780 | -0.01700 | 0.031561 | -0.00090 |

Table 3A. 5. Sample of fit statistics from the RF model for hospice outcome

| Fit Statistics |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of Trees | Number of Leaves | MSE <br> (Train) | MSE (OOB) | Misclassification Rate (Train) | Misclassification Rate (OOB) | Log Loss (Train) | Log Loss (OOB) |
| 1 | 265 | 0.0764 | 0.1297 | 0.0881 | 0.1336 | 0.972 | 2.241 |
| 2 | 513 | 0.0600 | 0.1267 | 0.0760 | 0.1317 | 0.368 | 2.029 |
| 3 | 738 | 0.0543 | 0.1204 | 0.0750 | 0.1260 | 0.240 | 1.787 |
| 4 | 988 | 0.0504 | 0.1187 | 0.0690 | 0.1250 | 0.183 | 1.644 |
| 5 | 1250 | 0.0482 | 0.1123 | 0.0690 | 0.1216 | 0.166 | 1.380 |
| 6 | 1497 | 0.0475 | 0.1074 | 0.0731 | 0.1145 | 0.166 | 1.191 |
| 7 | 1775 | 0.0460 | 0.1048 | 0.0720 | 0.1137 | 0.163 | 1.107 |
| 8 | 2016 | 0.0454 | 0.1017 | 0.0723 | 0.1106 | 0.161 | 0.989 |
| 9 | 2293 | 0.0443 | 0.0994 | 0.0717 | 0.1087 | 0.159 | 0.881 |
| 10 | 2553 | 0.0436 | 0.0966 | 0.0715 | 0.1059 | 0.157 | 0.771 |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
| 100 | 26097 | 0.0399 | 0.0860 | 0.0905 | 0.0989 | 0.150 | 0.308 |
| 101 | 26390 | 0.0398 | 0.0859 | 0.0905 | 0.0989 | 0.150 | 0.308 |
| 102 | 26664 | 0.0398 | 0.0860 | 0.0903 | 0.0989 | 0.150 | 0.308 |
| 103 | 26938 | 0.0398 | 0.0859 | 0.0905 | 0.0989 | 0.150 | 0.308 |
| 104 | 27190 | 0.0398 | 0.0860 | 0.0911 | 0.0989 | 0.150 | 0.308 |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
| 195 | 50953 | 0.0399 | 0.0852 | 0.0943 | 0.0989 | 0.150 | 0.304 |
| 196 | 51181 | 0.0399 | 0.0853 | 0.0940 | 0.0989 | 0.150 | 0.304 |
| 197 | 51439 | 0.0399 | 0.0853 | 0.0940 | 0.0989 | 0.150 | 0.304 |
| 198 | 51706 | 0.0399 | 0.0852 | 0.0940 | 0.0989 | 0.150 | 0.304 |
| 199 | 51939 | 0.0399 | 0.0852 | 0.0946 | 0.0989 | 0.150 | 0.304 |
| 200 | 52219 | 0.0399 | 0.0853 | 0.0948 | 0.0989 | 0.150 | 0.304 |

## CHAPTER 4. Cox Proportional Hazard Model and Comparison between the Three Models

## - Introduction

The need for accurate risk stratification approaches in the population of community-living older adults was discussed in previous chapters. In the second and third chapters, respectively, we developed prediction models by applying the logistic regression (LR) and random forest (RF) modeling approaches to the USMM database. These two models were developed to predict 1-year mortality and the risk of hospice admission over a similar 1-year period. However, the maximum possible follow-up time for the 2015 USMM cohort exceeds two years (maximum follow up is 794 days between Jan $1^{\text {st }}, 2015$ and Mar $6^{\text {th }}, 2017$ which is the date of the claims data inquiry). When follow-up was restricted to 12 months there were 2408 (32\%) deaths, and 752 (10\%) hospice admissions, whereas using all of the available follow-up time (max 794 days), the number of events and associated cumulative incidence rates increased to 3341 (45\%) deaths and 1389 (19\%) hospice admissions.

To capture the experience of patients who had the outcomes beyond the first year of their USMM care, and to take into account the time-to-event, we used a Cox proportional hazard model to analyze the two outcomes as time-to-death and time-to-hospice. The same cohort of USMM patients, as used in the LR (chapters two) and RF (chapter three) models, were used in this analysis as well. The Cox model's performance metrics were compared to the two alternative approaches, i.e., LR and RF models. The objective of this chapter is, therefore, to develop and validate multivariable time-to-event (also known as failure time) Cox models for the two outcomes, death and hospice admission; and to compare their performance to the alternative models.

- Main concepts and definitions


## 0 Survival analysis methods and the COX PH model

Survival analysis is a branch of statistics that involves the modeling of time to an event. It attempts to answer questions such as what proportion of a population will survive past a certain time point, or what is the failure rate (hazard rate) in the subjects who survived up to a certain time. Analysis of survival time needs special techniques because of the nature of the follow-up time. (140) In survival data, subjects are followed until the outcome happened, but almost always the data is incomplete; some subjects withdraw the study before an event happens; some others do not experience the outcome before the end of the study. These partially observed subjects are called censored observations. There are different methods developed for survival analysis, but the two most popular models are accelerated failure time model (141) and Cox proportional hazard model.(142) Both models have the assumption of a parametric form for the effect of independent predictor variables. The difference between the two models is an assumption for the underlying survival function, where accelerated failure time assumes a parametric distribution for the underlying survival function, the Cox PH model has an unspecified survival function. The parametric form of the predictor variables enters the two models in different ways. Because of these assumptions, the Cox PH model is considered a semi-parametric model. Survival analysis can be used in several ways. For example, Kaplan-Meier (KM) curves estimate the survival function from censored data and provides a summary of the survival experience overall, and in subgroups. The log-rank test can be used to compare KM curves across subgroups. Regression analyses of time-to-event based on the accelerated failure time model or the Cox proportional hazard model serve to quantify the effect of one or more variables on survival time.

## 0 Definitions

Let $T$ denote a non-negative random variable representing the failure time for an individual in the study population. The survival function is defined as:

$$
S(t)=P[T>t]
$$

The probability of being event-free at time $t$. The corresponding hazard function, denoted by $\lambda(t)$, is defined as the instantaneous probability that the event of interest happens soon after time $t$. The formal definition of $\lambda(t)$, for a continuous time $T$ is:

$$
\lambda(t)=\lim _{\Delta t \rightarrow 0^{+}} \frac{\operatorname{Pr}(t \leq T<t+\Delta t \mid T \geq t)}{\Delta t}=\frac{f(t)}{S(t)}
$$

where $f(t)$ is the probability density function of $T$. $(142,143)$
Cox PH model is widely used in survival data analysis to evaluate the effect of explanatory variables $\mathbf{Z}$ on the hazard function. For each subject (index $i$ ) in the population his or her hazard function is expressed as:

$$
\lambda_{i}(t)=\lambda\left(t ; \mathbf{Z}_{i}\right)=\lambda_{0}(t) \exp \left(\mathbf{Z}_{i}^{\prime} \boldsymbol{\beta}\right)
$$

Where $\lambda_{0}(t)$ is unspecified, called the baseline hazard, $\mathbf{Z}_{i}$ is the vector of fixed (i.e., not timedependent) covariates for the $i^{\text {th }}$ subject, and $\boldsymbol{\beta}$ are coefficients associated with $Z_{i}$ and assumed to be the same for all subjects. The terminology "proportional hazards" come from the fact that for any two subjects the hazard ratio $\lambda_{i}(t) / \lambda_{j}(t)$ is constant in time.

Hazard ratio is the ratio of two hazard rates corresponding to the two levels of an explanatory variables. For example, patients with severe functional impairment may die at twice the rate per unit time as the patients with no functional impairment.

The Cox model allows both continuous and categorical explanatory variables in the model; also, it supports multivariable models while the KM method is inconvenient when faced with continuous explanatory variables. $(143,144)$.

Consider the following Cox model with three explanatory variables: $\lambda(t)=\lambda_{0}(t) \exp \left(x_{1} \beta_{1}+x_{2} \beta_{2}+x_{3} \beta_{3}\right)$.
Holding $x_{2}, x_{3}$ constant and increasing $x_{1}$ by $d$ units gives the hazard ratio (HR) $\exp \left(\beta_{1} d\right)$. This gives us
the interpretation of $\exp \left(\beta_{1}\right)$ as the hazard ratio associated with a unit increase in $x_{1}$ with the other two covariates held fixed. If $x_{1}$ were binary, then $\exp \left(\beta_{1}\right)$ is the HR comparing group coded $x_{1}=1$ with the group coded $x_{1}=0$.

## o Performance evaluation

Survival analysis models such as Cox PH are a useful approach to develop prediction models. In the LR model, the performance of a prediction model is assessed using discrimination measures such as AUC, and also calibration plots to evaluate the accuracy of the model's predictions. Equivalent discrimination measures have been developed for the Cox PH analysis. Three summary statistics can be generated for the Cox model: concordance (also known as C-index), AUC (at a specific time), and integrated AUC (iAUC). Concordance is defined as the proportion of all usable pairs of subjects for which the greater event risk was predicted for the one that experienced the event earlier. The concordance statistic in the Cox model is called C-index and can be calculated in PROC PHREG by option 'concordance'. ( 1,4 ) With some modification equivalent measures to the ROC and AUC generated for LR and RF models can also be produced from the Cox model if the measures are generated for a specific time point during the follow-up period. The definition of AUC at each time point is the same as the concordance definition, but it is limited to the events that occurred up to a specific time point at which the AUC was generated (e.g., 6-month, 1-year). It is called time-dependent AUC, and it changes at each event time point. The changes in AUC over study time can also be plotted and integrated. The integrated AUC (iAUC) is an average of the AUC at all possible time points in the study period. The C-index, time-dependent AUC, and iAUC are generated in the Cox model using PROC PHREG. (146)

Unlike the LR model, calibration for the Cox model is sparsely discussed in the literature. Calibration is a way to validate a predictive model by evaluation of its predictive accuracy, however, assessing the calibration of the Cox model is not straightforward because the predictions have to be made relative to an unspecified baseline function. (147)

## o Proportional hazard assumption

Proportionality assumption is the central assumption of the Cox model; hence, the model is often called the Cox Proportional Hazard (PH) model. The PH assumption means that for any two individuals, the hazard ratio is proportional over the follow-up time and does not depend on time. Comparing two covariate profiles, $\mathrm{x} 1, \mathrm{x} 2$, the ratio of the hazards, $\mathrm{h}(\mathrm{t} \mid \mathrm{x} 1)$ to $\mathrm{h}(\mathrm{t} \mid \mathrm{x} 2)$ is constant in time t .

To evaluate the coefficient $\beta 1$, given the $x 2$ and $x 3$ are the same for both subjects, the hazard ratio is $\exp (\beta 1)$. To test the PH assumption in the Cox model, different methods have been proposed. (7) The most common way is to generate the KM survival function for the predictor variables and observe if the curves cross each other; non-parallel curves suggest a violation of the PH assumption that can then be tested using a more formal statistical test.

If x 1 and x 2 represent two groups, say, a treatment and a control group, the Kaplan-Meier plot of their survival functions should not cross, if the PH holds. This is NOT a formal test of the PH assumption, but gives a quick graphical check to see if the assumption is plausible.

A formal test of the PH assumption can be approached in two ways: [1] as suggested by Cox in his 1972 article, proportionality in a covariate x is tested by include a time-dependent term in the Cox model. This term is x times $\mathrm{g}(\mathrm{t})$ where $\mathrm{g}(\mathrm{t})$ is often the function $\mathrm{g}(\mathrm{t})=\log (\mathrm{t} / \mathrm{c})$, where c is a constant-e.g, the median follow-up time. If the regression coefficient of the interaction of $x$ with $g(t)$ is significant ( $P$-value $<0.05$ ), a violation of the PH assumption for x is indicated. There is also an overall Wald test for testing all the interaction coefficients together. The statement TEST in PROC PHREG conducts this test. (8)
[2] a more sophisticated test of the PH assumption is the supremum test. It involves generating a few simulations of the score process for a covariate x , and comparing it to the observed process. The supremum test is similar in spirit to the Kolmogorov-Smirnov test comparing the maximal departure between the observed and expected, SAS PHREG implements the procedure via the ASSESS statement. This method takes a long time to generate the plots for each predictor levels. Therefore to test the PH
assumption of the Cox model, I used the KM survival plots and tested the 2-level interaction terms in this chapter. If the proportionality assumption is violated, then there are alternative approaches for handling non-proportionality in the Cox model; for example including a time interaction term in the model, or using accelerated failure time modelling approach.(149)

## - Literature review

Two comparable studies used the Cox PH model to develop a prognostic model in a population of community-living older adults.

In 1998, Fried et al., developed a prognostic score in a cohort of 5201 adults aged 65 years and older to predict the 5-year mortality using a Cox PH model. (58) These adults participated in the cardiovascular health study (CHS) in 4 states - California, Maryland, North Carolina, and Pennsylvania. The 5-year mortality rate in this population was 12\%. There is a difference between this cohort and USMM cohort in exclusion criteria; in the CHS cohort patients were excluded if they were wheelchair-bound, or were unable to participate in the examination at the field center, or were under cancer treatment; none of these groups were excluded from the USMM cohort. In fact, USMM patients were all home-bound based on the CMS definition (Chapter 1). The major difference between these two cohorts was their mortality rate (32\% a year in USMM population vs. $2.5 \%$ a year in CHS cohort). Fried et al., assessed 78 characteristics including demographics, social, functional, physical examination, and comorbidity variables and found 20 variables to be predictors of 5-year mortality including demographics (age, gender, income), lifestyle (physical activity, smoking), comorbidities (heart failure), physical examination (systolic blood pressure, body weight), lab tests (albumin, creatinine, fasting blood sugar), respiratory test, ECG abnormalities, and echocardiography findings (Table 1.1). They included missing data on predictors as a legitimate level of the variable. They validated the model in a separate cohort of the same study by computing a risk score for each individual and then comparing the mortality rate between quantiles of the prognostic score in both the derivation and validation data. This study found a
significant difference in the mortality rates in quantiles of the prognostic score in the validation data; however, it did not provide a discrimination measure or any other performance metric for the model. (58) The proportional hazard assumption was assessed by testing the interaction between time and covariates.

In 2008, Carey et al. conducted a multi-State US-based study and developed a prognostic index to predict mortality in a cohort of community-based, chronically-ill, frail older adults. (57) This cohort had 1-year and 3-year mortality rates of $13 \%$ and $37 \%$ respectively. Carey et al. used a cox model to develop the prognostic index in the derivation cohort ( $n=2232$ ) and then validate the index by applying it to the validation cohort ( $n=1667$ ). They found eight variables (two demographics [age, gender], two functional [dependence in bathing, and dressing], and four comorbidities [cancer, heart failure, COPD, and chronic kidney insufficiency]) in the Cox model as significant predictors of mortality. They then developed a risk score by assigning different points to the predictor variables based on the coefficient from the Cox model. The risk score ranged from 0-14, and they assigned a 3-level risk value to each patient based on their score (i.e., 0-3 low risk, 4-5 intermediate-risk, and >5 high-risk). They compared the 1-and 3-year mortality rates between the different risk levels. They reported a good calibration based on the similarity of the mortality rates between the derivation and validation cohorts. They also reported the AUC of 0.66 and 0.69 for derivation and validation data.

Both study populations described above have differences with the USMM cohort. The first population was generally healthier, and younger (mean age=73 years) than the USMM cohort (mean age=82), and unlike USMM patients, they were not homebound. The 5-year mortality rate in this cohort was $12 \%$ (Grossly estimated one-year mortality of $2.5 \%$ ) vs. $32 \%$ one year mortality rate in the USMM cohort. The second study population is more similar to the USMM cohort in terms of the age (mean age=79 years) and overall vulnerability, however, the mortality rate in this population is $13 \%$ a year, whereas it is $32 \%$ in USMM cohort. The PACE study population are also eligible for nursing-home by confirmation from the

State's Medicare staff. Both data developed the Cox model to select the predictors and then generate a risk score from those variables. To validate the model, both studies applied the risk score to the validation data and then reported the mortality rate in order to evaluate the accuracy of the model. Fried et al. did not provide discrimination measures from the Cox model, but they evaluated the proportionality assumption by testing the interaction between time and each predictor.

## - Methods and materials

Data source- A Cox proportional hazard model was developed utilizing the same USMM dataset as used in the LR and RF model chapters. The main difference is that all of the available follow-up time was used to identify outcomes in this analysis, whereas in the LR and RF, only outcomes that occurred within 12 months of the first visit were analyzed. Therefore outcome events (deaths and hospice admissions) that occurred after the first year of patients' registration up until the end of follow-up (median=1.4 years, $\max =2.2$ years) were included in this analysis. The USMM claims data was again used to determine if an outcome (death or hospice admission) occurred and if so, to identify its date. The final date of Claims data inquiry (Mar $6^{\text {th }}, 2017$ ) was used as the administrative end date of the study period; all subjects still in follow-up were censored at this point. Hospice coverages were reported in 3-month intervals; therefore, the date of first hospice admission was used to calculate the outcome of time-to-hospice.

Study population- As with the prior analyses, the 2015 cohort was defined as all patients who had their first-ever medical visit by a USMM provider between January $1^{\text {st }}$ and December $31^{\text {st }}, 2015$. Since the outcomes of interest were recorded in the claims data, the USMM EMR data was linked to the claims data, and those patients who had claims data available were included. Patients with age<65 years were excluded. Like the previous chapters of this dissertation (LR and RF models), the cohort was limited to those who received care from the USMM for at least 12 months. In other words, if a patient was withdrawn from USMM care within the first year of registration, they were excluded. Also, four patients
were excluded due to time-to-event of zero or negative (incorrect date of event). The study population in this chapter is the same as the chapters 2 and 3 , except for the four patients that were excluded in this chapter due to time to event less than 1 day. Table 4.1 contains the inclusion and exclusion criteria for this population, and Figure 4.1 shows the flow diagram of the study population.

Table 4. 1. Inclusion and exclusion criteria for the Cox cohort

## Inclusion criteria

- $\quad$ Register in the USMM system in the calendar year 2015
- Had at least one USMM visit January $1^{\text {st }}$ and Dec $31^{\text {st }}, 2015$


## Exclusion criteria

- Claims data not available
- Age <65 years old
- Less than 12 months care by USMM (withdrawal in the first year)
- Time-to-event <1 day

Figure 4. 1. Flow diagram of the study population


A total of 2182 patients were excluded because they had been followed up for less than 12 months; the reasons for their withdrawal have been summarized in chapter two (Table 2.2). There were additional four patients excluded due to time-to-event of zero (the event occurred at the same date as the firstever visit) or negative (incorrect date of event).

Outcomes- Time-to-death for the patients who deceased, was calculated as the number of days between the date of the first visit (recorded in the USMM 2015 data) and the date of death (recorded in the claims data). For those who survived, the follow-up time was calculated as the number of days between the date of their first visit and the end of follow up defined as the date of the claims data
inquiry (March, $6^{\text {th }}, 2017$ ). If a patient had no outcome reported before the end of the study, then the follow-up time was the days between the first visit date and 03/06/2017, which is referred to as administrative censoring. Therefore the longest possible follow up time was 794 days or 2.2 years (the number of days between Jan $1^{\text {st }}, 2015$ and Mar $6^{\text {th }}, 2017$ ). Time-to-hospice was calculated for the patients who were admitted to hospice as the number of days between the date of their first visit and the date of first hospice admission (in claims data). For those who did not have a hospice admission, the follow-up time was again calculated as the number of days between the first visit and the end of follow up (i.e., Mar $6^{\text {th }}, 2017$ ).

Exposure variables- As with our previous approach, only variables with less than $20 \%$ missing observations were considered for the analysis. The same 41 variables as used in LR and RF models, were also included in this analysis. These were: Demographics: age, gender, race; socioeconomic status: insurance status representing if a patient has dual eligibility for both Medicaid and Medicare, living alone, smoking; functional status: functional decline in ADLs, timed up and go (TUG), Karnofsky performance scale (KPS value); lab tests: serum albumin, cholesterol; and other variables: having a pressure ulcer, surprise question answer, number of medications, and number of lab test ordered by the provider. There are 24 medical history variables as listed in the Chronic Condition Warehouse (CCW) variables: history of hypothyroidism, asthma, atrial fibrillation, cataract, chronic kidney diseases, osteoporosis, hyperlipidemia, hypertension, anemia, breast cancer, colorectal cancer, benign prostatic hyperplasia, COPD, depression, diabetes, endometrial cancer, glaucoma, heart failure, hip/pelvic fracture, ischemic heart disease, lung cancer, prostate cancer, stroke/TIA, rheumatoid arthritis/osteoarthritis. Diagnosis count is a variable that counted the number of existing CCW conditions for each patient. Another variable, cancer, was generated if a patient had one or more of the four cancers listed in the CCW variables.

## 0 Statistical analysis

The statistical analyses for this study was done using SAS software (SAS Institute Inc., Cary, NC, version 9.4). Dataset of 7441 was split into two equal-size datasets, termed derivation ( $n=3721$ ) and validation ( $\mathrm{n}=3720$ ), using SAS procedure SURVEYSELECT. These derivation and validation groups are the same as were used in chapters two and three.

The Kaplan Meier (KM) survival plots were generated for the total population for both outcomes. PROC LIFETEST was used to generate the KM plots.

The Cox model was developed for each outcome using the derivation data and then applied to the validation data. Time-to-death and time-to-hospice were analyzed using PROC PHREG to develop a Cox regression model that examined all the 41 predictor variables. Different variable selection methods were examined, including automatic and manual selection methods. Automatic (SAS built-in) variable selection methods including stepwise, forward, and backward were specified in separate models and the model's performance, and the number of selected variables were compared. Also, the same manual selection method that was described for LR methods in chapter two was utilized; briefly variables that were significant in univariate analysis ( $p$-value $<0.2$ ), were put in a multivariable Cox model and those with $p$-value< 0.05 were included in the final manual selected model.

The performance measures were generated for each model for a comparison between the different variable selection methods. To compare these Cox models to the predictive models developed in the previous two chapters, I generated AUC statistics. To have comparable metrics from the Cox model, three summary statistics were generated for the final models: concordance (also known as C-index), AUC (at day 365), and integrated AUC (iAUC). (146) Concordance in the Cox model has an equivalent interpretation as the C-statistic in the LR model only the Cox model considers the timing of the event. For the Cox model, concordance is the proportion of all usable subject pairs in which the case with the higher risk predictor had an event before the case with the lower risk predictor. $(146,147)$ In other
words, the concordance is the fraction of all pairs where the predictor score is higher for the individual with the earlier event. Usable pairs are pairs that one or both subjects had an event. There are different methods to generate Concordance statistic in survival analysis, naming UNO and Harrell. I used Harrell's method, which is the default method in SAS. (140) Harrell's option in PROC PHREG also provides the standard error for the concordance which can be used to calculate the confidence limits. The ROC for the Cox model is sensitive to the time and can be generated at any time point in the study period, hence called time-dependent ROC. (146) The time-dependent ROC and its respective timedependent AUC varies only at the event times; i.e., AUCs at the time points between the two event times are the same. For comparison to the results from 1-year mortality in LR and RF models, I generated an AUC and the 95\% confidence limits at day 365 for Cox models using PROC PHREG options. (150) The AUC (365) has the same definition as concordance except in AUC (365) only events that happened between day 0 and 365 are counted. Changes in the time-dependent AUCs generate a plot that shows AUCs and the confidence limits at all possible time points. The integrated AUC (iAUC) is an average of all AUCs over all time points. (146) To generate ROC at day 365 and integrated AUC (iAUC) for the model, ROCOPTION was specified in the PROC PHREG statement.

Proportionality assumption is the central assumption of the Cox model; hence, this assumption must be satisfied for the Cox model to be an appropriate model. The proportional hazard assumption means the hazard ratio between two individuals is independent of the time. The statistical details of the assumption were presented in the background section. The PH assumption in this model was tested for all variables of the final model using two methods, KM survival plots (with examining on non-parallel curves) and testing the 2-way interaction between each covariate and time. The KM survival curve was generated in the derivation data, stratified by the key covariates. Also, interaction terms were generated in the PROC PHREG by multiplication of the predictors by the log function of the follow-up time divided by the median of it. For example, the interaction of age by time was made by this formula

Age*Time=Age* log (Time/median of Time). This method of making interaction terms between the covariates and a log function of time was first introduced in the original paper by David Cox.(142) The time variable is divided by a constant (often its median) in order to stabilize the estimates in the model. Then a log function of this product will be used in interaction terms. The interaction terms were added to the model one by one and evaluated for significance at the $\mathrm{p}<0.05$ level. Additionally, an overall PH test was done for all the interaction terms together in PROC PHREG. The PH test is testing the hypothesis that all interaction's coefficients are zero. If the PH assumption is violated, the analysis will be performed stratified by the predictor that has significant interaction term.

The model performance metrics (i.e., AUC and C-index) were then compared to the results of LR and RF models using the validation data. The importance of explanatory variables in the final model was assessed by their coefficient estimates and then were compared with the alternative models. Although calibration plots were generated for the LR and RF model to validate the accuracy of predictions, they are not as useful in the Cox model as in the previous approaches. Generation and interpretation of the calibration plots in the Cox model is not straightforward because the predictions are time-dependent. Therefore, a comparison of the calibration plots between the Cox and other two models is not conducted.

## - Results

0 Study population

The starting population for this analysis consisted of 20424 patients who joined the USMM in 2015 and had at least one visit in 2015. Since the outcomes of interest were reported in the claims data, those with no claims data available ( $n=7790$ ) were excluded. Also, 3007 patients with age $<65$ years old were excluded from the analysis, because the objective of this study was to develop a risk stratification model for the older adults who live in the community.

Additionally, 2182 patients were excluded because they were under USMM care for less than 12 months. These patients did not have an outcome, and their last documented visit with the USMM was less than 1-year from their first visit. Finally, the four patients who had time to event < 1 day were removed. Exclusion of these four patients are the only difference between the study population in this chapter and in chapters two and three. Two of these four patients died at the same date as the first visit, and the other two had negative follow up time (which is assumed to be due to a mistake in data entry). Figure 4.1 shows the flow diagram of the study cohort. The final cohort consisted of 7441 subjects. Table 4.2 displays the baseline characteristics of the patient population, as well as the unadjusted hazard ratios for both outcomes (time-to-death and time-to-hospice). In this cohort of 7441 patients, the average age was 82 years with a standard deviation of $9,66 \%$ were female, $63 \%$ white, $99 \%$ had Medicare coverage, and 27\% were dual-eligible. Prevalence of comorbidities in this population included 81\% hypertension, 51\% hyperlipidemia, $34 \%$ diabetes, $26 \%$ COPD, and $7 \%$ cancer. Impaired functional status was documented in this population by three variables: KPS ( $54 \%$ severe need for assistance), TUG (45\% abnormal test or non-ambulatory), and ADL (14\% decline in ADL). In the univariate analysis of the CCW comorbidities, 13 variables (for mortality outcome) and nine variables (for hospice outcome) had the significant unadjusted hazard ratio less than 1.0 , which means that a positive history of the disease was associated with a lower hazard of the outcomes (death or hospice admission). Overall the characteristics of this cohort were the same as the cohort of 7445 patients analyzed in the prior two models, LR and RF (see Tables 2.3 and 3.1).

Table 4. 2. Study population characteristics and association of predictors with the outcomes ( $\mathrm{N}=7441$ ) over an average of 459 days of follow-up

| Variable | N (\%) | Missing <br> N (\%) | $\begin{aligned} & \text { Death } \\ & \% \end{aligned}$ | Unadjusted HR | Hospice \% | Unadjusted HR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Baseline characteristics |  |  |  |  |  |  |
| $\begin{array}{\|l\|} \hline \text { Age } \\ -65-74 \\ -75-84 \\ -85-94 \\ -95+ \\ \hline \end{array}$ | $\begin{aligned} & 1826(24.5) \\ & 2247(30.2) \\ & 2794(37.6) \\ & 574(7.7) \\ & \hline \end{aligned}$ | 0 | $\begin{array}{\|l} 29.4 \\ 42.7 \\ 54.2 \\ 58.0 \\ \hline \end{array}$ | $\begin{aligned} & \text { Ref } \\ & 1.60^{*} \\ & 2.22^{*} \\ & 2.38^{*} \end{aligned}$ | $\begin{array}{\|l} \hline 9.0 \\ 16.8 \\ 24.3 \\ 29.3 \\ \hline \end{array}$ | $\begin{aligned} & \text { Ref } \\ & 2.17^{*} \\ & 3.69^{*} \\ & 4.47^{*} \end{aligned}$ |
| Sex <br> -Male <br> -Female | $\begin{aligned} & 2512(33.8) \\ & 4929(66.2) \end{aligned}$ | 0 | $\begin{array}{\|l} \hline 49.8 \\ 42.4 \\ \hline \end{array}$ | $\begin{aligned} & 1.25^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 18.9 \\ & 18.6 \end{aligned}$ | $\begin{aligned} & 1.11 \\ & \text { Ref } \end{aligned}$ |
| Race <br> -White <br> -Black <br> -Other | $\begin{aligned} & 4681 \text { (62.9) } \\ & 1148 \text { (15.4) } \\ & 201(2.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1411 \\ & (19.0) \end{aligned}$ | $\begin{array}{\|l\|l\|} \hline 40.4 \\ 29.3 \\ 28.4 \\ \hline \end{array}$ | Ref <br> 0.67* <br> 0.65* | $\begin{aligned} & 21.0 \\ & 11.8 \\ & 11.0 \\ & \hline \end{aligned}$ | $\begin{array}{\|l\|} \hline \text { Ref } \\ 0.50^{*} \\ 0.46^{*} \\ \hline \end{array}$ |
| ```Tobacco use (current vs not) -Yes -No``` | $\begin{aligned} & 644 \text { (8.7) } \\ & 6410 \text { (86.1) } \end{aligned}$ | 387 (5.2) | $\begin{array}{\|l\|l} 32.0 \\ 44.0 \end{array}$ | $\begin{aligned} & 0.67^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 13.8 \\ & 19.0 \end{aligned}$ | $\begin{aligned} & \text { 0.65* } \\ & \text { Ref } \end{aligned}$ |
| ```Dual-eligible -Yes -No``` | $\begin{array}{\|l} 2024(27.2) \\ 5417(72.8) \\ \hline \end{array}$ | 0 | $\begin{array}{\|l\|} \hline 34.2 \\ 48.9 \\ \hline \end{array}$ | $\begin{aligned} & 0.62^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{aligned} & 13.4 \\ & 20.6 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.54^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| Lives alone -Yes -No | $\begin{aligned} & 884 \text { (11.9) } \\ & 5508 \text { (74.0) } \end{aligned}$ | $\begin{aligned} & 1049 \\ & (14.1) \end{aligned}$ | $\begin{array}{\|l\|l} 27.7 \\ 43.7 \end{array}$ | $\begin{aligned} & 0.56^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 11.2 \\ & 20.1 \end{aligned}$ | $\begin{aligned} & 0.46^{*} \\ & \text { Ref } \end{aligned}$ |
| $\begin{array}{\|l} \hline \text { S.Q- No } \\ \text {-No } \\ \text {-Yes } \end{array}$ | $\begin{aligned} & 1044 \text { (14.0) } \\ & 5380(72.3) \end{aligned}$ | $\begin{aligned} & 1017 \\ & (13.7) \end{aligned}$ | $\begin{array}{\|l\|l} 61.6 \\ 37.3 \end{array}$ | $\begin{aligned} & \text { 2.01* } \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 29.7 \\ & 16.6 \end{aligned}$ | $\begin{aligned} & 2.6^{*} \\ & \text { Ref } \end{aligned}$ |
| ```KPS -Mild /moderate (50- 100) -Severe disability (10-40)``` | $\begin{aligned} & 3376 \text { (45.4) } \\ & 4038 \text { (54.3) } \end{aligned}$ | 27 (0.4) | $\begin{array}{\|l\|l} 32.2 \\ 55.3 \end{array}$ | $\begin{aligned} & \text { Ref } \\ & 2.08^{*} \end{aligned}$ | $\begin{aligned} & 12.8 \\ & 23.7 \end{aligned}$ | $\begin{aligned} & \text { Ref } \\ & 2.54^{*} \end{aligned}$ |
| $\begin{array}{\|l\|} \hline \text { TUG } \\ -<30 \mathrm{sec} \\ -\geq 30 \mathrm{sec} \\ \text {-Non-ambulatory } \\ \hline \end{array}$ | $\begin{aligned} & 2538(34.1) \\ & 1377(18.5) \\ & 2027(27.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1499 \\ & (20.1) \end{aligned}$ | $\begin{array}{\|l} 28.6 \\ 35.3 \\ 44.9 \\ \hline \end{array}$ | $\begin{aligned} & \text { Ref } \\ & 1.28^{*} \\ & 1.80^{*} \\ & \hline \end{aligned}$ | $\begin{aligned} & 15.2 \\ & 19.2 \\ & 20.4 \\ & \hline \end{aligned}$ | $\begin{array}{\|l\|} \hline \text { Ref } \\ 1.35^{*} \\ 1.61^{*} \\ \hline \end{array}$ |
| Decline in ADLs <br> -Decline <br> -Improve <br> -No change | $\begin{aligned} & 1062 \text { (14.3) } \\ & 311 \text { (4.2) } \\ & 4887(65.7) \end{aligned}$ | $\begin{aligned} & 1181 \\ & (15.9) \end{aligned}$ | $\begin{array}{\|l} \hline 46.4 \\ 10.0 \\ 39.4 \\ \hline \end{array}$ | $\begin{aligned} & 1.22^{*} \\ & 0.21^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{array}{\|l} 24.3 \\ 9.3 \\ 18.2 \\ \hline \end{array}$ | $\begin{aligned} & 1.43^{*} \\ & 0.39^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| Pressure ulcer -Yes <br> -No | $\begin{aligned} & 940 \text { (12.6) } \\ & 6501 \text { (87.4) } \end{aligned}$ | 0 | $\begin{array}{\|l} 53.1 \\ 43.7 \\ \hline \end{array}$ | $\begin{aligned} & 1.28^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{array}{r} 22.1 \\ 18.2 \\ \hline \end{array}$ | $\begin{aligned} & 1.35^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ |


| Table 4. 2. (cont'd) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \hline \text { cancer } \\ \text {-Yes } \\ \text {-No } \\ \hline \end{gathered}$ | $\begin{aligned} & 565(7.6) \\ & 6876 \text { (92.4) } \\ & \hline \end{aligned}$ | 0 | $\begin{array}{r} 49.6 \\ 44.5 \\ \hline \end{array}$ | $\begin{aligned} & 1.18^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{array}{\|l\|} \hline 19.3 \\ 18.6 \\ \hline \end{array}$ | $\begin{aligned} & 1.13 \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| Cholesterol result (mg/dl) Quartiles <br> -<136 <br> -136-<164 <br> -164-<195 <br> - 195+ | $\begin{aligned} & 1554(20.9) \\ & 1623(21.8) \\ & 1589(21.3) \\ & 1621(21.8) \end{aligned}$ | $\begin{aligned} & 1054 \\ & (14.2) \end{aligned}$ | $\begin{array}{r} 53.0 \\ 38.9 \\ 37.4 \\ 33.0 \\ \hline \end{array}$ | $\begin{aligned} & 1.92^{*} \\ & 1.25^{*} \\ & 1.17^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{array}{\|l} 19.8 \\ 18.1 \\ 18.3 \\ 18.0 \\ \hline \end{array}$ | $\begin{aligned} & 1.40^{*} \\ & 1.08 \\ & 1.05 \\ & \text { Ref } \end{aligned}$ |
| Albumin result (g/dl) <br> Quartiles $\begin{aligned} & -<3.2 \\ & -3.2-<3.5 \\ & -3.5-<3.8 \\ & -3.8+ \\ & \hline \end{aligned}$ | $\begin{aligned} & 1667(22.4) \\ & 1609(21.6) \\ & 1820(24.5) \\ & 1709(23.0) \end{aligned}$ | 636 (8.6) | $\begin{aligned} & 67.1 \\ & 44.0 \\ & 34.2 \\ & 23.7 \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { 4.19* } \\ & 2.15^{*} \\ & 1.55^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 23.5 \\ & 20.0 \\ & 18.5 \\ & 12.5 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.33^{*} \\ & 2.01^{*} \\ & 1.66^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| Medical history |  |  |  |  |  |  |
| Hypothyroidism -Yes <br> -No | $\begin{aligned} & 2050(27.5) \\ & 53915(72.5) \end{aligned}$ | 0 | $\begin{aligned} & 43.1 \\ & 45.6 \end{aligned}$ | $\begin{aligned} & \text { 0.90* } \\ & \text { Ref } \end{aligned}$ | $\begin{array}{\|l} 18.4 \\ 18.8 \\ \hline \end{array}$ | $\begin{aligned} & 0.92 \\ & \text { Ref } \end{aligned}$ |
| Myocardial infarction -Yes -No | $\begin{aligned} & 3 \text { (0.04) } \\ & 7438 \text { (99.9) } \end{aligned}$ | 0 | $\begin{array}{r} 66.7 \\ 44.9 \\ \hline \end{array}$ | $\begin{aligned} & 1.65 \\ & \text { Ref } \end{aligned}$ | $\begin{array}{\|l} 33.3 \\ 18.7 \\ \hline \end{array}$ | $\begin{aligned} & 1.87 \\ & \text { Ref } \end{aligned}$ |
| Anemia -Yes -No | $\begin{aligned} & 2243 \text { (30.1) } \\ & 5198 \text { (69.9) } \end{aligned}$ | 0 | $\begin{aligned} & 40.2 \\ & 46.9 \end{aligned}$ | $\begin{aligned} & 0.78^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 19.6 \\ & 18.3 \end{aligned}$ | $\begin{aligned} & 0.96 \\ & \text { Ref } \end{aligned}$ |
| $\begin{gathered} \hline \text { Asthma } \\ -\mathrm{Yes} \\ \text {-No } \\ \hline \end{gathered}$ | $\begin{aligned} & 309 \text { (4.2) } \\ & 7132 \text { (95.9) } \\ & \hline \end{aligned}$ | 0 | $\begin{array}{r} 33.3 \\ 45.4 \\ \hline \end{array}$ | $\begin{aligned} & 0.65^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 14.9 \\ & 18.8 \end{aligned}$ | $\begin{aligned} & 0.65^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| Atrial fibrillation -Yes <br> -No | $\begin{aligned} & 1231(16.5) \\ & 6210(83.5) \end{aligned}$ | 0 | $\begin{aligned} & 53.0 \\ & 43.3 \end{aligned}$ | $\begin{aligned} & \text { 1.29* } \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 21.9 \\ & 18.0 \end{aligned}$ | $\begin{aligned} & 1.31^{*} \\ & \text { Ref } \end{aligned}$ |
| Benign prostatic hyperplasia -Yes <br> -No | $\begin{aligned} & 504 \text { (6.8) } \\ & 6937 \text { (93.2) } \end{aligned}$ | 0 | $\begin{aligned} & 45.2 \\ & 44.9 \end{aligned}$ | $\begin{aligned} & 0.99 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 20.0 \\ & 18.6 \end{aligned}$ | $\begin{aligned} & 1.05 \\ & \text { Ref } \end{aligned}$ |
| Breast cancer <br> -Yes <br> -No | $\begin{aligned} & 224 \text { (3.0) } \\ & 7217 \text { (97.0) } \end{aligned}$ | 0 | $\begin{aligned} & 39.7 \\ & 45.1 \end{aligned}$ | $\begin{aligned} & 0.86 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 16.5 \\ & 18.7 \end{aligned}$ | $\begin{aligned} & 0.84 \\ & \text { Ref } \end{aligned}$ |
| $\begin{gathered} \hline \text { Cataract } \\ \text {-Yes } \\ \text {-No } \end{gathered}$ | $\begin{aligned} & 184 \text { (2.5) } \\ & 7257 \text { (97.5) } \end{aligned}$ | 0 | $\begin{aligned} & 21.2 \\ & 45.5 \end{aligned}$ | $\begin{aligned} & \text { 0.39* } \\ & \text { Ref } \end{aligned}$ | $\begin{array}{\|l} \hline 7.6 \\ 19.0 \\ \hline \end{array}$ | $\begin{aligned} & 0.31^{*} \\ & \text { Ref } \end{aligned}$ |
| Chronic kidney diseases -Yes -No | $\begin{aligned} & 3005 \text { (40.4) } \\ & 4436 \text { (59.6) } \end{aligned}$ | 0 | $\begin{array}{r} 38.0 \\ 49.6 \end{array}$ | $\begin{aligned} & \text { 0.67* } \\ & \text { Ref } \end{aligned}$ | $\begin{array}{\|l} 19.3 \\ 18.2 \\ \hline \end{array}$ | $\begin{aligned} & 0.88^{*} \\ & \text { Ref } \end{aligned}$ |


| Table 4. 2. (cont'd) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Colorectal cancer -Yes <br> -No | $\begin{aligned} & 94 \text { (1.3) } \\ & 7347 \text { (98.7) } \end{aligned}$ | 0 | $\begin{array}{\|l} \hline 51.1 \\ 44.8 \\ \hline \end{array}$ | $\begin{aligned} & 1.22 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 20.2 \\ & 18.7 \end{aligned}$ | $\begin{aligned} & 1.20 \\ & \text { Ref } \end{aligned}$ |
| $\begin{gathered} \hline \text { COPD } \\ -\mathrm{Yes} \\ -\mathrm{No} \\ \hline \end{gathered}$ | $\begin{aligned} & 1945 \text { (26.1) } \\ & 5496 \text { (73.9) } \end{aligned}$ | 0 | $\begin{array}{\|} 42.1 \\ 45.9 \\ \hline \end{array}$ | $\begin{aligned} & 0.88^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 17.0 \\ & 19.3 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.82^{*} \\ & \text { Ref } \end{aligned}$ |
| $\begin{aligned} & \hline \text { Depression } \\ & \text {-Yes } \\ & \text {-No } \\ & \hline \end{aligned}$ | $\begin{aligned} & 1615 \text { (21.7) } \\ & 5826 \text { (78.3) } \end{aligned}$ | 0 | $\begin{array}{\|l} 36.6 \\ 47.2 \\ \hline \end{array}$ | $\begin{aligned} & \text { 0.69* } \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 19.0 \\ & 18.6 \end{aligned}$ | $\begin{aligned} & 0.86^{*} \\ & \text { Ref } \end{aligned}$ |
| Diabetes -Yes <br> -No | $\begin{aligned} & 2518 \text { (33.8) } \\ & 4923(66.2) \end{aligned}$ | 0 | $\begin{array}{\|r} 40.8 \\ 47.0 \\ \hline \end{array}$ | $\begin{aligned} & 0.82^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 16.3 \\ & 20.0 \end{aligned}$ | $\begin{aligned} & 0.74^{*} \\ & \text { Ref } \end{aligned}$ |
| Endometrial cancer -Yes <br> -No | $\begin{aligned} & 27 \text { (0.4) } \\ & 7414 \text { (99.6) } \end{aligned}$ | 0 | $\begin{array}{\|} 40.7 \\ 44.9 \\ \hline \end{array}$ | $\begin{aligned} & 0.84 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 22.2 \\ & 18.7 \end{aligned}$ | $\begin{aligned} & 1.11 \\ & \text { Ref } \end{aligned}$ |
| $\begin{aligned} & \hline \text { Glaucoma } \\ & \text {-Yes } \\ & \text {-No } \\ & \hline \end{aligned}$ | $\begin{aligned} & 337 \text { (4.5) } \\ & 7104(95.5) \\ & \hline \end{aligned}$ | 0 | $\begin{aligned} & 41.0 \\ & 45.1 \end{aligned}$ | $\begin{aligned} & 0.87 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 16.3 \\ & 18.8 \end{aligned}$ | $\begin{aligned} & 0.81 \\ & \text { Ref } \end{aligned}$ |
| Heart failure -Yes <br> -No | $\begin{aligned} & 2541 \text { (34.1) } \\ & 4900 \text { (65.9) } \end{aligned}$ | 0 | $\begin{array}{\|l} \hline 41.5 \\ 46.7 \\ \hline \end{array}$ | $\begin{aligned} & 0.84^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 18.5 \\ & 18.8 \end{aligned}$ | $\begin{aligned} & 0.90 \\ & \text { Ref } \end{aligned}$ |
| Hip fracture -Yes <br> -No | $\begin{aligned} & 81 \text { (1.1) } \\ & 7360 \text { (98.9) } \\ & \hline \end{aligned}$ | 0 | $\begin{array}{r} 48.2 \\ 44.9 \\ \hline \end{array}$ | $\begin{aligned} & 1.06 \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{aligned} & 22.2 \\ & 18.6 \end{aligned}$ | $\begin{aligned} & 1.16 \\ & \text { Ref } \end{aligned}$ |
| Hyperlipidemia -Yes <br> -No | $\begin{aligned} & 3686 \text { (49.5) } \\ & 3755 \text { (50.5) } \end{aligned}$ | 0 | $\begin{aligned} & 35.9 \\ & 53.7 \end{aligned}$ | $\begin{aligned} & \text { 0.56* } \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 17.0 \\ & 20.3 \end{aligned}$ | $\begin{aligned} & 0.64^{*} \\ & \text { Ref } \end{aligned}$ |
| Hypertension -Yes <br> -No | $\begin{aligned} & 6055(81.4) \\ & 1386 \text { (18.6) } \end{aligned}$ | 0 | $\begin{aligned} & 42.2 \\ & 56.8 \end{aligned}$ | $\begin{aligned} & 0.63^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 18.3 \\ & 20.5 \end{aligned}$ | $\begin{aligned} & 0.69^{*} \\ & \text { Ref } \end{aligned}$ |
| Ischemic heart diseases -Yes <br> -No | $\begin{aligned} & 1269 \text { (17.1) } \\ & 6172 \text { (82.9) } \end{aligned}$ | 0 | $\begin{aligned} & 45.2 \\ & 44.9 \end{aligned}$ | $\begin{aligned} & 0.99 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 21.3 \\ & 18.1 \end{aligned}$ | $\begin{aligned} & \text { 1.15* } \\ & \text { Ref } \end{aligned}$ |
| Lung cancer -Yes <br> -No | $\begin{aligned} & 70 \text { (0.9) } \\ & 7371 \text { (99.1) } \end{aligned}$ | 0 | $\begin{aligned} & 66.7 \\ & 44.7 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.88^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 21.4 \\ & 18.6 \end{aligned}$ | $\begin{aligned} & 1.59 \\ & \text { Ref } \end{aligned}$ |
| Osteoporosis -Yes <br> -No | $\begin{aligned} & 818 \text { (11.0) } \\ & 6623 \text { (89.0) } \\ & \hline \end{aligned}$ | 0 | $\begin{array}{\|l} 33.3 \\ 46.3 \\ \hline \end{array}$ | $\begin{aligned} & 0.63^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 19.2 \\ & 18.6 \end{aligned}$ | $\begin{aligned} & 0.86 \\ & \text { Ref } \end{aligned}$ |
| Prostate cancer -Yes -No | $\begin{aligned} & 175 \text { (2.4) } \\ & 7266 \text { (97.7) } \end{aligned}$ | 0 | $\begin{aligned} & 56.0 \\ & 44.6 \end{aligned}$ | $\begin{aligned} & 1.38^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 18.6 \\ & 21.1 \end{aligned}$ | $\begin{aligned} & 1.34 \\ & \text { Ref } \end{aligned}$ |
| Osteoarthritis -Yes <br> -No | $\begin{aligned} & 2760(37.1) \\ & 4681 \text { (62.9) } \end{aligned}$ | 0 | $\begin{array}{\|l} 37.0 \\ 49.5 \\ \hline \end{array}$ | $\begin{aligned} & 0.65^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 18.7 \\ & 18.7 \end{aligned}$ | $\begin{aligned} & 0.82^{*} \\ & \text { Ref } \end{aligned}$ |


| Table 4. 2. (cont'd) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{\|l\|l} \hline \text { TIA/stroke } \\ - \text {-Yes } \\ \text {-No } \\ \hline \end{array}$ | $\begin{aligned} & 799 \text { (10.7) } \\ & 6642 \text { (89.3) } \end{aligned}$ | 0 | $\begin{aligned} & 45.3 \\ & 44.9 \end{aligned}$ | $\begin{aligned} & 0.97 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 23.7 \\ & 18.1 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.28^{*} \\ & \text { Ref } \end{aligned}$ |
| Continuous variables ${ }^{+}$ |  |  |  |  |  |  |
| Age (mean $\pm$ sd) | $82.2 \pm 9.3$ | 0 | -- | 1.03* | -- | 1.06* |
| Albumin g/dl (mean $\pm$ sd) | $3.4 \pm 0.5$ | 636 (8.6) |  | 0.32* |  | 0.41* |
| Cholesterol mg/dl (mean $\pm$ sd) | $167.7 \pm 44.0$ | $\begin{aligned} & \hline 1054 \\ & (14.2) \\ & \hline \end{aligned}$ |  | 0.99* |  | 0.99* |
| Number of lab tests (Median, IQR) | 0 (0-5) | 0 | -- | 1.01* | -- | 0.97* |
| Number of medications (Median, IQR) | $9(5-13)$ | 0 | -- | 0.98* | -- | 0.98* |
| Diagnosis count (Median, IQR) | 5 (3-6) | 0 | -- | 0.86* | -- | 0.92* |
| Variables that were not included in the analysis due to >20\% missing observations |  |  |  |  |  |  |
| Decline IADLs <br> -Decline <br> -Improve <br> -No change | $\begin{aligned} & 730(9.8) \\ & 524(7.0) \\ & 984(13.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5203 \\ & (69.9) \end{aligned}$ | $\begin{aligned} & 10.7 \\ & 7.3 \\ & 12.0 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.90 \\ & 0.60^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{array}{\|l\|} \hline 7.7 \\ 7.6 \\ 12.3 \\ \hline \end{array}$ | $\begin{aligned} & 0.62^{*} \\ & 0.61^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| Global health compared to a year ago <br> -Better <br> -Worse <br> -The same | $\begin{aligned} & 55 \text { (0.7) } \\ & 315 \text { (4.2) } \\ & 1185 \text { (15.9) } \end{aligned}$ | $\begin{aligned} & 5886 \\ & (79.1) \end{aligned}$ | $\begin{array}{r} 30.9 \\ 72.4 \\ 38.5 \\ \hline \end{array}$ | $\begin{aligned} & 0.74 \\ & 2.50^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{aligned} & 14.6 \\ & 27.6 \\ & 15.1 \\ & \hline \end{aligned}$ | $\begin{array}{\|l} \hline 0.86 \\ 2.96^{*} \\ \text { Ref } \\ \hline \end{array}$ |
| Fall since last visit -Yes <br> -No | $\begin{aligned} & 184(2.5) \\ & 1545(20.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5712 \\ & (76.8) \end{aligned}$ | $\begin{aligned} & 49.5 \\ & 46.1 \end{aligned}$ | $\begin{aligned} & 1.08 \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 15.8 \\ & 17.8 \end{aligned}$ | $\begin{aligned} & 0.86 \\ & \text { Ref } \end{aligned}$ |
| Hospitalization since last visit <br> -Yes <br> -No | $\begin{aligned} & 870 \text { (11.7) } \\ & 1564 \text { (21.0) } \end{aligned}$ | $\begin{aligned} & 5007 \\ & (67.3) \end{aligned}$ | $\begin{aligned} & 57.9 \\ & 65.8 \end{aligned}$ | $\begin{aligned} & \text { o. } 84^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 18.2 \\ & 14.5 \end{aligned}$ | $\begin{aligned} & 1.18 \\ & \text { Ref } \end{aligned}$ |
| ER since last visit -Yes <br> -No | $\begin{aligned} & 788(10.6) \\ & 1648(22.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5005 \\ & (67.3) \end{aligned}$ | $\begin{array}{r} 45.1 \\ 67.4 \\ \hline \end{array}$ | $\begin{aligned} & 0.54^{*} \\ & \text { Ref } \\ & \hline \end{aligned}$ | $\begin{array}{\|l\|} \hline 17.1 \\ 14.8 \\ \hline \end{array}$ | $\begin{aligned} & 0.83 \\ & \text { Ref } \\ & \hline \end{aligned}$ |
| Lost weight -Yes <br> -No | $\begin{aligned} & 1243 \text { (16.7) } \\ & 2431 \text { (32.7) } \end{aligned}$ | $\begin{aligned} & 3767 \\ & (50.6) \end{aligned}$ | $\begin{aligned} & 37.4 \\ & 13.1 \end{aligned}$ | $\begin{aligned} & 3.53^{*} \\ & \text { Ref } \end{aligned}$ | $\begin{aligned} & 23.7 \\ & 12.9 \end{aligned}$ | $\begin{aligned} & \text { 2.35* } \\ & \text { Ref } \end{aligned}$ |
| IQR: interquartile range; sd: standard deviation; S.Q: surprise question; KPS: Karnofsky performance scale; TUG: timed up and go; ADL: activities of daily living; IADL: instrumental activities of daily living; TIA: transient ischemic attack; FU: follow-up $\mathrm{mg} / \mathrm{dl}$ : milligram per deciliter; $\mathrm{g} / \mathrm{dl}$ : gram per deciliter; <br> * P -value $<0.05$ in univariate analysis with the outcomes; <br> ${ }^{\dagger}$ The unadjusted $H R$ for continuous variables were generated for 1 unit change in the independent variable; however, only three variables were included as continuous in the analyses: Number of meds, number of labs, and diagnosis count; |  |  |  |  |  |  |

The maximum and minimum follow up time for the mortality outcome were 1 and 794 days, respectively; with a median of 517 days ( $q 1=246$, and $q 3=658$ ) and mean of 459 days or 1.25 years. The median and mean follow-up time for hospice outcome were 497 and 440 days, respectively. From the 7441 patients, $45 \%(n=3341)$ died over the FU period, and 19\% ( $n=1389$ ) were admitted to hospice. Of those admitted to hospice 1122 (81\%) died in hospice by the end of follow-up in March 2017. Overall 2219 deaths ( $66 \%$ of all deaths) occurred outside of hospice. A total of 3833 patients were censored at the end of the study without experiencing the outcomes. Table 4.3 displays the follow-up time and the frequency of outcomes.

Table 4. 3. Follow-up time and outcomes in the Cox study cohort ( $\mathrm{N}=7441$ )

| Variable | N (\%) |
| :--- | :---: |
| Outcome: death |  |
| Number of deaths over the total follow-up time | 3341 (44.9) |
| Follow-up time in days <br> -mean $\pm$ sd <br> -median (q1 - q3) | $459 \pm 239$  <br> Outcome: hospice admission  <br> Number of hospice admissions over the follow-up time  |
| Follow-up time in days <br> -mean $\pm$ sd <br> -median (q1 - q3) | 1389 (18.7) |
| Hospice admitted patients (n=1389) | $440 \pm 242$ |
| Number of deaths in the hospice over the follow-up <br> time | 1122 (80.8) |
| Follow up time from hospice admission (Time to death <br> or censoring) (days) <br> -mean $\pm$ sd <br> -median (q1 - q3) | $104 \pm 116$ |

## o Outcome: one-year mortality

Figure 4.2 illustrates the Kaplan Meier (KM) survival curve for the total cohort ( $\mathrm{n}=7441$ ). In this cohort, $3341(45 \%)$ events (deaths) happened over the follow-up time, and 4100 ( $55 \%$ ) observations were censored at the end of follow-up which means they were alive at the administrative end date.

Figure 4. 2. KM survival plot for the whole data ( $\mathrm{N}=7441$ )


The number of at-risk patients is shown inside the plot over the time axis

Figure 4.3 is the estimated hazard rate over the follow-up time for the whole population. The time unit in hazard rates analyses, is day. The hazard rate is the highest at the beginning of the follow-up and decreases over time with two spikes of increase at about 450 and 650 days. Overall the hazard rates are not constant over time; however, the difference between the maximum and minimum hazard rates are relatively small ( $0.04 \%$ vs. $0.15 \%$ ).

Figure 4. 3. Hazard rate estimates for the whole data ( $\mathrm{N}=7441$ )


- Model development

To develop the cox model in the derivation data, four methods of variable selection were used, including stepwise, forward, backward, and manual selection. A full model that included all the predictors was also presented. The developed models were then applied to the validation data, and performance metrics were generated for comparison between the alternative variable selection models. The C-index and AUC (365) from each method were reported for both derivation and validation datasets (Table 4.4). The number of observations and predictors for each model are shown in Table 4.4.

Table 4. 4. Comparison of alternative variable selection methods in the derivation data ( $\mathrm{N}=3721$ )

| Model selection | Derivation |  | Validation |  | N analyzed validation | Variables |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | C-index* | AUC at 365 days $^{\dagger}$ | C-index | AUC at 365 days |  |  |
| Full model (all) | $\begin{array}{\|l\|} \hline 0.7168 \\ (0.70- \\ 0.74) \\ \hline \end{array}$ | 0.7480 | $\begin{aligned} & 0.7035 \\ & (0.69- \\ & 0.72) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.7475 \\ & (0.58- \\ & 0.92) \\ & \hline \end{aligned}$ | 2073 | 41 variables |
| Stepwise | $\begin{aligned} & \hline 0.7004 \\ & (0.68- \\ & 0.72) \\ & \hline \end{aligned}$ | 0.7347 | $\begin{aligned} & 0.6961 \\ & (0.68- \\ & 0.71) \end{aligned}$ | $\begin{aligned} & \hline 0.7404 \\ & (0.71- \\ & 0.77) \\ & \hline \end{aligned}$ | 2312 | 9 variables: age, sex, race, SQ , albumin, cholesterol, KPS, ADL-decline, hyperlipidemia |
| Forward | $\begin{aligned} & \hline 0.7004 \\ & (0.68- \\ & 0.72) \\ & \hline \end{aligned}$ | 0.7347 | $\begin{aligned} & 0.6961 \\ & (0.68- \\ & 0.71) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.7404 \\ & (0.71- \\ & 0.77) \\ & \hline \end{aligned}$ | 2312 | 9 variables: age, sex, race, SQ , albumin, cholesterol, KPS, ADL-decline, hyperlipidemia |
| Backward | $\begin{aligned} & 0.7107 \\ & (0.69- \\ & 0.73) \end{aligned}$ | 0.7389 | $\begin{aligned} & 0.7059 \\ & (0.69- \\ & 0.72) \end{aligned}$ | $\begin{aligned} & 0.7504 \\ & (0.68- \\ & 0.82) \end{aligned}$ | 2312 | 32 variables: age, race, $S Q$, albumin, cholesterol, KPS, ADL-decline, hypothyroidism, anemia, asthma, AF, BPH, breast ca, cataract, CKD, Colorectal ca, COPD, depression, DM, endometrial ca, glaucoma, HF, hip fx, hyperlipidemia, hypertension, IHD, lung ca, osteoporosis, prostate ca, RA/OA, stroke/TIA, diagnosis-count |
| Manual selection | $\begin{aligned} & \hline 0.7163 \\ & (0.70- \\ & 0.73) \\ & \hline \end{aligned}$ | 0.7570 | $\begin{aligned} & \hline 0.6924 \\ & (0.68- \\ & 0.71) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.7346 \\ & (0.71- \\ & 0.76) \\ & \hline \end{aligned}$ | 2312 | 8 variables: age, race, SQ, albumin, cholesterol, KPS, ADL-decline, hyperlipidemia |

S.Q: surprise question; KPS: Karnofsky performance scale; TUG: timed up and go; ADL: activities of daily living; AF: atrial fibrillation; BPH: benign prostatic hyperplasia; ca: cancer; fx: fracture; CKD: chronic kidney diseases; COPD: chronic obstructive pulmonary diseases; DM: diabetes mellitus; HF: heart failure; IHD: ischemic heart diseases; RA/OA: rheumatoid arthritis/osteoarthritis; TIA: transient ischemic attack;
*Confidence intervals for the C-index was calculated by using the standard error for Harrell's estimate of the concordance;
${ }^{\dagger}$ Confidence intervals for the AUC (365) in the derivation cohort are not provided because using variable selection methods and multiple iterations of the model cause a very wide CL for the AUC;

The performance of the models developed with different variable selection methods was similar, so the model that was selected through stepwise variable selection was chosen as the final best model because it has slightly better AUC (365) and C-index based on the validation data, while also being parsimonious with only nine variables. The backward selection model resulted in a tiny increase in AUC (365) compared to the stepwise model; however, the confidence interval for this statistic is not attained, and
the number of variables is much higher than the stepwise model (32 vs. 9). Manual variable selection resulted in a model with eight variables, but performance measures were slightly lower than stepwise selection. Unlike the results of LR variable selection methods, the variables selected in the Cox model with different selection method are also very consistent. Indeed, selected variables are precisely the same in stepwise, forward, and manual selection methods, except for the variable sex that was not selected in the manual selection model. The eight variables included in all the models (including backward selection), were demographics (age, race), SQ, nutritional status indicators (albumin and cholesterol), history of hyperlipidemia and functional status indicators (KPS, ADL-decline). These results are consistent with the important variables selected from the other approaches developed in chapters two and three (Table 4.9, comparison of the three approaches).

Final Selected model- The model developed with stepwise variable selection was the best model. The Cindex and AUC (365) of the model in the derivation data were 0.7004 and 0.7140 , respectively. To evaluate the importance of variables in the Cox multivariable model, the parameter estimates, hazard ratios, and 95\% confidence limits from the stepwise model are presented in Table 4.5. Albumin, age and surprise questions have the largest hazard ratios. Similar to what was observed in the LR model, the lowest levels of albumin and cholesterol resulted in the highest hazard ratios for mortality and hospice. As expected, male sex and older ages are also associated with increased HRs, although age does not show a dose-response relationship. It means that the HR for age 95+ years was not higher than the HR for age 85-95. The direction and magnitude of the hazard ratios in the Cox model is similar to the odds ratios from the LR model. ADL (improve vs. no change) also has a relatively large HR; however, the prevalence of this value (ADL=improve) is very low (4\%) and so of little clinical importance in this population. For the ADL variable, "no change" had a higher hazard compared to the "decline", although it is not statistically significant. The relationship between ADL and mortality is also similar between the Cox and LR models.

Table 4. 5. Parameter estimates, hazard ratios, and 95\% CL for predictors of the MV Cox model for mortality outcome- derivation data ( $\mathrm{N}=2289$ )

| Variable | Parameter Estimate | P-value | Hazard Ratio | 95\% HR C Lim | ence |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Age, 75-84 years vs. 65-74 years | 0.37319 | 0.0070 | 1.452 | 1.107 | 1.905 |
| Age, 85-94 years vs. 65-74 years | 0.61698 | <. 0001 | 1.853 | 1.438 | 2.388 |
| Age, 95+ years vs. 65-74 years | 0.40875 | 0.0311 | 1.505 | 1.038 | 2.182 |
| Age, 65-74 years | Ref |  |  |  |  |
| Sex, Male vs. Female | 0.23499 | 0.0137 | 1.265 | 1.049 | 1.525 |
| Race, Black vs. White | -0.35441 | 0.0042 | 0.702 | 0.550 | 0.894 |
| Race, Other vs. White | -0.37761 | 0.1660 | 0.685 | 0.402 | 1.170 |
| Race, White | Ref |  |  |  |  |
| Surprise question, No vs. Yes | 0.51093 | <. 0001 | 1.667 | 1.344 | 2.067 |
| Albumin, <3.2 vs $3.8+\mathrm{gr} / \mathrm{dl}$ | 1.14039 | <. 0001 | 3.128 | 2.372 | 4.124 |
| Albumin, $3.2-<3.5$ vs $3.8+\mathrm{gr} / \mathrm{dl}$ | 0.66669 | <. 0001 | 1.948 | 1.474 | 2.573 |
| Albumin, $3.5-<3.8$ vs $3.8+\mathrm{gr} / \mathrm{dl}$ | 0.43304 | 0.0032 | 1.542 | 1.156 | 2.056 |
| Albumin, $3.8+\mathrm{gr} / \mathrm{dl}$ | Ref |  |  |  |  |
| Cholesterol, <136 vs 195+gr/dl | 0.44608 | 0.0005 | 1.562 | 1.218 | 2.004 |
| Cholesterol, $136-<164$ vs $195+$ gr/dl | -0.07845 | 0.5551 | 0.925 | 0.712 | 1.200 |
| Cholesterol, 164-<195 vs 195+ gr/dl | 0.16740 | 0.1857 | 1.182 | 0.923 | 1.515 |
| Cholesterol, 195+ gr/dl | Ref |  |  |  |  |
| KPS, Severe vs. Moderate disability | 0.40052 | <. 0001 | 1.493 | 1.239 | 1.799 |
| ADL-decline, Decline vs. No-change | -0.05349 | 0.6268 | 0.948 | 0.764 | 1.176 |
| ADL-decline, Improve vs. No-change | -0.82404 | 0.0050 | 0.439 | 0.247 | 0.780 |
| ADL-decline, No-change | Ref |  |  |  |  |
| CCW-Hyperlipidemia, No vs. Yes | 0.39815 | <. 0001 | 1.489 | 1.251 | 1.772 |
| *KPS values 0-40 indicate severe disability, while values 50-100 shows moderate/mild and no disability; |  |  |  |  |  |

- Model performance

To validate the model, it was applied to the validation dataset, and the three performance metrics were generated. Table 4.6 shows the C-index of the model in the validation data, and Figure 4.4 presents the AUC at 365 days.

Table 4. 6. Concordance (C-index) of the Cox MV model for mortality in the validation data ( $\mathrm{N}=2312$ )

| Harrell's Concordance Statistic |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Source | Estimate | Standard <br> Error | Comparable Pairs |  |  |  |
|  |  |  | Concordance | Discordance | Tied in Predictor | Tied in Time |
| Model | 0.6961 | 0.0086 | 1053996 | 459642 | 1441 | 554 |

Figure 4. 4. ROC for the mortality outcome at time=365 days and AUC (365) from Cox MV modelvalidation data ( $\mathrm{N}=2312$ )


Time-dependent AUC was generated for the Cox MV model in the validation data and resulted in an iAUC of 0.7318 . This drop in the AUC at the end of the study period is related to the censored subjects at the end of the study for which no event has been reported.

Figure 4. 5. Time dependent AUC (stepwise selection, validation data) ( $\mathrm{N}=2312$ )


| Integrated Time-Dependent AUC |  |  |
| :---: | :---: | :---: |
| Source | Estimate | Tau |
| Model | 0.7318 | 750 |

## - Proportionality assumption

To test the proportionality assumption in this data, KM survival plots were generated in the derivation cohort and stratified by all nine predictors. Also, the interaction terms for these variables by the time were included in the PHREG procedure to evaluate the effect of each level of predictors over time.

Figures 4.6-4.14 illustrate the KM survival curves stratified by the five key predictors. None of the KM survival plots show curves that cross each other over time. That is to say there is no graphical evidence of non-proportionality.

Figure 4. 6. KM survival curve stratified by age- derivation data


Figure 4. 7. KM survival curve stratified by sex- derivation data


Figure 4. 8. KM survival curve stratified by race- derivation data


Figure 4. 9. KM survival curve stratified by albumin- derivation data


Figure 4. 10. KM survival curve stratified by cholesterol- derivation data


Figure 4. 11. KM survival curve stratified by SQ- derivation data


Figure 4. 12. KM survival curve stratified by KPS- derivation data


Figure 4. 13. KM survival curve stratified by ADL decline- derivation data


Figure 4. 14. KM survival curve stratified by hyperlipidemia- derivation data


Additionally, the 2-way interactions between time and predictors in the final model were also tested by adding them into the final main effects Cox model. The significance of the coefficient of interaction terms indicates the violation of the proportionality assumption for that predictor. Table 4.7 contains the estimates and p-values for the nine interaction terms. The main effects in the model, are not shown in this table. Three of the interaction terms (Cholesterol, ADL, and hyperlipidemia) were statistically significant at the $\mathrm{P}<0.05$ level; however, stratified KM survival curves did not show any evidence of the significant violation of proportionality assumption.

Table 4. 7. Parameter estimates and $p$-values for the interaction terms between time and key predictorsderivation data

| Parameter | DF | Parameter <br> Estimate | P-value for <br> interaction | Hazard <br> Ratio | 95\% Hazard Ratio <br> Confidence Limits |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Age*Time | 1 | 0.02164 | 0.6850 | 1.022 | 0.920 | 1.135 |
| Sex*Time | 1 | 0.13337 | 0.1647 | 1.143 | 0.947 | 1.379 |
| Race*Time | 1 | 0.13021 | 0.2119 | 1.139 | 0.928 | 1.397 |
| Albumin*Time | 1 | 0.06108 | 0.1745 | 1.063 | 0.973 | 1.161 |
| Cholesterol*Time | 1 | 0.08470 | 0.0419 | 1.088 | 1.003 | 1.181 |
| SQ*Time | 1 | 0.00529 | 0.9592 | 1.005 | 0.821 | 1.231 |
| KPS*Time | 1 | 0.04411 | 0.6497 | 1.045 | 0.864 | 1.264 |
| ADL-decline*Time | 1 | 0.29245 | $\mathbf{0 . 0 0 9 1}$ | 1.340 | 1.075 | 1.669 |
| Hyperlipidemia*Time | 1 | 0.20372 | $\mathbf{0 . 0 3 1 1}$ | 1.226 | 1.019 | 1.475 |

An overall test for proportionality was performed using the statement TEST in PROC PHREG when all the interaction terms included in the model and the test statement. The result of this test is consistent with the results in Table 4.7 and rejected the null hypothesis that overall none of the interaction coefficients are statistically different from zero (Table 4.8). Considering the KM survival curves (Figures 4.6-4.14) which do not show a significant violation of the PH assumption, the Cox model can be appropriately used to model the mortality in this cohort.

Table 4. 8. Overall test for proportionality assumption for all interaction terms together

| Linear Hypotheses Testing Results |  |  |  |
| :--- | :---: | :---: | :---: |
| Label | Wald Chi-Square | DF | P-value |
| PH- test | 20.8861 | 9 | 0.0132 |

- Comparison between the alternative approaches (Cox, LR, and RF)

To compare the performance of this model to the previous approaches, the AUC of the best model in each of the LR and RF approaches were compared to the Cox model results (Table 4.9). Because the outcome of interest for LR and RF models was 1-year mortality, the AUC at day 365 for Cox MV model was reported for comparison. Also, C-index as an overall measure of discrimination over the study time was displayed in Table 4.9.

Table 4. 9. Comparison of the model performance between the three models, Cox, LR, and RF models using validation dataset

| Model | N analyzed, <br> Validation | AUC at 1-year <br> Validation | Variables |
| :--- | :--- | :--- | :--- |

Compared to the LR and RF models, Cox MV model had the lowest discrimination ability in this data.
Therefore, the analysis of time-to-event instead of the fixed time event analysis (1-year mortality) does not seem to improve the accuracy of the predictions. Similar to the variable selection in the LR model, TUG was not selected in the Cox model; however, it is high-ranked in the variable importance in the RF model. Missing data on TUG resulted in the exclusion of $20 \%$ of observation from the LR and Cox analysis.

## o Outcome: one-year hospice admission

The second outcome, time-to-hospice, was analyzed following the same methods used for the mortality outcome. Figure 4.15 is the KM survival curve for time to hospice in the total cohort ( $n=7441$ ). During the study time, 1389 (19\%) events (hospice admissions) occurred and 6052 ( $81 \%$ ) of patients were censored, $30 \%$ were censored due to death and the rest of $51 \%$ were censored at the administrative end date of the study.

Figure 4. 15. KM plot for time-to-hospice admission in the whole cohort ( $\mathrm{N}=7441$ )


Figure 4.16 illustrates the estimated hazard rates for hospice admission over follow-up time. Unlike the hazard rate for mortality, the hazard rate for hospice admission is low at the beginning but increases until around a year from the first USMM visit, then decreases over time.

Figure 4. 16. Hazard rate for hospice admission from the first USMM visit- whole cohort ( $\mathrm{N}=7441$ )


Figure 4.17 shows the KM survival plots for mortality stratified by the hospice status. The red color showed the hospice admitted group, and it shows very few events at the beginning of the curve. It seems that patients who were admitted to hospice had their first few months (about 180 days) free of death, which is not correct. In fact, 59 \% of patients who were admitted to hospice died within the first three months of their admission. Note that the time-to-death in Figure 4.17 represents the number of days between the first-ever visit and the date of death. Therefore the slow slope at the left end of the hospice curve does not show the number of deaths at the beginning of hospice stay. It shows the patients who finally admitted to hospice had a lower number of deaths within the first six months of their joining USMM services.

Likewise, Figure 4.18 displays the hazard rates for mortality in the total cohort stratified by hospice admission. Interestingly the hazard rate is increasing in the hospice admitted group, whereas it is slowly decreasing in those without hospice admission.

Figure 4. 17. KM plot for time-to-death from the first USMM visit stratified by hospice admission status ( $\mathrm{N}=7441$ )


Figure 4. 18. Estimated hazard rates for time-to-death stratified by hospice admission status ( $\mathrm{N}=7441$ )


Figure 4.19 illustrates the KM survival curve for the time from hospice admission to death among the 1389 hospice admitted patients. In this group, 1122 (81\%) deaths occurred during the follow-up time, and 267 (19\%) subjects were censored at the end of the study.

Figure 4. 19. KM survival among hospice admitted patients ( $\mathrm{N}=1389$ )


As mentioned above, $59 \%$ of patients who were admitted to hospice died within the first three months of their admission, and $76 \%$ died within the first six months. The steep slope of the KM curve in Figure 4.19 confirms the high rate of death within the first 100 days in the hospice admitted population. Figure 4.20 displays the estimated hazard rate for mortality among the hospice admitted patients over time; it is another illustration of the high rate of death at the beginning of hospice admission in this cohort. The life expectancy <6months in the $76 \%$ of hospice admitted group means that the screening for hospice based on the CMS eligibility criteria was done with a reasonable estimation of patients' prognosis.

Figure 4. 20. Estimated hazard rate for mortality among hospice admitted patients ( $\mathrm{N}=1389$ )


## - Model development

Similar to the methods for mortality outcome, four variable selection methods were applied to develop the models in the PHREG procedure. Table 4.10 compares the performance results of these methods.

Table 4. 10. Alternative variable selection methods for hospice outcome- derivation data ( $\mathrm{N}=3721$ )

| Model selection | Derivation |  | Validation |  | N analyzed validation | Variables |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | C-index* | $\begin{gathered} \text { AUC at } \\ 365 \\ \text { days }^{\dagger} \end{gathered}$ | C-index | AUC at 365 days |  |  |
| Full model (all) | $\begin{array}{\|l\|} \hline 0.7075 \\ (0.69- \\ 0.73) \\ \hline \end{array}$ | 0.7502 | $\begin{array}{\|l\|} \hline 0.6837 \\ (0.67- \\ 0.70) \\ \hline \end{array}$ | $\begin{aligned} & \hline 0.7207 \\ & (0.49- \\ & 0.95) \\ & \hline \end{aligned}$ | 2073 | 41 variables |
| Stepwise | $\begin{array}{\|l\|} \hline 0.6947 \\ (0.67- \\ 0.71) \end{array}$ | 0.7396 | $\begin{array}{\|l\|} \hline 0.6750 \\ (0.66- \\ 0.69) \end{array}$ | $\begin{aligned} & 0.7199 \\ & (0.68- \\ & 0.76) \end{aligned}$ | 2498 | 9 variables: age, race, SQ, living-alone, albumin, KPS, Hip fx, hyperlipidemia, number of labs, |
| Forward | $\begin{array}{\|l\|} \hline 0.6947 \\ (0.67- \\ 0.71) \end{array}$ | 0.7396 | $\begin{array}{\|l\|} \hline 0.6750 \\ (0.66- \\ 0.69) \end{array}$ | $\begin{aligned} & 0.7199 \\ & (0.68- \\ & 0.76) \end{aligned}$ | 2498 | 9 variables: age, race, SQ, living-alone, albumin, KPS, Hip fx, hyperlipidemia, number of labs, |


| Table 4. 10. (cont'd) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Backward | $\begin{aligned} & 0.7006 \\ & (0.68- \\ & 0.72) \end{aligned}$ | 0.7426 | $\begin{aligned} & 0.6730 \\ & (0.66- \\ & 0.69) \end{aligned}$ | $\begin{aligned} & 0.7152 \\ & (--) \end{aligned}$ | 2498 | 29 variables: age, race, dualeligible, $S Q$, living-alone, albumin, KPS, cancer, hypothyroidism, anemia, asthma, AF, BPH, cataract, CKD, COPD, depression, DM, glaucoma, HF, hip fx, hyperlipidemia, hypertension, IHD, osteoporosis, RA/OA, stroke/TIA, number of labs, diagnosis-count |
| Manual selection | $\begin{aligned} & 0.6866 \\ & (0.67- \\ & 0.71) \end{aligned}$ | 0.7330 | $\begin{aligned} & 0.6827 \\ & (0.67- \\ & 0.70) \end{aligned}$ | $\begin{aligned} & 0.7212 \\ & (0.66- \\ & 0.78) \end{aligned}$ | 2227 | 10 variables: age, race, dualeligible, SQ, living-alone, albumin, KPS, TUG, hyperlipidemia, number of labs, |
| S.Q: surprise question; KPS: Karnofsky performance scale; TUG: timed up and go; ADL: activities of daily living; AF: atrial fibrillation; BPH: benign prostatic hyperplasia; ca: cancer; fx: fracture; CKD: chronic kidney diseases; COPD: chronic obstructive pulmonary diseases; DM: diabetes mellitus; HF: heart failure; IHD: ischemic heart diseases; RA/OA: rheumatoid arthritis/osteoarthritis; TIA: transient ischemic attack; <br> *Confidence intervals for the C-index was calculated by using the standard error for Harrell's estimate of the concordance; ${ }^{+}$'Confidence intervals for the AUC (365) in the derivation cohort are not provided because using variable selection methods and multiple iterations of the model cause a very wide CL for the AUC; |  |  |  |  |  |  |

The performance measures of the models were very similar when using different variable selection methods. However, the stepwise selection method is the most parsimonious model with nine variables.

The manually selected model had one additional variable (TUG) that did not make a significant change in the AUC and C-index compared to the stepwise model. However, 271 more observations were excluded due to missing on TUG. Therefore the best Cox MV model for the outcome hospice admission is the one selected through stepwise variable selection method.

The variables that were consistently selected in all four selection methods are age, race, SQ, living alone, KPS, albumin, hyperlipidemia, and the number of lab tests.

Final selected model- The stepwise selected model with nine variables had the AUC (365) of 0.7291 and C-index of 0.6947 in the derivation data. The parameter estimates, p -value, and hazard ratios for predictors in this model are shown in Table 4.11.

Table 4. 11. Parameter estimates and hazard ratios from the Cox model for hospice outcome, derivation data ( $\mathrm{N}=2055$ )

| Variable | Parameter <br> Estimate | P-value | Hazard <br> Ratio | 95\% HR Confidence <br> Limits |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Age, 75-84 years vs. 65-74 years | 0.96481 | $<.0001$ | 2.624 | 1.703 | 4.043 |
| Age, 85-94 years vs. 65-74 years | 1.33531 | $<.0001$ | 3.801 | 2.527 | 5.719 |
| Age, 95+ years vs. 65-74 years | 1.27587 | $<.0001$ | 3.582 | 2.167 | 5.921 |
| Age, 65-74 years | Ref |  |  |  |  |
| Race, Black vs. white | -0.72244 | $<.0001$ | 0.486 | 0.345 | 0.684 |
| Race, Other vs. White | -0.69036 | 0.0720 | 0.501 | 0.236 | 1.064 |
| Race, White | Ref |  |  |  |  |
| Surprise question, No vs. Yes | 0.77141 | $<.0001$ | 2.163 | 1.677 | 2.789 |
| Living-alone, Yes vs. No | -0.63107 | 0.0032 | 0.532 | 0.350 | 0.809 |
| Albumin, <3.2 vs 3.8+ gr/dl | 0.90295 | $<.0001$ | 2.467 | 1.759 | 3.459 |
| Albumin, 3.2-<3.5 vs 3.8+ gr/dl | 0.51051 | 0.0033 | 1.666 | 1.185 | 2.342 |
| Albumin, 3.5-<3.8 vs 3.8+ gr/dl | 0.34028 | 0.0560 | 1.405 | 0.991 | 1.992 |
| Albumin, 3.8+ gr/dl | Ref |  |  |  |  |
| KPS, Severe vs. Moderate disability* | 0.83124 | $<.0001$ | 2.296 | 1.788 | 2.949 |
| CCW-Hip/pelvic fracture, No vs. Yes | 1.00489 | 0.0472 | 2.732 | 1.013 | 7.369 |
| CCW-Hyperlipidemia, No vs. Yes | 0.33907 | 0.0023 | 1.404 | 1.129 | 1.745 |
| Number of Labs (continuous) | -0.03736 | 0.0022 | 0.963 | 0.941 | 0.987 |
| *KPS values 0-40 indicate severe disability, while values 50-100 shows moderate/mild and no disability; |  |  |  |  |  |

Based on the parameter estimates, age, hip-fracture, albumin, and KPS had the strongest impact on the time-to-hospice. Hip- fracture has a large coefficient estimate, but the prevalence of it in this population is very low (1\%). Therefore the effect of this variable would not be clinically meaningful. Surprisingly, the direction of the association between hip fracture and hospice admission shows that patient with a history of hip fracture had less hospice admission than those without hip fracture. A possible
explanation might be the old patients with hip fracture are more likely to die before hospice referral or before making a decision about hospice admission (e.g., death in the hospital while hospitalized for the index fracture. Mortality rate of patients with a hip fracture is $15-30 \%$ in the first year after the fracture and a small proportion of patients are discharged to hospice. $(151,152)$ Additionally, we observed in this cohort that many comorbidities had a reverse association with both outcomes, death, and hospice admission. The possible explanations are discussed in Chapter 5.

Age, albumin, and KPS were also among the most important predictors for mortality in all different variable selection methods.

- Model performance

The predictive performance of the Cox MV model for the hospice outcome is evaluated by applying the model to the validation data. C-index and AUC at day 365 from the model in the validation data were shown in Table 4.12 and Figure 4.21, respectively.

Table 4. 12. Concordance of the Cox MV model for hospice outcome-validation data ( $\mathrm{N}=2498$ )

| Harrell's Concordance Statistic |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| Source | Estimate | Standard <br> Error | Comparable Pairs |  |  |  |  |
|  |  |  | Concordance | Discordance | Tied in Predictor | Tied in Time |  |
| Model | 0.6750 | 0.0080 | 1337345 | 642072 | 6604 | 881 |  |

Figure 4. 21. ROC at day 365 from the Cox MV model for the hospice outcome- validation data ( $\mathrm{N}=2498$ )


A time-dependent AUC and its summary measure (iAUC) was also generated for the model in the validation data. Similar to the results of mortality outcome AUC was around 0.70 for most of the followup time, except for the end of follow-up time that shows a steep drop in the AUC.

Figure 4. 22. Integrated AUC from the Cox MV model for hospice outcome- validation data ( $\mathrm{N}=2498$ )


| Integrated Time-Dependent AUC |  |  |
| :---: | :---: | :---: |
| Source | Estimate | Tau |
| Model | 0.7028 | 750 |

## - Proportionality assumption test

Proportionality assumption was tested for all predictors in the final Cox MV model for the hospice admission, naming age, race, SQ, albumin, and KPS. KM survival curves stratified by the five predictors were generated for the patients in the derivation dataset (Figures 4.23-4.30). None of the KM curves showed a significant violation of the proportionality assumption. There was not a clear crossing between lines for different levels of predictor, except for albumin, in which the curves for the two middle categories (i.e., 3.2-<3.5 and 3.5-<3.8) were crossing; however, they line up closely, and therefore the crossing does not necessarily mean the violation of the proportionality assumption.

Figure 4. 23. KM survival curve stratified by age- derivation data


Figure 4. 24. KM survival curve stratified by race- derivation data


Figure 4. 25. KM survival curve stratified by SQ- derivation data


Figure 4. 26. KM survival curve stratified by living alone- derivation data


Figure 4. 27. KM survival curve stratified by albumin- derivation data


Figure 4. 28. KM survival curve stratified by KPS- derivation data


Figure 4. 29. KM survival curve stratified by hip fracture- derivation data


Figure 4. 30. KM survival curve stratified by hyperlipidemia- derivation data


Additionally, the 2-way interactions between time and predictors in the final model were also tested by adding them into the final main effects Cox model. Table 4.13 contains the estimates and p -values for the nine interaction terms. All the interaction terms were non-significant at the significance level of 0.05, which implies that none of the interaction coefficients are statistically different from zero.

Table 4. 13. Parameter estimates and p-values for the interaction terms between time and key predictors- derivation data

| Parameter | DF | Parameter <br> Estimate | P-value <br> For interaction | Hazard <br> Ratio | 95\% Hazard Ratio Confidence <br> Limits |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Age*Time | 1 | 0.07382 | 0.4732 | 1.077 | 0.880 | 1.317 |
| Race*Time | 1 | 0.06076 | 0.7513 | 1.063 | 0.730 | 1.547 |
| SQ*Time | 1 | 0.26372 | 0.1374 | 1.302 | 0.919 | 1.843 |
| Albumin*Time | 1 | -0.14643 | 0.0523 | 0.864 | 0.745 | 1.001 |
| KPS*Time |  | -0.24868 | 0.2212 | 0.780 | 0.524 | 1.162 |
| Lives-alone*Time |  | 0.05288 | 0.8620 | 1.054 | 0.581 | 1.914 |
| Hip-fracture*Time |  | 0.64143 | 0.5364 | 1.899 | 0.249 | 14.509 |
| Hyperlipidemia*Time | 0.28888 | 0.0917 | 1.335 | 0.954 | 1.867 |  |

An overall test for proportionality was performed using the statement TEST in PROC PHREG when all the interaction terms included in the model and in the test statement (Table 4.14). The overall PH test result was also statistically non-significant, which means there is no statistical evidence to reject the hypothesis that all of the interaction coefficients are different from zero. In other words, there is no evidence of a violation of the proportionality assumption in this data. Therefore the Cox model can be appropriately applied in this data to model the outcomes of interest.

Table 4. 14. Overall test for proportionality assumption for all interaction terms together

| Linear Hypotheses Testing Results |  |  |  |
| :--- | :---: | :---: | :---: |
| Label | Wald Chi-Square | DF | P-value |
| PH-test | 10.3797 | 8 | 0.2394 |

- Comparison between the alternative approaches (LR, RF, and Cox)

To compare the performance of this model to the previous approaches (LR and RF models), the AUC of the best model in each of the LR and RF approaches were compared to the Cox model results (Table 4.15). The performance measures of the Cox model for prediction of hospice admission was comparable to the previous approaches, LR and RF. Interestingly, the LR model with only seven predictors has the best discrimination among the three approaches for hospice outcome. Four of the selected predictors were in common between LR and Cox model, naming age, race, SQ, and KPS. Age, SQ and KPS were also the three highest-ranked important variables in RF model and race was the seventh important one.

Table 4. 15. Comparison of the Cox model performance with the LR and RF models- Hospice outcome

| Model | N analyzed, Validation | AUC at 1-year Validation | Variables |
| :---: | :---: | :---: | :---: |
| Cox Model | 2498 | $\begin{aligned} & 0.7199 \\ & (0.68-0.76) \\ & 0.6750^{*} \end{aligned}$ | 9 variables: age, race, SQ , living-alone, albumin, KPS, hip-fx, hyperlipidemia, number of labs, |
| Logistic regression | 2590 | $\begin{aligned} & 0.7251 \\ & (0.70-0.75) \end{aligned}$ | 7 variables: age, sex, race, dual-eligible, $S Q$, KPS, ADL-decline |
| Random forest | 3723 | $\begin{aligned} & 0.6971 \\ & (0.67-0.72) \end{aligned}$ | 15 first ranked important variables: SQ, age, KPS, number of labs, albumin, living-alone, race, dual-eligible, TUG, cholesterol, ADLdecline, hyperlipidemia, stroke/TIA, depression, IHD |
| S.Q: surprise question; KPS: Karnofsky performance scale; TUG: timed up and go; ADL: activities of daily living; RA/OA: rheumatoid arthritis/ osteoarthritis; TIA: transient ischemic attack; IHD: ischemic heart diseases; hip-fx: Hip fracture; *C-index is the concordance measure for the cox model over the study time; |  |  |  |

## - Discussion

Overall the Cox PH models that were developed in this data for the two outcomes had a good performance in terms of prediction accuracy (AUC at $365=0.74$ for mortality and 0.72 for hospice outcome) when using the rule of thumb for interpretation for the AUC. AUC values can be roughly interpreted as excellent (AUC above 0.80), good (between 0.70 and 0.80 ), and weak (between 0.50 and 0.70 ). However, comparing the Cox model to the LR (AUC of 0.76 for mortality and 0.73 for hospice outcome), and $\operatorname{RF}(A U C$ of 0.83 for mortality and 0.70 for hospice outcome) models that were developed in the previous two chapters, its performance was worse than the other two models for the mortality outcome and was comparable for the hospice outcome (Tables 4.9 and 4.15). The RF model outperformed the other two models for mortality, but not for hospice admission. A possible explanation for the poor performance of the RF in the prediction of hospice admission is the fact that missingness on predictors was significantly associated with mortality, but not with hospice admission (Table 2.6). In Chapter three, we discussed that the gain in AUC of the RF model for mortality was mainly due to including the incomplete cases. Since there was no association between the missingness and hospice outcome, including the missing observations, did not increase the accuracy of the RF model for hospice. Cox model in this data did not show any improvement in the prediction accuracy compared to the other two models. One reason might be the fact that the maximum follow-up time in this study was about two years, and the mean was only 1.25 years. So there was not long enough follow-up time to make a difference in the model performance when including the time component in the analysis. The mortality and hospice admission are similar outcomes, and so the predictors of them are expected to be similar when developing the models. There were six variables that predict both outcomes in different models (i.e., age, race, SQ, albumin, KPS, hyperlipidemia). However, the performance of the Cox model in prediction of mortality was a little better than the prediction of hospice admission. This difference can be in part due to the fact that unlike death, hospice admission is not completely a result
of patient's risk level, rather it depends on other factors, including patient and family preferences. For example, a patient who is at high risk for hospice admission (identified by the model) can refuse the hospice admission and therefore die at home or hospital. This scenario results in a false positive case (patients is high risk by the model but was not actually admitted). In fact, all the three approaches (LR, RF, and Cox models) had higher accuracy in prediction of mortality outcome than hospice admission. This fact supports the hypothesis that the nature of hospice admission outcome, and not the model specification itself, is the reason for this poorer performance of the models for hospice admission. The importance of variables in the Cox model was appraised by the value of coefficient parameter estimates and the corresponding hazard ratios in the MV model. Comparing the importance of variables between the Cox model and the other two models, revealed a few predictors that are consistently selected in all approaches. These variables include age, race, albumin, SQ, and KPS, which were selected in all three approaches and for both outcomes (death, hospice admission). Older age was associated with an increasing rate of adverse outcomes. However, the hazard ratio for the oldest old (95+ years) was lower compared to the age group $85-95 \mathrm{t}=$ years ( 1.5 vs . 1.8). This paradoxical effect might be due to survival bias(153), meaning those who survived up to ages >95 years had better health than the other group. Surprisingly, black patients had a lower rate of adverse outcomes compared to white. On average black patients are younger than whites in this cohort (mean 79 vs .83 years). However, the association of race and outcomes persisted after adjustment for age. There might, therefore, be unobserved characteristics of the population that made the black patients overall healthier than the whites. These five variables are strongly predicting the adverse outcomes in this population of older adults. Albumin is a surrogate of the patient nutritional status (154) and low albumin is associated with impaired functional status and disability. (155) Low albumin and low cholesterol both have been shown to be associated with an increased rate of death in older adults. (156-159) Different factors can explain the effect of low albumin on the mortality rate. For example, poor nutrition and low albumin
concentration can be indicators of an underlying disease or the patient's inability to take care of themselves. Albumin level decreases with increasing age independent of health status. (160) Additionally, low levels of albumin have been shown to be indicators of inflammation and inadequate nutrition in patients with chronic conditions. (161) As discussed in Chapter two, importance of the answer 'No' to SQ in the prediction of mortality has been shown frequently in cancer and chronic kidney diseases $(98,99,162)$ however, its prognostic value in older adults was not well evaluated. KPS is an indicator of the patient's functional status and disability and lower KPS that indicates severe disability had a higher rate of adverse outcomes. KPS score has been often used to determine the prognosis of cancer patients. $(97,163,164)$ Its performance in the prediction of adverse outcomes among the older adults was better or equally well as the ADL and IADL measures. (165) In this cohort of community-living older adults, lower KPS was an essential predictor of the adverse outcomes (Tables 4.10 and 4.16).

Other variables such as ADL-decline, and cholesterol, were consistently selected in all three models (Cox, LR, and RF) only for the mortality outcome. Whereas for the hospice outcome, living alone, dualeligibility and number of lab tests ordered were also important in the prediction of outcome. Interestingly, a history of hyperlipidemia had usually a protective effect against the adverse outcomes. It might partly be due to the known protective effect of lipid-lowering medications, particularly statins, which increase survival in cardiovascular diseases. (12-14) Many of the chronic conditions in this data had an inverse association with the outcomes, including diabetes, hyperlipidemia, hypertension, depression, cataract, and chronic kidney diseases. In univariate analysis of the CCW variables and the two outcomes (Table 4.2), all of these variables are significantly associated with a lower hazard of the outcomes. However, in the adjusted analysis, nearly all of these effects became statistically nonsignificant.

Among the 24 CCW comorbidities, often the presence of the comorbidity had a protective effect against the outcomes; in univariate analysis, 13 and nine comorbidities had statistically significant hazard ratios <1.0 (protective effect) for mortality and hospice outcome, respectively. However, almost all of these associations became non-significant after adjustment, except for hyperlipidemia, which was consistently significant and entered in almost all final models of the three approaches and for both outcomes. A possible explanation for the protective effect of hyperlipidemia might be the treatments that can affect the survival of patients. For example, lipid-lowering medications, especially statins, have been shown to decrease mortality in cardiovascular diseases. $(166,167)$ Their effect in many other conditions and diseases has also been studied. (169-171)

Another potential explanation is the inconsistency in the documentation of the comorbidities. For instance, it is expected that the provider cannot complete the documentation of all comorbidities in a very sick patient. Since these CCW variables are recorded as binary (yes/no) variables in the APRIMA, it is likely that the default value is ' $N o$ ' unless otherwise documented. Therefore if for some reason the information was not attainable, the comorbidity is recorded as absent. The same reasoning is valid for explaining the strong association between the missingness on predictors and the mortality. In this scenario, the EMR for sicker patients with a poorer prognosis is more likely to be incomplete on comorbidities compared to healthier patients with better prognosis. However, the prevalence of most chronic conditions in this population is higher than the US population of age $\geq 65$ years old. The prevalence of chronic conditions in the US population was evaluated in a study using administrative claims data for a population-based cohort of over 31 million Medicare Fee-for-service beneficiaries. (7) For example prevalence of following conditions in this cohort vs. the general elderly are: hypertension ( $81 \%$ vs. $60 \%$ ), hyperlipidemia ( $50 \%$ vs. $45 \%$ ), heart failure ( $34 \%$ vs. $18 \%$ ), COPD ( $26 \%$ vs. $11 \%$ ), chronic kidney disease ( $40 \%$ vs. $13 \%$ ), and cancer ( $8 \%$ vs. $7 \%$ ). These findings weaken the previous assumption that there is a lack of documentation for chronic conditions in the APRIMA data; however, it still is
plausible that for those at highest risk of mortality the documentation of comorbidities is less than optimal. Lastly, it is likely that comorbidities such as cataract that were not lethal can be identified and treated more in older patients who survived because of the good general health. Anyhow it is not possible to confirm any of these potential explanations for some of the paradoxical associations between CCW comorbidities and outcomes.

In the analysis of time from hospice admission to death, the average survival time in hospice was 104 days, and the median was 58 days (Table 4.3). According to the Medicare criteria, a patient is eligible for hospice services, if determined to have a terminal illness (defined as having a prognosis of 6 months or less if the disease or illness runs its normal course). (35) In this cohort, $76 \%$ of patients who have been admitted to hospice died within the first six months. It indicates that the screening and referral process for the hospice-eligible patients accurately identify and refer these patients, so the criteria of life expectancy $<6$ months is met for $75 \%$ of the patients who were admitted to hospice. Mortality after hospice admission in this data was very high soon after admission, i.e., $21 \%$ died within seven days of admission, $59 \%$ died within three months of their admission, and $24 \%$ lived beyond six months of their admission. A large hospice study on Medicare beneficiaries who were enrolled in the hospice program in 5 US states showed that $15 \%$ of patients died in 7 days and $15 \%$ lived beyond six months of their enrollment date. The median survival in hospice was 36 days. (172) The higher rate of early death (<7 days) in the USMM cohort compared to the previous study ( $21 \%$ vs. $15 \%$ ) implies that hospice referral was delayed until the very end of life for about one-fifth of those who were ultimately admitted to hospice. On the other hand, the higher rate of long stay (>6 months) in the USMM cohort compared to the previous study ( $24 \%$ vs. $15 \%$ ) indicates that screening and referral process requires improvement, to avoid the potential for over-use of hospice facilities by the patients for whom the life expectancy was underestimated.

0 Limitations

Patient turnover in the USMM system is high; therefore about $23 \%$ of the 9627 patients who met the primary inclusion criteria for this study, were excluded because the total time they were under USMM care was < 1 year. Another limitation of this study was the missing data. Some key variables, such as a decline in IADLs, recent hospitalization, and recent fall were left out from the analysis due to a large number of missing observations. Moreover, some other variables that were included in the analysis had some missing observations. The missingness on those variables was strongly associated with the mortality outcome. On the other hand, in the SAS procedure PHREG (and LOGISTIC) the observations with missing on any predictor are excluded by default from the analysis at the beginning of the model development. It means some valuable information from observations with partly missing data was lost in this analysis.

Another limitation of this analysis was that the advanced variable selection methods that were used in the logistic regression model development, such as adaptive lasso and elastic net, are not available options for survival model development. However, I applied the commonly used variable selection methods, namely stepwise, backward, forward, in addition to a manual selection method. Additionally, there was no evidence of an improvement in the model performance using these advanced variable selection methods in LR models in this data.

In this analysis, the dataset was made by linking the USMM EMR database (APRIMA) to the processed claims data provided by a third party Company named eSolution. The claims data contained information on $62 \%$ of the 2015 cohort, which means 7790 patients were not linked to the claims data and excluded from the analyses. It is not clear whether these patients did not appear in claims data because they did not have any event, or because for some reason, their information was not obtained by eSolution. If the first hypothesis is correct, the event rates in this cohort, and consequently, the analyses results will change dramatically from what it is now.

Lastly, the lack of information about the patients' enrollment in the USMM programs, confined our ability in understanding and interpretation for the paradoxical findings. Answer to questions such as "how and when does a patient enroll in the USMM care?", "how long did they meet the definition of homebound?", "what are the motivations for joining the USMM program?", and "where did the patients receive care before?" can help to better understand the models and explain the findings.

## o Future direction

Having the USMM data for a longer follow up time and more complete data can help to improve the prediction model for survival analysis. The maximum follow-up time in this cohort was about two years, with an average of 1.25 years. In this study, separate Cox models were developed for each outcome, but since death and hospice admission can be competing risk, a future analysis accounting for competing risks $(173,174)$ might be useful to assess the joint effect of the two outcomes on survival. Finally, in this research, only the baseline values of the independent variables were considered. Most of the independent variables did not change over the study period, however, if the data were available for a longer follow-up time, and documentation was improved to reducing missing data, predictors that may change over time especially functional measures (KPS, ADL, TUG), lab tests (albumin, cholesterol), and body weight could be evaluated as time-varying covariates. This trajectory-based analysis (with timevarying predictors) can be one of the future analysis when the required data is available.

The Cox model developed in this chapter can be later used to develop a prognostic index using the same methods applied by Fried and Carey. $(57,58)$ A prognostic index is generated by assigning different points to the predictors (based on their Cox regression coefficients) and is easily usable for risk determination in different settings.

The RF model was the best among the three models (LR and Cox) for the mortality outcome, although its accuracy for hospice outcome was poor compared with the other two models. Survival tree is a similar concept to the decision tree, only with survival time as the outcome. Additionally, survival random
forest is an alternative method to the survival tree. (175) It develops multiple survival tree using randomly selected subsamples of the data. The survival time was estimated by averaging over all the survival trees. The software packages for survival tree and survival random forest is available $R$ statistical software and can be used in a future study to evaluate whether using this approach can improve the survival analysis in this cohort.

## - Conclusion

The survival analysis of these data for the two outcomes of mortality and hospice admission did not indicate any essential superiority to the LR or RF model. Despite the inclusion of additional outcome events and taking account of the time to the event, the Cox model performance measures (C-index and AUC at 365) were worse than the other two models for the mortality outcome and was comparable for the hospice admission outcome. However, the most important predictors of both outcomes in this analysis were consistent with the selected variables in the other two models. Variables age, race, KPS, albumin, and SQ were among the most important predictors in all three approaches. This is to say that collecting data on these variables is essential in the prediction of mortality and hospice admission among homebound older adults.

This research aimed to develop, validate, and compare three different prediction models to be used for risk stratification in the USMM patient population. The USMM database was used to construct a cohort of community-living homebound older adults for this study. The three objectives of the study were:
4. To develop and validate multivariable logistic models for prediction of 12-month mortality and hospice admission among the USMM population of community-living homebound older adults.
5. To develop and validate a random forest (RF) algorithm for prediction of 12-month mortality and hospice admission among the USMM population. The model performance will be evaluated compared to the logistic regression (LR) model from aim 1 and Cox model from aim 3.
6. To develop and validate a multivariable failure time model (Cox proportional hazard) to model time-to-event for mortality and hospice admission separately. These models will also be compared to the logistic regression and random forest models developed in aims 1 and 2.

The prediction models developed for the three aims were compared primarily by their discrimination ability. The area under the receiver operating curve (AUC) and its equivalents for the Cox model were generated for the models. Calibration methods were also applied to evaluate and compare the model's goodness of fit for LR and RF models. Additionally, the specific variables that were selected in the final model for each approach were compared to evaluate the importance of individual predictors in the different models.

The important aspects of this study include:

1. Using a unique clinical population of community-living homebound older adults
2. Using a rich database that includes a wide range of different types of EMR-based information including demographics, socioeconomic variables, comorbidities, functional status, and
laboratory test results, that was linked to claims data to obtain information on outcomes events and utilization
3. Using multiple imputation for missing data and applying the models developed in the available date to the imputed data in addition to developing models in the imputed data
4. Applying different variable selection methods including advanced methods such as adaptive lasso and elastic net to build multivariable models
5. Utilizing a machine learning algorithm -random forest- for model development in order to handle both missing data and account for potential non-linear relationships in the data
6. Comparing the different models by generating discrimination metrics for all three models

## - Population

This cohort of USMM patients is a group of older adults that is different from most of the other comparable study populations that are summarized in chapter one. $(48,49,53,54,56,57)$ Unlike institutionalized older patients, USMM patients live in the community. However, importantly, they were homebound based on the definition from the CMS. (111) These patients needed to receive health services at home because they were unable to leave home to seek medical services or because, according to a physician's judgment, leaving home would be associated with an unacceptably high level of risk them. These characteristics made this cohort different from other populations that are commonly studied in the literature, such as nursing home patients, $(48)$ hospitalized older adults, $(46,47)$ older patients who visit the ER, $(176,177)$ and community-living non-homebound elderly. $(53,54)$ More importantly, the one-year mortality rate in the USMM cohort (32\%) was much higher than the mortality rates reported in these other populations (Table 1.3) but was more comparable to the mortality rates reported in nursing home populations which range from 17 to $34 \% .(59-61,178)$ Therefore because of the uniqueness of the USMM population and the fact that existing RS models are likely not applicable to this population there was a knowledge gap regarding the most appropriate RS models for the USMM
patient population. This dissertation aimed to develop alternative risk stratification models for this cohort.

- Data source

The USMM database is a rich data source including a wide variety of different variables for each patient. The data was obtained from 2 different sources: USMM electronic medical record named APRIMA and the claims data processed by a third party called eSolution. (6) The USMM dataset includes many variables; however, a drawback of such a large dataset is the missing data. There are other problems in data collection (e.g., data on some variables were not collected on every visit, rather a previously collected value, was repeated for the next few visits), documentation (information on a single variable were documented in different datasets and therefore there was not a unique source of data for a single variable) and storage in each one of the different sources that may cause inaccurate inferences. For example, event rate in this population were calculated based on the reported event from claims data, where the data is not available for about $1 / 3$ of the cohort. Therefore the accuracy of the analysis results which depends to the event rate, cannot be confirmed.

One of the main issues affecting the source data in this study is the uncertainty about those patients who were not linked to the claims data. There were 7790 patients ( $38 \%$ ) in the USMM 2015 cohort that did not have any claims data reported, and so these subjects were excluded from all analyses. Each patient in the USMM database has a unique ID number and this ID links the APRIMA and claims databases together. The reason for a patient ID not being found in the claims data is unclear. There are two possible scenarios. The first possibility is that claims data for the 7790 IDs were missed for some reason; for example there was a delay between an event and reporting it in the claims data or claims data from patients with only private insurance are not reported to Center for Medicare and Medicaid Services (CMS). However, only $15 \%$ of the excluded group had commercial insurances so this
explanation seems unlikely. It means that coverage by a private insurance is not likely to be the reason for absence of any claims data for the 7790 IDs.

The second possible explanation for the absence of claims data is that the 7790 subjects did not experience any outcome event. If this scenario is correct, then exclusion of these observations from the analysis substantially inflates the event rates in the remainder of the cohort, because all of the excluded subjects were actually event-free (i.e., were alive and were not admitted to hospice) during the study period. There is some evidence that the second scenario is false. There are a substantial number of observations ( $\mathrm{n}=6201,49 \%$ ) in the claims data which did not have any outcome event. However because the claims data we received was processed data, it is possible that there was some other type of claims information other than the events reported in the processed claims data that we received for the 7790 IDs who did not experience death or hospice. If this scenario is true then they should have been retained in the analysis and assumed to be still alive and not in hospice. This uncertainty about the origin of the claims data and the reason for missing claims for 7790 patients remains a major limitation of this dataset.

- The importance of the missing data

Missing data is a persistent problem in biomedical studies. $(179,180)$ In this dataset, a different number of missing observations were found for different variables. Variables with more than $20 \%$ missing observations were not included in the model development phase of this study, so some valuable information has certainly been overlooked. Variables such as 'decline in IADLs', 'general health reported by patient', 'fall' and 'hospitalization' were some of the variables that were excluded. The high missing rates of data likely reflect USMM's approach to data collection and documentation. For example, some variables listed in APRIMA require medical examination and documentation by USMM staff at each home visit, while others are documented only annually at the annual wellness visit. In the latter category are variables such as 'IADL decline' and 'general health' which are part of the annual wellness
visit. However, other variables such as 'hospitalization since last visit' and 'fall since last visit' should have been recorded at each medical visit In other words, when a variable is evaluated annually (e.g., change in general? health compared to the prior year) it will be recorded as missing in the routine visits that are conducted every 4 weeks or so between the annual wellness visits. H however missing data on variables that explicitly indicate an incident events since last visit (i.e., fall, hospital visit) cannot be explained by this same mechanism.

Furthermore, there are nine variables that were included in the analysis that had missing rates between $0.4 \%$ and $20 \%$. These variables were race, surprise question, Timed Up and Go (TUG), living-alone, decline in activities of daily living (ADL), albumin level, cholesterol level, smoking status, and KPS (Table 2.5). In univariate analysis of these variables with the outcomes, where missing values counted as a legitimate category in the analysis, missingness was significantly associated with at least one of the outcomes which suggests that the data is missing not at random (MNAR).

Typically, in most SAS statistical procedures, observations with any missing values are excluded from the analysis by default. (86) Therefore in this study, about one third of patients with partly missing observations were excluded automatically at the beginning of the model development in LR and Cox models. Given the strong association found between the missingness of some predictors and the outcomes (Table 2.5), the exclusion of these data can induce bias into the results. In other words, the missingness in this data is informative and ignoring it can potentially undermine the validity of the results. (181)

In order to further evaluate the influence of missing observations, a multiple imputation procedure was applied to this data. The assumption was that with inclusion of all observations the risk of bias due to missing data is reduced. Also, with increased number of observations that are included in the analysis, the model does not lose its power and precision. $(88,181)$ Surprisingly, using the imputed data did not improve the prediction model performance in this data. With the LR model, the model developed in the
imputed data did not have a better discrimination than the original model developed in the available data. Application of the Cox model to the imputed data is not straightforward and the results from the imputed sets cannot be summarized with a single measure of performance or discrimination. (182) Therefore the Cox model was not applied in the imputed data.

In the RF model, missing data are not excluded from the analysis. As explained in chapter 3, the random forest procedure lets the missing values be included in the analysis as a legitimate category. The performance of random forest model was remarkably better than the LR model for the mortality outcome. The RF model that was developed in available data, was also applied to the imputed data; the discriminative performance of the model in the imputed data was similar to the LR model and was notably worse than the RF in the available data which means that imputation for missing values in this data cannot capture the information that missing values represent. The reason is that the basic assumption of the multiple imputation method used in SAS was that the data were MAR (missing at random), whereas the associations between the missingness of independent variables and the outcomes suggested that MNAR is the more likely explanation of the mechanism of missing data. To conclude, missing data in this study was an important predictor of the outcomes. In the RF model, exclusion of the missing observations (i.e. limiting the cohort to the same members as in LR model) or imputation of the missing values (applying the RF model to the imputed data) diminishes the performance of the model equally. These results are therefore supportive of the hypothesis that missing data in this dataset is missing not at random (MNAR). The multiple imputation procedure uses the assumption of missing at random (MAR) for imputation, $(86,88)$ which is probably the main reason why the model performance was worse in the imputed data than the available data. The better performance of the RF model for mortality outcome when including missing observations, suggests the clear advantage of the RF when data are MNAR.

- Using multiple imputation method in management of missing data

Missing data in this analysis resulted in the exclusion of almost one-third of the observations from the LR and Cox analyses. Multiple imputation (MI) is a commonly used method in dealing with missing data. (181) The SAS procedure PROC MI builds a specified number of imputed datasets; PROC MIANALYZE applies a specified model to each data and summarizes the results from all imputations to generate measures of interest such as regression coefficients and effect size (e.g., odds ratio or relative risk). The MIANALYZE procedure reads and combines the coefficients and standard errors that were generated from the model in each imputed set. These statistics are stored in tables and covariance matrices produced by the regression model in each imputation. There are two sources of variance when multiple imputation is used: 'within imputation variance' which is the result of the variation between observations in each imputed dataset, and 'between imputation variance' which is the result of the variation in the data between the different imputed dataset. Using the between and within covariance matrices, PROC MIANALYZE derives valid multivariable inferences based on Wald tests. (183)

The MIANALYZE procedure does not support AUC option or its equivalent, so to summarize the AUCs from the imputed datasets in the LR model we applied a manual method that was described in chapter two. The method involved taking the average of all predicted probabilities from the 20 imputed datasets for each patient and then generating an estimate of the AUC from these average probabilities. This method cannot be applied to the Cox model results, because generating the AUC from the averaged survival is not an option in PROC PHREG. Lastly, as discussed above, the underlying assumption of missing at random for the multiple imputation procedure was not satisfied in this data. The exact mechanism of missing cannot be identified in this data. Although we can reject that the data missing is completely at random (MCAR), it is not possible to distinguish between missing at random (MAR) and missing not at random (MNAR). However, as evidenced by the significant association of missingness on predictors and the mortality outcome, MNAR is likely the primary mechanism of missing in this data.

Thus multiple imputation may not be an appropriate method to handle the missing data if it is MNAR. A sensitivity analysis can test the appropriateness of the MI procedure in this data by using a patternmixture model approach which models the distribution of a response as the mixture of a distribution of the observed responses and a distribution of the missing responses. (86) As a conclusion, the multiple imputation procedure used in this analysis did not improve the model performance compared to the model based on only available data. The most likely explanation is that that MI uses the assumption of MAR, whereas evidences suggests that MNAR is the mechanism of missing in the USMM dataset.

## - Variable selection methods

In this analysis different variable selection methods including stepwise, backward, and forward selection were applied to develop the LR and Cox models. In LR models, the more advanced methods of adaptive lasso and elastic net were also used in variable selection. Although SAS does not support these methods in the logistic procedure, these selection methods are supported in GLMSELECT procedure and were used to select the variables for the LR model. However, using these variable selection methods did not improve the performance of the models in this data. As explained in chapter two, adaptive lasso and elastic net are useful methods in big data analysis where the number of predictors is very large and the number of observations is relatively small (high dimensional data) such as genetic analysis data.
$(102,184)$ It was not the case in this study where the number of observations was almost 200 times the number of predictors.

- Using random forest method

Use of machine learning (ML) algorithms has been increasing in many disciplines including biomedical research. $(65,122)$ Some studies have found that ML-based analyses outperformed the traditional methods in finding risk predictors and improving the predictive model accuracy. (185) However accuracy of any predictive models, ML-based or not, depends on the quality of the data. Thus common problems
with the EMR data (such as missing data, timeliness of the available data, and poor quality data) affect the ML-based methods same as other traditional methods.(186) Random forest is the machine learning algorithm that has been used in this dissertation. Two key advantages of random forest are its ability to include incomplete (partly missing) observations and to capture non-linear relationships and complex interactions. (69) Using random forest to develop a prediction model in this data let the missing values to be included as legitimate values in the analyses. In other words, all observations can contribute in model development without the need for imputation of missing values. The random forest resulted in substantially improved discrimination compared to the LR model for the mortality outcome. Although the primary reason of using the RF model in this data was to explore and capture any non-linear relationships (higher degree) and complex interactions in the data, the improvement in the RF model performance for mortality outcome was mainly due to the inclusion of missing data; we concluded this because when the RF model was applied to the subjects with no missing (that were analyzed in the LR model), the model's AUC was very similar to the LR model AUC. Also when the RF was applied to the imputed data, the AUC was again similar to the LR model. Therefore RF improved the discrimination only when missing observations are included as missing. Additionally, when the missing values were recoded as a legitimate category and included in the LR model, the LR model performance was comparable (and slightly better) than the random forest model. It confirms again that the gain in the AUC of RF is almost completely due to inclusion of missing data.

In contrast to the mortality outcome, the RF performance in the analysis for hospice outcome was not notably different from the LR model. It can be concluded that missingness on the predictors is not associated with hospice admission as it has been presented in Table 2.5. Missingness was itself a predictor of the mortality and the possibility of MNAR mechanism for missing data was reinforced again. For example when a patients is very sick and at the end of life, it is more likely that physicians or other health professionals do not evaluate all of the predictors and complete the EMR.

The conclusion from the comparison of the RF and LR models was that RF model had substantially improved AUC for the mortality outcome compared to the LR model. The main advantage of RF model in this data was due to the inclusion of missing observations. The same AUC gain was also observed when the missing values were recoded and included in the LR model.

## - Important predictors of mortality and hospice

The importance of variables in the prediction of outcomes were evaluated by the magnitude of their effect in LR and Cox model (adjusted odds ratio and adjusted hazard ratio, respectively). Unlike LR and Cox models, RF does not provide coefficients for the predictors, rather it generates a table for ranked importance of the variables. A few variables were among the most important variables in all three approaches and for both outcomes. These variables were age, race, SQ, albumin, KPS, and hyperlipidemia. ADL-decline and cholesterol level were also selected in multiple models.

Older age and male sex are associated with higher rate of both outcomes. African American patients in our study had lower risk of mortality (adjusted OR=0.59, 95\% CL=0.42-0.83) and hospice admission (adjusted $\mathrm{OR}=0.65,95 \% \mathrm{CL=0.43-1.0}$ ) than whites. A study that evaluated the racial difference in mortality among Medicare beneficiaries demonstrated a substantially higher mortality among Black older adults. (187) The lower mortality rate in African American compared to the whites in this study could have been explained by the age difference between the two race groups, black patients were younger than the whites (mean 79 vs 83 years). However, the association of race and mortality persisted after adjustment for age. There might be therefore unobserved factors (such as socio economic status, or education) that caused the black patient in this cohort less susceptible to death and hospice admission.

As expected, a ' $N o$ ' answer to the surprise question was also strongly related to both outcomes. Validity of the answer No to SQ in prediction of mortality has been shown frequently in cancer and chronic kidney diseases $(98,99,162)$ however, its prognostic value in older adults was not well evaluated. A study
in Spain showed the value of SQ as a screening tool to identify older patients who may require palliative care.(188)

Albumin has been used as a surrogate of the patient nutritional status.(154) Low albumin is associated with inflammation (161), impaired functional status and disability.(155) Low albumin and low cholesterol both have been shown to be associated with an increased rate of death in older adults.(156160) Different factors can explain the effect of low albumin on the mortality rate. For example poor nutrition and low albumin concentration can be indicators of an inflammatory status, an underlying disease, or patient's inability to take care of themselves. Albumin level decreases with increasing age independent of health status. (160) In our study, lower level of albumin and cholesterol were associated with higher risk of death and hospice admission. Albumin is consistently was among the most important variables in different models for both outcomes (Tables 4.8 and 4.14).

KPS is an indicator of patient functional status and disability. Lower values of KPS indicate more severe disability and is associated with higher rate of adverse outcomes. KPS score has been often used to determine the prognosis of cancer patients,( $97,163,164$ ) and is used as part of hospice eligibility criteria in some diseases such as cancer.(189) Its performance in prediction of adverse outcomes among a population of elderly veterans (who were referred to geriatric care clinic) was better or equally good as the use of ADL and IADL measures. (165) In the USMM cohort of community-living older adults, lower KPS was an essential predictor of adverse outcomes (Tables 4.8 and 4.14). Routine documentation of KPS is valuable approach for health care programs in older adults.

With respect to changes in ADL compared to the prior assessment, $66 \%$ of the USMM had no-change whereas $14 \%$ declined and $4 \%$ improved (data were missing in $16 \%$ ). Improvement in ADL compared to 'no-change' was, as expected, associated with lower risk of death. However, unexpectedly, a decline in ADLs also had slightly lower risk compared to 'no-change'; the latter association was not statistically significant. We do not have an explanation for this paradoxical finding.

Timed up and go (TUG) variable had 20\% missing values but was included in the model development. This variable was the first ranked important variable in RF analysis for the mortality and the $9^{\text {th }}$ for the hospice outcome. As mentioned before, in LR and Cox models, observations with any missing value are left out from the analysis by default, whereas in RF the partly-missing observations are also included. One can conclude that missing on TUG is again an important predictor of the outcomes in this data. To measure TUG, the patient needs to understand the test and have motivation and ability to do the test. It is very likely that the doctor or other health professionals who visited the patients overlook testing TUG for terminally ill patients, bed-bound patients, or when patient's safety can be a concern. Consequently, missing on TUG will be a strong predictor of mortality or hospice admission.

In this dataset, 24 variables representing the CCW comorbidities were evaluated as the predictors of the outcomes. Interestingly, often the presence of the comorbidity had a protective effect against the outcomes. However, almost all of these associations became non-significant after adjustment, except for hyperlipidemia which remained consistently significantly associated with better outcomes (and was included in most of the final models). As discussed in chapter four, the reason for this protective effect of hyperlipidemia may be in part due to the treatments that can affect the survival of patients. For example, lipid-lowering medications, especially statins, have been shown to decrease mortality in cardiovascular diseases. $(166,167)$ The protective effect of statins have been reported in many other conditions and diseases. (169-171)

Another potential explanation is the inconsistency in the documentation of the comorbidities. For instance, it is expected that the provider does not complete the documentation of all comorbidities in a very sick patient.(190) Since these CCW variables are recorded as binary (yes/no) variables in the APRIMA, it is likely that the default value is ' $N o$ ' unless otherwise documented. In this scenario, the EMR for sicker patients with a poorer prognosis, are more likely to be incomplete on comorbidities than the
healthier patients with better prognosis. However, the prevalence of most chronic conditions in this population is higher than the US population of age $\geq 65$ years old.

The prevalence of chronic conditions in the US population was evaluated in a study using administrative claims data for a population-based cohort of over 31 million Medicare Fee-for-service beneficiaries. (7) For example prevalence of following conditions in this cohort vs. the general elderly are: hypertension ( $81 \%$ vs. $60 \%$ ), hyperlipidemia ( $50 \%$ vs. $45 \%$ ), heart failure ( $34 \%$ vs. $18 \%$ ), TIA/stroke ( $11 \%$ vs. $5 \%$ ), diabetes (34\% vs. 27\%), atrial fibrillation (17\% vs. 9\%), COPD (26\% vs. 11\%), chronic kidney disease ( $40 \%$ vs. $13 \%$ ), and cancer ( $8 \%$ vs. $7 \%$ ). On the other hand, the comorbidity rates for some variables are lower in the USMM cohort: ischemic heart diseases (17\% vs. 35\%), osteoporosis (11\% vs. 14\%), and Alzheimer's disease ( $0 \%$ in this cohort vs. $13 \%$ in the US population). These results weaken the previous assumption that there is a lack of documentation for chronic conditions in the APRIMA data, however it still is plausible that for those at highest risk of mortality the documentation of comorbidities is less than optimal. Unfortunately it is not possible to confirm any of these potential explanations for some of the paradoxical associations between CCW comorbidities and outcomes.

Difference between the two outcomes - The two outcomes of interest, death, and hospice admission are clearly related variables. According to the Medicare criteria, a patient is eligible for hospice services, if determined to have a terminal illness (defined as having a prognosis of 6 months or less if the disease or illness runs its normal course). (35) Therefore the models for the two outcomes are expected to be similar in terms of selected predictors and the performance of the models. However, in this data using the same set of potential predictors, the model performance for the two outcomes was different in terms of the AUC and selected variables in the final models.

Mortality after hospice admission in this data was very high soon after admission i.e., $21 \%$ died within seven days of admission, $59 \%$ died within three months of their admission and $25 \%$ lived beyond 6 months of their admission. Median survival after hospice admission was 58 days. A large hospice study
of Medicare beneficiaries who were enrolled in hospice program in 5 US states showed that 15\% of patients died in 7 days and $15 \%$ lived beyond 6 months of their enrollment date. The median survival in hospice was 36 days. (172) In the USMM cohort, early death ( $\leq 7$ days) occurred in higher proportion of the patients than the previous study which implies the patients were referred to hospice late. However, it is noticeable that unlike death, hospice admission is dependent on factors other than the patient's clinical condition. For instance, unobserved variables such as patient or family preferences can influence the admission and its timing. So it is probable that some caregivers preferred to take care of the patient at home until the very end of life. On the other hand, racial and ethnic disparity in end-of-life care has been shown in literature. Black patients are more likely to receive higher intensity (e.g., intensive care unit) and higher cost care (frequent hospitalizations and ER visits) instead of hospice enrollment at the end of life.(191-193) Therefore the late admission to hospice does not necessarily mean that the original hospice referral by USMM providers was late. On the other hand, about $25 \%$ of the hospice admitted patients lived beyond six months compared to the $15 \%$ in the national study which implies that screening and referral process require improvement, to avoid the potential for over-use of hospice facilities by the patients for whom the life expectancy was underestimated.

- Limitations

This study had limitations. The details of limitations was provided in each chapters 2-4, here is a summary of the limitations of this dissertation.

1. Although the USMM database is a rich data set with a wide range of information collected, but missing data is a serious problem. There are potential predictors that are not included in the analysis because of the high missing rate: decline in IADL function since the last visit, a decline in global health since last year, falls, hospitalizations and ER events.
2. We used the independent variables data that were collected at baseline (first visit in the USMM system) because the change of variables over time were not well documented.
3. Another limitation of this analysis is the assumption about the mechanism of missing data. The Multiple Imputation procedure has a basic assumption of missing at random. We used multipleimputation in this data although there were evidences that the mechanism of missing is this data is MNAR (missing not at random).
4. There were two comorbidity variables excluded from the analysis because the number of patients with the comorbidity was too small or zero.
5. To evaluate the accuracy of the model, we used the validation data which is originated from the same database as derivation cohort. Using an external validation data was useful to confirm external validity of the model.

- Future direction

The models developed in this study were validated using the data from the same origin as the derivation data. To assess the external validity of the models, future application of the model to cohorts of community-living homebound older adults is needed. It is interesting to also evaluate the validity of the model among older adults who are not homebound. Inclusion of variables which indicates functional status in all possible ranges from normal to severely impaired (i.e., KPS, TUG, and ADL) allow to use these models in prediction of outcomes in general older population. In the RF model I used a single machine learning algorithm to predict the mortality outcome and it resulted in a remarkably improved discrimination ability of the model. Researchers commonly use an ensemble of different machine learning algorithms to obtain a better model. (74) Future studies can incorporate different machine learning algorithms to attain a prediction model with higher discrimination. In this study, separate Cox models were developed for each outcome, but since death and hospice admission can be competing risk, a future analysis accounting for competing risks $(173,174)$ might be useful to assess the joint effect of the two outcomes on survival. Finally in this research only the baseline values of the independent
variables were considered. Most of the independent variables did not change over the study period, however if the data were available for a longer follow up time, and documentation was improved to reducing missing data, predictors that may change over time especially functional measures (KPS, ADL, TUG), lab tests (albumin, cholesterol), and body weight could be evaluated as time-varying covariates. This trajectory based analysis (with time-varying predictors) can be one of the future analysis when the required data is available. Learning about the quality of the USMM data was an important result of this dissertation. The quality of the USMM database needs substantial improvement; development of a protocol that regulate the data collection process and significantly improve the quality of database.

- Potential implementation of new RS approach for USMM

Our models can be programmed and integrated into the electronic medical databases to stratify patients and provide them with targeted care. These developed model can be received by the USMM computer programmers using different statistical software that support our models (e.g., SAS and R support all three models: logistic, random forest, and $\operatorname{Cox} \mathrm{PH})$. Then the programmer can code the model into the data system in order to run the model on all observations at the time of each new data entry. Logistic and Cox regression models can be programmed into the USMM database by knowing the regression coefficients for each predictor, however for RF model, a statistical software is required. The fact that in ML-based algorithms, the user cannot directly see how exactly the predictions are generated, remains as a limitation in utilizing ML-based algorithms.(185) Ultimately a predicted probability for each patient is calculated from the model, and then a risk level will be assigned to them based on their probability of death (or hospice admission). The high-risk patients would be flagged and brought to the attention of the provider team for appropriate and timely intervention. The intervention can include a range of services such as a change in medications, nutritional support, additional home visit, hospice referral, or offering palliative care and advanced care planning. Lower risk patients can be targeted for other levels of services according to the USMM policies and care plans. For example,
preventive services such as providing medical equipment to reduce the risk of fall, screening tests, more intensive treatment regimen for prevention of complications of diabetes, and rehabilitation referral are services that may be offered to the patients with estimated long survival and low risk of adverse outcomes.

As the conceptual framework from American Geriatrics Society Guiding Principles indicates (Table 1.2), estimation of life expectancy and health trajectory is a part of the suggested care for older adults with multiple comorbidity. It is important that all decisions and care options must be aligned with patient's priorities and health trajectory; and must be communicated with patient, caregiver, and other clinicians. Finally, the results of this research can be used by the USMM to improve the quality of the database in terms of data collection and documentation.

- Conclusion

As a conclusion, the different statistical approaches for the development of a prediction model in this data resulted in similar model discrimination, except for the random forest model for the mortality outcome which had remarkably better discrimination than other models. A few variables such as SQ, KPS, and albumin were consistently associated with both outcomes. We think that these variables should be considered by researchers who are working on prognostic indices for older populations. SQ and KPS are simple but valuable pieces of information that can be quickly evaluated and documented by physicians or other health providers.
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