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ABSTRACT

IN-PLANE BLADE-HUB DYNAMICS OF HORIZONTAL-AXIS WIND TURBINES WITH
TUNED AND MISTUNED BLADES

By

Ayse Sapmaz

Understanding vibration of wind turbine blades is of fundamental importance. This study focuses

on the effect of blade mistuning on the coupled blade-hub dynamics. Unavoidably, the set of blades

are not precisely identical due to inhomogeneous materials, manufacturer tolerances, etc.

This work is focused on the blade-hub dynamics of horizontal-axis wind turbines with mistuned

blades. The reduced-order equations of motion are derived for the wind turbine blades and hub

exposed to centrifugal effects and gravitational and cyclic aerodynamic forces. Although the blades

and hub equations are coupled, they can be decoupled from the hub by changing the independent

variable from time to rotor angle and by using a small parameter approximation. The resulting

blade equations include parametric and direct excitation terms. The method of multiple scales is

applied to examine response of the linearized system. This analysis shows that superharmonic and

primary resonances exist and are influenced by the mistuning. Resonance cases and the relations

between response amplitude and frequency are studied. Besides illustrating the effects of damping

and forcing level, the first-order perturbation solutions are verified with comparisons to numerical

simulations at superharmonic resonance of order two. The simulation point to speed-locking

phenomenon, in which the superharmonic speed is locked in for an interval of applied mean loads.

Additionally, the effect of rotor loading on the rotor speed and blade amplitudes is investigated for

different initial conditions and mistuning cases. Lastly, we aim to analytically confirm the blade

response amplitudes at various rotor speeds near resonance and verify speed locking phenomenon

by applying method of harmonic balance. The study shows that the speed-locking is due to the

average interaction between the blade vibration and rotor motion in the rotor equation, and its

balance against the mean rotor moment. The phenomenon is examined for an effective (balanced)

single blade-rotor system.



Next, a second-order method of multiple scales is applied in the rotor-angle domain to analyze

in-plane blade-hub dynamics. A superharmonic resonance case at one third the natural frequency

is revealed. This resonance case is not captured by a first-order perturbation expansion. The

relationship between response amplitude and frequency is studied. Resonances under constant

loading are also analyzed. The effect of blade mistuning on the coupled blade-hub dynamics is

taken into account.

To better understand parametrically excited multi-degree-of-freedom behavior, approximate

solutions to tuned and mistuned four-degree-of-freedom systems with parametric stiffness are

studied. The solution and stability of a four-degree-of-freedomMathieu-type system is investigated

with and without broken symmetry. The analysis is done using Floquet theory with harmonic

balance. A Floquet-type solution is composed of a periodic and an exponential part. The harmonic

balance is applied when the Floquet solution is inserted into the original differential equation of

motion. The analysis brings about an eigenvalue problem. By solving this, the Floquet characteristic

exponents and the corresponding eigenvectors that give the Fourier coefficients are found in terms of

the system parameters. The stability transition curve can be found by analyzing the real parts of the

characteristic exponents. The frequency content can be determined by analyzing imaginary parts at

the exponents. A response that involves a single Floquet exponent (and its complex conjugate) can

be generated with a specific set of initial conditions, and can be regarded as a “modal response”.

The method is applied to both tuned and detuned four-degree-of-freedom examples.
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κv = 0.35, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Figure 2.20: Campbell diagram for NREL 5MW64meter blade showingωn2 as a function
of Ω, with parameters k0 = 603670 N .m, k1 = 4479.3 kg.m2, mb = 14441
kg.m2. Intersection with the 2Ω, 3Ω, Ω and Ω2 lines indicate possible reso-
nances at the corresponding Ω. . . . . . . . . . . . . . . . . . . . . . . . . . . 36

xiii



Figure 2.21: ωn2 versus Ωactual graph with IC = 0.5ΩsupH , mb = 1, e = 0.2, Jr = 10,
cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, d = 0.2, kv = 0.5, k1 = 0.27,
k2 = 0.05 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Figure 2.22: FFT plot of q1 for the analytical solution and simulation for mb = 1, Jr = 10,
cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27,
k2 = 0.05, d = 0.2, e = 0.2, Qφ0 ≈ 0.0198, Ω = 1.225, ωn2 = 2.2451 . . . . . . 38

Figure 2.23: FFT plot of q2 for the analytical solution and simulation for mb = 1, Jr = 10,
cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27,
k2 = 0.05, d = 0.2, e = 0.2, Qφ0 ≈ 0.0198, Ω = 1.225, ωn2 = 2.2451 . . . . . . 39

Figure 2.24: FFT plot of q3 for the analytical solution and simulation for mb = 1, Jr = 10,
cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27,
k2 = 0.05, d = 0.2, e = 0.2, Qφ0 ≈ 0.0198, Ω = 1.225, ωn2 = 2.2451 . . . . . . 40

Figure 2.25: FFT plot of Ûφ for the analytical solution and simulation for mb = 1, Jr = 10,
cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27,
k2 = 0.05, d = 0.2, e = 0.2, Qφ0 ≈ 0.0198, Ω = 1.225, ωn2 = 2.2451 . . . . . . 41

Figure 2.26: Ωactual versusQφGraphwith negative and positivemistuning cases and tuned
case for mb = 1, Jr = 10, cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75,
kv = 0.5, k1 = 0.27, k2 = 0.05, d = 0.2, e = 0.2 . . . . . . . . . . . . . . . . . 42

Figure 2.27: Ωactual versus Qφ graph for different initial condition for mb = 1, Jr = 10,
cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27,
k2 = 0.05, d = 0.2, e = 0.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Figure 2.28: σdesired versus σactual with negative and positive mistuning cases and tuned
case for mb = 1, Jr = 10, cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75,
kv = 0.5, k1 = 0.27, k2 = 0.05, d = 0.2, e = 0.2 . . . . . . . . . . . . . . . . . 44

Figure 2.29: σdesired versus σactual graph for different initial condition for mb = 1,
Jr = 10, cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27,
k2 = 0.05, d = 0.2, e = 0.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Figure 2.30: Qφ versus perturbation solution amplitude graph for mb = 1, Jr = 10,
cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27,
k2 = 0.05, d = 0.2, e = 0.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Figure 2.31: Speed-locking graph Ω versus Qφ for primary resonance for µ = 0.1, µ2 =
0.5, ωn2 = 2.23, d = 1.871 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

xiv



Figure 2.32: Speed-locking graphΩ versus Qφ for superharmonic resonance order two for
g = 1, µ = 0.01, µ2 = 0.0135, ωn2 = 2.23, d = 1.871, γ = 0.5 . . . . . . . . . . 48

Figure 3.1: Eigenvalues versus elastic stiffness mistuning parameter (kv) plot for k0 = 5,
k1 = 0.5, ÛΦ = 0, m = 1, J = 1, e = 0.2, ε = 0.1 (e1: first blade, e2: second
blade, e3: third blade) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Figure 3.2: Steady state superharmonic resonance response amplitudes versus detuning
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CHAPTER 1

INTRODUCTION

1.1 Objectives

The purpose of this study is to advance the understanding of the wind turbine blade vibration

and the dynamic relationship between the blades and hub. The blades are under the effects of

gravitational and cyclic aerodynamics forces and centrifugal forces. The tangential and radial

components of the gravity force create cyclic changes, causing the effective stiffness of the blade

to vary the with rotational angle. Additionally, centrifugal forces affect the stiffness terms, and as

the turbine rotates, the blades are exposed to cyclically varying wind forces. Therefore, parametric

stiffness and direct forcing effects are taken into account in the equation of motion. Understanding

these cyclic gravitational and aerodynamic loadings have fundamental importance for improving

the turbine life-span and designing more reliable wind turbines structures.

Further, Mathieu-typemulti degree of freedom systems with parametric excitation are studied to

find the general responses. Indeed, 4DOF systemswith parametic excitationmatches themotivation

of three-blade wind turbine and rotor.

Particularly, this work focuses on the in-plane blade-hub dynamics of a three-blade horizontal-

axis wind turbine, involving cyclically changing gravitational and aerodynamic loading, and aspires

to the following

1. Analyze the blade-hub dynamics of a non-identical three-blade horizontal-axis wind turbine.

2. Obtain the steady-state amplitude-frequency relations and the stabilities of the solutions for

coupled mistuned three-blade equations by applying a first-order perturbation method.

3. Analyze the speed-locking phenomena both numerically and analytically by applying har-

monic balance method, and interpreted for the various blades.
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4. Determine the steady-state dynamics for in-plane, tuned blades of horizantal-axis wind

turbine by applying a second-order method of multiple scales to the equations of motion.

5. Analyze the steady-state dynamics for in-plane, mistuned blades of wind turbine by applying

a second-order perturbation analysis.

6. Obtain the general response of both tuned and mistuned four-degree-of-freedom systems

with parametric excitation, and establish a basis for the transient dynamics of a three-blade

turbine.

1.2 Motivation

Renewable power generation can help countries to access clean, secure, reliable and affordable

energy. The world market for wind energy has been experiencing solid growth through the year

2017. Total installed capacity wordwide reached about 540 GW by the end of 2017 as seen in

Fig. 1.1. According to the Global Wind Energy Council (GWEC) [2], the records in 2017 point

out an increment of installed capacity of about 52 GW, taking the total installed wind energy level

to about 540 GW.

Electricity generation from wind energy sources has grown consistently [3]. For the first time,

montly electricity generation from the wind exceeded 8 % of total electricity generation in the

United States in 2017 as shown in Fig. 1.2.

Figure 1.1: Global cumulative installed wind capacity between 2001-2017
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Figure 1.2: Monthly net electricity generation from selected fuels between Jan 2007- Mar 2017-
share of total electricity generation.

The Wind Vision Report by Department of Energy [4] projects a scenario with wind energy

supplying 10 % of the U.S. electricity in 2020, 20 % in 2030 and 35 % in 2050 total from both

land-based and offshore wind energies types as seen in Fig. 1.3. Since the wind energy industry has

growing export volume continuously, research on wind turbines has become more important for the

global renewable energy market. This rapid growth in the wind industry has attracted attention for

research and development to modify the fundamental design of wind turbines, in order to enhance

gearbox and bearing life of conventional horizontal-axis wind turbines (HAWTs) and vertical-axis

wind turbines (VAWT). Also essential for improving wind turbine capacity and output is blade

design and technology developments [5]. Figure 1.4 shows that increasing tower height and rotor

diameter allows turbines to capture more wind energy and therefore produce more electrical output,

because power output of a wind turbine is proportional to the area swept by the blades [6].

Sandia National Laboratory (SNL) Wind Energy Technologies Department developed a 100

meter all-glass baseline wind turbine blade model with a 13.2 MW capacity [7]. The National

Renewable Energy Laboratory (NREL) has a design of an offshore 5-MW baseline wind turbine

with 61.5 m blades [8] and The Dutch Offshore Wind Energy Project (DOWEC) modeled a wind

turbine with 62.6 m blades [9]. GE Renewable Energy introduced a wind turbine Haliade-X-12,
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the most powerful offshore wind turbine in the world, with a 12 MW capacity. It has a 220 meter

rotor diameter, 107 m blades, and a 260 m height [10]. Some offshore wind developers are working

together on 13 to 15MW turbines to be in themarket by 2024 (DONGEnergy, 2017) [11]. However,

the increase in size of turbines creates significant loading on turbine components. Therefore, there

is a focus on materials fatigue and structure and equipments loadings in order to reduce gearbox

failures. This is important for decreasing installation and maintanence costs as seen in Figure 1.5

[12].

Studying blade dynamics is important to understand how the blades induce loading in the

hub since failures occur generally in the hub and gearbox in the horizontal-axis wind turbines.

Blades are coupled through the hub so dynamical loadings of blades on rotor are transmitted to

the each other by hub. A variety of dynamic loadings can induce vibrations and instabilities. So,

understanding the coupled blade and hub dynamic responses is inspiring as a research problem.

1.3 Background and Literature Review

1.3.1 In-plane Blade-Hub Dynamics of Wind Turbines with Mistuned Blades

The energy produced by a wind turbine is proportional to its rotor area, which makes larger wind

turbine designs more favorable [7, 8]. However, as the blades get larger in size, they become more

susceptible to failure due to variations in dynamic loadings. Therefore, understanding the blade

Figure 1.3: The Wind Vision study scenario about share in electricity production in the U.S.
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Figure 1.4: Average turbine nameplate capacity, rotor diameter, and hub height installed during
period.

dynamics and blade-hub interactions is important for making predictions about turbine durability

as well as building a framework for reliable designs.

In the past, researchers worked on single blade dynamics [13–17]. Ramakrishnan and Feeny

[16] found a nonlinear equation of motion that governs the in-plane dynamics for a single blade. In

their study, parametric and direct excitation terms due to gravity were taken into account. Through

single mode reduction, the equation of motion can be represented with a forced nonlinear Mathieu

equation, which was then analyzed to find the steady state dynamics via first-order method of

multiple scales [16, 18]. By changing related parameters, they examined effects of parametric

excitation, direct forcing and nonlinearity. Acar and Feeny derived the equations of motion for a

blade under bend-bend-twist vibrations, where they accounted for stiffness changes due to gravity

and centrifugal effects [17].

Reliability is one of the problems for large wind turbine designs. When horizontal-axis wind-

turbine blades increase in size, variations in dynamic loading become more likely to the durability

of the turbine. Understanding vibration of the blades and relationship between blades and hub have

fundamental importance for predicting the turbine life-span and developing more reliable designs.
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Figure 1.5: Annual Failure Frequency per Turbine Subsystem 2012.

Silva [13], Bir and Oyague [14], and Acar and Feeny [19] dealt with blade loading and vibration

of a single blade. Experimental studies have been done to estimate structural and modal properties

of the blade and tower of a three-bladed upwind turbine [14]. Effects of gravity, pitch action and

varying rotor speed were included in the partial differential equations of blade motion by Kallesøe

[15]. A dynamics model for a rotor-blade system in horizontal axis wind turbines is developed and

model accuracy is improved by including additional coupling terms [20]. Ramakrishnan and Feeny

[16] focused on in-plane dynamics of a single blade using a linear and nonlinear single-modemodel.

A first-order perturbation analysis showed that superharmonic resonances of order two existed in

the linear model. They also applied a second-order perturbation method to a blade-motivated linear

and nonlinear forced Mathieu equation to describe superharmonic resonances of order three [21].

A second-order method of multiple scales is applied to the equations of motion for in-plane tuned
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and weakly mistuned blades of horizontal axis wind turbine to determine the steady-state dynamics,

with focus on the superharmonic resonance of order three for the linear system with hard forcing

[22]. Inonue and Ishida [23, 24] performed the out-of phase nonlinear vibration analysis of wind

turbine blade to investigate the superharmonic resonance case and they also showed the existence

of superharmonic resonance at orders two and three. Higher-order perturbation expansions have

been applied to study dynamics of systems [25–28]. Nayfeh and Mook [29] used higher-order

perturbation method to find the stability wedges of the Mathieu equation.

1.3.2 Approximate General Reponse of Four-Degree-of-Freedom Systems with Parametric
Excitation

Many mechanical systems have parametric excitation characteristics [18, 23, 30, 31]. A number of

different types of methods have been used to study the Mathieu equation. The method of multiple

scales has been used to examine a forced Mathieu equation for resonances [18]. Likewise, stability

characteristics are found by using the method of van der Pol [23]. Another way to approach

the Mathieu equation is to use Floquet theory. Acar and Feeny [32] used a method combining

Floquet theory with harmonic balance to find the tuned 2-DOF and 3-DOF systems responses. An

assumed Floquet-type solution is composed of a periodic p(t) and an exponential part eµ̂t such as

x(t) = eµ̂t p(t). The theory indicates that the fundamental solution to aMathieu equation on stability

boundaries is purely periodic [33]. In consequence of that, stability regions can be procured by

assuming a periodic solution without solving for the general response itself [34], [24, 35–37]. The

response characteristics of time-periodic systems have been studied by using system identification

methods. Allen et al. [38] presented an output-only system identification methodology to identify

the modal functions of the Mathieu equation and the Floquet exponents.

1.4 Thesis Overview

This thesis includes the analysis of in-plane blade-hub dynamics of horizontal-axiswind turbines

with mistuned blades by applying perturbation analysis. In Chapter 2, low-order in-plane vibration
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equation of motion are derived for a mistuned three-blade wind turbine. The blade equations and

the rotor equation are coupled through the inertial terms. Pendulum vibration absorber equations

are similar to these equations where absorber inertia is small compared to rotor inertia [39, 40].

To decouple the absorber equations from the rotor equation, Chao et al. [41, 42] changed the

independent variable from time to rotor angle. Following the analysis of these vibration-absorber

systems, the independent variable is transformed from time to rotor angle in this work, then a non-

dimensionalization procedure and a scaling process are followed to separate the blade equations

from the hub equation. Next, the method of multiple scales is applied to equations of the mistuned

blades to analyze the steady-state amplitude-frequency relations and the stabilities of solutions.

Moreover, in Chapter 3, second-order method of multiple scales is applied to the equations of

motion for in-plane tuned and weakly mistuned blades of horizontal axis wind turbine to obtain

the steady state dynamics, with focus on the superharmonic resonance of order three for the linear

system with hard forcing, and also superharmonic resonances under a constant load.

Additionally, in Chapter 4, general solutions of Mathieu-type four-degree-of-freedom mass-

spring system with parametric excitation are studied. Assuming a Floquet-type solution, and using

the harmonic balance method, the frequency content and stability of the solution are obtained.

Finally, the analysis is extended to a system with mistuned parameters, and the effect of symmetry

breaking on system response is analyzed.

Lastly, Chapter 5 discusses studies which are underway but have not been completed. These

include a nonlinear analysis of a single blade and an approach for parametric identification of a

system with cyclic stiffness.

1.5 Contributions

Literature contibutions of this thesis are:

– Equations of motions are derived for in-plane vibrations of a mistuned three-blade wind

turbine. This study allows us to determine that superharmonic and primary resonances,

which were observed in the previous study of symmetric case, can be split into multiple
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resonance peaks, and that the blades take on different steady state amplitudes.

– The effects of parameters, such as damping, forcing level, positive and negative mistuning on

the superharmonic resonant responses were analyzed. Also, the analytical solution approxi-

mations of the blade vibration and rotor dynamics with numerical solutions are verified. In

doing so, the simulations expose a rotor-speed locking phenomenon at the superharmonic

resonances. Additionally, the speed-locking phenomena is verified analytically by applying

harmonic balanca method.

– A second-order pertubation analysis is applied on both tuned and mistuned three-blade wind

turbines. The analysis reveals the superharmanic resonances at one-third natural frequency.

This resonance case is not able to be captured with a first-order multiple scales analysis. The

superharmonic resonance splits from a single resonance peak in the tuned case into multiple

resonance peaks with mistuning. The amplitude inceases while the modal damping factor ζ

decreases for steady-state superharmonic resonance response.

– General responses of a 4 degree-of-freedom mass-spring system with parametric excitation

are investigated. The frequency content and stability of the solution are obtained by assuming

a Floquet-type solution, and using the harmonic balance method. Further, the analysis is

broaden to a systemwithmistuned parameters, and the effect of symmetry breaking on system

response is analyzed.
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CHAPTER 2

IN-PLANE BLADE-HUB DYNAMICS OF HORIZONTAL-AXIS WIND TURBINES
WITH MISTUNED BLADES

2.1 Introduction

In this chapter, wind-turbine blade-hub interactions are considered as a whole. Dynamics of

a linearized symmetric three-blade horizontal-axis wind turbine was studied previously in [43],

where all three blades were assumed to have identical inertial and stiffness properties. In that

work, the parametrically excited blade equations exhibited superharmonic and primary resonances.

Since the system was linear and perfectly symmetric, each blade had the same vibration amplitude.

Ikeda et al. investigated unstable vibrations of a two-blade wind turbine tower theoretically [44].

Nonlinearity could cause the blades to deviate from this symmetric response (e.g. in Griffin et

al., [45], Dick et al. [46]). Alternatively, in this chapter, one of the blades is mistuned to show

the effects of breaking the cyclic symmetry. Many researchers worked on mistuned rotational

systems [47–50]. Whitehead [51] analyzed the effect of broken-symmetry on forced vibration of

turbine blades with mechanical coupling. Mistuning in bladed disks has been studied by Ewins

[52] and Cha and Sinha [53]. Localization phenomenon in three-blade horizontal-axis wind turbine

vibrations were analyzed by Ikeda et al. [54]. Approximate general responses of tuned andmistuned

4-degree-of-freedom systems with parametric stiffness were found by applying Floquet theory with

harmonic balance [55].

Following up the work on a symmetric blade-hub system, the method of multiple scales is

applied to equations of the mistuned blades and hub to examine the steady state dynamics. By

using a procedure that is similar to the one used in [43], linearized equations of motion for non-

identical blades and hub were found. By assuming a single uniform cantilever beam mode for

each blade, energy equations are approximated. Then, blade and hub equations are obtained by

applying Lagrange’s equations [43]. The tangential and radial components of the gravity force
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create cyclic changes, varying the effective stiffness of the blade with rotational angle. Also,

centrifugal forces contribute to the stiffness as the rotor spins. Although horizontal-axis wind-

turbines do not spin at high speeds generally, the stiffness contribution of centrifugal effects should

be taken into account while designing turbine blades. Moreover, wind velocity generally varies

with altitude, the blades are exposed to cyclically varying wind forces as the blade rotates. In the

equations of motion, parametric stiffness and direct forcing effects were taken into consideration.

Derivation of equations can be found from [17].

In place of assuming a symmetric model, in this study, we mistune one of the blades in order

to understand how broken-symmetry affects the turbine dynamics. As can be seen in the following

sections, even when the mistuning is small, it can introduce larger forced responses when compared

to the perfectly tuned system. The blade-hub dynamics of a non-identical three-blade horizontal axis

wind turbine, involving cyclically changing aerodynamic loadings, direct and parametric excitation

is analyzed. Primary resonance and superharmonic resonance at order 2 were unfolded due to the

parametric and direct excitation of gravity. The blade equations and the rotor equation are coupled

through the inertial terms.

Pendulum vibration absorber equations are similar to these equations where absorber inertia

is small compared to rotor inertia [39, 40]. To decouple the absorber equations from the rotor

equation, Chao et al. [41, 42] changed the independent variable from time to rotor angle. Then

they applied method of averaging to find steady state dynamics. Gravitational effects on absorbers

and the internal resonances introduced by the parametric effect were studied by Theisen [56].

Like with the analysis of these vibration-absorber systems, the independent variable is trans-

formed from time to rotor angle in this work, and then, a non-dimensionalization procedure and

a scaling process are followed. To analyze the steady-state amplitude-frequency relations and the

stabilities of solutions for coupled mistuned three-blade equations, a first-order method of multiple

scales is applied. This analysis is focused on superharmonic resonance and a primary resonance.

This chapter also includes the effects of parameters, notably negative mistuning, damping, and

forcing level, on the superharmonic resonant responses. On the other hand, the analytical solution
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Figure 2.1: A mistuning three-blade turbine with blades under in-plane bending.

approximations of the blade vibration and rotor dynamics with numerical solutions is verified.

In doing so, the simulations expose a rotor-speed locking phenomenon at the superharmonic

resonances. Last, the speed-locking phenomenon and the blade response amplitudes at various

rotor speeds near resonance are verified analytically by applying harmonic balanca method.

2.2 Mistuned Three-Blade Turbine Equations

Following reference [43], the hub is modeled as a rigid body in a fixed-axis rotation with

damping. As shown in Figure 2.1, only in-plane vibration is taken into consideration by using a

simplified model, and tower motion is neglected. The blades and rotor equations are coupled. The

blades are modeled as nonuniform slender beams of length L with in-plane transverse displacement

y(x, t) � γv(x)q j(t), where γv(x) is the assumed modal displacement function of position x, and

q j(t) is the modal coordinate of the jth blade. One of the blades’ elastic modal stiffness terms is

assumed to have a small mistuning.

The equations of motion for the jth blade and the rotor are, for j = 1, 2 and 3,
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mb Üq j + cb Ûq j + (k0 j + k1 Ûφ
2 + k2 cos φ j)q j + d sin φ j + e Üφ = Q j, (2.1)

Jr Üφ + cr Ûφ +
3∑

k=1
(d cos φk qk + e Üqk ) = Qφ, (2.2)

where k01 = k02 = k0, k03 = k0 + εkv and k0 is a single blade’s elastic stiffness, kv is the elastic

stiffness variation of the mistuned blade, mb is the modal mass of a single blade according to the

equation given in the Appendix A.1, Jr is the total inertia of three blades plus the hub about the

shaft axis, e is the coupling term, q j is the assumed modal coordinate for the jth blade, φ is the

rotor angle, and φ j = φ +
2π
3

j is the blade-root angle, which differs from φ by a constant (i.e.

φ1 = φ + 2π/3, φ2 = φ + 4π/3, φ3 = φ), k1 Ûφ
2 is the centrifugal stiffness, k2 is the stiffness

contribution of the gravitational effect, Q j and Qφ are generalized forcing terms due to aeroelastic

loading, and cb and cr are generic damping coefficients. These parameters are defined in the

Appendix A.1.

For a system under zero gravity, the first two modal frequencies are: ωn1 = 0 with mode

shape ϑ1 = (q1, q2, q3, φ) = (0, 0, 0, 1) (rigid body rotation), ωn2 =

√
k0 + k1Ω

2

mb
(frequency of

a single blade) with ϑ2 = (0.707, −0.707, 0, 0). The third and the fourth modal frequencies are

rather complicated, and they are given in the Appendix A.2. For specific parameter values, the

natural frequencies are plotted as functions of the stiffness variation term (kv), as demonstrated in

Figure 2.2. When kv = 0, the symmetric case,ωn3 = ωn2, which is consistent with [43]. Schematic

blade-rotor mode shapes are given in Figure 2.3 for the symmetric case. For the mistuned blades

case, first and second mode shapes are the same as shown in Figure 2.3, but the third and forth mode

shapes are slightly perturbed. In the case of mode 2, the mistuned blade and hub are motionless

while the tuned blades vibrate equally and oppositely.

Similar to references [39, 41–43], the independent variable is changed from time to rotor angle

φ. The rotor speed Ûφ is not constant. By ν = Ûφ/Ω, where Ω is the mean speed, one can find the

derivative expressions:
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Figure 2.2: Eigenvalues versus elastic stiffness mistuning parameter (kv) plot for k0 = 5, k1 = 0.5,
ÛΦ = 0, m = 1, J = 1, e = 0.2, ε = 0.1 (e1: first blade, e2: second blade, e3: third blade)

d
dt
=

dφ
dt

d
dφ

and
d2

dt2 = ν
′νΩ2 d

dφ
+ ν2Ω2 d2

dφ2 .

Equations (2.1) and (2.2) are modified with rotor angle as the new independent variable. The

equations become

ν2q′′j + νν
′q′j + c̃bνq′j + (k̃0 j + k̃1ν

2 + k̃2 cos φ j)q j + d̃ sin φ j + ẽνν′ = Q̃ j, (2.3)

νν′ + c̃rν + χ
3∑

k=1

[
d̃ cos φk qk + ẽ(ν2q′′k + νν

′q′k )
]
= Q̃φ, (2.4)

where ( )′ = d( )/dφ, and k̃01 = k̃02 = k̃0 and k̃03 = k̃0 + ε k̃v and where c̃b =
cb

mbΩ
, ẽ =

e
mb
,

k̃0 =
k0

mbΩ
2 , k̃v =

kv
mbΩ

2 , k̃1 =
k1
mb
, k̃2 =

k2
mbΩ

2 , d̃ =
d

mbΩ
2 , Q̃ j =

Q j

mbΩ
2 , χ =

mb
Jr
,

c̃r =
cr

JrΩ
, Q̃φ =

Qφ

JrΩ2 .
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Mode 1 Mode 2 Mode 3 Mode 4

Figure 2.3: In-plane mode shapes of a symmetric three-blade turbine.

The term νν′ refers to the variations in the rotor speed, and can be called the dimensionless

rotor acceleration (
dν
dt
=

dν
dφ

dφ
dt
= ν′(Ων)). This can be seen from Equation (2.4), where the

summation represents the loads applied by the blades on the rotor.

The parameter Jr contains inertia of the three undeformed blades and the hub inertia about

the shaft axis. mb is the cumulative inertia of elements of a single modally displaced blade about

the transverse axes of their own undeflected positions. Since mb is small compared to Jr , a small

parameter is defined as ε = mb/Jr . The expressions for these parameters can be found in the

Appendix A.1. For the purpose of the decoupling of the blade-hub equations, the following scaling

is applied to Equation (2.3) and Equation (2.4):

ν = 1 + ε2ν1, c̃b = ε ĉb, k̃2 = ε k̂2, d̃ = ε d̂, c̃r = ε
2ĉr, χ = ε, q j = εs j, Q̃ j = εQ̂ j,

Q̃φ = ε
2Q̂φ.

The equations are revised with respect to scaled blade coordinates s j and hub coordinate v1 as

s′′j + ε ĉbs′j + (k̃0 j + k̃1 + ε k̂2 cos φ j)s j + d̂ sin φ j + ε ẽν′1 = Q̂ j + H.O.T ., (2.5)

ν′1 + ĉr +
3∑

k=1
(ε d̂ cos φk sk + ẽs′′k ) = Q̂φ + H.O.T . (2.6)

where H.O.T stands for higher-order terms.
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The constant elastic stiffness term k̃0 j is larger relative to the k̃1 and k̃2 terms. These can be

evaluated according to the equations which can be found in the Appendix A.1.

ν′1 which is obtained from Equation (2.6) is inserted into Equation (2.5) to get

s′′j + ε ĉbs′j + (k̃0 j + k̃1 + ε k̂2 cos φ j)s j + d̂ sin φ j + ε ẽ
[
Q̂φ − ĉr −

∑3
k=1(ε d̂ cos φk sk + ẽs′′k )

]
= Q̂ j + H.O.T .

(2.7)

Q̂ j and Q̂φ are generalized forcing terms due to aeroelastic loading and are simplified as a

mean plus small variation, as Q̂ j = Q j0 + εQ̂ j1(φ) and Q̂φ = Qφ0 + εQ̂φ1(φ). Blade speed is

approximated by the rotor speed (i.e. ublade = Ûφx). It is assumed that the flow is steady and the

wind speed increases linearly with height h (i.e. uwind = u0 + εhu1 = u0 − ε cos φ ju1). This

indicates that the relative speed contains φ and Ûφ terms. The detailed assumption and form of the

aerodynamics force can be found in the Appendix A.1. Inserting k̃0 j = k̃0 + ε k̃v j , k̂0 = k̃0 + k̃1,

and φ j = φ+
2π
3

j into Equation (2.7) and reorganizing terms, we get the decoupled blade equations

as

s′′j + k̂0s j = Q j0 − d̂ sin
(
φ + 2π

3 j
)
+ ε

[
Q j1 cos

(
φ + 2π

3 j
)
− ẽQφ0 + ẽĉr − ĉbs′j − k̃v j s j

−k̂2 cos
(
φ + 2π

3 j
)
s j + ẽ2 ∑3

k=1 s′′k

]
,

(2.8)

for j = 1, 2, and 3, where k̃v1 = k̃v2 = 0 and k̃v3 = k̃v , and the term with k̂2 is the gravitational

parametric excitation. p1 =

√
k0/Ω

2 + k1
mb

is the modal order of the unexcited angle-based system

equation. The time-based system natural frequency is scaled by Ω, such as p1 = ωn2/Ω.

As we noted before, blades are coupled through the inertial terms. One way to handle this is

to make a coordinate transformation to get the equations coupled through the stiffness terms, and

16



then apply an averaging method to study the steady state dynamics. Alternatively, the system with

inertial coupling can be studied by using a Fourier matrix, as expressed in [57]. The method of

multiple scales can also be used to get the relations of the slow flow. In this paper, we used the

method of multiple scales to analyze the internal resonances.

2.3 Multiple-Scales Analysis

We rewrite the equations of motion in terms of new independent variable ψ = p1φ, where

p1 =
√

k̂0 =

√
k0/Ω

2 + k1
mb

.

The scaled equations of motion in the ψ domain are

s′′j + s j = Fj − δ sin
(
ω1ψ +

2π
3 j

)
+ ε

[
Fj1 cos

(
ω1ψ +

2π
3 j

)
+ f − ζ̂ s′j − κv j s j + ẽ2 ∑3

k=1 s′′k

−κ cos
(
ω1ψ +

2π
3 j

)
s j

]
,

(2.9)

where now ( )′ =
d

dψ
and Fj =

Q j0

k̂0
, δ = Fj0 =

d̂

k̂0
, ω1 =

1
p1
, Fj1 =

Q j1

k̂0
, ζ̂ =

ĉb
p1
,

f =
ẽ(ĉr −Qφ0)

k̂0
, κ =

k̂2
k̂0
, κv j =

k̃v j

k̂0

The parameter ω1 is a scaled “excitation order”, and is given by

ω1 =
Ω

ωn2
,

where ωn2 =

√
k0 + k1Ω

2

mb
is a modal frequency of the turbine. As a result, when the mean rotor

speed, Ω, varies, the excitation order ω1 will vary as well.

The steady state dynamics of the decoupled blade equations is analyzed by applying a first-order

method of multiple scales [29]. s j has slow and fast scales (ψ0, ψ1) and is split into dominant solu-
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tion s j0 and a variation of that solution s j1, i.e. s j = s j0(ψ0, ψ1) + εs j1(ψ0, ψ1), where ψi = ε
iψ0.

Then d/dψ = D0 + εD1, where Di = ∂/∂ψi. These formulations are inserted into Equation (2.9)

and then we separate out the coefficients of ε0 and ε1.

The equation for the coefficient of ε0:

D2
0s j0 + s j0 = Fj − δ sin

(
ω1ψ0 +

2π
3

j
)

(2.10)

The equation for the coefficient of ε1:

2D0D1s j0 + D2
0s j1 + s j1 = Fj1 cos

(
ω1ψ0 +

2π
3 j

)
+ f − ζ̂D0s j0 + κv j s j0 − κ cos

(
ω1ψ0 +

2π
3 j

)
s j0

+ẽ2 ∑3
k=1 D2

0sk0
(2.11)

s j0 is found as the solution of Equation (2.10):

s j0 =
Fj

2
+ A je

iψ0 + iBei(ω1ψ0+
2π
3 j)
+ c.c. (2.12)

where A j is complex and B =
δ

2(1 − ω2
1)
.

Inserting the solution for s j0, D0s j0 = iA jeiψ0 − Bω1e
i(ω1ψ0+

2π
3

j)
+ c.c., and D0D1s j0 =

iA′je
iψ0 + c.c. into Equation (2.11) , we find the s j1 equation:
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D2
0s j1 + s j1 =

Fj1
2 ei(ω1ψ0+

2π
3 j)
+

f
2 − 2iA′j e

iψ0 −
Fj
2 κei(ω1ψ0+

2π
3 j)
− κi B

2 e2i(ω1ψ0+
2π
3 j)

+κv j (
Fj
2 + A j eiψ0 + Biei(ω1ψ0+

2π
3 j)
) + ẽ2 ∑3

k=1

(
−Ak eiψ0 − iω2

1Bei(ω1ψ0+
2π
3 k)

)

− κ2

(
A je

i(ω1+1)ψ0+i 2π
3 j
+ Ā je

i(ω1−1)ψ0+i 2π
3 j

)
− ζ̂

(
A jieiψ0 − ω1Bei(ω1ψ0+

2π
3 j)

)
+ c.c.

(2.13)

The solvability condition for Equation (2.13) is obtained by eliminating secular terms. The

solvability condition depends on the resonance case.

2.3.1 Nonresonant Case

We eliminate coefficients of eiψ0 which constitute the secular terms and the solvability condition

is found

−2iA′j − iζ̂A j − κv j A j − ẽ2
3∑

k=1
Ak = 0.

Writing A j = X j + iYj , and splitting the above equation into real and imaginary parts, we obtain

Real part:

Y ′j = −
ζ̂

2
Yj +

κv j

2
X j +

ẽ2

2

3∑
k=1

Xk, (2.14)

Imaginary part:

X′j = −
ζ̂

2
X j −

κv j

2
Yj −

ẽ2

2

3∑
k=1

Yk . (2.15)

Representing in Equation (2.14) and Equation (2.15) matrix form
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©­­­­­­­­­­­­­­­«

X′1

X′2

X′3

Y ′1

Y ′2

Y ′3

ª®®®®®®®®®®®®®®®¬

=
1
2



−ζ̂ 0 0 −ẽ2 −ẽ2 −ẽ2

0 −ζ̂ 0 −ẽ2 −ẽ2 −ẽ2

0 0 −ζ̂ −ẽ2 −ẽ2 −(ẽ2 + κv j )

ẽ2 ẽ2 ẽ2 −ζ̂ 0 0

ẽ2 ẽ2 ẽ2 0 −ζ̂ 0

ẽ2 ẽ2 (ẽ2 + κv j ) 0 0 −ζ̂



©­­­­­­­­­­­­­­­«

X1

X2

X3

Y1

Y2

Y3

ª®®®®®®®®®®®®®®®¬

. (2.16)

At steady state, the solution is X j = 0 andYj = 0. Eigenvalues of the system define the stability.

As such, λ1,2 = −ζ̂ , and λ3,4,5,6 can be found in the Appendix A.2, for which it can be shown that

the real parts are all negative if ζ̂ < 0.

Thematrix in Equation (2.16) has the form A =
1
2
(−ζ̂ I+B). Eigenvalues satisfy | B−ζ̂ I−λI |=

| B− γI |= 0, where γ = ζ̂ +λ. Since B = −BT , its eigenvalues γ = ±iω are imaginary, and hence

dynamical system eigenvalues λ = −ζ̂ ± iω indicate stability.

2.3.2 Superharmonic Resonance (2ω1 ≈ 1 or 2Ω ≈ ωn2), 2ω1 = 1 + εσ

A first-order multiple scales analysis of the symmetric case [43] showed the existence of super-

harmonic resonance at half the second natural frequency of the system. Ramakrishnan and Feeny

[21] have shown that a second-order perturbation analysis of a single-blade model also reveals

superharmonic resonances with order of 3.

We eliminate coefficients of secular terms in Equation (2.13) that are leading to an unbounded

solution and find the solvability condition for 2ω1 ≈ 1 as

−2iA′j − iζ̂A j − κv j A j − i
Bκ
2

ei(σψ1+
4π
3 j)
− ẽ2

3∑
k=1

Ak = 0.

We insert A j = Λ je
i(σψ1+

4π
3

j)
with Λ j = X j + iYj into above equation, and then we can split

up the real and imaginary parts as below.
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Figure 2.4: Steady-state superharmonic resonance blade response amplitudes versus elastic stiffness
mistuning parameter κv for ẽ = 0.2, σ = −0.0064, κ = 0.1, |B | = 1, ζ̂ = 0.0445. The third blade
is the mistuned blade.

Real part:

Y ′j = −σX j −
ζ̂

2
Yj +

κv j

2
X j +

ẽ2

2

3∑
k=1

[
Xk cos

(
2π
3
(k − j)

)
− Yk sin

(
2π
3
(k − j)

)]
, (2.17)

Imaginary part:

X′j = σYj −
ζ̂

2
X j −

κv j

2
Yj −

Bκ
4
−

ẽ2

2

3∑
k=1

[
Xk sin

(
2π
3
(k − j)

)
+ Yk cos

(
2π
3
(k − j)

)]
. (2.18)

The steady-state response amplitude is A j =
√

X2
j + Y2

j , and so using X j andYj wecan determine

A j . Figure 2.4 shows the amplitudes of each blade as the mistuning parameter κv is varied, for the

case when σ = −0.0064, ẽ = 0.2, κ = 0.1, ζ̂ = 0.0445 and |B | = 1. When κv = 0, each blade has

the same amplitude, consistent with [43]. This amplitude matches with the amplitudes of the blades

at resonance for the symmetric case (κv = 0) for same set of parameters. For both small negative

and positive mistunings shown in Figure 2.4, the blade amplitudes go through variations. For

larger magnitude mistuning, the mistuned blade (third blade) amplitude is decreased. Very small

mistunings are the worst in the sense that one blade undergoes larger vibration amplitudes than in

the symmetric case. Since Figure 2.5 stands for tuned case, Figure 2.6, Figure 2.7 and Figure 2.8
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show the superharmonic resonance amplitudes as functions of the detuning parameter (excitation

order or frequency), for various mistunings. The mistunings cause the single resonance peak of

the symmetric case [43] to split up, thereby broadening the bandwidth of the system resonance.

In these figures, two of the three peaks can be identified as superharmonic resonances of modal

frequencies ωn2 and ωn3.

In comparison to the symmetric case in Figure 2.5, the example in Figure 2.6 shows that the

mistuning can also cause an increased vibration amplitude in one of the blades depending on the

value of κv . Additionally, amplitude versus frequency plots are shown in Figure 2.9 and Figure 2.10

for each blade with a specific set of parameters. When ζ̂ decreases, the resonance amplitude gets

sharpened and when Bκ increases the amplitude curve is raised as well. In all figures, the parameter

ζ̂ relates to the damping factor ζ through ε ζ̂ = 2ζ .

The solution in the φ domain is reorganized as

s j = Fj0 + 2B sin (φ +
2π
3

j) + a j cos (p1φ + β j +
4π
3

j) (2.19)

where a j = 2
√

X j
2 + Yj

2 and β j = tan−1(
Yj
Xj
). To analyze the rotor dynamics, the s j are inserted

into Equation (2.6) to obtain

dν1
dφ = Q̂φ − ĉr −

∑3
k=1

[
ε d̂ cos φ

[
Fk0 + 2B sin (φ + 2π

3 k) + ak cos (p1φ + βk +
4π
3 k)

]
−ẽ

[
2B sin (φ + 2π

3 k) + ak p2
1 cos (p1φ + βk +

4π
3 k)

] ] (2.20)

For all k, the nondimensionalized mean aerodynamic force terms Fk0 = Qk0/k̂0 are the same.

By letting Ω ≈ dφ
dt and using ν = 1 + εν1, the rotor acceleration is dν

dt = εΩ
dν1
dφ . Using φ ≈ Ωt

and p1φ ≈ ωn2t, we can therefore express dν
dt in the time domain as
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Figure 2.5: Steady state superharmonic resonance response amplitudes versus detuning parameter
for κ = 0.1, ẽ = 0.2, κv = 0, |B | = 1, ζ̂ = 0.005 (a1: first blade, a2: second blade, a3: 3rd blade)

dν
dt = εΩ

[
Q̂φ − ĉr −

∑3
k=1

(
ε d̂ cosΩt

[
Fk0 + 2B sin (Ωt + 2π

3 k) + ak cos (ωn2t + βk +
4π
3 k)

]
−ẽ

[
2B sin (Ωt + 2π

3 k) + ak (
ωn2
Ω
)2 cos (ωn2t + βk +

4π
3 k)

] )]
(2.21)

Equation (2.21) has cos(Ωt) sin(Ωt + 2π
3 k), cos(Ωt) cos(ωn2t + βk +

4π
3 k), sin(Ωt + 2π

3 k) and

cos(ωn2t + βk +
4π
3 k) terms, and therefore the rotor has terms of frequencies Ω, 2Ω, and 3Ω.

The blade response can be approximated in the time domain. Assuming s j = s j0 and plugging

Equation (2.12) into the q j = εs j , we have

q j = ε(Fj0 + 2B sin (Ωt +
2π
3

j) + a j cos (ωn2t + β j +
4π
3

j)) +O(ε4). (2.22)

2.3.3 Primary Resonance (ω1 ≈ 1 or Ω ≈ ωn2)

ω1 = 1 + εσ
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Figure 2.6: Steady state superharmonic resonance response amplitudes versus detuning parameter
for κ = 0.1, ẽ = 0.2, κv = 0.006, |B | = 1, ζ̂ = 0.005 (a1: first blade, a2: second blade, a3: 3rd
blade)
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Figure 2.7: Steady state superharmonic resonance response amplitudes versus detuning parameter
for κ = 0.1, ẽ = 0.2, κv = 0.1, |B | = 1, ζ̂ = 0.005 (a1: first blade, a2: second blade, a3: 3rd blade)

Primary resonance is far from the designed operation frequencies of wind turbines, and is not

likely to happen unless there is a runaway situation. However, it is of interest to study the dynamical

phenomenon. The harmonic forcing is modeled as “weak forcing" in [43] to examine the primary

resonance response. Thus we let δ = ε δ̂. Corresponding to the scaling of δ is the scaling of d̂ = ε ˆ̂d
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Figure 2.8: Steady state superharmonic resonance response amplitudes versus detuning parameter
for κ = 0.1, ẽ = 0.2, κv = 1, |B | = 1, ζ̂ = 0.005 (a1: first blade, a2: second blade, a3: 3rd blade)

Figure 2.9: Steady-state superharmonic resonance blade response amplitudes versus frequency for
κ = 0.1, ẽ = 0.2, κv = 0.1, |B | = 1, ζ̂ = 0.005, 0.008, 0.01, 0.015

in Equation (2.6).

Plugging expression
[
ε δ̂ sin

(
ω1ψ0 +

2π
3

j
)]

in place of
[
δ sin

(
ω1ψ0 +

2π
3

j
)]

into the Equa-

tion (2.9), we obtain

s j0 =
Fj

2
+ A je

iψ0 + c.c. (2.23)

25



Figure 2.10: Steady-state superharmonic resonance blade response amplitudes versus frequency
for κ = 0.1, ẽ = 0.2, κv = 0.1, |Bκ | = 1, 2, 3, 4, ζ̂ = 0.05

and

2D0D1s j0 + D2
0s j1 + s j1 = Fj1 cos

(
ω1ψ0 +

2π
3 j

)
− δ̂ sin

(
ω1ψ0 +

2π
3 j

)
+ f − ζ̂D0s j0 + κv j s j0

−κ cos
(
ω1ψ0 +

2π
3 j

)
s j0 + ẽ2 ∑3

k=1 D2
0sk0.

(2.24)

We equate the coefficients of secular terms to zero and find the solvability condition for ω1 ≈ 1

as

−2iA′j − iζ̂A j − κv j A j +

(
iBκv j +

Fj1
2
−

Fj

2
κ + i

δ̂

2

)
ei(σψ1+

2π
3 j)
− ẽ2

3∑
k=1

Ak = 0.

Plugging A j = Λ je
i(σψ1+

2π
3

j)
with Λ j = X j + iYj into above equation, we then separate real

and imaginary parts.

Real part:

Y ′j = (−σ +
κv j

2
)X j −

ζ̂

2
Yj − c1 +

ẽ2

2

3∑
k=1

[
Xk cos

(
2π
3
(k − j)

)
− Yk sin

(
2π
3
(k − j)

)]
, (2.25)

Imaginary part:

X′j = (σ−
κv j

2
)Yj −

ζ̂

2
X j +

κv j

2
B+

δ̂

4
−

ẽ2

2

3∑
k=1

[
Xk sin

(
2π
3
(k − j)

)
+ Yk cos

(
2π
3
(k − j)

)]
, (2.26)
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Figure 2.11: Steady state primary resonance response amplitudes versus elastic stiffness mistuning
parameter (κv) for κ = 0.1, σ = 0, ẽ = 0.2, Fj0 = 0, Fj1 = 0.001, ζ̂ = 0.005, δt = 1, |B | = 1 (a1:
first blade, a2: second blade, a3: 3rd blade)

where c1 =
Fj1
4
−

Fj

4
κ.

Similar to superharmonic resonance case, we have complicated equations for X j , Yj and ampli-

tude A j as functions of all its parameters. The coefficient matrix has the same eigenvalues as the

superharmonic case. Figure 2.11 shows a numerical plot of the variation of amplitude with respect

to mistuning stiffness parameter. The relation between steady state primary resonance response

amplitude and frequency is shown in Figure 2.12 for κv = 0.005 which refers to the peak amplitude

value in Figure 2.11. Like the superharmonic case, the primary resonance amplitude of unison

responses of the symmetric system matches the value at κv = 0 in Figure 2.11.

Additionally, Figure 2.13 and Figure 2.14 present the changing response amplitude with respect

to frequency which is the corresponds to κv = 0.1 and κv = 1. Observed phenomena are very

similar to superharmonic case.

We analyze the rotor dynamics by rewriting the solution the in φ domain as

s j = Fj + 2B sin (φ +
2π
3

j) + a j cos (p1φ + β j +
4π
3

j) and plugged into Equation (2.6), where
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Figure 2.12: Steady state primary resonance response amplitudes versus detuning parameter for
κ = 0.1, κv = 0.005, ẽ = 0.2, Fj = 0, Fj1 = 0.001, ζ̂ = 0.005, δt = 1, |B | = 1, (a1: first blade, a2:
second blade, a3: 3rd blade)

a j = 2
√

X2
j + Y2

j and β j = tan−1(
Yj

X j
).

This gives

dν1
dφ = Q̂φ − ĉr −

∑3
k=1

[
ε d̂ cos φ

[
Fk0 + 2B sin (φ + 2π

3 k) + ak cos (p1φ + βk +
4π
3 k)

]
−ẽ

[
2B sin (φ + 2π

3 k) + ak p2
1 cos (p1φ + βk +

4π
3 k)

] ] (2.27)

2.3.4 Subharmonic Resonance (ω1 ≈ 2 or Ω ≈ 2ωn2)

ω1 = 2 + εσ

Subharmonic resonance is not likely in wind turbines since wind turbines usually perform at

low speeds (i. e. Ω < ωn2).

As we can see from the Campbell diagrams Figure 2.15 and Figure 2.16, depending on parameters,

there may or may not be a root at Ω/2 = ωn2. For dynamical interest, we analyze subharmonic
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Figure 2.13: Steady state primary resonance response amplitudes versus detuning parameter for
κ = 0.1, κv = 0.1, ẽ = 0.2, Fj = 0, Fj1 = 0.001, ζ̂ = 0.005, δt = 1, |B | = 1, (a1: first blade, a2:
second blade, a3: 3rd blade)

resonance on a system with parameters that have been adjusted for its existence.

We equate the coefficients of secular terms to zero and find the solvability condition for ω1 ≈ 2

as

−2A′j i − iζ̂A j + κv j A j − κ
Ā j

2
ei(σψ1+

2π
3 j)
− ẽ2

3∑
k=1

Ak = 0

Putting A j = Λ je
i(
σψ1

2
+
π

3
j)
with Λ j = X j + iYj into the above equation, we then divide into

separate parts as real and imaginary.

Real part:

Y ′j = −
σ

2
X j −

ζ̂

2
Yj + (

κ

4
−
κv j

2
)X j +

ẽ2

2

3∑
k=1

[
Xk cos

(π
3
(k − j)

)
− Yk sin

(π
3
(k − j)

)]
, (2.28)

Imaginary part:

X′j =
σ

2
Yj −

ζ̂

2
X j + (

κ

4
+
κv j

2
)Yj −

ẽ2

2

3∑
k=1

[
Xk sin

(π
3
(k − j)

)
+ Yk cos

(π
3
(k − j)

)]
. (2.29)

Equations (2.28) and (2.29) are autonomous. The solution is X j = 0, Yj = 0 at steady state.

Equations (2.28) and (2.29) are linear first-order homogenous differential equations in terms of X js
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Figure 2.14: Steady state primary resonance response amplitudes versus detuning parameter for
κ = 0.1, κv = 1, ẽ = 0.2, Fj = 0, Fj1 = 0.001, ζ̂ = 0.005, δt = 1, |B| = 1, (a1: first blade, a2:
second blade, a3: 3rd blade)

and Yjs. We seek an exponential solution with an exponent λ. This leads us to eigenvalue problem

where λk , k = 1, ..., 6 are the eigenvalues. Eigenvalues of the system are complicated. The solution

is stable when Re(λ) ≤ 0 for all λ, and unstable when Re(λ) > 0, for at least one λ. Figure 2.17

shows the relationship between real part of the eigenvalues of steady state system versus elastic

stiffness variation κv .

Figure 2.18 and Figure 2.19 demonstrate the connection between the frequency and real part of

eigenvalues.

2.3.5 Existence of Resonance Conditions

The resonance conditions ωn2 ≈ Ω/2, Ω, 2Ω, are obtained from Equation (2.13) where ωn2 =√
k0 + k1Ω

2

mb
. The parameters involved in themodal frequency affects the existence of the resonance

condition. When α = 2 superharmonic, α = 1 primary, and α = 1
2 subharmonic resonances occur

with respect to ωn2 = αΩ,
k0 + k1Ω

2

mb
= α2
Ω

2, (2.30)
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Figure 2.15: Campbell diagram showing ωn2 as a function of Ω, for k0 = 1, k1 = 0.5, mb = 1.
Intersection with the 2Ω, Ω and Ω2 lines indicate possible resonances.

which bring out the excitation frequency condition

Ω =

√
k0

mbα
2 − k1

. (2.31)

In Figure 2.15, an example Campbell diagram can be seen for specific parameters that were

used to find system eigenvalues. It indicates that ωn2 as a function of Ω. The intersection points of

αΩ lines and ωn2 plot gives us the resonance frequencies. Although primary and superharmonic

resonances conditions appear in Figure 2.15, the Ω2 line does not intersect with the ωn2 curve,

meaning that basically, the subharmonic resonance will not occur in the system with similar

parameter scaling. The systems parameters in time domain were calculated for four different

wind turbine models. Turbines structural properties were obtained from the technical report of

National Renewable Energy Laboratory [58]. These parameters can be found in Appendix B.

Based on the result from the parameters in [58], ωn2 versus Ω is nearly flat and so Figure 2.16
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Figure 2.16: Campbell diagram showing ωn2 as a function of Ω, for k0 = 1, k1 = 0.1, mb = 1.
Intersection with the 2Ω, Ω and Ω2 lines indicate possible resonances.

qualitatively represents the expected resonance conditions. For the NREL 5MW 64 meter blade,

campbell diagram is drawn with parameters k0 = 603670, k1 = 4479.3, mb = 14441 as shown in

Figure 2.20.

2.4 Numerical Simulation

We would like to perform numerical simulations to validate the analytical results on the su-

perharmonic resonances. The system equations of motion (3.1) and (2.2) in the time domain are

simulated with MATLAB’s ODE solver “ode45”. Then, the fast Fourier transform (FFT) of the

sampled analytical solution and the simulation were compared, for q1, q2 and q3, as shown in

Figures. 2.22, 2.23 and 2.24 for a specific set of parameters. The constant rotor load, Qφ0, and

rotor damping values, cr , were chosen to result in a mean rotor speed (Ω) equal to ωn2/2 for

the parameter set. A selected value of Qφ0, given the other parameters, results in a steady-state

rotor speed, Ω. The second modal frequency, ωn2 depends on Ω via centrifugal stiffening. A
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Figure 2.17: Real part of eigenvalues of X and Y equation system versus elastic stiffness mistuning
for subharmonic case for κ = 0.1, ẽ = 0.2, ζ̂ = 0.005, σ = 0.0005,

plot of ωn2 versus the achieved Ωactual in our simulations is shown in Figure 2.21. There is a

gap in the achieved values of Ωactual , to be discussed shortly. As we see from the components

of Equation (2.22), vibration amplitudes at frequencies Ω and ωn2 predicted by the perturbation

analysis can be obtained. Moreover, the expressions of method of multiple scales solutions at the

mean speed achieved are evaluated during simulation to compare predicted response amplitudes.

When Ωactual ≈ ωn2/2, there is a potential for a superharmonic resonance. The system excitation

frequency Ω = 1.1225 rad/sec causes a superharmonic resonance, as shown in Figures 2.22, 2.23

and 2.24 for the first, second and third wind turbine blades respectively for the selected parameters.

The frequency of the simulated rotor acceleration is compared to the analytical solution of

Equation (2.21), as shown in Figure 2.25. The analytical rotor solution in Equation (2.21) near

superharmonic resonance indicates frequency components of Ω, 2Ω, and 3Ω. The FFT peaks of

the rotor simulation also occur at these frequencies. The analytical solutions show good agreement

with the simulations for all three blade and the rotor responses.

If we seek to validate Figures 2.7, 2.9 and 2.10, we would want to aim for desired values in

the parameter, σdesired . In simulation, we achieve a mean speed Ω, from which we obtain the
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Figure 2.18: Real part of eigenvalues of X and Y equation system versus detuning parameter (rotor
frequency) for subharmonic case for κ = 0.1, ẽ = 0.2, ζ̂ = 0.005, κv = 0.1,

actual σ. While the rotor load rises, the actual rotor speed increases as well in Figure 2.26 and

Figure 2.27. As the rotor force grows, there is an interval in which rotor speed stays the same. This

is illustrated in terms of σ and Ω in the figures. This interval is larger in negative mistuning than

positive mistuning. At some point, the speed has a sudden jump, then it continues to rise. If the

initial condition for the rotor speed is higher than rotor frequency for the superharmonic case, there

is no jump. The effect of mistuning on the relationship between the desired detuning parameter

σdesired and the actual detuning frequency σactual is shown in Figure 2.28. The initial condition

affects also can be seen in Figure 2.29.

While we increase the rotor loading Qφ0 in Figure 2.30, which uses the rotor initial condition of

ΩsupH/2, all three blade amplitudes increase until a point. Then, there is a jump in the amplitudes

and amplitude values decrease dramatically. This happens as a consequence of the jump phenomena

in Figure 2.26 and Figure 2.28 coordinated with the resonance features in Figures 2.7, 2.9, 2.10

and 2.22.
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Figure 2.19: Real part of eigenvalues of X and Y equation system versus detuning parameter (rotor
frequency) for subharmonic case for κ = 0.1, ẽ = 0.2, ζ̂ = 0.005, κv = 0.35,

2.5 Speed Locking Analysis for HAWTs with Tuned Blades

In the previouswork, the blade-rotor systemwith parametric excitation [22, 59, 60]was analyzed

by multiple scales method to describe primary and superharmonic resonances. While primary

resonance was less relevant to wind turbines, it was noted that the features of both resonances were

similar.

In section 2.4 and reference [61], the blade-rotor system equations of motion in the time domain

were simulated with MATLAB’s ODE solver “ode45” to observe the superharmonic resonances.

A speed-locking phenomenon was also observed, in which the superharmonic speed was locked

in for an interval of applied mean loads. In the simulations, we achieved a mean speed Ω by

setting the mean rotor load. The mean speed increased with increasing rotor load, as shown in

Figure (2.26). However, as the rotor moment grew through a range which produced rotor speeds

causing a superharmonic resonance in the blades, there was an interval in which rotor speed stayed

the same. This interval was larger in the presence of negative or positive mistuning. At a critical

point, the speed jumped back to the rising trend. If the initial condition for the rotor speed was
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Figure 2.20: Campbell diagram for NREL 5MW 64 meter blade showing ωn2 as a function of Ω,
with parameters k0 = 603670 N .m, k1 = 4479.3 kg.m2, mb = 14441 kg.m2. Intersection with the
2Ω, 3Ω, Ω and Ω2 lines indicate possible resonances at the corresponding Ω.

higher than rotor frequency for the superharmonic case, the jump was greatly reduced.

In this section, we seek to explain the mechanism of this phenomenon on a single blade-rotor

system (for which the rotor system is balanced). Although primary resonance is less relevant in the

motivational wind-turbine system, it is simpler to analyze, and there is hope that, since the blade

resonances are similar to the superharmonic resonances, the primary speed locking might occur

with a similar mechanism as the observed superharmonic speed locking. Also, primary resonance

provides insight for analyzing the more complicated superharmonic case.

Below, we analyze the speed locking using the harmonic-balance method.

2.5.1 Primary Resonance Case

The approximate (small-deflection) equations of motion of a balanced single blade and rotor system

are

Üq + 2ε µ Ûq + (ωn
2 + εγ cos φ)q + ε d̂ sin φ + ε ẽ Üφ = Q (2.32)

Üφ + 2ε µ2 Ûφ + ε
2d̂ cos φq + ε2e Üq = εQφ (2.33)
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Figure 2.21: ωn2 versus Ωactual graph with IC = 0.5ΩsupH , mb = 1, e = 0.2, Jr = 10, cb = 0.01,
cr = 0.01, k01,2 = 4.7, k03 = 4.75, d = 0.2, kv = 0.5, k1 = 0.27, k2 = 0.05

where ẽ = εe. Here, q is the single-mode blade displacement, φ is the rotor angle, ωn is the

blade-only modal frequency, ε is a small parameter, µ pertains to blade damping, εγ is the strength

of parametric excitation (specifically here the (q cos φ) term), ε d̂ is the strength of direct excitation

on the blades, and pertains to the parametric excitation of the rotor, µ2 is the rotor damping, ẽ is an

inertial coupling term, and Q and εQφ are the mean loads on the blades and rotor set. Bookkeeping

with ε is not needed for harmonic balance, ε is retained here for insight.

Harmonic balance method will be applied Equation (2.32) and Equation (2.33). We assume a

steady-state solution of the form

q = D + A cosΩt + B sinΩt

φ = Ωt (2.34)

After we insert these equations into Equation (2.32) and Equation (2.33) and the constant,
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Figure 2.22: FFT plot of q1 for the analytical solution and simulation for mb = 1, Jr = 10,
cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27, k2 = 0.05, d = 0.2, e = 0.2,
Qφ0 ≈ 0.0198, Ω = 1.225, ωn2 = 2.2451

cosΩt and sinΩt terms are balanced to zero. Here are the coefficients from Equation (2.32):

Constant : Dωn
2 + εγ A

2 = Q

cosΩt : −AΩ2 + 2εBΩ + ωn
2 + εγD = 0

sinΩt : −BΩ2 − 2ε µ(AΩ) + ωn
2B + ε d̂ = 0

(2.35)

where we define εγ ≈ γ, ε µ ≈ µ and ε d̂ ≈ d,

The constant coefficient from Equation (2.33):

Constant : 2ε µ2Ω + ε
2d̂

A
2
= εQφ (2.36)
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Figure 2.23: FFT plot of q2 for the analytical solution and simulation for mb = 1, Jr = 10,
cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27, k2 = 0.05, d = 0.2, e = 0.2,
Qφ0 ≈ 0.0198, Ω = 1.225, ωn2 = 2.2451

After Equation (2.35) and Equation (2.36) are reorganized, we have

Dωn
2 + εγ

A
2
= Q (2.37)

A(ωn
2 −Ω2) + 2µBΩ + γD = 0 (2.38)

−2µΩA + (ωn
2 −Ω2)B = d (2.39)

d
A
2
+ 2µ2Ω = Qφ (2.40)

Equation (2.38) is multipled by A and Equation (2.39) is multiple by B, then they are added up.

(ωn
2 −Ω2)R2 + γDA = dB (2.41)

where R2 is defined as R2 = (A2 + B2). Similarly, Equation (2.38) is multiplied by B and

Equation (2.39) is multiple by A, then they are subtracted, resulting in

2ΩµR2 + γDB = dA (2.42)
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Figure 2.24: FFT plot of q3 for the analytical solution and simulation for mb = 1, Jr = 10,
cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27, k2 = 0.05, d = 0.2, e = 0.2,
Qφ0 ≈ 0.0198, Ω = 1.225, ωn2 = 2.2451

We assumed D ≈ 0 and Equation (2.41) and Equation (2.42) are solved together to obtain R.

Equations are manipulated as Eqn. (2.41)2 + Equation (2.42)2 and R2 is obtained as

R2((ω2
n −Ω

2)2 + (2µΩ)2) = d2

R =
d√

(ω2
n −Ω

2)2 + (2µΩ)2
(2.43)

After Equation (2.40) and Equation (2.42) are combined, we have found

−2µ2Ω +Qφ = µΩR2 (2.44)

R is inserted into Equation (2.44), then Qφ is achieved as

Qφ = 2µ2Ω +
µΩd2

(ω2
n −Ω

2)2 − (2µΩ)2
(2.45)

Equation (2.45) is plotted as rotor forcing versus rotor speed and then inverted in Figure 2.31. In
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Figure 2.25: FFT plot of Ûφ for the analytical solution and simulation for mb = 1, Jr = 10,
cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27, k2 = 0.05, d = 0.2, e = 0.2,
Qφ0 ≈ 0.0198, Ω = 1.225, ωn2 = 2.2451

comparison with Figure 2.26, the speed locking trend can be seen, however greatly exaggerated.

We note that it is primary resonance instead of superharmonic resonance.

Referring back to Equations (2.32) and (2.33), it is apparent that the inertial coupling is not

needed to produce speed locking, nor are the mean blade load Q and mean blade response D. The

rotor parametric term ε d̂ and mean rotor load Qφ are important contributors. The parameters in

Figure 2.31 are generic, and are meant to show the phenomenon.

2.5.2 Superharmonic Resonance Case at 2Ω ≈ ωn2

Secondary resonances show essentially the same speed-locking phenomenon as primary resonance

although at a smaller scale, not surprisingly. The equations of motion scaled for secondary

resonances are

Üq + 2ε µ Ûq + (ωn
2 + εγ cos φ)q + d sin φ + ε ẽ Üφ = Q (2.46)

Üφ + 2ε µ2 Ûφ + εd cos φq + ε2e Üq = εQφ (2.47)
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Figure 2.26: Ωactual versus Qφ Graph with negative and positive mistuning cases and tuned case
for mb = 1, Jr = 10, cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27, k2 = 0.05,
d = 0.2, e = 0.2

The harmonic-balance method is applied to Equations (2.46) and (2.47). For superharmonic

responses, we assume

q = D + A cos 2Ωt + B sin 2Ωt + C cosΩt + E sinΩt

φ = Ωt + f cosΩt + g sinΩt
(2.48)

Calculations away from primary resonance show that C is smaller than E . We assume that C,

D and Q are negligible in Equations (2.46) and (2.47), and treat f and g as small.

After we insert Equation (2.48) into Equation (2.46) and Equation (2.47), we have balanced the

constant, sinΩt, cosΩt cos 2Ωt, sin 2Ωt terms to zero. After many manipulations of the balance

equations, finally we found superharmonic resonance amplitude at order two, where 2Ω ≈ ωn, is

R2
2 =

(εγ)2( 4d
3ωn2 )

2

4[((ωn2 − 4Ω2) + 1
2εgγΩ)

2 + (4µεΩ)2] − 4(d2Ωε
ωn2 )

2
(2.49)
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Figure 2.27: Ωactual versus Qφ graph for different initial condition for mb = 1, Jr = 10, cb = 0.01,
cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27, k2 = 0.05, d = 0.2, e = 0.2

where R2
2 = A2 + B2.

By using Equation (2.49), and the constant balance from Equation (2.47), we have found the

rotor force equation as

Qφ = 2µ2Ω +
2µ2(εd)2Ω2R2

2
Γ

(2.50)

where Γ = 4[Ω4 + (2ε µ2Ω)
2]. Notice that R2

2 shows a resonance peak at the superharmonic

frequency, 2Ω ≈ ωn, but scaled by ε2, and thus Qφ should have a small peak when plotted versus

Ω. Inverting this plot suggests a possible Qφ interval of speed locking.

We found the peak value of forcing level at Ω ≈ ωpeak where

((ω2
n − 4Ω2) + 1

2εgγΩ)
2 = 0 as

Qφpeak = 2µ2Ω +
8µ2ε

2( d
2γ

3ωn
)2

(4µ)4ε2Ω2 + (ε d2
ωn )

2
(2.51)
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Figure 2.28: σdesired versus σactual with negative and positive mistuning cases and tuned case for
mb = 1, Jr = 10, cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27, k2 = 0.05,
d = 0.2, e = 0.2

Similarly, in Figure 2.32 the speed locking trend can be seen with superharmonic case at order

two in comparison with Figure 2.26. The parameters that used to create Figure 2.32 are generic to

show the speed locking phenomenon.

2.6 Conclusions

In-plane vibrations of a mistuned three-blade wind turbine were studied. By using a simplified

model, in-plane vibrations were taken into consideration. The blades and rotor equations were

written in the φ domain to decouple the blade equations from the rotor equation.

After decoupling, the differential blade equations contained parametric and direct excitation.

We looked at resonances due to cyclic gravitational and aerodynamic loading. It was observed

that slight mistuning in a single blade could cause the single resonance peak of the tuned case to

split into two or three resonance peaks, in both the superharmonic and primary resonances and
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Figure 2.29: σdesired versus σactual graph for different initial condition for mb = 1, Jr = 10,
cb = 0.01, cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27, k2 = 0.05, d = 0.2, e = 0.2

the blades take on different steady state amplitudes. The resonant amplitude of at least one of the

blades is larger than in the perfectly tuned case. On the other hand, subharmonic resonance will not

occur in a rotating system with similar parameter scaling. Subharmonic resonances may or may

not be possible in this dynamical system, depending on parameters, and at rotor speeds well outside

the expected operating conditions of wind turbines. Subharmonic resonances involve instabilities

similar to those of the Mathieu equation, but more complicated.

Specifically, superharmonic resonances is focused on, since they are more likely to be prob-

lematic in the low-frequency operating ranges of wind turbines. The effects of parameters on the

superharmonic resonances are examined, and a numerical study is conducted aimed at verifying

the analytical results. We also looked at the rotor dynamics during resonance.

At the superharmonic resonant frequency, positive mistuning leads to an increased resonant

amplitude of one of the blades. However, very slight negative mistuning can lead to a slight

amplitude increase in two of the blades, while more negative mistunings lead to a decreased
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Figure 2.30: Qφ versus perturbation solution amplitude graph for mb = 1, Jr = 10, cb = 0.01,
cr = 0.01, k01,2 = 4.7, k03 = 4.75, kv = 0.5, k1 = 0.27, k2 = 0.05, d = 0.2, e = 0.2

amplitude in two of the blades. The effect of damping is similar to that of linear oscillators, in

which the resonances peaks sharpen with decreased damping. Increased damping was observed to

quench one of the three superharmonic peaks in the mistuned blade. Increasing the forcing level

increases the resonance profile uniformly.

The FFTs of numerical simulations of blades at a fixed set of parameters in superharmonic

resonance agreed very well with those of the sampled analytical responses. The rotor dynamics

were also expressed analytically. In the superharmonic resonance, the analytical rotor response was

shown to have three frequencies, Ω, 2Ω, and 3Ω, due to nonlinear effects. The numerical solutions

captured these three frequency components and each agreed very well in amplitude.

We aimed to numerically confirm the blade response amplitudes at various rotor speeds near

resonance. The rotor speed is determined by the input load to the rotor. Simulations showed that

the mean rotor speed can lock into the superharmonic speed over a range of mean rotor loads, and,

with further increase of the rotor load, experience a jump out of the superharmonic speed. Thus, it
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Figure 2.31: Speed-locking graph Ω versus Qφ for primary resonance for µ = 0.1, µ2 = 0.5, ωn2 =
2.23, d = 1.871

is possible that some detuning parameters in Figures 2.7, 2.9 and 2.10 cannot be achieved, as well

as resonant blade responses in such ranges of detuning parameters. We investigated the effects of

mistuning level and initial conditions on the relationship between the rotor load and mean speed. In

addition, we looked into the relationship between rotor load and the blade amplitudes. We observed

all three blade amplitudes jumped down suddenly at a certain value of the increasing rotor load.

Lastly, our purpose was to analytically confirm the blade response amplitudes at various rotor

speeds near resonance and verify speed locking phenomenon. We found that speed-locking is due

to the average interaction between the blade vibration and rotor motion in the rotor equation, and its

balance against the mean rotor moment. The phenomenon was examined for an effective (balanced)

single blade-rotor system by applying harmonic balance method.

47



0.028 0.029 0.03 0.031 0.032 0.033

Q

1.06

1.08

1.1

1.12

1.14

1.16

1.18

1.2

Figure 2.32: Speed-locking graph Ω versus Qφ for superharmonic resonance order two for g =
1, µ = 0.01, µ2 = 0.0135, ωn2 = 2.23, d = 1.871, γ = 0.5
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CHAPTER 3

SECOND-ORDER PERTURBATION ANALYSIS OF IN-PLANE BLADE-HUB
DYNAMICS OF HORIZONTAL-AXIS WIND TURBINES

3.1 Introduction

This work takes interest in the coupled blade-rotor dynamics with and without mistuning.

More general mistuned rotational systems have been analyzed by many researchers [47–50]. The

effects of mistuning on the turbine blades with mechanical coupling was analyzed by Whitehead

[51]. Ewins [52] and Cha and Sinha [53] worked on broken symmetry in bladed disk. Also, the

effects of mistuning on four-degree-of-freedom systems with parametric stiffness was studied [55].

Mistuning on Sinha and Griffin [45] and Dick et al. [46] worked on nonlinearity in rotors to show

the deviation from the symmetric response. The wind-turbine rotor-blades system with tuned [43]

and weakly mistuned blades [60] were analyzed to find steady state dynamics by using a first-order

perturbation method. The analysis showed that direct and parametric excitation combine to cause a

superharmonic resonance at half the first modal frequency, a primary resonance, and subharmonic

resonance at twice the natural frequency of the system. In the tuned case, each blade had the

same amplitude because the system was symmetric and linear, while in the mistuned case vibration

localization could occur.

In this study, we apply a second-order method of multiple scales to the equations of motion for

in-plane tuned and weakly mistuned blades of horizontal axis wind turbine to determine the steady

state dynamics, with focus on the superharmonic resonance of order three for the linear system with

hard forcing.

3.2 Three Blade Turbine Equations

In this chapter, we analyze blades Equation (2.1) and rotor Equation (2.2) as studied in Sec-

tion 2.2. Rewritting the rotor and jth blade linearized equations of motion in the time domain for
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j = 1, 2 and 3:

mb Üq j + cb Ûq j + (k0 j + k1 Ûφ
2 + k2 cos φ j)q j + d sin φ j + e Üφ = Q j, (3.1)

Jr Üφ + cr Ûφ +
3∑

k=1
(d cos φk qk + e Üqk ) = Qφ, (3.2)

where k01 = k02 = k0, k03 = k0 + εkv where k0 is blade’s modal elastic stiffness, ε is a small

parameter and kv is the elastic stiffness variation of the mistuned blade, mb is the inertia of a

single blade, Jr is the total inertia of blade-hub system, e is the coupling term, q j is the assumed

modal coordinate for jth blade, φ is the rotor angle, φ j = φ + 2π
3 j is the blade angle, k1 and

k2 are stiffness contributions of centrifugal and gravitational effects, respectively, Q j and Qφ are

generalized forcing terms due to aeroealstic loading and cb and cr are generic damping coefficients

[60]. Definitions of these parameters can be found in the Appendix A.1. Tower motion is neglected

and only in-plane vibration is taken into consideration by using simplified model as shown in

Figure 2.1. For the zero gravity system, Figure 3.1 shows the how natural frequencies change

with respect to mistuning stiffness parameter. In the symmetric case, kv = 0, the second and third

natural frequencies are equal, ωn3 = ωn2.

Following [60] as in Chapter 2, the indepedent variable time was changed to rotor angle φ and

Equations (3.1) and (3.2) are transformed to a new form

ν2q′′j + νν
′q′j + c̃bνq′j + (k̃0 j + k̃1ν

2 + k̃2 cos φ j)q j + d̃ sin φ j + ẽνν′ = Q̃ j, (3.3)

νν′ + c̃rν + χ
3∑

k=1

[
d̃ cos φk qk + ẽ(ν2q′′k + νν

′q′k )
]
= Q̃φ, (3.4)

where ( )′ =
d( )
dφ

, and k̃01 = k̃02 = k̃0 and k̃03 = k̃0 + ε k̃v and where c̃b =
cb

mbΩ
, k̃0 =

k0
mbΩ

2 ,

k̃v =
kv

mbΩ
2 , k̃1 =

k1
mb

, k̃2 =
k2

mbΩ
2 , d̃ = d

mbΩ
2 , χ =

mb
Jr
, Q̃ j =

Q j
mbΩ

2 , ẽ = e
mb

,
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Figure 3.1: Eigenvalues versus elastic stiffness mistuning parameter (kv) plot for k0 = 5, k1 = 0.5,
ÛΦ = 0, m = 1, J = 1, e = 0.2, ε = 0.1 (e1: first blade, e2: second blade, e3: third blade)

c̃r =
cr

JrΩ
, Q̃φ =

Qφ
JrΩ2

The small parameter was defined as ε = mb/Jr since Jr is much larger than mb. To decouple

the rotor equation from the leading-order blade equations, a nondimensionalization was applied

and new scaling was done on Equations (3.3) and (3.4):

ν = 1 + ε2ν1, c̃b = ε ĉb, k̃2 = ε k̂2, d̃ = ε d̂, c̃r = ε
2ĉr, χ = ε, q j = εs j, Q̃ j = εQ̂ j,

Q̃φ = ε
2Q̂φ.

The equations are rewritten in terms of new scaled blade coordinates s j and hub coordinate v1 as

s′′j + ε ĉbs′j + (k̃0 j + k̃1 + ε k̂2 cos φ j)s j + d̂ sin φ j + ε ẽν′1 = Q̂ j + H.O.T ., (3.5)

ν′1 + ĉr +
3∑

k=1
(ε d̂ cos φk sk + ẽs′′k ) = Q̂φ + H.O.T . (3.6)

where H.O.T. means higher-order terms.
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Detailed steps and assumptions are not given here and can be found in [60]. After rearranging

the terms, the decoupled blade equations were obtained as

s′′j + k̂0s j = Q j0 − d̂ sin
(
φ + 2π

3 j
)
+ ε

[
Q j1 cos

(
φ + 2π

3 j
)
− ẽQφ0 + ẽĉr − ĉbs′j − k̃v j s j

−k̂2 cos
(
φ + 2π

3 j
)
s j + ẽ2 ∑3

k=1 s′′k

]
,

(3.7)

3.3 Second-Order Method of Multiple Scales

We reorganize Equation (3.7) on the basis of new independent variable ψ = p1φ, where

p1 =
√

k̂0 =

√
k0/Ω2+k1

mb
. The equation of motion in the ψ domain becomes

s′′j + s j = Fj − Fj0 sin
(
ω1ψ +

2π
3 j

)
+ ε

[
Fj1 cos

(
ω1ψ +

2π
3 j

)
+ f − ζ s′j − κv j s j + ẽ2 ∑3

k=1 s′′k

−κ cos
(
ω1ψ +

2π
3 j

)
s j

]
,

(3.8)

where now ( )′ =
d

dψ
and Fj =

Q j0

k̂0
, Fj0 =

d̂

k̂0
, ω1 =

1
p1
, Fj1 =

Q j1

k̂0
, f =

ẽ(ĉr −Qφ0)

k̂0
,

ζ =
ĉb
p1
, κ =

k̂2
k̂0
, κv j =

k̃v j

k̂0

According to the first-order perturbation analysis on linear tuned andmistuned 3-blade horizantal

axis wind turbine, superharmonic resonance exists at order two at the system natural frequency

[60]. By applying the second-order perturbation analysis [26] to Equation (3.8) we include three

scales (ψ0, ψ1, ψ2) and s j is separated into dominant solution s j0 and small variations s j1 and s j2

such that

s j = s j0(ψ0, ψ1, ψ2) + εs j1(ψ0, ψ1, ψ2) + ε
2s j2(ψ0, ψ1, ψ2) (3.9)
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where ψi = ε
iψ0.

Then
d

dψ
= D0 + εD1 + ε

2D2,
d2

dψ2 = D2
0 + ε(2D0D1) + ε

2(D2
1 + 2D0D2), where Di =

∂

∂ψi

These formulations are plugged into Equation (3.8) and then we balance the coefficients of ε0,

ε1 and ε2:

O(1) : D2
0s j0 + s j0 = Fj − F̃j0 sin

(
ω1ψ0 +

2π
3

j
)

(3.10)

where F̃j0 sin
(
ω1ψ0 +

2π
3

j
)
= Fj0 sin

(
ω1ψ0 +

2π
3

j
)
+ ε f .

O(ε) :

D2
0s j1 + s j1 = −2D0D1s j0 − ζD0s j0 − κv j s j0 + ẽ2 ∑3

k=1 D2
0sk0 − κ cos

(
ω1ψ0 +

2π
3 j

)
s j0

+Fj1 cos
(
ω1ψ0 +

2π
3 j

)
O(ε2) :

D2
0s j2 + s j2 = −2D0D1s j1 − 2D0D2s j0 − D2

1s j0 − ζD0s j1 − ζD1s j0 − κv j s j1

−κcos(ω1ψ0 + φ j)s j1 + ẽ2 ∑3
k=1(2D0D1sk0 + D2

0sk1)
(3.11)

Solving the O(1) Equation (3.10), s j0 is determined as

s j0 =
Fj

2
+ A je

iψ0 − iΛ j e
i(ω1ψ0) + c.c. (3.12)
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where A j = (X j + iYj)eiσεψ0 and Λ j =
Fj0

2(1−ω2
1)

eiφ j and c.c refers to complex conjugate. X and Y

are functions of ψ1 and ψ2. The s j0 Equation (3.12) is plugged into the O(ε) Equation (3.11), and

then we rewrite O(ε) equation

D2
0s j1 + s j1 = −2iD1 A jeiψ0 − ζ

(
Λ jω1eiω1ψ0 + iA jeiψ0

)
+ c.c.

−1
2

(
κeiφ j eiψ0ω1 + c.c.

) (
Fj − iΛ jeiψ0ω1 + A jeiψ0 + iΛ̄ je−iψ0ω1 + Ā je−iψ0

)
+1

2

(
Fj1eiφ j eiψ0ω1 + Fj1e−iφ j e−iψ0ω1

)
− κv j

(Fj
2 + A j eiψ0 − iΛ jeiω1ψ0 + c.c.

)
+ẽ2 ∑3

k=1

(
iω2

1 Ak eiω1ψ0 − Ak eiψ0 + c.c
)

(3.13)

Four different resonance conditions can be identified from Equation (3.13):

1. No specific relation between ω1 and the natural order=1

2. ω1 ≈ 1

3. ω1 ≈ 2

4. ω1 ≈ 1/2

The case of ω1 ≈ 1 is properly treated with soft excitation. ω1 ≈ 2 and ω1 ≈ 1/2 were studied

in [60].

3.3.1 Nonresonant Case at O(ε)

We concentrate on the first case where there is no specific relationship between forcing frequency

and natural frequency. The nonresonant solvability condition for Equation (3.13) is found by

eliminating the coefficient of secular terms eiψ0:
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−2iD1 A j − ζiA j − ẽ2
3∑

k=1
Ak − κv j A j = 0 (3.14)

We solve the rest of Equation (3.13) which corresponds to nonresonant terms to obtain the

particular solution. Since A j is not a function of independent variable ψ0, we treat A j as constant.

Then

s j1 =
Q j

2
+U je

iω1ψ0 + Vj e
i(ω1−1)ψ0 +W je

i(ω1+1)ψ0 + L je
i2ω1ψ0 + c.c. (3.15)

where

Q j = −iκeiφ j Λ̄ j + iκe−iφ jΛ j , U j =
1

1 − ω2
1

(
1
2

Fj1eiφ j − ζΛ jω1 −
κ

2
eiφ j Fj + ẽ2 ∑3

k=1 iω2
1Λ j

)
,

Vj = −
1

1 − (ω1 − 1)2
( κ
2

eiφ j Ā j

)
, W j = −

1
1 − (ω1 + 1)2

( κ
2

eiφ j A j

)
, L j =

iκΛ j

2(1 − 4ω2
1)

Then, we plug s j0 and s j1 from Equation (3.12) and Equation (3.15) into Equation (3.11). After

we reorganize the O(ε2) equation, we have
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D2
0s j2 + s j2 = −D2

1(A j)eiψ0 − 2iD2(A j)eiψ0 − ζD1(A j)eiψ0 + κv j

(
Q j
2 +U j eiω1ψ0

+Vj ei(ω1−1)ψ0 +W jei(ω1+1)ψ0
)
− ζ

(
i(ω1 − 1)Vj ei(ω1−1)ψ0 + i(ω1 + 1)W j ei(ω1+1)ψ0

+iω1U j eiω1ψ0 + 2iω1L j e2iω1ψ0
)
− 1

2

(
κeiφ j eiψ0ω1 + c.c

) (
Q j
2 +U jeiω1ψ0 + Vj ei(ω1−1)ψ0

+W jei(ω1+1)ψ0 + L j ei2ω1ψ0 + c.c.
)
+ ẽ2 ∑3

k=1

(
−(ω1 + 1)2Wk ei(ω1+1)ψ0 − 4ω2

1Lk e2iω1ψ0

−ω2
1Uk eiω1ψ0 − (ω1 − 1)2Vk ei(ω1−1)ψ0 + 2iD1 Ak eiψ0

)
− 2

(
iκ(ω1−1)eiφ j D1 Ā j

2(1−(ω1−1)2)
ei(ω1−1)φ j

−
iκ(ω1+1)eiφ j D1Aj

2(1−(ω1+1)2)
ei(ω1+1)φ j

)
+ c.c

(3.16)

By examining the Equation (3.16), we observe the resonance conditions as follows.

1. No specific relation between ω1 and the natural order=1

2. ω1 ≈ 1

3. ω1 ≈ 2

4. ω1 ≈ 1/2

5. ω1 ≈ 1/3

The cases ω1 ≈ 1, ω1 ≈ 2 and ω1 ≈ 1/2, if properly treated, would have added a secular term

to the Equation (3.14), removed a secular term from Equation (3.15), and hence Equation (3.16)

would need to be adjusted.
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3.3.2 Superharmonic Case at Order 3 at O(ε2)

In our paper, we specifically focus on the superharmonic resonance case at ω1 ≈ 1/3. In the time

domain, this means that Ω ≈ ωn/3, where ωn is the lowest oscillatory modal frequency. As we

follow the same steps in [26] and [29], we obtain the solvability condition for superharmanic case

from Equation (3.16), using 3ω1 = 1 + εσ, as

−2iD2(A j) − ζD1(A j) − D2
1 A j −

κ

2
L je

iφ j eiσεψ0 + 2iẽ2
3∑

k=1
D1(Ak ) = 0 (3.17)

From the Equation (3.14),

D1 A j = −
ζ

2
A j +

1
2

iẽ2
3∑

k=1
Ak +

1
2

iκv j A j

We computed the D2
1 A j equation by differentiating the expression of D1 A j . Inserting the

undifferentiated D1 A j equation into it, to obtain

D2
1 A j =

(
ζ2

4
−

iκv j ζ

2
−

1
4
κ2
v j

)
A j + ẽ2

3∑
k=1

Ak

(
−

3ẽ2

4
−

iζ
2
−
κv j

2

)
Inserting the equation above into the Equation (3.17), we end up with the D2 A j equation as

D2 A j =

(
−

1
8

iζ2 −
1
8

iκ2
v j

)
A j −

1
4

iκL j e
(φ j+σεψ0)i +

(
9
8

iẽ4 +
1
4

iκv j ẽ2 −
1
2
ζ ẽ2

) 3∑
k=1

Ak (3.18)

For the purpose of obtaining an expression for A j , solvability condition equations D1 A j and

D2 A j need to be solved together. We recombine the ψ and ψ1, ψ2 scales in a process. This process

is called as “reconstitution” [26] and [29]. The reconstitution equation is

dA j

dψ
= εD1 A j + ε

2D2 A j (3.19)

After D1 A j and D2 A j equations are inserted into the Equation (3.19), we obtain the reconstituted

differential equation as
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dAj
dψ = ε

(
−ζAj

2 + iẽ2
2

∑3
k=1 Ak +

iκv j
2 A j

)
+ ε2

(
−

iζ2
8 −

iκ2
v j
8

)
A j − ε

2
(

κ2Λ j
8(1−4ω2

1)
e(φ j+σεψ0)i

)

+ε2ẽ2
(

9
8iẽ2 − ζ

2 +
iκvj

4

) ∑3
k=1 Ak

(3.20)

We look for a solution in the Cartesian coordinate form A = (X + iY )e(iσεψ0).

A j and Λ j =
Fj0

2(1 − ω2
1)

eiφ j equations are inserted into the Equation (3.20), and each side of

equation divided by e(iσεψ0). Then we split the equation into real and imaginary parts. After

simplification, we obtain

Real part:

ÛX j = z1X j + z2

3∑
k=1

Xk + z3Yj + z4

3∑
k=1

Yk + z5 cos(2φ j) (3.21)

Imaginary part:

ÛYj = −z3X j − z4

3∑
k=1

Xk + z1Yj + z2

3∑
k=1

Yk + z5 sin(2φ j) (3.22)

where z1, z2, z3, z4, z5 can be found in the Appendix C.1. For steady state behavior, ÛX j = 0 and

ÛYj = 0. We can find a polar form A j =
1
2

a jeiβ by using X j and Yj . Then the response amplitude is

given as a j = 2
√

X2
j + Y2

j .

3.4 Results

In this section, we analyze the second-order superharmonic resonance behavior for tuned and

mistuned blades. Table 3.1 lists the frequency ratios at which resonances have been identified by

first or second-order method of multiple scales expansion. As seen in Table 3.1, second-order

perturbation analysis reveals the superharmonic resonances at order 3 for tuned and mistuned case.
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Table 3.1: Resonance Chart. R1: Resonance identified at first-order of MMS expansion. R2:
Resonance identified at second-order of MMS expansion. −: Known resonance case/ Instability
not uncovered up to two orders of expansion

Forcing (ω1) Tuned Mistuned
1 R1 R1
2 R1 R1

2/3 - -
1/2 R1 R1
1/3 R2 R2

3.4.1 Tuned Blade Case (κv = 0)

Here, we assume that there is no mistuning on the turbine blades (κv j = 0). Then the magnitude of

steady state response amplitude a is the same for each blade, and is given as

a =

����� ε2E j√
ε2ζ2

4 +

(
εσ +

ε2ζ2
8

)2

����� = εE√
ζ2
4 +

(
σ +

εζ2
8

)2
(3.23)

where E = |E j | =

����� κ2Λ j

8(1 − 4ω2
1)

�����, noting Λ j are equal for all j.

For convenience, we defined λ j =
Λ j

8(1 − 4ω2
1)

so E j and λ become as

E = |E j | = κ
2λ λ =

Fj0

16(1 − ω2
1)(1 − 4ω2

1)
(3.24)

From Equation (3.23), we obtain amax and σmax as

amax =
2εE j

ζ
σmax = −

εζ2

8
(3.25)

Figure 3.2 demonstrates a numerical plot for all three blade amplitudes with respect to detuning

parameter. It states that three of the blade amplitudes are same because of the symmetry. For same
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Figure 3.2: Steady state superharmonic resonance response amplitudes versus detuning parameter
for ẽ = 0.2, κ = 0.1, |λ | = 10, φ = 0, ε = 0.1, ζ = 0.005 (a1: first blade, a2: second blade, a3:
third blade)

set of parameters that are used for plot give amax = 4 at σ = 0.000375 from the Equation (3.25).

These values are consistent with the maximum value in Figure 3.2.

Amplitude versus frequency plots are shown in Figure 3.3 and Figure 3.4. When ζ decreases

the resonance amplitude get sharpened and when |λκ | increases amplitude increases as well, where

λ is defined in the Appendix C.1. In all figures, damping factor act as ζ̂ which is ζ̂ =
εζ

2
.

3.4.2 Mistuned Blade Case (κv , 0)

In this section we apply mistuning κv to a single blade and observe its effect on the amplitudes of

the three blades. Figure 3.5 presents the amplitudes of each blade for a specific set of parameters

as κv varies.

For the symmetric case when κv = 0, all blades have the same amplitude. When κv is very

small, amplitudes are significantly affected. As seen from the plot, when mistuning grows, the

third blade (mistuned blade) amplitude decreases. The second blade’s amplitude, with very small

mistuning, gets larger than in the symmetric case. For various values of mistuning parameter κv , the
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Figure 3.3: Steady state superharmonic resonance response amplitudes versus frequency for ẽ = 0.2,
κ = 0.1, |λ | = 10, φ = 0, ε = 0.1, ζ = 0.005, 0.01, 0.03

Figure 3.4: Steady state superharmonic resonance response amplitudes versus frequency for ẽ = 0.2,
φ = 0, ε = 0.1, ζ = 0.005, λκ = 1, 2, 3

superharmonic resonance amplitude changes with respect to detuning parameter σ, as illustrated

in Figure 3.6, Figure 3.7, Figure 3.8 and Figure 3.9. The single resonance peak which is seen in

Figure 3.2 is split up by mistuning which can be seen on mistuned case plots. Comparing to the

symmetric case amplitude in Figure 3.2 and mistuned case amplitude for κv = 0.006 in Figure 3.6,
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the resonance amplitude for one blade is increased for the same set of parameters, while the other

blade amplitudes have decreased. This points to the possibility of vibration localization.
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Figure 3.5: Steady state superharmonic resonance response amplitudes versus elastic stiffness
mistuning parameter κv for ẽ = 0.2, κ = 0.1, |λ | = 1, φ = 0, ε = 0.1, ζ = 0.005, σ = 0 (a1: first
blade, a2: second blade, a3: third blade)

3.5 Remaining Task

We expect that constant load can cause superharmonic resonance which was not revealed on

first-order perturbation analysis. Here, we apply second-order perturbation analysis focusing on

constant loading.

3.5.1 Superharmonic Case at Order 2 at O(ε)

As a second case where ω1 ≈ 1/2 is studied at order of O(ε). The superharmonic solvability

condition at order 2 for Equation (3.13) is obtained by cancelling the coefficient of secular terms

eiψ0 and ei2ω1ψ0 out.

−2iD1 A j − ζiA j − ẽ2
3∑

k=1
Ak − κv j A j +

1
2

iκΛ je
iφ j eiσεψ0 = 0 (3.26)
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Figure 3.6: Steady state superharmonic resonance response amplitudes versus detuning parameter
for ẽ = 0.2, κ = 0.1, |λ | = 10, φ = 0, ε = 0.1, ζ = 0.005 (a1: first blade, a2: second blade, a3:
third blade)

After we remove the terms that Equation (3.26) have from Equation (3.13), rest of the equation

is solved to get the particular solution. Equation (3.13) becomes

D2
0s j1 + s j1 =

Q j

2
+ Pj e

iω1ψ0 + Rj e
i(ω1−1)ψ0 + Sje

i(ω1+1)ψ0 + c.c. (3.27)

whereQ j = −iκeiφ j Λ̄ j+iκe−iφ jΛ j−κv j Fj , Pj =
1
2

Fj1eiφ j −ζΛ jω−
κ

2
eiφ j Fj+ ẽ2 ∑3

k=1 iω2 Ak ,

Rj = −
κ

2
eiφ j Ā j , Sj = −

κ

2
eiφ j A j

Solving the Equation (3.27) to find the s j1

s j1 =
Q j

2
+U je

iω1ψ0 + Vje
i(ω1−1)ψ0 +W je

i(ω1+1)ψ0 + c.c. (3.28)

where U j =
Pj

1 − ω2
1
, Vj = −

Rj

1 − (ω1 − 1)2
, W j = −

Sj

1 − (ω1 + 1)2
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Figure 3.7: Steady state superharmonic resonance response amplitudes versus detuning parameter
for ẽ = 0.2, κ = 0.1, |λ | = 10, φ = 0, ε = 0.1, ζ = 0.005 (a1: first blade, a2: second blade, a3:
third blade)

Inserting the Equations (3.12) and (3.28) into Equation (3.11) gives us

D2
0s j2 + s j2 = −D2

1(A j )e
iψ0 − 2iD2(A j )e

iψ0 − ζD1(A j )e
iψ0 + κv j

(
Q j
2 +U j eiω1ψ0 + Vj ei(ω1−1)ψ0

+W j ei(ω1+1)ψ0 + c.c
)
− ζ

(
iω1U j eiω1ψ0 + i(ω1 − 1)Vj ei(ω1−1)ψ0 + i(ω1 + 1)W j ei(ω1+1)ψ0 + c.c.

)

−1
2

(
κeiφ j eiψ0ω1 + c.c

) (
Q j
2 +U j eiω1ψ0 + Vj ei(ω1−1)ψ0 +W j ei(ω1+1)ψ0 + c.c.

)

+ẽ2 ∑3
k=1

(
−(ω1 − 1)2Vk ei(ω1−1)ψ0 − (ω1 + 1)2Wk ei(ω1+1)ψ0 − ω2

1Uk eiω1ψ0 + 2iD1 Ak eiψ0
)

−2 ©­«
iκ(ω1−1)eiφ j D1 Ā j

2(1−(ω1−1)2)
ei(ω1−1)φ j −

iκ(ω1+1)eiφ j D1Aj
2(1−(ω1+1)2)

ei(ω1+1)φ j ª®¬ + c.c

(3.29)

Examining the Equation (3.29) for the superharmonic case at order 2, we arrive at the following

resonance cases:
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Figure 3.8: Steady state superharmonic resonance response amplitudes versus detuning parameter
for ẽ = 0.2, κ = 0.1, |λ | = 10, φ = 0, ε = 0.1, ζ = 0.005 (a1: first blade, a2: second blade, a3:
third blade)

1. No specific relation between ω1 and the natural order=1

2. ω1 ≈ 1

3. ω1 ≈ 2

4. ω1 ≈ 1/2

If we redo the analyses for ω1 ≈ 1 and ω1 ≈ 2 cases properly, Equation (3.29) will need to be

adjusted.

3.5.2 Superharmonic Case at Order 2 at O(ε2)

We will focus on specifically superharmonic resonance case at order 2 for second expansion. As

we follow the same steps in Section 3.3.2, we receive the solvability condition for superharmonic

case from Equation (3.29), using 2ω1 = 1 + εσ, as

−2iD2 A j − ζD1 A j − D2
1 A j −

κ

2
U j e

iφ j eiσεψ0 + 2iẽ2
3∑

k=1
D1(Ak ) (3.30)
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Figure 3.9: Steady state superharmonic resonance response amplitudes versus detuning parameter
for ẽ = 0.2, κ = 0.1, |λ | = 10, φ = 0, ε = 0.1, ζ = 0.005 (a1: first blade, a2: second blade, a3:
third blade)

From the Equation (3.26),

D1 A j = −
ζ

2
A j +

1
2

iẽ2
3∑

k=1
Ak +

1
2

iκv j A j +
1
4
κΛ j e

iφ j eiσεψ0 (3.31)

Using Equation (3.31), D2
1 A j is derived as

D2
1 A j =

ζ

2
D1 A j +

iẽ2

2

3∑
k=1

D1 Ak +
iκv j

2
D1 A j

Inserting the D2
1 A j and D1 A j expressions into the Equation (3.30), then we obtain the D2 A j

equation as

D2 A j =

(
−

1
8

iζ2 −
1
8

iκ2
v j

)
A j +

(
9
8

iẽ4 +
1
4

iκv j ẽ2 −
1
2
ζ ẽ2

) 3∑
k=1

Ak +
κΛ j
16
(iζ − κv j )e

iφ j eiσεψ0

+
3ẽ2κ
16

3∑
k=1
Λk e(iφk )e(iσεψ0)+

( iκFj1ei2φ j

8(1 − ω2
1)
−
ζiκΛ jω1eiφ j

8(1 − ω2
1)
−

iκ2Fj ei2φ j

16(1 − ω2
1)
−
κẽ2ω2

1eiφ j

8(1 − ω2
1)

3∑
k=1

Ak

)
eiσεψ0

(3.32)
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Solvability conditions D1 A j and D2 A j will be solved together to determine the A j equation.

Recombining the time scales (ψ1, ψ2, ψ3) in process allow us to determine the reconstitution.

dA j

dψ
= εD1 A j + ε

2D2 A j (3.33)

Equations D1 A j and D2 A j are inserted into the Equation (3.33) to get the reconstituted differ-

ential equation as

dA j

dψ
= ε

(
−
ζ

2
A j +

1
2

iẽ2
3∑

k=1
Ak +

1
2

iκv j A j +
1
4
κΛ j e

iφ j eiσεψ0
)
+ ε2

[ (
−

1
8

iζ2 −
1
8

iκ2
v j

)
A j

+

(
9
8iẽ4 + 1

4iκv j ẽ2 − 1
2 ζ ẽ2

) ∑3
k=1 Ak +

κΛ j
16 (iζ − κv j )e

iφ j eiσεψ0 + 3ẽ2κ
16

∑3
k=1Λk e(iφk )eiσεψ0

+

(
iκFj1e

i2φ j

8(1−ω2
1)
−
ζiκΛ jω1e

iφ j

8(1−ω2
1)
−

iκ2Fj e
i2φ j

16(1−ω2
1)
−
κẽ2ω2

1e
iφ j

8(1−ω2
1)

∑3
k=1 Ak

)
eiσεψ0

]
(3.34)

A = (X + iY )e(iσεψ0) and Λ j =
Fj0

2(1 − ω2
1)

eiφ j terms are inserted into Equation (3.34) and later

dA j

dψ
equation is divided by eiσεψ0 . Subsequently, we find out real and imaginary parts as

Real part:

ÛX j = C1X j + C2

3∑
k=1

Xk + C3Yj + C4

3∑
k=1

Yk + C5 cos(φ j)
3∑

k=1
Xk + C6 sin(2φ j) + C7 cos(2φ j)

+ C8

3∑
k=1

cos(2φk ) (3.35)

Imaginary part:

ÛYj = −C3X j − C4

3∑
k=1

Xk + C1Yj + C2

3∑
k=1

Yk + C5 sin(φ j)
3∑

k=1
Xk − C6 cos(2φ j) + C7 sin(2φ j)

+ C8

3∑
k=1

sin(2φk ) (3.36)

where C1,C2,C3,C4,C5,C6,C7,C8 can be found in the Appendix C.2.1.
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ÛX j and ÛYj are expressed in matrix form as


ÛX j

ÛYj

 =


C1 C3

−C3 C1



X j

Yj

 +

C2 + C5 cos(2φ j) C4

−C4 C2 + C5 cos(2φ j)



∑3

k=1 Xk∑3
k=1 Yk


+


C6 sin(2φ j) + C7 cos(2φ j) + C8

∑3
k=1 cos(2φk )

−C6 cos(2φ j) + C7 sin(2φ j) + C8
∑3

k=1 sin(2φk ).


Specifically for the tuned case, letting κv j = 0, Equations (3.35) and (3.35) becomes

Real part:

ÛX j = T1X j + T2

3∑
k=1

Xk + T3Yj + T4

3∑
k=1

Yk + T5 cos(φ j)
3∑

k=1
Xk + T6 sin(2φ j) + T7 cos(2φ j)

+ T8

3∑
k=1

cos(2φk ) (3.37)

Imaginary part:

ÛYj = −T3X j − T4

3∑
k=1

Xk + T1Yj + T2

3∑
k=1

Yk + T5 sin(φ j)
3∑

k=1
Xk − T6 cos(2φ j) + T7 sin(2φ j)

+ T8

3∑
k=1

sin(2φk ) (3.38)

where T1,T2,T3,T4,T5,T6,T7,T8 can be found in the Appendix C.2.2

ÛX j and ÛYj are represented in matrix form as
ÛX j

ÛYj

 =


T1 T3

−T3 T1



X j

Yj

 +

T2 + T5 cos(2φ j) T4

−T4 T2 + T5 cos(2φ j)



∑3

k=1 Xk∑3
k=1 Yk



+


T6 sin(2φ j) + T7 cos(2φ j) + T8

∑3
k=1(cos 2φk )

−T6 cos(2φ j) + T7 sin(2φ j) + Z8
∑3

k=1(sin 2φk )


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Magnitude of steady state response amplitude will be found and amplitude versus frequency

plots will be obtained for superharmonic resonance case at order 2. Moreover, we would like

to perform numerical simulations to validate the analytical results on the both superharmonic

resonances at order 2 and 3.

3.6 Conclusions

In-plane vibration of a coupled three-blade wind turbines were studied. Equations of motion

were derived previously. After decoupling the blade equations, a second-order pertubation analysis

was applied on both tuned and mistuned three-blade wind turbines.

The analysis brought out the superharmanic resonances at one-third natural frequency. This

resonance case could not captured with a first-order method of multiple scales analysis. With

mistuning, the superharmonic resonance splits a single resonance peak on the tuned case into

multiple resonance peaks. For steady-state superharmonic resonance response, amplitude inceases

while damping factor ζ decreases. On the other hand, the response amplitude gets larger when |λκ |

grows. Observation of mistuning indicates that amplitude of one blade increases compared to the

tuned system for 0 < κv < 0.03.

Ongoing and future work will address a formulation of the resulting dynamics of the rotor,

and the effects of constant loading. Steady state response amplitude will be determenined for

superharmonic case at order two and will do numerical simulation to confirm analytical solutions at

order two and three. For dynamical interest, we can study the primary and subharmonic resonances

as well. The effect of nonlinearity on the resonances is also of interest.
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CHAPTER 4

APPROXIMATE GENERAL RESPONSES OF TUNED AND MISTUNED
4-DEGREE-OF-FREEDOM SYSTEMSWITH PARAMETRIC STIFFNESS

4.1 Introduction

We have studied systems with cyclic stiffness and direct excitation. When linearized, these

systems have transient and steady-state solutions. We have focused on steady-state behavior with

the perturbation analyses. We can consider the transient behavior as the response to the system with

cyclic stiffness, but without the direct forcing. To this end, we consider a Floquet-based approach

to multi-degree-of-freedom linear systems with cyclic stiffness.

In this work, general solutions to Mathieu-type multi-degree-of-freedom systems of the form

M Üx + K (t)x = 0, (4.1)

are examined in detail, where x is a d×1 vector of coordinate displacements, where d is the number

of degrees of freedom, and M and K (t) are the mass and time-varying stiffness matrices.

A general initial condition response as well as the stability characteristics of the system is

sought. Intending to produce that result, in place of assuming a periodic solution, a Floquet-type

solution is assumed as

x j
(r) = eiµr t

n∑
k=−n

c
(r)
j,k eikωt, (4.2)

where the index r distinguishes between 2d independent Floquet solution terms for a d-degree-

of-freedom system, j presents coordinates and k refers harmonics. As following up the work on

approximate general response of symmetric two and three DOF sytems with parametric stiffness,

the assumed solution is plugged into the equations of motion, and by applying harmonic balance,

the characteristic exponents, µr and associated Fourier coefficients, c(r), are determined. Then, by
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using a procedure that is similar to the one used in [32], the response to an arbitrary initial condition

can be determined by considering a linear combination of the xr .

4.2 Analysis

The response analysis procedure can be explained by studying on example MDOF systems,

namely tuned and mistuned 4DOF systems. So as to achieve the goal, a mass-spring chain as

shown in Figure 4.1, with periodic stiffness is studied.

MvM 𝐦𝟑

𝐦𝟐

𝐦𝟒

K
𝐤𝟐(t)

𝐤𝟑(t)

𝐤𝟒(t)

𝐗 = 𝐱𝟏 𝐱𝟐

𝐱𝟑

𝐱𝟒

Figure 4.1: A four DOF spring-mass chain.

The equations of motion are

β ÜX + (3 + γ + ε)X − (1 + δ cos[ωt +
2π
3
])x2 − (1 + δ cos[ωt +

4π
3
])x3 − (1 + ε + δ cos[ωt])x4 = 0

Üx2 + (1 + δ cos[ωt +
2π
3
])(x2 − X) = 0

Üx3 + (1 + δ cos[ωt +
4π
3
])(x3 − X) = 0

Üx4 + (1 + ε + δ cos[ωt])(x4 − X) = 0. (4.3)

where m2 = m3 = m4 = 1, M = βm2, K = γ and ki(t) = (1 + εi + δ cos[ωt + (2π/3)(i)]), where

i = 2, 3, 4, ε2 = ε3 = 0 and ε4 = ε . For specific parameter values, the eigenvalues are plotted as a

function of stiffness mistuning parameter (ε) as shown in Figure 4.2. When δ = 0 and the system

is tuned (ε = 0) modal frequencies are ω1 = 0.3047, ω2 = 1, ω3 = 1 and ω4 = 2.075. Figure
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4.3 shows both tuned (ε = 0) and mistuned systems space (ε = 1) mode shapes in same plot to

demonstrate the effect of detuning parameter on the mode shapes.

Figure 4.2: Eigenvalues versus stiffness mistuning parameter ε for δ = 0, ω = 1.6, m2 = m3 =
m4 = β = 1, γ = 0.4

1 2 3 4
-1.

-0.5

0.

0.5

1.

Masses

ϵ01

ϵ02

ϵ03

ϵ04

ϵ11

ϵ12

ϵ13

ϵ14

Figure 4.3: Mode shapes of the tuned (ε = 0) and mistuned (ε = 1) systems
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4.2.1 Tuned Four-Degree-of-Freedom Example

Following the reference [32], the response is found by assuming a Floquet type solution with

finite harmonics, as given in Equation (4.2) and inserting into the system equations of motion.

Particularly, in this model, we seek for

x1(t) = eiµt
n∑

k=−n
c1,k eikωt

x2(t) = eiµt
n∑

k=−n
c2,k eikωt

x3(t) = eiµt
n∑

k=−n
c3,k eikωt

x4(t) = eiµt
n∑

k=−n
c4,k eikωt .

Governing equations for c j,k ’s are determined by using harmonic balance and writing the harmonic

balance equation in matrix form,

Ac =



A11 A12 A13 A14

A21 A22 A23 A24

A31 A32 A33 A34

A41 A42 A43 A44



©­­­­­­­­«

c1

c2

c3

c4

ª®®®®®®®®¬
=

©­­­­­­­­«

0

0

0

0

ª®®®®®®®®¬
, (4.4)

where c j = [c j,−n . . . c j,−1 c j,0 c j,1 . . . c j,n]
T , and Ai j’s correspond to (2n+ 1) × (2n+ 1) block

matrices.

The determinant of the coefficient matrix, A(µ), must be equal to zero to own a nonzero c

solution. We can find the characteristic equation for µ in terms of δ, γ, ω and m1 = m2 = m3 = β.

Then, for each µ, we can obtain the c vector, by solving A(µ)c = 0. The characteristic equation

produce roots µq, where q is from 1 to 2d(2n + 1) and d is number of degrees of freedom, n is

the number of assumed harmonics. Nevertheless, there are essentially 2d principal roots, and the

other µ′s are linked to the principal roots by the relation µ̂s = µ̂r ± kωi. Since the corresponding

exponential part can be written as eiµr teikωt and the second part can be inserted into the periodic

part, it is observed that these roots do not conduce to extra solutions.
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As following up the work on 2-DOF and 3-DOF mass-spring chain examples [32], µqs are

plugged into the coefficient matrix, then null space of A(µq) provides the solution of c(q)’s.

The idea about the stability and the frequency subject of the solution can be obtained by the

roots of the characteristic equation. Even if only one of the roots has a negative imaginary part, the

solution will grow unstable because of the exponential part. If all roots have a positive imaginary

part, the solution is bounded. Particularly, if the roots are real, the solution is either periodic or

quasi-periodic. In Figure 4.4, the stability regions for the 4DOF mass-spring chain are drawn by

evaluating the imaginary parts of the characteristic roots for γ = 1, β = 1.

The frequency values can be determined with combination of the exponential and the periodic

parts of the frequencies as |Re(µr ) ± kω|. In 4DOF system, there are eight principal characteristic

roots and the general response solution is written in terms of "modal components" as

x(t) =
8∑

r=1
ar x

r (t), (4.5)

where

xr =



x(r)1

x(r)2

x(r)3

x(r)4


(4.6)

ar ’s are to be determined from the initial conditions. Arbitrary initial conditions can be defined as

a class of linear equations in terms of the constants ar , as


x0

Ûx0

 =

x1(0) . . . x8(0)

Ûx1(0) . . . Ûx8(0)



a1
...

a8


. (4.7)

As stated the in previous study [32], the initial condition
[
xT

0 ÛxT
0

]T
=

[
xs(0)T Ûxs(0)T

]T results

in as = 1 and ar,s = 0. Consequently, the different modal functions can be obtained if a scalar

multiple of each column can be used as an initial condition. Accordingly, the response can be
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determined as the same linear combination of the corresponding modal functions by writing an

initial condition as a linear combination of
[
xs(0)T Ûxs(0)T

]T ’s.

Figure 4.4: Stability regions for the tuned 4 DOF mass-spring chain for n = 2, β = 1 and γ = 0.4

The response frequency is a combination of frequencies of the exponential and periodic parts

as |Re(µr ) ± kω |. For a set of parameters, the response frequencies as a function of excitation

frequency are given in Figure 4.5 for one harmonic. Two frequency branches collide and constitute

one branch with variations in ω. This collisions stand for stability transitions. Also, the branches

are overlap because of the repeated frequencies on the tuned case. The top branch does not merge

with any branch in Figure 4.5. We can predict to see more branches in response frequencies plot

with higher harmonics, thus the top branch can collide.

The 4DOF spring-mass chain was studied with n = 2 harmonics, for various sets of parameters

and initial conditions. The results were compared to those determined from a numerical work, and

the initial condition response and FFT plots were given in Figure 4.6 and Figure 4.7 for δ = 0.2

and in Figure 4.8 and Figure 4.9 for δ = 0.6.
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Figure 4.5: Response frequencies plot as a function of excitation frequency with parameters n = 1,
ε = 0, γ = 0.4, β = 1 and δ = 0.6.

4.2.2 Mistuned Four-Degree-of-Freedom Example

Instead of assuming a perfectly tuned model, the stiffness term k4(t) is assumed to have a variation

ε , such that k4(t) = (1 + ε + δ cos[ωt + (2π)]).

Following up the work on tuned system, general solution Equation (4.2) is inserted into Equa-

tion (4.3) and same steps are applied. Then, characteristic exponents and corresponding eigenvec-

tors are obtained. The stability wedges of the 4DOF system are plotted by examining the imaginary

parts of the characteristic exponents for one harmonic and γ = 0.4, β = 1, ε = 0.2 in Figure 4.10

and for two harmonics and γ = 0.4, β = 1, ε = 1 in Figure 4.11.

Figure 4.12 shows the response frequencies as function of ω for mistuned system. Repsonse

frequency plots look very similar for tuned and mistuned cases, but we can get some fine details, the

places where repeated frequency components are split up little bit. Symmetry breaking seperates

repeated frequencies and combination of frequencies get little bit more complicated on detuned

case.

FFT plots and the initial condition responses were found assuming n = 2 harmonics and

detuning term ε = 0.2, for different sets of parameters, and were compared to those obtained from

a numerical study, as given in Figures 4.13 and 4.14 for δ = 0.2 and Figures 4.15 and 4.16 for
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Figure 4.6: Response plots for n = 2, ω = 0.75, δ = 0.2, ε = 0, γ = 0.4, x(0) = [0 0 0 0]T
and Ûx(0) = [1 1 1 1]T .

δ = 0.6.

4.3 Discussion

The instability wedges in Figure 4.4 may be based at ω = (ωi + ω j)/N, where N is a positive

integer. In the tuned 4DOF system for β = 1 and γ = 0.4, the δ = 0 natural frequencies were

ω1 = 0.3047, ω2 = ω3 = 1 and ω4 = 2.075. We observe the two main subharmonic instability

wedges starting at frequenciesω � ω2+ω3 = 2,ω � ω1+ω2,3 = 1.305 andω � ω2,3+ω4 = 3.07.

Additionally, if there is a wedge at 2ω4 = 4.15, it is not in the domain of Figure 4.4. Some primary

and superharmonic wedges originate at frequencies that fit into the pattern, such as ω2 = ω3 = 1,

(ω1 + ω2)/2 = (ω1 + ω3)/2 = 0.65, ω1 = 0.304, (ω2 + ω4)/2 = (ω3 + ω4)/2 = 1.537 and

ω4/2 = 1.035. Simulations were done for different parameter values to confirm the compatibility.

For instance, at δ = 0.8 andω = 1.1 the simulation was unstable, although atω = 1.6 the simulation
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Figure 4.7: FFT plots for n = 2, ω = 0.75, δ = 0.2, ε = 0, γ = 0.4, x(0) = [0 0 0 0]T and
Ûx(0) = [1 1 1 1]T .

was stable, in agreement with the stability region in Figure 4.4. A spurious instability feature near

ω = 0.15 was displayed in Figure 4.4. Similar trends were observed from simulations of the

four-DOF system with different values of γ which is not shown here.

The detuned 4DOF system for ε = 1, β = 1 and γ = 0.4, the natural frequencies were

ω1 = 0.3065, ω2 = 1 ω3 = 1.206 and ω4 = 2.4188. We see the wedges at 2ω1 � 0.604,

2ω2 � 2, 2ω3 � 2.41, ω1 + ω2 � 1.306, ω1 + ω3 � 1.512, ω2 + ω3 � 2.206, ω2 + ω4 � 3.418,

ω1 +ω4 � 2.713, ω3 +ω4 � 3.616 and 2ω4 � 4.84 showing the subharmonic instabilities of each

“mode". Some primary and superharmonic wedges are also based at frequencies which match the

pattern, such as ω2 = 1, ω3 = 1.206, ω4 = 2.418, (ω2 + ω3)/2 = 1.103, (ω1 + ω2)/2 = 0.605,

(ω1 + ω4)/2 = 1.36, (ω1 + ω3)/2 = 0.751, (ω2 + ω4)/2 = 1.712 and (ω3 + ω4)/2 = 1.81. In

Table 4.1, some instability wedges for tuned case with one harmonic and mistuned blade case with
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Figure 4.8: Response plots for n = 2, ω = 0.75, δ = 0.6, ε = 0, γ = 0.4, x(0) = [0 0 0 0]T
and Ûx(0) = [1 1 1 1]T .

one and two harmonics were demonstrated. Comparing the tuned and mistuned stability plots, the

mistuned system has many more instability wedges, and generally depicts a greater tendency to

destabilize.

According to the Floquet solution, which involves a linear combination of terms eiµt p(t), it is

clear that initial conditions can be specified such that only one of the these terms is active. In this

respect, we name them “modal responses". Analytical and numerical free responses are pointed out

in Figures 4.13-4.16, for n = 2, for the chosen parameters and initial conditions. The time responses

showed good agreement. Around 8-10 response harmonics were predicted, mostly accurately, with

a couple instances of low amplitude spurious harmonics. Some higher frequency harmonics were

not captured analytically with n = 2.

The work shown here involves the solution to a nonstandard eigenvalue problem in the form
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Figure 4.9: FFT plots for n = 2, ω = 0.75, δ = 0.6, ε = 0, γ = 0.4, x(0) = [0 0 0 0]T and
Ûx(0) = [1 1 1 1]T .

of Equation (4.4) in which matrix A has elements with µ2 terms. The characteristic equation is

polynomial of degree 2d(2n + 1) in µ. As the number of harmonics, n, increases there may be

computational limits on finding symbolic solutions for the µ. Despite this, n = 2 harmonics were

able to effectively predict the response for the systems studied in this study.

4.4 Conclusions

General responses of a 4 DOF mass-spring system with parametric excitation were studied.

Assuming a Floquet-type solution, and applying the harmonic balance method, the frequency

content and stability of the solution were found. Later, the analysis was extended to a system

with mistuned parameters, and the effect of symmetry breaking on system response was studied.

In addition, the time response and FFT plots were produced for various parameters and initial

conditions in the both tuned and mistuned case. Then, analytical results were confirmed by
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Figure 4.10: Stability plot of the mistuned 4 DOF system for n = 1, ε = 0.2, β = 1 and γ = 0.4

Figure 4.11: Stability plot for the mistuned 4 DOF system for n = 2, ε = 1, β = 1 and γ = 0.4

numerical simulations. In future work, this method will be applied on mistuned three-blade wind

turbine models to find the response characteristics.
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Figure 4.12: Response frequency plot as a function of excitation frequency for mistuned case with
parameters n = 1, ε = 0.2, γ = 0.4, β = 1 and δ = 0.6.

Figure 4.13: Response plots of detuned system for n = 2, ε = 0.2, ω = 0.8, δ = 0.2, γ = 0.4,
x(0) = [0 0 0 0]T and Ûx(0) = [1 1 1 1]T .
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Figure 4.14: FFT plots of detuned system for n = 2, ε = 0.2, ω = 0.8, δ = 0.2, γ = 0.4,
x(0) = [0 0 0 0]T and Ûx(0) = [1 1 1 1]T .

Figure 4.15: Response plots of detuned system for n = 2, ε = 0.2, ω = 0.8, δ = 0.6, γ = 0.4,
x(0) = [0 0 0 0]T and Ûx(0) = [1 1 1 1]T .
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Figure 4.16: FFT plots of detuned system for n = 2, ε = 0.2, ω = 0.8, δ = 0.6, γ = 0.4,
x(0) = [0 0 0 0]T and Ûx(0) = [1 1 1 1]T .
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Table 4.1: Primary, superharmonic and subharmonic instability wedges based at
ωi+ω j

N for tuned
and mistuned cases

Primary Superharmonic Subharmonic

Tuned Case
(n = 2, ε = 0)

ω1 = 0.3047, ω2,3 = 1,
ω4 = 2.075

ω1
ω2
ω3

ω1+ω2
2 , ω1+ω3

2

ω2+ω4
2 , ω3+ω4

2 , ω4
2

(ω1 + ω2), (ω1 + ω3)

(ω2 + ω3), (ω2 + ω4)

(ω3 + ω4), 2ω4

Mistuned Case
(n = 2, ε = 1)

ω1 = 0.3065, ω2 = 1,
ω3 = 1.206, ω4 = 2.4188

ω2
ω3
ω4

ω1+ω2
2 , ω1+ω3

2 , ω2+ω4
2

ω3+ω4
2 , ω1+ω4

2 , ω2+ω3
2

2ω1, 2ω2, 2ω3 2ω4

(ω1 + ω2), (ω1 + ω3)

(ω2 + ω3), (ω2 + ω4)

(ω3 + ω4), (ω1 + ω4)

Mistuned Case
(n = 1, ε = 0.2)

ω1 = 0.3053, ω2 = 1,
ω3 = 1.059, ω4 = 2.1409

ω1
ω2
ω3
ω4

ω1+ω2
2 , ω1+ω3

2 , ω2+ω4
2

ω3+ω4
2 , ω2+ω3

2 , ω4
2

2ω1, 2ω2, 2ω3, 2ω4

(ω1 + ω2), (ω1 + ω3)

(ω2 + ω3), (ω2 + ω4)

(ω3 + ω4), (ω1 + ω4)
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CHAPTER 5

ONGOINGWORK

5.1 Parametric Identification of The Mathieu Equation with a Constant
Load

5.1.1 Introduction and Objective

Studies on parametrically excited systems have many applications, including ship dynamics, wind-

turbine-blade vibration, and micro resonators. This study regards a linear Mathieu equation with a

constant force term:

Üq + 2ε µ Ûq + (ω2 + εγ cosΩt)q = F0 (5.1)

The wind turbine blade models include cyclic stiffness and constant-plus-cyclic direct loading,

in the form of a forcedMathieu equation. It would be interesting to consider parameter estimation in

the Mathieu system. The unforced, damped Mathieu system has a zero solution that is either stable

or unstable, while the forced Mathieu systems have non-zero steady-state oscillations, which can

be stable or unstable. We consider exploiting the steady-state response of a forced Mathieu system

to estimate the parameters, namely the strength of parametric excitation, damping, and excitation

level. Much attention has been given to the response and stability analysis of the Mathieu equation,

for example by perturbation techniques such as the method of multiple scales. In this work we aim

to estimate parameters µ, γ and F0 from responses.

5.1.2 Background

The solution of the fored linear Mathieu equation can be expressed as a sum of homogeneous and

particular solutions, given as q = qh + qp, where qh satisfies Üqh + 2ε µ Ûqh + (ω
2 + εγ cosΩt)qh = 0

and qp satisfies Üqp + 2ε µ Ûqp + (ω
2 + εγ cosΩt)qp = F0. From the Floquet theory, the qh term

has the various instabilities that originate due to parametric excitation. The qp part has been

86



Figure 5.1: Amplitudes of simulated responses of Equation (5.1) showing primary and super-
harmonic resonances and an unstable response at subharmonic resonance due to increase of the
parametric forcing amplitude; ε = 0.1, µ = 0.25, F0 = 2. Different curves depict γ = 0.5 and 1.
(Figure taken from [1]).

approximated by perturbation techniques, and can have resonance conditions as well as instabilities

[1]. Figure 5.1 shows steady-state forced-response amplitudes as a function of the parametric

frequency Ω, and illustrates that the system of Equation (5.1) can have primary and secondary

resonances and instabilities.

In [1], a second-order multiple scales analysis was applied to find expressions for response

amplitudes at primary and superharmonic resonance conditions as a function of system parameters.

Perturbation analysis is “valid" for “small" ε . Predictions deteriorate when εγ becomes “large".

Special steady-state solutions are approximated below.

1. Low frequency limit: a quasi-static approximation is made by letting Ûq � 0 and Üq � 0 in
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Equation (5.1) and solving for q:

q =
F0

ωn2 + εγ cosΩt
�

F0
ωn2 −

F0
ωn2 εγ cosΩt

which oscillates with a mean, maximum, and minimum values of q̄ �
F0
ωn2 ,

qmax �
F0

ωn2 − εγ
, qmin �

F0
ωn2 + εγ

.

2. Superharmonic resonance of order 2: If Ω � ωn/2, then the response is

q �
F0
ωn2 + a cos(2Ωt − φ) ±

εF0γ

ω2
n(ω

2
n −Ω

2)
cos(Ωt) +O(ε2)

with a peak value of a as amaxs =
εF0γ

2

3µω5
n
.

3. Primary resonance: If Ω � ωn, then the response is

q �
F0
ωn2 + a cos(Ωt − φ) +

εγa cos
[
(ωn +Ω)t + β]

2(Ω2 + 2ωnΩ)
+
εa

ω2
n

cos (εσt + β)

with a peak value of as amaxp =
F0γ

2µω3
n

5.1.3 Parameter Estimation Procedure

We follow an idea by Nayfeh [62], in which expressions for resonant responses and bifurcation

points from perturbation analyses were compared to simulated or experimental measurements of

these events in order to estimate parameters in a differential equation model. We do as follows.

1. We estimate ωn from the peaks of a frequency sweep such as that in Figure 5.1.
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Figure 5.2: Example calculation with the superharmonic resonance

2. We excite superharmonic resonance at Ω ≈ ωn/2,

x = X s
0 + X s

1 cos (ωnt + β) + X s
1/2 cos (ωn

2 t),

where X s
0 =

F0
ω2

n
, X s

1 = amaxs =
εF0γ

2

3µω5
n
, X s

1/2 =
4F0εγ

3ω4
n

,

at the peak response, and we obtain values of X s
0 , X s

1 and X s
1/2 with the help of a fast Fourier

transform (FFT) as seen in Figure 5.2.

3. We excite primary resonance at Ω ≈ ωn,

x = X p
0 + X p

1 cos (ωnt + β)
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Figure 5.3: Example calculation with the primary resonance

where X p
0 =

F0
ω2

n
, X p

1 = amaxp =
F0γ

2µω3
n
at the peak. We find the values of X p

0 and X p
1

using the FFT plots as shown in Figure 5.3.

The values of X s
0 and X p

0 give us F0. Figure 5.4 shows the estimated force compared to true

values of F0 with respect to different γ values. From
X s

1
X p

1
=

2εγ
3ω2

n
, we extract the value of εγ.

Next, εγ is inserted into the expression X s
1 =

F0(εγ)
2

3(ε µ)ω2
n
to obtain ε µ. Damping ratio is also

found from 2ζωn = 2ε µ as ζ =
ε µ

ωn
.

5.1.4 Results and Discussion

We simulated responses with ωn = 1, µ = 0.5, ε = 0.1, and F0 = 2, and various values of γ. We

estimated parameters by comparing resonant amplitudes to their analytical expressions. Figure 5.5
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Figure 5.4: Estimated force F

demonstrates the estimation of γ and µ (8µ is plotted) for various true values of γ.

The perturbation solution degrades as εγ increases, but we see good estimates of γ within a

limited range. Damping µ is estimated within about 25%. Damping can be difficult to obtain

accurately in vibration systems.

5.1.5 Proposed Work

We estimated parameters in a linear parametrically excited vibration system. Accuracy depends on

the asymptotics of perturbation solutions which underlie the approach. Future work can involve

sensitivity analysis, error analysis, and experiments. Also, this approach can be formulated for the

case of

Üq + 2ε µ Ûq + (ω2 + εγ cosΩt)q = F1 sinΩt

Then, we can combine(superpose) for case of F0 + F1 sinΩt , as wind-turbine models.
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Figure 5.5: Estimated µ’s and γ’s. (The values of 8µ and 8µest are plotted.)

5.2 Second-OrderPerturbationAnalysis of ForcedNonlinearMathieuEqua-
tion

5.2.1 Introduction

Our interest in studying the in-plane dynamics of wind turbine blade directs us to this study. There

has been various reseach on parametrically excited systems that suits specific minor variations of

the Mathieu equation. Newman et al. [63] studied dynamics of a nonlinear parametrically excited

partial differential equation. Bifurcations in a Mathieu equation with cubic nonlineraties were

analyzed in [64] and stability analysis of a parametrically excited rotating system was done in

[65]. Frequency locking in a forced Mathieu-van der Pol-Duffing system was studied by Pandey

et al. [66] and bifurcation of subharmonic resonances in the Mathieu equation was analyzed in

[67]. Higher-order perturbation analysis [68] and Floquet theory with harmonic balance solution

[34] have been applied to study the stability wedges of the Mathieu equation. Since the Mathieu
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equation aligns well with higher-order multiple scales analysis to figure out stability characteristics

out, we work with second-order method of multiple scales.

In this work, we look for superharmonic resonance at order three for the nonlinear Mathieu sys-

tem with hard forcing by applying a second-order perturbation expansion. Sayed et al. [27] applied

higher-order expansions to analyse stability and response of a nonlinear dynamical system. On the

other hand, Romero et al. [69] employed different scaling techniques to analyze the quasiperiodic

damped Mathieu equation.

5.2.2 A Nonlinear Mathieu Equation with Hard Excitation

In this analysis, we consider hard excitation, i.e. direct forcing F which is of order 1. The equation

with nonlinearity is

Üq + 2ε µ Ûq + (ω2 + εγ cosΩt)q + εαq3 = F sin(Ωt + θ), (5.2)

Applying the method of multiple scales, we work with three time scales (T0,T1,T2) and q0 as the

dominant solution, with q1 and q2 are slow variations of that solution. Specifically,

q = q0(T0,T1,T2) + εq1(T0,T1,T2) + ε
2q2(T0,T1,T2) + ... (5.3)

where Ti = ε
iT0. Then d

dt = D0 + εD1 + ε
2D2 and where Di =

∂
∂Ti

.

We insert these expressions into our ordinary differential Equation (5.2) and then simplify and

the equations for ε0, ε1, ε2 coefficients are pulled out as

O(1) : D2
0q0 + ω

2q0 = F(sinΩT0 + θ)

O(ε) : D2
0q1 + ω

2q1 = −2µD0q0 − 2D0D1q0 − γq0 cosΩT0 − αq3
0

O(ε2) : D2
0q2 + ω

2q2 = −2D0D1q1 − (D2
1 + 2D0D2)q0 − 2µ(D0q1 + D1q0) − γq1 cosΩT0

−3αq2
0q1

(5.4)
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By solving the O(1) equation, we obtain the q0 solution as

q0 = AeiωT0 − iΛeiΩT0 + c.c. (5.5)

where Λ =
F

2(ω2 −Ω2)
, and A = Beiσε t , with B = X + iY

The coefficient A, and hence X and Y are functions of T1 and T2. Plugging Equation (5.5) into the

O(ε) expression, we get

D2
0q1 + ω

2q1 = −2µ(AiωeiωT0 + ΛΩeiΩT0) − 2D1 AiωeiωT0

−
γ
2
(
Aei(ω+Ω)T0 + Āei(Ω−ω)T0 − iΛe2iΩT0 − iΛ

)
−α

[
A3e3iωT0 + iΛ3e3iΩT0 − 3A2iΛei(2ω+Ω)T0

−3Λ2 Aei(ω+2Ω)T0 + 3iA2Λ̄ei(2ω−Ω)T0

+3A2 ĀeiωT0 − 3iΛ2Λ̄eiΩT0 − 3iΛ2 Āei(2Ω−ω)T0

+6AΛΛ̄eiωT0 − 6iAĀΛeiΩT0
]
+ c.c

(5.6)

For Equation (5.6), there are five possible cases that lead up to resonance conditions.

1. No specific relationship between Ω and ω at O(ε)

2. Ω ≈ ω

3. Ω ≈ 2ω

4. Ω ≈ ω/2

5. Ω ≈ ω/3
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5.2.3 Case 1: No Resonance at O(ε)

Between the natural frequency ω and the forcing frequencyΩ, there is no specific relationship. We

extract secular terms from Equation (5.6) and equate them to zero, such that

−2iωD1 A − 2µiωA − 3αA2 Ā + 6AαΛΛ̄ = 0.

Then, solving the rest of the ODE in Equation (5.6), we obtain the particular solution for q1 as

q1 =
2µΛΩeiΩT0
Ω2−ω2 +

γA
2
[
(ω+Ω)2−ω2

] ei(ω+Ω)T0 + γ Ā
2
[
(Ω−ω)2−ω2

] ei(Ω−ω)T0 + γiΛ
2(ω2−4Ω2)

e2iΩT0

+αA3
8ω2 e3iωT0 + iαΛ3

9Ω2−ω2 e3iΩT0 + 3iA2αΛ[
ω2−(2ω+Ω)2

] ei(2ω+Ω)T0 + 3αΛ2 A[
ω2−(ω+2Ω)2

] ei(ω+2Ω)T0

+ 3iαA2Λ̄[
(2ω−Ω)2−ω2

] ei(2ω−Ω)T0 + 3iαΛ2Λ̄
ω2−Ω2 eiΩT0 + 3iαΛ2 Ā[

ω2−(2Ω−ω)2
] ei(2Ω−ω)T0 + 6iαAĀΛ

ω2−Ω2 eiΩT0

+
γiΛ
2ω2 + c.c

(5.7)

5.2.4 Case 2: Primary Resonance at O(ε)

When Ω ≈ ω, i.e. letting Ω = ω + εσ (σ is detuning parameter) in Equation (5.6), the solvability

condition is

−2iωD1 A − 2µiωA − 3αA2 Ā + 6AαΛΛ̄ − eiσT1
[
2µΛΩ + 3αiA2

Λ̄ + 3αiΛ2
Λ̄ + 3iαΛ2 Ā + 6αiAĀΛ

]
= 0

Then, the particular solution for q1 turns out to be

q1 =
γA

2
[
(ω +Ω)2 − ω2] ei(ω+Ω)T0 +

γ Ā

2
[
(Ω − ω)2 − ω2] ei(Ω−ω)T0 +

γiΛ

2(ω2 − 4Ω2)
e2iΩT0 +

αA3

8ω2 e3iωT0

+
iαΛ3

9Ω2 − ω2 e3iΩT0 +
3iA2αΛ[

ω2 − (2ω +Ω)2
] ei(2ω+Ω)T0 +

3αΛ2 A[
ω2 − (ω + 2Ω)2

] ei(ω+2Ω)T0 +
γiΛ

2ω2 + c.c

(5.8)
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5.2.5 Case 3: Subharmonic Resonance of Order 1/2 at O(ε)

When Ω ≈ 2ω, i.e. Ω = 2ω + εσ, the solvability condition for Equation (5.6) is

−2iωD1 A − 2µiωA − 3αA2 Ā + 6AαΛΛ̄ −
γ Ā
2

eiσT1 = 0

The particular solution of Equation (5.6) for q1 is obtained as

q1 =
2µΛΩeiΩT0

Ω2 − ω2 +
γA

2
[
(ω +Ω)2 − ω2] ei(ω+Ω)T0 +

γiΛ

2(ω2 − 4Ω2)
e2iΩT0 +

αA3

8ω2 e3iωT0 +
γiΛ

2ω2

+
iαΛ3

9Ω2 − ω2 e3iΩT0 +
3iA2αΛ[

ω2 − (2ω +Ω)2
] ei(2ω+Ω)T0 +

3αΛ2 A[
ω2 − (ω + 2Ω)2

] ei(ω+2Ω)T0 +
3iαΛ2Λ̄

ω2 −Ω2 eiΩT0

+
3iαA2Λ̄[

(2ω −Ω)2 − ω2] ei(2ω−Ω)T0 +
3iαΛ2 Ā[

ω2 − (2Ω − ω)2
] ei(2Ω−ω)T0 +

6iαAĀΛ

ω2 −Ω2 eiΩT0 + c.c (5.9)

5.2.6 Case 4: Superharmonic Resonance of Order 2 at O(ε)

When Ω ≈ ω/2, i.e. 2Ω = ω + εσ, the solvability condition for Equation (5.6) is

−2iωD1 A − 2µiωA − 3αA2 Ā + 6AαΛΛ̄ +
γiΛ

2
eiσT1 = 0

The particular solution of Equation equation (5.6) for q1 is found as

q1 =
2µΛΩeiΩT0

Ω2 − ω2 +
γA

2
[
(ω +Ω)2 − ω2] ei(ω+Ω)T0 +

γ Ā
2
[
(Ω − ω)2 − ω2] ei(Ω−ω)T0 +

αA3

8ω2 e3iωT0

+
3iαΛ2Λ̄

ω2 −Ω2 eiΩT0+
iαΛ3

9Ω2 − ω2 e3iΩT0+
3iA2αΛ[

ω2 − (2ω +Ω)2
] ei(2ω+Ω)T0+

3αΛ2 A[
ω2 − (ω + 2Ω)2

] ei(ω+2Ω)T0

+
3iαA2Λ̄[

(2ω −Ω)2 − ω2] ei(2ω−Ω)T0 +
3iαΛ2 Ā[

ω2 − (2Ω − ω)2
] ei(2Ω−ω)T0 +

6iαAĀΛ
ω2 −Ω2 eiΩT0 +

γiΛ
2ω2 + c.c

(5.10)
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5.2.7 Case 5: Superharmonic Resonance of Order 3 at O(ε)

When Ω ≈ ω/3, i.e. 3Ω = ω + εσ, the solvability condition for Equation (5.6) is

−2iωD1 A − 2µiωA − 3αA2 Ā + 6AαΛΛ̄ − αiΛ3eiσT1 = 0 (5.11)

The particular solution for q1 then becomes

q1 =
2µΛΩeiΩT0

Ω2 − ω2 +
γA

2
[
(ω +Ω)2 − ω2] ei(ω+Ω)T0 +

γ Ā
2
[
(Ω − ω)2 − ω2] ei(Ω−ω)T0 +

αA3

8ω2 e3iωT0

+
γiΛ

2(ω2 − 4Ω2)
e2iΩT0 +

3iA2αΛ[
ω2 − (2ω +Ω)2

] ei(2ω+Ω)T0 +
3αΛ2 A[

ω2 − (ω + 2Ω)2
] ei(ω+2Ω)T0 +

γiΛ
2

+
3iαA2Λ̄[

(2ω −Ω)2 − ω2] ei(2ω−Ω)T0 +
3iαΛ2Λ̄

ω2 −Ω2 eiΩT0 +
3iαΛ2 Ā[

ω2 − (2Ω − ω)2
] ei(2Ω−ω)T0 +

6iαAĀΛ
ω2 −Ω2 eiΩT0

+ c.c (5.12)

To follow the next steps smoothly, the expression of Equation (5.12) is simplified as follows:

q1 =
N

ω2 −Ω2 eiΩT0 +
M

ω2 − 4Ω2 e2iΩT0 +
P

ω2 − (Ω + ω)2
ei(Ω+ω)T0 +

Q

ω2 +
R

ω2 − (Ω − ω)2
ei(Ω−ω)T0

+
S

ω2 − 9ω2 e3iωT0 +
T

ω2 − (Ω + 2ω)2
ei(Ω+2ω)T0 +

U

ω2 − (2Ω + ω)2
ei(2Ω+ω)T0

+
V

ω2 − (Ω − 2ω)2
ei(Ω−2ω)T0 +

W

ω2 − (2Ω − ω)2
ei(2Ω−ω)T0 + c.c (5.13)

where N = −2µΩΛ + 3αiΛ2Λ̄ + 6iαAĀΛ, M =
γiΛ

2
, P = −

γA
2
, Q =

γiΛ
2

, R = −
γ Ā
2
,

S = −αA3, T = 3αA2Λi, U = 3αΛ2 A, V = 3iα Ā2Λ, W = 3αΛ2 Ā
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We are specifically focusing on superharmonic resonance case of O(ε2) at order 3 to determine

terms that can effect the resonance condition.

Substituting solutions for q0 fromEquation (5.5) and q1 fromEquation (5.13) into Equation (5.4)

at O(ε2), for superharmonic case when Ω ≈ ω/3, i.e. 3Ω = ω+ εσ, the equation at O(ε2) becomes

D2
0q2 + ω

2q2 =
[
− 2ωiD2 A − D2

1 A − 2µD1 A −
γP

2
(
ω2 − (Ω + ω)2

) − γR̄

2
(
ω2 − (Ω − ω)2

) + 3αAiΛN̄

ω2 −Ω2

−
3αAiΛ̄N

ω2 −Ω2 +
3αi ĀV̄Λ

ω2 − (Ω − 2ω)2
−

3α Ā2S

ω2 − 9Ω2 −
3αiΛ̄ĀT

ω2 − (2ω +Ω)2
+

3αΛ̄2U

ω2 − (2Ω + ω)2
+

3αΛ2W̄

ω2 − (2Ω − ω)2

]
eiωT0

[
−

γM

2
(
ω2 − 4Ω2) + 3αΛ2N

ω2 −Ω2 +
3αUiΛĀ

ω2 − (2Ω + ω)2
+

AiΛW

ω2 − (2Ω − ω)2

]
e3iΩT0 + N .S.T . (5.14)

where N .S.T . refers non secular terms.

Equating the expressed secular terms to zero, letting 3Ω ≈ ω+εσ, provides the solvability condition

at O(ε2). This colvability condition and the solvability condition from O(ε) in Equation (5.11) are

now listed together, following the analysis done in [68]:

O(ε) : −2iωD1 A − 2µiωA − 3αA2 Ā + 6AαΛΛ̄ − αiΛ3eiσT1 = 0

O(ε2) : −2iωD2 A − D2
1 A − 2µD1 A + (K1 + K2 A + K3 Ā)eiσT1 + K4 + K5 A + K6 Ā + K7 Ā2 = 0

(5.15)

where K1 =
γM

2(ω2 − 4Ω2)
+

3Λ2αN
ω2 −Ω2 , K2 =

3iΛαW
ω2 − (2Ω − ω)2

, K3 =
3iαΛU

ω2 − (2Ω + ω)2
,

K4 = −
γ

2
( P
ω2 − (Ω + ω)2

+
R̄

ω2 − (Ω − ω)2
)
+

3αΛ̄2U
ω2 − (2Ω + ω)2

+
3αΛ2W̄

ω2 − (2Ω − ω)2
,

K5 =
3αiΛN̄
ω2 −Ω2 −

3αiΛ̄N
ω2 −Ω2 , K6 =

3αiΛV̄
ω2 − (Ω − 2ω)2

−
3αiΛ̄T

ω2 − (Ω + 2ω)2
, K7 = −

3αS
ω2 − 9ω2
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Weunfold the superharmonic resonance at order 3 by using hard forcing in this analysis, however

it was not captured with weak forcing in [21]. In a process called reconstitution, we put the terms

at O(ε) and O(ε2) together into a single ordinary differential equation and look for solutions.

From expression of O(ε) in Equation (5.15), we extract D1 A, then obtain D1 Ā as

D1 A = −µA +
3αiA2 Ā

2ω
+

6αiAΛΛ̄
2ω

−
αΛ3eiσT1

2ω

and

D1 Ā = −µĀ −
3αi Ā2 A

2ω
−

6αi ĀΛ̄Λ
2ω

−
αΛ̄3e−iσT1

2ω
.

We compute the expression of D2
1 A using D1 A and D1 Ā as

D2
1 A = µ2 A − 6iαµA2 Ā

ω −
6iαµAΛΛ̄

ω +
αµΛ3eiσT1

2ω − 9α2 A3 Ā2
4ω2 − 36α2 A2 ĀΛΛ̄

4ω2 + 36α2 AΛ2Λ̄2
4ω2

−3iα2A2Λ̄3e−iσT1
4ω2 − 3iα2Λ3 AĀeiσT1

4ω2 − 6iα2Λ̄Λ4eiσT1
4ω2 − iασΛ3eiσT1

2ω

Then, we insert the D1 A and D2
1 A into the O(ε2) expression in the Equation (5.15) to obtain

D2 A.

−2iωD2 A = µ2 A − 6iαµA2 Ā
ω −

6iαµAΛΛ̄
ω +

αµΛ3eiσT1
2ω − 9α2A3 Ā2

4ω2 − 36α2 A2 ĀΛΛ̄
4ω2 + 36α2AΛ2Λ̄2

4ω2

−3iα2 A2Λ̄3e−iσT1
4ω2 − 3iα2Λ3 AĀeiσT1

4ω2 − 6iα2Λ̄Λ4eiσT1
4ω2 − iασΛ3eiσT1

2ω + 2µ
(
− µA + 3αiA2 Ā

2ω

+6αiAΛΛ̄
2ω − αΛ3eiσT1

2ω
)
− (K1 + K2 A + K3 Ā)eiσT1 − K4 − K5 A − K6 Ā − K7 Ā2

(5.16)

Noting that
dA
dt
= (D0 + εD1 + εD2)A = εD1 A + ε2D2 A the solvability condition equations D1 A

and D2 A are worked together out to get a single ODE for A. (As we mentioned in Chapter 3.3.2,

recombining the time scales (T0,T1,T3) is a process called “reconstitution” [26] and [29]). The
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resulting reconstituted equation is

−2iω
dA
dt
+ 2ωiεD1 A + 2ωiε2D2 A = 0 (5.17)

Subsequently, D1 A and D2 A expressions are placed into the equation (5.17) to get the recon-

stituted differential equation as

−2ωi dA
dt + ε

(
− 2iωµA − 3αA2 Ā − 6αAΛΛ̄ − iαΛ3eiσT1

)
− ε2

(
µ2 A − 6iαµA2 Ā

ω −
6iαµAΛΛ̄

ω

+
αµΛ3eiσT1

2ω − 9α2A3 Ā2
4ω2 − 36α2 A2 ĀΛΛ̄

4ω2 + 36α2 AΛ2Λ̄2
4ω2 − 3iα2A2Λ̄3e−iσT1

4ω2 − 3iα2Λ3 AĀeiσT1
4ω2

−6iα2Λ̄Λ4eiσT1
4ω2 − iασΛ3eiσT1

2ω + 2µ
(
− µA + 3αiA2 Ā

2ω + 6αiAΛΛ̄
2ω − αΛ3eiσT1

2ω
)

−(K1 + K2 A + K3 Ā)eiσT1 − K4 − K5 A − K6 Ā − K7 Ā2
)
= 0

(5.18)

Following the procedure in [68], we seek a solution in the Cartesian coordinate form A =

(X + iY )eiσε t , with real X and Y . Expressions A and Λ are inserted into the equation (5.18),

then the equation is divided by common exponential term eiσε t and real and imaginary parts are

separated.

Imaginary part:

−2ω ÛX + Z0 sin 3θ − Z1 cos 3θ − Z2X2 cos 3θ − Z3Y2 cos 3θ + Z4X2 cos 3θ + Z5Y2 cos 3θ

+Z6XY sin 3θ + Z7X + Z9Y + Z11XY2 + Z14X2Y + Z15X2Y3 + Z17X4Y + Z19Y3 + Z21Y5

+Z22 cos θ + Z23X3 = 0
(5.19)
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Real Part:

2ω ÛY + Z0 cos 3θ − Z1 sin 3θ − Z2X2 sin 3θ − Z3Y2 sin 3θ + Z4X2 sin 3θ + Z5Y2 sin 3θ

+Z6XY cos 3θ + Z8X + Z10Y + Z12XY2 + Z13XY4 + Z16X3Y2 + Z18X3 + Z20X5 + Z22 sin θ

+Z24X2Y + Z25Y3 = 0
(5.20)

where Z0, Z1, Z2, Z3, Z4, Z5, Z6, Z7, Z8, Z9, Z10, Z11, Z12, Z13, Z14, Z15, Z16, Z17, Z18, Z19, Z20, Z21,

Z22, Z23, Z24, Z25 can be found in Appendix D.

Equations (5.19) and (5.20) are demonstrated in matrix form as

2ω


ÛX

ÛY

 =


Z7 Z8

−Z8 Z7



X

Y

 + (X
2 + Y2)


Z11 Z12

−Z12 Z11



X

Y

 + (X
2 + Y2)2


0 Z13

Z13 0



X

Y


+


(Z2 + Z4)X

2 cos(3θ) − Z4(2XY ) sin(3θ) + (Z2 − Z4)Y
2 cos(3θ)

(Z2 − Z4)X
2 sin(3θ) + Z4(2XY ) cos(3θ) + (Z2 + Z4)Y

2 sin(3θ)

 +


Z0 sin(3θ) + (Z1 + Z22) cos(3θ)

−Z0 cos(3θ) + (Z1 + Z22) sin(3θ)


(5.21)

In the next stages of this work, we will seek steady-state solutions of X and Y in Equation (5.21),

analyze the stability, and then make interpretations.

5.2.8 Conclusion

The hard-forced, nonlinear Mathieu equation was analyzed. Second-order perturbation expansion

was applied to determine stability characteristic based on system parameters, γ, µ, ε, F, σ and ω. It

reveals a primary resonance, superhamonics at orders 2 and 3 and also a subharmonic at order 1/2.

Since we have a challenge to solve the nonlinear ordinary differential equations (5.21) due to

the fifth degree term in the ÛX and ÛY expressions, this analysis is not yet completed, and we will

focus on steady-state solutions and stabilities in the future.
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5.2.9 Proposed Work

We would like to solve the nonlinear ordinary differential equations (5.21) analytically and nu-

merically, and then we will perform numerical simulations to validate the analytical results on the

resonances.
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CHAPTER 6

CONCLUSION AND FUTUREWORK

6.1 Conclusion

The purpose of this thesis was to analyze the characteristics of the dynamics of horizontal axis

wind turbines. Cylic loads on wind turbine blades and their effects on the blade vibration were

considered. An analysis of in-plane coupled blade-hub dynamics of three-blade wind turbines with

tuned and mistuned blades was studied. Four-degree-of-freedom systems with parametric stiffness

were examined because this system matched the motivation of three-blade wind turbine and rotor

system.

In Chapter 2, by using a simplified model, in-plane vibrations were taken into consideration

for a detuned three-blade wind turbine. Coupled blades and rotor equation of motions in time

domain were transformed into the φ (rotor-angle) domain to decouple the blade equations from the

rotor equation. Since we assumed variations in the rotor speed were small and applied a nondi-

mensionalization and parameter scaling, blade equations were decoupled from rotor equation. The

first-order method of multiple scales was employed to analyse the uncoupled blade equations. After

decoupling steps, the blade equations included parametric and direct excitation. Superharmonic and

subharmonic resonances were caused by these excitations. We examined resonances due to cyclic

gravitational and aerodynamic loading. Superharmonic resonance was observed near 2ω1 = 1+εσ

where ω1 is a scaled excitation order. For the small positive mistuning, the blade amplitudes go

through variations. When the mistuning was larger, the mistuned blade amplitudes diminished.

Very small mistuning was the worst, meaning one blade experienced larger vibration amplitude

than in the symmetric case. We have observed that superharmonic resonances that were seen in the

symmetric case could be split into multiple resonance peaks, and that the blades could then take on

different steady state amplitudes. Likewise, the same was true for primary resonance. The effects

of parameters on the superharmonic resonances are studied, and a numerical study is carried out
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aimed at verifying the analytical results. Moreover, the rotor dynamics during resonance was inves-

tigated. Addition to illustrating the effects of damping and forcing level, the first-order perturbation

solutions are verified with comparisons to numerical simulations at superharmonic resonance of

order two. The simulation point to speed-locking phenomenon, in which the superharmonic speed

is locked in for an interval of applied mean loads. Later, the effect of rotor loading on the rotor speed

and blade amplitudes is investigated for different initial conditions and mistuning cases. Lastly, we

aim to analytically confirm the blade response amplitudes at various rotor speeds near resonance

and verify speed locking phenomenon by applying method of harmonic balance. From another

point of view, subharmonic resonance would not occur in a rotating system with similar parameter

scaling. Subharmonic resonances may or may not be possible in this dynamical system, depending

on parameters, and at rotor speeds well outside the expected operating conditions of wind turbines.

Subharmonic resonances involve instabilities similar to those of the Mathieu equation, but more

complicated. we aimed to analytically confirm the blade response amplitudes at various rotor

speeds near resonance and verify speed locking phenomenon.

Furthermore, we extended the previous study to higher-order perturbation expansion analysis

on the coupled blade-rotor dynamics of horizontal-axis wind turbines with and without mistuning.

Second-order method of multiple scales analysis revealed the superharmonic resonance case at

order three. However, this resonance could not be observed in the linearized system with a

first-order expansion. The superharmonic resonance split a single resonance peak on the tuned

case into several resonance peaks due to weak blade mistuning for steady-state superharmonic

resonance response. The amplitude inceased while the damping factor ζ decreased. Also, the

response amplitude gets larger when |λκ | increases. The resonance amplitude of one blade for the

symmetry-broken system increased compared to the tuned case for 0 < κv < 0.03, while the other

two blades’ amplitudes diminished. This implies to the possibility of vibration localization.

In Chapter 4, general responses of a tuned four-degree-of-freedom mass-spring system with

parametric excitation were studied. The frequency content and the stability characteristics of the

general solution were obtained by assuming a multi-degree-of-freedom Floquet-type solution and
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applying the harmonic balance method. Later on, this work was extended to the mistuned four-

degree-of-freedom system to focus on the effect of symmetry breaking on system response. When

we compared the tuned and mistuned stability graphs, numerous instability wedges were observed

in the detuned case and showed more tendency to destabilize in general. The instability wedges

were based at ω = (ωi + ω j)/N , where i = 1, ..., d, and j = 1, ..., d, where d is the degree of

freedom, and N is the positive integer. Additionaly, FFT and time response graphs were generated

for different sets of parameters and initial conditions for both the tuned and mistuned cases. Then,

these results showed good agreement with the numerical simulations done by the ODE solver on

MATLAB.

In the first part of Chapter 5, a linear Mathieu eqauation with a constant load was studied to

estimate parameters in a linear parametrically excited vibration system. Parameters were calculated

approximately by comparing resonant amplitudes to their analytical expressions. We have seen

good estimates of γ within a limited range, since the perturbation solution degrades as εγ increases.

Although, damping can be diffucult to determine properly in vibration systems, µ was estimated

within about 25%. Accuracy depends on the asymptotics of perturbation solutions which constitute

the approach.

The second part of Chapter 5 was on the second-order perturbation analysis of a forced nonlinear

Mathieu equation. A perturbation expansion of the equation showed the existence of multiple

subharmonic and superharmonic resonance cases. An analytical framework was produced by a

second-order perturbation expansion method to perceive the system behavior more effectively.

The method was applied to determine the stability characteristics based on system parameters,

γ, µ, ε, F, σ and ω. Primary resonance, superhamonics at orders 2 and 3 and also subharmonics at

order 1/2 were obtained. However, we specifically focused on superharmonic resonance case at

O(ε2) at order 3 to find the terms that can influence the resonance condition for the hard-forced

nonlinear Mathieu eqaution. Since wind turbines were invented to perform below the lowest natural

frequency level, the existence of superharmonic resonances may be considerably important.

Overall, this thesis presented first and second-order perturbation analyses on both tuned and
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detuned three-blade wind turbines. Four-degree-of-freedom systems with parametric excitation

analysis were also studied.

6.2 Future Work

The study done in this thesis can be extended to the following.

– In Chapter 3, future work can address a formulation of the resulting dynamics of the rotor

and the effects of the constant loading. Steady-state response amplitudes can be obtained for

superharmonic resonance case at order two. Later, numerical plots can be drawn for all three

blades’ amplitudes with respect to the detuning parameter, and numerical simulations can be

done to verify analytical solutions at order two and three. The effect of nonlinearity on the

resonance is also of interest.

– The Floquet-based analysis of four-degree-of-freedom systems with parametric excitation

can be applied to mistuned three-blade wind-turbine equations to observe the parametric

instabilities behavior in the transient dynamics of coupled blade-hub turbine models.

– The study of parametric identification of theMathieu equation with a constant load can follow

the sensitivity analysis, error analysis, and experiments.

– Second-order perturbation analysis of the forced nonlinear Mathieu equation can be solved

analytically and/or numerically, and then numerical simulations can be performed to verify

the analytical outcomes.
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APPENDIX A

IN-PLANE THREE-BLADE MISTUNED TURBINE EQUATIONS

A.1 Parameters used in the Equations of Motion

Expressions for the parameters in Equations equation (3.1) and equation (2.2) are given below:

mb =

∫ L

0

(
m(x)γv(x)2 + Jζ ζ (x)γ

′
v(x)

2
)

dx,

k0 =
∫ L

0
EIζ ζ (x)γ′′v (x)2 dx,

k1 =
∫ L

0

(
xm(x)

∫ x

0
γ′v(ξ)

2 dξ − m(x)γv(x)2 − Jζ ζ (x)γ
′
v(x)

2
)

dx,

k2 =
∫ L

0
gm(x)

(∫ x

0
γ′v(ξ)

2 dξ
)

dx,

d =

∫ L

0
gm(x)γv(x) dx,

e =
∫ L

0
(xm(x)γv(x) + Jζ ζ (x)γ

′
v(x)) dx,

Jr = Jhub + 3
∫ L

0
(x2m(x) + Jζ ζ (x)) dx,

Q j =

∫ L

0
f j(x)γv(x) dx,

Qφ =

3∑
j=1

∫ L

0
x f j(x) dx.

where x is the axis along the length of the undeformed blade, m(x) is mass per unit length, EIζ ζ

and Jζ ζ are the in-plane bending stiffness and mass moment of inertia per length about the neutral

axis, Jhub is the hub inertia, γv is the assumed modal function, which is the first uniform cantilever

beam mode, and f j(x) accounts for the distributed aerodynamic loads on the jth blade. In these

expressions, ( )′ = d( )/dx.

The flow is assumed to be steady for a simplified model in [43], and the wind speed is assumed

to be slightly increasing linearly with height h as uwind = u0 + εhu1 = u0 − ε x cos φ ju1. Though

contribution of state variations on the angle of attack is neglected, the lift force is proportional to
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| ®urel |
2, where

®ublade = x Ûφŷ j · ®urel

®urel = ®uwind − ®ublade.

f j(x) and ®urel are defined as

®urel = (u0 − ε x cos φ ju1)ẑ − x Ûφŷ j,

f j(x) = cp

[
(u0 − ε x cos φ ju1)

2 + (x Ûφ)2
]
,

where cp is a constantwhich is related the air density, lift coefficient, and other geometric parameters,

x̂ j and ŷ j are the axial and the in-plane bending directions of the jth blade, and z is the out-of plane

direction.

Inserting f j(x) into the Q j and Qφ expressions, we get

Q j =

∫ L

0
cp

(
u2

0 − 2εu0u1x cos φ j + Ûφ
2x2 +O(ε2)

)
γν(x) dx,

Qφ =

3∑
j=1

cp

(
u2

0
L2

2
+ Ûφ2 L4

4
− 2εu0u1 cos φ j

L3

3
+O(ε2)

)
.

Since
∑3

j=1 cos φ j = 0, Qφ can be expressed as Qφ = Q̂φ0 + Q̂φ1 Ûφ
2. Then, Q j is assumed to

have the form of Q j = Q̂ j0 + εQ̂ j1 cos φ j + Q̂ j2 Ûφ
2 for small ε . After Ûφ = Ων = Ω(1 + ε2ν1) is

plugged into Q j and Qφ expressions, then they become as follow

Qφ = Q̂φ0 + Q̂φ1Ω
2 +O(ε2) (A.1)

Q j = Q̂ j0 + Q̂ j2Ω
2 + εQ̂ j1 cos φ j +O(ε2).

Although, Ω is constant, Qφ and Qφ can be written as

Qφ = Qφ0 +O(ε2) (A.2)

Q j = Q j0 + εQ j1 cos φ j +O(ε2).
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A.2 Modal Frequency Equations and Roots of Coefficient Matrix

As mentioned in section 2.2, third and fourth modal frequency equations are given below:

ω2
n3 =

εmbJr kv + 2k1 Ûφ
2mbJr + 2k0mbJr − 2e2εkv − 3e2k1 Ûφ

2 − 3e2k0

2
(
m2

bJr − 3e2mb

)

−

[ (
−εmbJr kv − 2k1 Ûφ

2mbJr − 2k0mbJr + 2e2εkv + 3e2k1 Ûφ
2 + 3e2k0

)
2

2
(
m2

bJr − 3e2mb

)

−

4
(
m2

bJr − 3e2mb

) (
k1ε Ûφ

2Jr kv + k0ε Jr kv + k2
1
Ûφ4Jr + 2k0k1 Ûφ

2Jr + k2
0 Jr

)
2
(
m2

bJr − 3e2mb

) ]1/2

ω2
n4 =

εmbJr kv + 2k1 Ûφ
2mbJr + 2k0mbJr − 2e2εkv − 3e2k1 Ûφ

2 − 3e2k0

2
(
m2

bJr − 3e2mb

)

+

[ (
−εmbJr kv − 2k1 Ûφ

2mbJr − 2k0mbJr + 2e2εkv + 3e2k1 Ûφ
2 + 3e2k0

)
2

2
(
m2

bJr − 3e2mb

)

−

4
(
m2

bJr − 3e2mb

) (
k1ε Ûφ

2Jr kv + k0ε Jr kv + k2
1
Ûφ4Jr + 2k0k1 Ûφ

2Jr + k2
0 Jr

)
2
(
m2

bJr − 3e2mb

) ]1/2

In Equation 2.16, we have represantation of the real and imaginary part in matrix form. At

steady state solution, the roots of coefficient matrix for non resonant case are:

λ3 = −ζ −

[−ẽ2
(
3
√
−2ẽ2κv + 9ẽ4 + κ2

v + 2κv
)
− κv

(√
−2ẽ2κv + 9ẽ4 + κ2

v + κv

)
− 9ẽ4

2

]1/2
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λ4 = −ζ +

[−ẽ2
(
3
√
−2ẽ2κv + 9ẽ4 + κ2

v + 2κv
)
κv

(√
−2ẽ2κv + 9ẽ4 + κ2

v + κv

)
− 9ẽ4

2

]1/2

λ5 = −ζ −

[ ẽ2
(
3
√
−2ẽ2κv + 9ẽ4 + κ2

v − 2κv
)
κv

(√
−2ẽ2κv + 9ẽ4 + κ2

v − κv

)
− 9ẽ4

2

]1/2

λ6 = −ζ +

[ ẽ2
(
3
√
−2ẽ2κv + 9ẽ4 + κ2

v − 2κv
)
+ κv

(√
−2ẽ2κv + 9ẽ4 + κ2

v − κv

)
− 9ẽ4

2

]1/2
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APPENDIX B

WIND TURBINES PARAMETERS

B.1 Blade’s Modal Parameters

Systemmodal parameters for four baseline wind turbine models are calculated by using the data

from National Renewable Energy Laboratory’s technical report by Rinker and Dykes [58]. The

models have four different rated powers as 750 kilowatts [kW], 1.5 megawatts [MW], 3.0 MW, and

5.0 MW. Each baseline model has three identical blades that are placed in an upwind configuration

and all four baseline blade models were assumed to consist of a 1.78-mm-thick fiberglass skin of

largely triaxial material sandwiching a balsa core for stability [70]. The hub is made of a ductile

iron casting in the shape of a sphere with openings for the blades and for the shaft connections.

The hub is modeled as a sphere made of ductile iron with openings for the blades and for the shaft

connections. The hub height is 20% larger than the rotor diameter and the hub outer diameter is 0.05

times the rotor diameter. The longer blades tend to operate at lower rotor speeds than the shorter

blades. The wind turbine parts structural properties for the four baseline models are summarized

in Table B.1. The blade and tower structural damping values were not provided in the original

WindPACT design files, therefore the damping values obtained in the WindPact 1.5 MW model

were provided. We should note that these damping values are substantially higher than those used

in the NREL 5 MW model [58]. Jonkman et al. [8] provide structural damping ratio as 0.4774%

of the critical damping for the NREL offshore 5-MW baseline wind turbine (61.5 meters).

By using the distributed blade structural properties data from National Renewable Energy Lab-

oratory’s technical report [58], we have calculated the modal parameters defined in Appendix A.1.

The data for 5 MW wind turbine model is provided at Table B.2 as a reference. The 750 kW, 1.5

MW and 3 MW models blade’s distributed parameters are tabulated in NREL’s technical report

[58]. Mass moment of inertia per length about the neutral axis, Jζ ζ , is not taken into account.
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Table B.1: Structural Properties for the Baseline Wind Turbine Models

Parameters 750 KW 1.5 MW 3 MW 5 MW

Blade Length (m) 23.75 33.25 47.025 60.8

Blade Mass (kg) 1,941 4,336 13,238 27,854

Hub Inertia about LSS (kg.m2 ) 5,160 29,975 197,987 668,485

Hub Height (m) 60 84 119 154

Hub Diameter (m) 2.5 3.50 4.95 6.40

Rotor Diameter (m) 50 70 99 128

Rotor Mass (kg) 12,381 32,167 101,319 209,407

Tower Mass (kg) 53,776 125,364 351,798 775,094

Nacelle Mass (kg) 20,950 52,839 132,598 270,669

Rated Rotor Speed Ω (rpm) 28.648 20.463 14.469 11.191

Blade first Mass Moment of Inertia (kg.m) 14,605 46,497 207,135 563,188

Blade Second Mass Moment of Inertia (kg.m2) 180,640 798,506 5,012,212 17,475,408

Blade Flapwise Structural Damping 3.882% of critical

Blade Edgewise Structural Damping 5.900% of critical

Tower Structural Damping, All Modes 3.435% of critical

The mid-point numerical integration rule is applied to distributed blade structural property data

tabulated in [58] and the result is compared with the provided blade mass. The estimations are

able to predict the total mass with over 99.7% accuracy as seen in Table B.3. The system modal

parameters in the equations of motion in time domain can be found in Table B.4. Only edgewise

natural frequencies for baseline models, ωn2 are provided in the table.

Edgewise and flapwise modal natural frequencies for 61.5 meter blade are found by method of

assumed mode. These values are compared with NREL and Sandia’s results in Table B.5. National
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laboratories have used different type of methods to find blade natural frequencies. In [71], [72]

and [73], we have found the reference data to compare. Jonkman et. al [71] from NREL have used

FAST and ADAMS, although Resor et. al from Sandia have used ANSYS [72] and BMODES

[73] softwares to calculate the blade modal frequencies. Total mass of the blade is 17740 kg, rated

rotor speed is 12.1 rpm and blade tip speed is 80 m/s. Since single assumed mode is taken into

account in our calculation, flapwise and edgewise modal frequencies are slightly higher than NREL

and Sandia. When the number of assumed modes is increased, the modal natural frequencies will

approach convergence to their reference values.

B.2 The Relation Between the Blade Size and the Parametric Effects

The parametric effects become more significant when horizontal axis wind turbine blades get

longer. As wind turbine blades are designed longer, their thickness is not necessarily changed in the

same proportion, and is more likely to change in a smaller proportion such that the blades become

relatively more slender with increasing size. The length of NREL’s 23.75 m, 33.25m, 47.025 m

and 60.8 m baseline models are scaled while the other dimensions are kept the same to investigate

the effect of blade size on the parametric effects. In a worst-case scenario, the length of the blades

in Table B.4 is multiplied by two and three, while the crosssectional area is kept the same.

While parametric stiffness ratios for the 5.0 MW model is 0.0623 for the doubled length blade,

it is 0.21 for the 3 times scaled up blade which is about 27 times higher than the original blade’s

ratio as seen in Table B.6. Scaling only the length caused dramatic changes in the parametric

effects. Since we have only scaled the length of the blades instead of scaling the whole volume,

these values draw the worst scenario in the sense of parametric effects on the systems. Scaling the

whole blade would result in a linear-like increase in the parametric effects with increasing length.

Then, we expect a realistic blade trend to be somewhere between the scaled length and volume

ratios. Therefore we can conclude that as the blades get longer in length, the parametric effects

become more meaningful.

As seen from Figure B.1, the ratio of the parametric and elastic modal stiffnesses is estimated
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for the scaled versions of the NREL’s blades for four models to present the relation between the

blade size and the parametric effects.
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Figure B.1: Parametric stiffness ratios for scaled blade models and actual blade models

Natural frequencies are found at different rotation angles to show the significance of the grav-

ity’s parametric effect. The blade natural frequencies alter with the rotor angle, φ, due the gravity

has stiffening and softening effects. When the blade is upright, φ = π, the gravitational force

compresses it, and makes the blade less stiff in bending. When the rotor angle is φ = 0, the

gravitational force pulls the blade and increases the blade’s bending stiffness. These variations in

stiffness can be estimated from the natural frequencies. For a blade with modal mass mb, elastic

stiffness k0 and parametric stiffness, k2, due to gravity, the system natural frequency in upright,

horizontal and downward positions can be calculated respectively as follow:

ωu =

√
k0 − k2

mb
, ωh =

√
k0
mb
, ωd =

√
k0 + k2

mb
.

The ratio of the frequencies of downward and horizontal orientations is
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ωd
ωh
=

√
k0 + k2

k0

where ωd and ωh are downward and horizontal blade frequencies, respectively. Therefore the ratio

of the parametric stiffness to elastic stiffness can be found as

k2
k0
=

(
ωd
ωh

)2
− 1.

In the Table B.7, modal natural frequencies of baseline blade models are provided for different

positions.

The parametric effect is estimated for scaled versions of the NREL’s blades by using expression

k2/k0 = ω2
d/ω

2
h − 1. Modal frequencies for scaled blade models of NREL 60.8 meter wind

turbine are provided for different position to show the effect of parametric stiffness due to gravity

in Table B.8. Additionaly, Table B.9 present how the parametric effect becomes more significant

by increasing the length of blades.

Actual and scaled-length blade tip placements are obtained for superharmonic resonances at

order 2 and 3 in Figure B.2. Red and blue lines show the scaled length blade tip displacement for

superharmonic resonances at order 2 and 3 but these tip displacements are stand for upper bound of

the modal coordinate amplitude. Damping ratio is taken ζ = 5.9 for blades L < 64, and ζ = 0.477

for blades L ≤ 64. Jason Jonkman et al. [8] provide damping factor as ζ = 0.477 for 64-meter

5-mw reference wind turbine. Although Dykes and Rinker [58] stated that ζ = 5.9 is for 35-meter

blade, they have used same damping factor for 25, 35, 49 and 64-meter blades. Therefore, we were

not able to find the damping ratios for longer blades, we only applied these two damping ratios in

out plots.

Parametric effect on actual and scaled-length blade tip placements are investigated for super-

harmonic resonances at order 2 in Figure B.3. When blade is shorter, parametric effect is not

powerful, but when blade gets longer, it becomes meaningful. Since we only scaled the blades

lenghtwise, these tip displacement values give the worst-case scenario in terms of the parametric

stiffness effect.
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Figure B.2: Superharmonic resonance order effect on actual and scaled blade tip displacement

Figure B.3: Parametric effect on actual and scaled blade tip displacement for superharmanic
resonance at order 2
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Table B.2: Distributed blade structural properties for the 5 MW model taken from NREL

Radius (m) ∆r Mass Denstiy (kg/m) Edgewise Stiffness EI (N .m2)

3.2 3.2 3708.41 6.37E+10

4.5 1.3 622.32 1.40E+10

6.4 1.9 632.67 1.38E+10

9.6 3.2 649.91 1.34E+10

12.8 3.2 667.16 1.30E+10

16 3.2 684.4 1.26E+10

19.2 3.2 650.77 1.06E+10

22.4 3.2 617.15 8.58E+09

25.6 3.2 583.52 6.57E+09

28.8 3.2 549.9 4.55E+09

32 3.2 516.27 2.54E+09

35.2 3.2 458.05 2.15E+09

38.4 3.2 399.83 1.77E+09

41.6 3.2 341.6 1.38E+09

44.8 3.2 283.38 9.96E+08

48 3.2 225.16 6.10E+08

51.2 3.2 184.52 4.99E+08

54.4 3.2 143.89 3.88E+08

57.6 3.2 103.25 2.76E+08

60.8 3.2 62.62 1.65E+08

64 3.2 21.99 5.36E+07
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Table B.3: Blade mass comparison for baseline model and mid-point numerical integration method
(Mid-point I.M.)

Baseline Models 750 kW 1.5 MW 3.0 MW 5.0 MW

Provided Blade Mass (kg) 1,941 4,336 13,238 27854

Blade Mass by Mid-point I.M. (kg) 1935.8 4326.6 13216 27843

Accuracy Rate (% ) 99.73209686 99.78321033 99.83381175 99.96050837

Table B.4: Blade modal parameters for baseline wind turbine models

Baseline Models 750 kW 1.5 MW 3.0 MW 5.0 MW

Length from center m 25 35 49.5 64

Blade Length (m) 23.75 33.25 47.025 60.8

Modal Mass mb (kgm2) 997.0195 1904.3 6963.9 14441

Elastic stiffness k0 (Nm) 224610 246280 453990 603670

Centrifugal Stiffness k1 (kgm2) 303.5731 598.3964 2149.8 4479.3

Gravitational Stiffness k2 (Nm) 812.2177 1118 2914.3 4706.5

Direct Gravitational term d (Nm) 1340.2 2010.9 4816 7861.8

Coupling Term e (kgm2) 14449 41953 201430 541840

Total Inertia Jr (kgm2) 666600 2957400 18578000 64311000

ε = mb/Jr 0.001495679 0.00064391 0.000374847 0.000224549

k0/k1 739.887691 411.5666471 211.177784 134.7688255

ωn2 =

√
(k0 + k1 ∗Ω

2)
mb

(Hz) 2.404520805 1.820943987 1.292662632 1.034768525

k2/k0 0.003616124 0.004539548 0.006419304 0.007796478
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Table B.5: Blade modal frequencies (Hz) comparison with the data from NREL and SANDIA

NREL SANDIA Calculated

Method FAST ADAMS ANSYS BMODES Assumed Modes

Flapwise 0.69 0.70 0.87 0.95 1.09

Edgewise 1.089 1.087 1.060 1.240 1.240

Table B.6: Parametric effect for scaled blade size

Baseline Models 750 kW 1.5 MW 3.0 MW 5.0 MW

k2/k0 for L 0.003616124 0.004539548 0.006419304 0.007796478

k2/k0 for 2L 0.028928222 0.035818937 0.051354209 0.062372446

k2/k0 for 3L 0.097634055 0.120885609 0.173315492 0.210506306

Table B.7: Modal frequencies (Hz) for the baseline blade models

Baseline Models 750 kW 1.5 MW 3.0 MW 5.0 MW

ωd(φ = 0) 2.394345889 1.814975491 1.289812899 1.033541542

ωh(φ = π/2) 2.390028468 1.810869879 1.285692873 1.029535957

ωu(φ = π) 2.385703234 1.806754938 1.281559603 1.025514726

Table B.8: Modal frequencies (Hz) for the scaled blade models of NREL 60.8 m

Blade Length L=60.8 m 2L=2*60.8 3L=3*60.8

ωd(φ = 0) 1.033541542 0.265283507 0.125856627

ωh(φ = π/2) 1.029535957 0.257378254 0.114391185

ωu(φ = π) 1.025514726 0.249222376 0.101640523
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Table B.9: Parametric effect (k2/k0) for the scaled blade of NREL baseline models

Scaled Length (k2/k0) for L (k2/k0) for 2L (k2/k0) for 3L

L=23.75 m 0.003616124 0.028928222 0.097634055

L=33.25 m 0.004539548 0.035818937 0.120885609

L=49.5 m 0.006419304 0.051354209 0.173315492

L=60.8 m 0.007796478 0.062372446 0.210506306
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APPENDIX C

SECOND-ORDER PERTURBATION ANALYSIS OF IN-PLANE THREE-BLADE
TUNED AND MISTUNED TURBINES

C.1 Superharmonic Case at Order 3 at O(ε2)

Coefficients of X and Y terms in Equation (3.21) and Equation (3.22) are given below

z1 = −
1
2
(ζε)

z2 = −
ε2ẽ2ζ

2

z3 = −
1
2
ε κv j +

1
8
ε2ζ2 +

1
8
ε2κ2

v j
+ εσ

z4 = −
ε2ẽ2κv j

4
−

9ε2ẽ4

8
−
ε ẽ2

2

z5 = −ε
2κ2λ

where λ =
Fj0

16(1−ω2
1)(1−4ω2

1)
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C.2 Superharmonic Case at Order 2 at O(ε2)

C.2.1 Mistuned case coefficients

Coefficients of reconstituted differential equation’s real part from Equation (3.35), and imaginary

part from Equation (3.36) are

C1 = −
1
2
(ζε)

C2 = −
ε2ẽ2ζ

2

C3 = −
1
2
ε κv j +

1
8
ε2ζ2 +

1
8
ε2κ2

v j
+ εσ

C4 = −
ε2ẽ2κv j

4
−

9ε2ẽ4

8
−
ε ẽ2

2

C5 =
ε2κẽ2ω2

1
8(1 − ω2

1)

C6 = −
ε2κFj0ζ

32(1 − ω2
1)
−

ε2κFj1

8(1 − ω2
1)
+
ε2ζ κFj0ω1

16(1 − ω2
1)

2
+

ε2κ2Fj

16(1 − ω2
1)

C7 =
ε κFj0

8(1 − ω2
1)
−
ε2κFj0κv j

32(1 − ω2
1)

C8 =
ε23ẽ2κFj0

32(1 − ω2
1)
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C.2.2 Tuned case coefficients

Coefficients of real (3.37) and imaginary (3.38) parts of reconstituted differential equation for tuned

system are

T1 = −
1
2
(ζε)

T2 = −
ε2ẽ2ζ

2

T3 =
1
8
ε2ζ2 + εσ

T4 = −
9ε2ẽ4

8
−
ε ẽ2

2

T5 =
ε2κẽ2ω2

1
8(1 − ω2

1)

T6 = −
ε2κFj0ζ

32(1 − ω2
1)
−

ε2κFj1

8(1 − ω2
1)
+
ε2ζ κFj0ω1

16(1 − ω2
1)

2
+

ε2κ2Fj

16(1 − ω2
1)

T7 =
ε κFj0

8(1 − ω2
1)

T8 =
ε23κẽ2Fj0

32(1 − ω2
1)
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APPENDIX D

SECOND-ORDER PERTURBATION ANALYSIS OF NONLINEAR MATHIEU
EQUATIONWITH HARD EXCITATION

Z′s terms from Equations (5.20) and (5.19) in section 5.2.7 are

Z0 = −
6ε2αµΩF3

8(ω2 −Ω2)4
+

6ε2α2F5

128ω2(ω2 −Ω2)5
+

ε2αµF3

16ω(ω2 −Ω2)3

Z1 =
ε2ασF3

16ω(ω2 −Ω2)3
+

9ε2α2F3

32(ω2 −Ω2)6
−

εαF3

8(ω2 −Ω2)3

Z2 = Z3 =
3ε2α2F3

32ω2(ω2 −Ω2)3
+

18ε2α2F3

8(ω2 −Ω2)4
+

9ε2α2F3

8(ω2 − (2Ω − ω)2)(ω2 −Ω2)3

+
9ε2α2F3

8(ω2 − (2Ω + ω)2)(ω2 −Ω2)3

Z6 = 2Z5 = −2Z4 = −
6ε2α2F3

32ω2ω(ω2 −Ω2)3

Z7 = −Z10 = −2ε µω

Z8 = Z9 = 2εωσ + ε2µ2 −
6εαF2

4(ω2 −Ω2)2
+ ε2

(
γ2

4(ω2 − (Ω + ω)2)
+

γ2

4(ω2 − (Ω − ω)2)

+
9α2F4

(ω2 − (2Ω + ω)2)
+ +

9α2F4

(ω2 − (2Ω − ω)2)

)
+

18ε2α2F4

16(Ω2 − ω2)5
−

36ε2α2F4

64ω2(ω2 −Ω2)
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Z11 = Z23 = −Z24 = −Z25 =
6ε2αµ

2ω

Z12 = Z14 = Z18 = Z19 = −3εα +
36ε2α2F2

16ω2(ω2 −Ω2)2
+

ε2α2F2

8ω(ω2 −Ω2)2
+

36ε2α2F2

4(ω2 −Ω2)3

+
9ε2α2F2

4(ω2 −Ω2)

(
1

ω2 − (Ω − 2ω)2
+

1
ω2 − (Ω + 2ω)2

)

Z15 = Z16 = 2Z13 = 2Z17 = 2Z20 = 2Z21 =
15ε2α2

4ω2

Z22 =
ε2γ2F

4(ω2 − 4Ω2)(ω2 −Ω2)
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