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ABSTRACT 

STRUCTURE AND PROPERTIES STUDY ON ENERGY MATERIALS: 

THERMOELECTRIC MATERIAL TETRAHEDRITE AND LITHIUM ION CONDUCTOR 

LiPON 

By 

Junchao Li 

Development of efficient energy materials is critical in order to ease the energy demand 

and reduce our dependence of fossil fuel. Thermoelectric materials are promising due to their 

capability of generating electrical power by recovering waste heat. The performance of 

thermoelectric materials is quantified by a dimensionless figure of merit zT, which depends on 

their properties such as electrical conductivity, Seebeck coefficient and thermal conductivity. 

Tetrahedrites, a copper antimony sulfosalt mineral, typified by Cu12-xMxSb4S13, where M is a 

transition metal element such as Ni, Zn, Fe or Mn, have great potential for thermoelectric 

application due to their relatively high zT (close to 1 at 700 K), earth-abundance, environmental 

friendliness, favorable electrical properties, and most importantly intrinsic low lattice thermal 

conductivity (less than 1 W m-1 K-1) in wide temperature.  

In addition to energy recovery, reliable energy storage devices are also emerging to relieve 

the energy demand and improve the efficiency of consuming energy resources. Lithium-ion 

batteries are known to be reliable and successful electrochemical energy storage devices and 

appliable in various aspects, including laptops, smartphones and electrical vehicles. Lithium 

phosphorous oxynitride (LiPON) are widely used as thin-film solid-state electrolytes in Li-ion 

battery, which is the only demonstrated solid-state electrolyte that is quite stable in direct contact 



 
 

with Li metal at potentials from 0-5 V. However, the structure of LiPON, the effects of N doping, 

and the origin of its good electrochemical stability remains inconclusive. 

In this thesis, reliable modeling techniques accompanied with experimental tools, are 

applied to study the thermoelectric material tetrahedrite and the ionic conductor LiPON, in order 

to study their structural and dynamical properties. Accurate and efficient density-functional theory 

(DFT) and density-functional tight-binding (DFTB) methods, combined with molecular dynamics 

(MD) simulations are utilized in order to investigate the structures and properties of these energy 

materials. The incoherent and coherent atomic dynamics study of tetrahedrite Cu10.5NiZn0.5Sb4S13 

provides the origin of softening upon cooling by investigate the motion of Cu12e at different 

temperatures. The dynamic structure factors in the longitudinal and transverse direction will also 

be discussed. The Cu movement of Cu-rich tetrahedrite Cu14Sb4S13 is revealed by Cu self-

diffusivity, nuclear density map and “nudged elastic band” (NEB). Moreover, we investigate the 

effect of simulation cell size and basis sets on the DFT-based MD simulation results using 

tetrahedrite Cu10Zn2Sb4S13 thermoelectric as a model material, showing the advantage of larger 

cell by accessing smaller Q range. In addition, the low-temperature structural properties of 

Cu12Sb4S13 is measured by neutron diffraction, which indicates that no cubic to tetragonal 

transition occurs at metal-semiconductor transition (MST) temperature. Thermoelectric properties 

such as Seebeck coefficient, electrical resistivity and electrical thermal conductivity will also be 

investigated. DFTB method is implemented to study the structure and transport properties of 

Li3PO4 and LiPON, while the exploration of N doping effect is included. Lastly, the LiPON/Li 

interphase will be revealed in order to study the origin of electrochemical stability. 
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CHAPTER 1 : Introduction and motivation 

1.1 Energy crisis 

Energy crisis is a global issue in the recent decades due to the decreasing supply and 

increasing demand of fossil fuels. According to the BP Statistical Review of World Energy Report1, 

the overall energy consumption keeps increasing for the past years, as shown in Figure 1.1, due to 

the express industrial development and robust global economy. It can be noticed from the recent 

2018 data that the non-renewable energy sources such as natural gas, coal and oil, were still playing 

an important role in the energy demand, while the application of renewable energy resources 

contributed only 9.5% to the overall energy consumption, which was still limited and inadequate. 

 

Figure 1.1: Global energy consumption from 1993 to 2018 with the unit of mtoe (million tonnes 

oil equivalent)1. 
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In addition, driven by the higher energy demand, the energy-related CO2 emission has 

continually increased over the past 20 years and reaches a historic high of 33.1 Gt in 2018 as 

revealed in Figure 1.22-3. The increase of CO2 content in the atmosphere have been accused to be 

one of the main reasons of the global climate change and thus lead to numbers of negative effects 

such as global warming4-7.  

 

Figure 1.2: Global energy-related carbon dioxide emissions by source, 1990-20182. 

The causes of the energy crisis are complex and can be summarized as overconsumption 

of natural resources, overpopulation, undeveloped infrastructures, unexplored renewable energy 

options, waste of energy, etc. Considering the enormous amount of waste energy, recovery of those 

can reduce our energy consumption and improve the energy efficiency. According to statistical 

analysis from Forman et al.8, about 72% of the energy consumed from primary energy sources 

were wasted as rejected energy, mainly in the form of heat, while thermoelectric can help to 

recover those waste heat by converting thermal energy to electrical energy9. Another solution is 

moving towards renewable resources. However, the renewable resources, such as solar energy, 
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wind power and tide power, are intermittent, limiting their large-scale application. Thus, energy 

storage devices are necessary to store the excess energy. Lithium-ion battery is currently one of 

the most successful and reliable energy storage devices, attracting many research interests10. In 

this thesis, two promising energy materials, tetrahedrite Cu12Sb4S13 as thermoelectric and Lithium 

phosphorous oxynitride (LiPON) as solid-state electrolyte for Li-ion battery, will be discussed. 

1.2 Thermoelectric materials and tetrahedrite Cu12Sb4S13 

One effective way to ease the energy demand and reduce our dependence of fossil fuel, is 

to utilize the huge amount of unused waste heat and convert them to electrical energy. 

Thermoelectric materials are promising due to their ability of direction conversion between 

thermal and electrical energy, which can be used to recover waste heat or solid-state coolers11-13. 

It has been reported that there are 191 million vehicles in US, dissipating 66% of their consumed 

energy as wasted heat emission, producing about 36 TWh of waste process heat per year14. 

Considering the enormous wasted heats not only from automobiles, but also from industrial 

operations, human activities, etc., researchers are throwing their efforts to find high-efficient and 

reliable thermoelectric materials.  

1.2.1 Thermoelectric effect and performance of thermoelectric materials 

Thermoelectric effect is known as the direct conversion between temperature difference 

and electric voltage15. The phenomenon that thermoelectric devices can convert thermal energy 

into electrical power is known as “Seebeck effect”, and was discovered in 1821 by Thomas 

Seeback16, while the reverse of the phenomenon is known as “Peltier effect” and was proposed in 

183417. Figure 1.3 shows the schematic of thermoelectric device which is the application of 

thermoelectric effect. Generally thermoelectric device contains a lot of thermoelectric couples 

wired electrically in series and thermally in parallel, while each of the couple consists of an n-type 
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(negative thermalpower and electron carriers) and a p-type (positive thermalpower and hole 

carriers) semiconductor. In the power generator case, the temperature difference (∆𝑇) provides the 

voltage (𝑉) due to the Seebeck effect (𝑉 = 𝑆∆𝑇), where 𝑆 is the Seebeck coefficient, and thus 

drives the electrical current and generates power output. In the cooling mode, the electrical current 

(𝐼) supplied by external power source leads to a heat flow (𝑄) from top to bottom because of the 

Peltier effect (𝑄 = 𝑆𝑇𝐼) and thus cools the top panel11, 18.  

 

Figure 1.3: Schematic of thermoelectric device showing the direction of charge flow on both 

cooling and power generation11. 
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(a) (b) 

  

 

Figure 1.4: (a) Optimizing 𝑧𝑇 through carrier concentration tuning. (b) Benefits of reducing 𝜅𝑙.
11 

The performance of thermoelectric materials is quantified by a dimensionless figure of 

merit: 

𝑧𝑇 =
𝑆2𝜎𝑇

𝜅
, (1) 

where 𝜎 the electrical conductivity, 𝑇 the absolute temperature, and 𝜅 the thermal conductivity. 

Thermoelectric materials such as SnSe19 and PbTe20 could reach zT at or near the commercial 

threshold value of 2.5 at high temperatures, enabling the their application in the recovery of waste 

heat. Figure 1.4 illustrates the relationship between 𝑧𝑇  and these parameters with carrier 

concentration tuning. Figure 1.4(a) shows that the peak of 𝑧𝑇  locates between 1019 to 1020 

carrier/cm3, representing heavily doped semiconductor. It can be noted that Seebeck coefficient 𝑆 

(α in the referred figure) and electrical conductivity 𝜎 are inversely related. Moreover, low thermal 
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conductivity is necessary for thermoelectrics from 𝑧𝑇 equation. Thermal conductivity 𝜅 has two 

components, electronic thermal conductivity  𝜅𝑒 and lattice thermal conductivity  𝜅𝑙. However, 𝜅𝑒  

and 𝜎 are correlated by the Wiedemann-Franz law: 

 𝜅𝑒 = 𝐿𝜎𝑇 = 𝑛𝑒𝜇𝐿𝑇, (2) 

where 𝐿 is the Lorenz factor with 2.4 x 10-8 J2 K-2 C-2 for free electron. This equation suggests that 

simply increasing 𝜎 comes with the increase of  𝜅𝑒 and usually decrease of thermal power9. In 

terms of 𝜅𝑙, Figure 4(b) shows the benefits of having a low 𝜅𝑙, where point (1) is the optimized 𝑧𝑇 

with 𝜅𝑙 = 0.8 W m-1 K-1 and 𝜅𝑒 that is a function of carrier concentration for a model materials 

Bi2Te3. If we reduce 𝜅𝑙 to 0.2 W m-1 K-1, 𝑧𝑇 will increase to point (2) while keeping 𝜅𝑒 unchanged. 

Furthermore, reducing 𝜅𝑒 by decreasing carrier concentration can reoptimized the value of 𝑧𝑇 and 

reach the maximum at point (3)11. Considering all the relations and conflicts among these 

parameters, a concept named “phonon-glass electron-crystal” (PGEC) had been introduced by 

Slack21, suggesting that the ideal thermoelectrics require a rather unusual material: a low lattice 

thermal conductivity as glass, and a high electrical conductivity as crystal. 

1.2.2 Applications of thermoelectric materials 

Advantages of using solid-state thermoelectric materials include compactness, quietness 

(no moving parts inside), and localized heating and cooling18. It has been mentioned above that 

thermoelectric materials have power generation mode and cooling mode, accompanied with 

considerable efficiency, thus the applications of thermoelectric materials can be everywhere in 

either industry or personal lives. 

In terms of power generation, automobiles could be one of the main applications of 

thermoelectric materials since a lot of waste heat are generated during the exhaust of vehicles. By 

converting the waste heat into electrical energy using thermoelectrics, the efficiency of fuel can be 
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improved and thus reduce the emission of greenhouse gases22-23. Furthermore, in the field of 

power-generating plants, about 67% of its available energy are wasted during the electrical 

production, while in manufacturing industries, about 33% of their energy are rejected to the 

atmosphere in the form of heat. These waste thermal energy are equivalent to the energy generated 

by more than 1 billion barrels of oil24-25. In these aspects, thermoelectrics have great potentials to 

recover the waste heat and reproduce enormous amounts of electrical power. In addition, 

thermoelectrics with high 𝑧𝑇 value can be applied in the case of converting solar thermal energy 

and replacing the currently used dynamic converter26. 

Cooling applications of thermoelectrics are also emerging and can be widely used in 

different areas11. For instance, thermoelectrics cooling devices can be commercialized as portable 

refrigerator, beverage can cooler and picnic basket in the civil market27-29. Moreover, electronic 

devices like PC processors or cell phones generate a large amount of heat while stable performance 

of these microelectronics requires a relatively low temperature. In these cases, thermoelectric 

cooler attracts great attention due to their small size and quietness30. Besides, there has been great 

interests in automobile cooling applications, medical applications, air-conditioning applications 

and industrial temperature control applications of thermoelectric coolers31-33. 

1.2.3 Tetrahedrite Cu12Sb4S13 

Having the background of the intrinsic relationships between thermoelectric properties, it’s 

obvious that low thermal conductivity is critical for thermoelectric materials performance and thus 

offer the guideline of research and selection of optimal materials. Tetrahedrites, the copper 

antimony sulfosalt mineral, typified by Cu12-xMxSb4S13, where M is a transition metal element 

such as Ni, Zn, Fe or Mn, have the potential for thermoelectric application due to their earth-

abundance, environmental friendliness, favorable electrical properties, and most importantly 
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intrinsic low lattice thermal conductivity (less than 1 W m-1 K-1) in wide temperature range34-36. 

Lu et al reported Zn-doped tetrahedrite Cu12-xZnxSb4S13 reach low 𝜅𝑙 (< 0.5 W m-1 K-1) close to 

the “minimal” thermal conductivity where the phonon mean free path equals to the interatomic 

spacing, and also obtain a high 𝑧𝑇 value ~ 1 at 720 K35. 

 

Figure 1.5:  Crystal structure of tetrahedrite Cu12Sb4S13 with two distinct Cu sites.  

Crystal structure of tetrahedrite Cu12Sb4S13, a body-centered cubic structure with I43 

symmetry, has been revealed in Figure 1.5 by the software VESTA37. Two distinct Cu sites, 

identified as Cu12d and Cu12e, two S sites, S24g and S2a, and one Sb site, Sb8c, are the 

components in the system. Cu12d atoms are surrounded by four S24g atoms with tetrahedra 

coordination, while Cu12e atoms coordinated by two S24g atoms and one S2a atom and form a 

triangular planar coordination, and also bonded to two Sb atoms and form a Sb[CuS3]Sb trigonal 

bipyramid. All the transition metal will take the Cu12d sites. Each S24g is coordinated to two 

Cu12d atoms, one Cu12e atom and one Sb8c atom, whereas each S2a is bonded to six Cu12e 
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atoms in octahedral coordination. For the Sb site, each Sb8c is coordinated with three S24g atoms 

and three Cu12e atoms.  

The origin of low lattice thermal conductivity is strongly related to the structure of 

tetrahedrite. The temperature dependent single crystal XRD results performed by Pfitzner et al.38 

indicated a large anharmonic displacement of Cu12e atom perpendicular to the plane of 

coordinating S atoms. Detailed study on the bonding environment, Cu12e out-of-plane movement 

and Sb lone pair was carried out by Lai et al.39 by first-principle simulation and synchrotron 

diffraction experiments, and linked the anharmonic rattling to the local bonding asymmetry and 

thus leaded to low thermal conductivity. 

Electronic behaviors of tetrahedrite is attracting many researchers. Lu et al.35 calculated 

the band structure and density of states of Cu12Sb4S13 and Cu10Zn2Sb4S13 using density-functional 

theory (DFT), as shown in Figure 1.6. Results suggested that Cu12Sb4S13 is metal-like structure, 

with Fermi energy level located near a sharp perk at top of valence band, while a semiconducting 

bandgap of ~ 1.1 eV can be identified. The valence bands are primarily formed by hybridization 

of S 3p and Cu 3d orbitals. When Zn was doped into the structure as Cu10Zn2Sb4S13, the Fermi 

energy level was pushed towards the gap. Hence, the Zn-doped tetrahedrite behaved as a true 

semiconductor, as shown in Figure 1.6 (b). Followed by this work, many researchers applied 

similar method on doping or substituting tetrahedrite in order to adjust the electronic properties40-

44. 
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(a) 

  

 

(b)  

 

Figure 1.6: Electronic band structure and density of states of (a) Cu12Sb4S13 and (b) 

Cu10Zn2Sb4S13
35. 

Besides the Zn dopants, doping effects for various transition metal such as Mn, Fe, Co and 

Ni haven been studied over these years45-46. Appropriate dopants can not only adjust the electronic 

properties but also enhance the figure of merit, zT. One of the highest zT value (zT=1 at 720 K) 
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was achieved by Lu et al.34 by co-doping Ni and Zn into tetrahedrite. Recently, substitution on Sb 

site by other elements, such as Te and Bi, has also been studied, with significant improvement to 

the performance of thermoelectrics47-49. 

Although there are a lot of researches in the field of tetrahedrites including enhancement 

of thermoelectric performance34, 36, 50, electronic properties40-44, different synthesis methods51-53, 

etc., there are still plenty of unknowns and uncertainties remained such as the dynamic properties, 

the Cu-rich tetrahedrite system, and the unique low-temperature behaviors, which will be 

discussed in detail in Chapter 2, 3, 4 and 5 in this thesis. 

1.3 Lithium-ion battery and electrolyte material LiPON 

1.3.1 Introduction of lithium-ion battery  

Recalled the energy crisis we discussed above, besides the help from thermoelectrics, 

renewable energy sources such as solar energy54-56, wind power57-59 and bioenergy60-62 are making 

great contributions. However, one issue which cannot be ignored is the mismatch between excess 

energy generation and energy consumption. Therefore, reliable energy storage devices are 

emerging to relieve the energy demand and improve the efficiency of consuming energy resources. 

Lithium-ion batteries are known to be reliable and successful electrochemical energy storage 

devices and can found everywhere in our daily lives, including laptops, smartphones and electrical 

vehicles.  

The general working principles of Li-ion batteries are shown in Figure 1.7 using LixC6/Li1-

xCoO2 cell as an example. A Li-ion battery is composed of three essential parts, cathode (positive 

electrode), anode (negative electrode) and electrolyte (separator). During the charging process, 

lithium ions shuttle from the cathode to the anode through the electrolyte while the electrons move 
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from anode to cathode through external circuit simultaneously. And the reverse process occurs 

when discharging. 

 

Figure 1.7: Schematic of working principles of LixC6/Li1-xCoO2 Li-ion battery10. 

A suggested road map for development of electrode materials for Li-ion batteries is showed 

in Figure 1.8. In terms of cathode materials, LiCoO2 was firstly considered and applied in 

electronic devices. However, the disadvantages such as high cost, toxicity, safety issue and 

relatively low capacity (~135 mAh g-1) limited its large-scale application63. Later LiMn1.5Ni0.5O4 

was developed and proved to have high working voltage of 4.7 V (compared to 4.1 V for LiCoO2). 

LiMPO4 (M=Co, Fe, Mn, Ni or combinations of those) compounds are also becoming attractive 

due to their high capacity, e.g., 197 mAh g-1 for Li3V2PO4
64. Whereas, there are still challenges 
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like rate capability and cycling performance for those to be commercially used. Besides, Li-excess 

layered oxides such as (Li2MnO3)x(LiMO2)1-x (M=Ni, Co, Mn) offered higher theoretical capacity 

(~250 mAh g-1) with a working voltage of ~4.0 V65. It is notable from Figure 7 that cathode 

materials like Li-O2, Li-S/C or Li2S-Si could be promising cathodes since they could offer even 

higher capacity. However, reversibility, compatibility and cycling performance are still big issues 

and need to be improved in the future66.  

 

Figure 1.8: Current electrode materials road map67. 

On the anode side, carbon in the form of graphite is the most widely used anode material 

in Li-ion cells due to its capability of intercalation and deintercalation of Li ions into and from its 

layered structure68-69. Although high energy density can be achieved by combining graphite and 

suitable cathodes, the low react potentials will easily lead to the formation of a passivating solid 

electrolyte interphase (SEI)63 on the graphite side and result in poor cycle performance of the cell. 
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Furthermore, volumetric expansion or shrinkage of graphite occurred during the charging and 

discharging processes will possibly reduce the interfacial contact and lead to capacity fading. 

Lithium titanate (LTO) is another promising anode material, and known as “zero strain” due to 

extremely small volumetric change (~0.2%) during Li ion intercalation and deintercalation70. As 

a result, LTO has the characteristics of good cycle life, high rate capability and excellent safety 

features. While graphite can only accommodate one Li atom per graphene unit and thus having 

theoretical electrochemical capacity of 372 mAh g-1, other metals and metalloids such as Sn and 

Si, can accommodate more than four Li atoms per unit and thereby reaching much high capacities 

of 960 and 4009 mAh g-1, respectively71. 

 

Figure 1.9: Temperature dependence of ionic conductivity of various electrolyte materials72. 

Turning to electrolyte materials, they can be organized into several groups: inorganic solid-

state electrolytes, organic liquid electrolytes, polymer electrolytes, ionic liquid and gel electrolytes. 
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Because electrolytes are primarily used to conduct ions during charging and discharging processes, 

ionic conductivity is one of the most critical criteria when selecting suitable candidates. The 

temperature dependence of ionic conductivity of commonly used Li electrolytes has been 

summarized in Figure 1.9. Among these various kinds of electrolyte materials, liquid electrolytes 

such as LiBF4, LiPF6 dissolved in organic solvents like ethylene carbonate (EC) and dimethyl 

carbonate (DMC), have the disadvantages of poor electrochemical stability, limited operation 

temperature range, leakage, and most importantly the safety concerns (flammable)73. The polymer 

electrolytes, although having characteristics of great safety, easily preparation and flexible shape, 

there are many problems existed including instability of electrolyte/electrode interface, narrow 

operation temperature and limited mechanical properties74-76. Thus, in order to select proper 

electrolyte materials for large-scale application without safety issues, inorganic solid-state 

electrolytes might be the solution. Firstly, inorganic solid-state electrolytes display comparable 

ionic conductivity with liquid electrolytes, e.g., garnet-type oxides77 exhibit high Li-ion 

conductivity of 10-3 S cm-1 at 25 ℃, Li10GeP2S2
72 offers superior Li ionic conductivity of 1.2 x 10-

2 S cm-1 at room temperature. Secondly, solid electrolytes generally perform wider electrochemical 

window than liquid electrolytes, which enable the cell to be operated under high cut-off voltage. 

In addition, good thermal stability of solids widens the operation temperature of batteries. Last but 

not the least, great safety operating environment can be achieved. 

1.3.2 Electrolyte material LiPON 

Lithium phosphorous oxynitride (LiPON) with general formula LixPOyNz, where 

x=2y+3z-5, are widely used as thin-film solid-state electrolytes in Li-ion battery. They were 

pioneered at Oak Ridge National Laboratory by sputtering Li3PO4 target in N2 gas, while the ionic 

conductivity increased from 7 x 10-8 S cm-1 to 2.2 x 10-6 S cm-1 at room temperature78. Figure 1.10 
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reveals the quaternary diagram of stoichiometries of LiPON with four starting compounds (LiO1/2, 

LiN1/3, PO5/2 and PN5/3). Most of the reported stable or meta-stable phases among the LiPON 

family are included. Besides the stoichiometric relationships, various structural patterns can be 

observed among the LiPON family. The tetrahedral PO4-xNx can be identified for all LiPON 

structures, but with different connecting options79-82. It can be [PO4]
-3 in Li3PO4, [PN4]

-7 in Li7PN4, 

or phosphate dimers [P2O7]
-4 in Li4P2O7 compound. In addition, the long chains pattern by 

phosphate groups sharing tetrahedral corner atoms can be found in LiPO3
83.  

 

Figure 1.10: Composition diagram with starting materials of LiO1/2, LiN1/3, PO5/2 and PN5/3. 

Natural and synthetic crystalline materials are labeled as dark (blue) circles, thin-film compositions 

as light (turquoise) circles, and examples of stable and meta-stables nitride phosphate materials as 

black square83. 

Another interesting aspect in the LiPON family is the local environment of doping N atoms. 

Singly coordinated N can be found in Li7PN4, while doubly coordinated N was observed in 
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LiPN2
84-85. Moreover, N can be both doubly and triply coordinated in structures like α-P3N5

86. 

However, the actual local environment of doping N and its coordination in LiPON remains 

inconclusive and will be discussed in the following chapter. 

LiPON is one of the most frequently used solid electrolytes in thin-film batteries. It had 

been reported that thin film batteries with LiCoO2 as cathode, Li metal as anode and LiPON as 

electrolyte, are quite stable during the charge-discharge reactions (20,000 cycles with 0.001% 

capacity loss)87-88. Although the ionic conductivity of LiPON is relatively low comparing to other 

solid-state electrolytes in Figure 1.8, it is the only demonstrated solid-state electrolyte which is 

quite stable in direct contact with Li metal at potentials from 0 - 5 V, as shown in Figure 1. 11, 

which enables the potential of doubling the energy density of current commercial batteries89-91. In 

addition, LiPON can be used as additional stable protective SEI on top of liquid or polymer 

electrolyte to prevent reaction between electrodes and electrolyte92. However, the structure of 

LiPON, the effects of N doping, the interface reaction at LiPON/Li and the origin of its good 

electrochemical stability remains inconclusive, which we will discuss more in Chapter 6 and 7. 

 

Figure 1.11: Current-potential curve of a LiPON/Pt half-cell with respect to Li/Li+ reference91. 
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1.4 Modeling techniques on structural and dynamical properties of energy materials 

Considering the current experimental techniques have limits on studying specific research 

problems, computational modeling methods, which construct mathematical models to numerically 

study the behaviors of complex systems by simulation of computers, are proven to be quite 

powerful, efficient and reliable in many subjects including materials science, physics, chemistry, 

biology, etc. Figure 1.12 shows some popular computational techniques for different length and 

time scales. In this chapter we will discuss density-functional theory (DFT) and density-functional 

tight-binding (DFTB) in details since they are the computational techniques we will include in the 

following chapters for tetrahedrites and LiPON systems. 

 

Figure 1.12: Popular computational techniques for different length and time scales. 

1.4.1 Introduction to DFT  

DFT, developed by Hohenberg, Kohn and Sham93-94, is a computational quantum 

mechanical modelling method to investigate the electronic structure of many-body systems. DFT 

locates in the bottom left in Figure 1.9 indicating it is applied in the smallest length and time scale, 
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while it is the most accurate one as well. DFT reformulates the Schrödinger equation (SE), which 

describes the behavior of electron in a system, so that analytical solutions to SE can be tractable 

for real materials. Kohn and Sham94 defined the most complex electron interactions in an 

exchange-correlation functional, whose explicit form remains unknown and need to be 

approximated. Thus, the selection of exchange-correlation functional, in a way, determines the 

accuracy of DFT calculation95-96.  

The foundation of modeling material properties is based on the interactions between the 

electrons and nuclei, which follow the fundamental laws of quantum mechanics (QM). The basic 

of QM is the solution of SE, with the form of: 

𝐻𝛹 = 𝐸𝛹, (3) 

where 𝛹 is wave function of the system, 𝐻 and 𝐸 is a Hamiltonian and an eigenvalue of 

the wave function, respectively. However, in practical cases, it is difficult to solve the exact 𝐻 in 

many-electrons systems, thus, the Born-Oppenheimer (BO) approximation97 has been made to 

solve SE by considering independent motions of electrons and nuclei. Nonempirical ab initio 

simulation with BO can calculate the system energy accurately, however, with very expensive 

computational cost and hence limits the numbers of atoms and the timescale. Later some empirical 

or semi-empirical methods are developed to research the material properties. Among them, DFT 

is the most accurate and least expensive, and hence the most popular one.  

The fundamental of DFT based on two theorems by Hohenberg93 and Kohn94: Hohenberg 

proposed that the ground-state wave function 𝛹 is a unique functional of the electron density 

function 𝜌(𝑟) and therefore making the SE tractable by reducing the degree of freedom in SE from 

3N to 3 dimensions; Kohn presented that the defined energy functional can be minimized by a 
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ground-state electron density 𝜌0. With these two theorems, the total energy 𝐸 within DFT can be 

expressed as: 

𝐸 = 𝑇[𝜌] + ∫ 𝑉𝑒𝑥𝑡𝜌(𝑟)𝑑𝑟 +
1

2
∬

𝜌(𝑟)𝜌(𝑟′)

|𝑟−𝑟′|
𝑑𝑟𝑑𝑟 ′ + 𝐸𝑋𝐶[𝜌], (4) 

where 𝑇[𝜌] is the kinetic energy of a noninteracting system with density 𝜌(𝑟), 𝑉𝑒𝑥𝑡 is the external 

potential of electron and neutron interactions, the third term refers to the potentials of electron-

electron interactions, and the last term 𝐸𝑋𝐶[𝜌] corresponds to the electron exchange-correlation 

energy of an interacting system with density 𝜌(𝑟). Kohn and Sham94 also showed that the charge 

density 𝜌(𝑟) can be represented by: 

𝜌(𝑟) = ∑ |𝜑𝑖(𝑟)|2𝑁
𝑖=1 , (5) 

(−
1

2
∇2 + 𝑣𝑒𝑓𝑓(𝑟)) 𝜑𝑖(𝑟) = 𝜀𝑖𝜑𝑖(𝑟), 

(6) 

where 𝜑𝑖(𝑟) is the wave function of electron 𝑖 for SE, 𝑣𝑒𝑓𝑓 is the effective external potential, 𝜀𝑖 is 

the eigenvalues. As we mentioned above, the exact form of 𝐸𝑋𝐶[𝜌] is still unknown. However, if 

𝜌(𝑟) varies sufficiently, the 𝐸𝑋𝐶[𝜌] can be written as: 

𝐸𝑋𝐶[𝜌] = ∫ 𝜌(𝑟)𝜀𝑋𝐶(𝜌(𝑟))𝑑𝑟, (7) 

where 𝜀𝑋𝐶 is defined as exchange and correlation energy per electron with density 𝜌. 

The approximation of exchange-correlation energy is one of the most important steps 

during practical DFT applications, which has been developed by many researchers. Local density 

approximation (LDA)98 or local-spin-density approximation (LSDA)99 are the most successful 

ones, which have been proven to be reliable for solids. While generalized gradient approximation 

(GGA) is more accurate by applying gradient corrections, it is getting more and more attractions. 

Perdew-Burke-Ernzerhof (PBE) parametrization100 within GGA is now the most widely used 
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model, especially in materials science. Later on, hybrids method was proposed by replacing a 

fraction of GGA exchange with Hartree-Fock (HF) exchange, for example, B3LYP method, which 

is more popular among chemists101. Figure 1.13 shows the number of recent DFT citations using 

these two methods, PBE and B3LYP. Besides, the Dark legend in the figure refers to those papers 

using either one without citing the original papers, and Other means all other DFT-related papers. 

 

Figure 1.13: The number of DFT citations from 1995 to 2013102. 

Molecular dynamics (MD) is widely used combining with DFT method, which describes 

the motion of collected atoms by their positions and momenta, and estimate the macroscopic 

physical properties by means of statistical mechanics103. Time evolution of the system can be 

determined by solving classical Newton’s law: 

𝐹⃗𝑖(𝑡) = 𝑚𝑖
𝑑2𝑟𝑖

𝑑𝑡2 = −∇𝑈, (8) 

where 𝐹⃗𝑖(𝑡) is the force acting on atom 𝑖 at time 𝑡, 𝑚𝑖 the atomic mass, 𝑟𝑖 the position, and 𝑈 the 

interaction potential. A practical MD simulation requires an initial unit cell, periodic boundary 

condition, proper selection of interaction potentials, and stabilized controlment of temperature and 
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pressure. MD simulation can be accomplished in various ensembles, such as grand canonical 

(μVT), canonical (NVT), microcanonical (NVE) and isothermal-isobaric (NPT). The temperature 

and pressure can be adjusted by pre-defined thermostat (e.g., Langevin, Berendsen, Nose-Hoover) 

and barostat (e.g. Parrinello-Rahman, Andersen, Berendsen), respectively. 

The general inputs of DFT include the coordinates of atoms, boundary condition of unit 

cell, the choice of exchange-correlation functional, the parameters and algorithms for numerical 

and iterative convergence, and the way to treat electron system (typically the use of 

pseudopotentials). The outputs of DFT are useful quantities such as the total energy of system, 

cohesive energies, energy barriers, charge density of electrons, electronic band structure, etc104-105. 

DFT is proven to be powerful in predicting properties of energy materials and design of new 

materials in various aspects, such as thermoelectrics39, Li-ion batteries106-107, hydrogen production 

and storage108, superconductors109, photovoltaics110, etc111. Therefore, in this thesis we apply the 

reliable and accurate DFT method to study the structural, electronic and dynamics properties of 

tetrahedrite thermoelectrics in Chapter 2, 3, 4 and 5. 

1.4.2 Introduction to DFTB 

However, the limitations of DFT still exist. For example, in a highly correlated electron 

systems, most functionals will fail. In addition, considering current computational expense, the 

simulated cell size cannot be too large (typically 1,000 atoms or less) and the time period should 

be short, therefore, long-time dynamics cannot be extracted. Other limitations include the difficulty 

in modelling van del Waals interactions and non-ground state properties112. In recent years, DFTB 

method was derived from DFT by neglection, approximation and parametrization of integrals113-

115, with the advantage of 2-3 orders of magnitude faster in computational speed therefore allowing 

the treatment of larger unit cell and longer simulation time.  
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The starting point of DFTB based on the second order expansion of the total energy 

expression of DFT113. The original form of total energy within DFT can be found in Equation (4). 

In a system of M electrons, N nuclei, at position 𝑅⃗⃗, it may be rewritten as: 

𝐸𝑡𝑜𝑡
𝐷𝐹𝑇 = ∑ ⟨Ψ𝑖|

𝑜𝑐𝑐
𝑖 −

Δ

2
+ 𝑉𝑒𝑥𝑡 +

1

2
∫

𝜌(𝑟′)

|𝑟−𝑟′|

′
|Ψ𝑖⟩ + 𝐸𝑋𝐶[𝜌(𝑟)] +

1

2
∑

𝑍𝛼𝑍𝛽

|𝑅𝛼⃗⃗ ⃗⃗ ⃗⃗ −𝑅𝛽⃗⃗ ⃗⃗ ⃗⃗ |

𝑁
𝛼,𝛽 , 

(9) 

where the first term refers to over occupied Kohn-Sham eigenstates Ψ𝑖, the second is the exchange-

correlation contribution and the third one is ion-ion core repulsion, 𝐸𝑖𝑖. Then this equation can be 

reformulated by substituting the charge density by a superposition of neutral atomic density𝜌0
𝛼, 

𝜌0 = ∑ 𝜌𝛼 0

𝛼
, and expanding 𝐸𝑋𝐶  at the reference density to the second order in the density 

fluctuations, as the following: 

𝐸 = ∑ 〈𝛹𝑖|𝐻̂0|𝛹𝑖〉
𝑜𝑐𝑐
𝑖 −

1

2
∬

𝜌0𝜌0
′

|𝑟−𝑟′|

′
+ 𝐸𝑋𝐶[𝜌0] − ∫ 𝑉𝑋𝐶[𝜌0]𝜌0 + 𝐸𝑖𝑖 +

1

2
∬ (

1

|𝑟−𝑟′|
+

′

𝛿2𝐸𝑋𝐶

𝛿𝜌𝛿𝜌′
|

𝜌0

) 𝛿𝜌𝛿𝜌′, 

(10) 

where ∫  
′

represents the ∫ 𝑑𝑟′. From here, several approximations have been made to construct 

the DFTB total energy expression: 

1. In the second-order term, the charge density fluctuation 𝛿𝜌 = 𝜌 − 𝜌0 is represented by 

𝛿𝜌 = ∑ 𝛿𝜌𝛼𝛼 , while 𝛿𝜌𝛼  can be approximated by atomic charge fluctuations Δ𝑞𝛼 = 𝑞𝛼 − 𝑞𝛼
0 , 

where  𝑞𝛼 is determined by Muliken population analysis and 𝑞𝛼
0 is the number of electrons for 

neutral atom 𝛼. A function 𝛾, depending on the Hubbard parameter 𝑈𝛼 (𝑈𝛼 =
1

2

𝜕2𝐸𝑎𝑡

𝜕𝑞𝑎𝑡
2  is the second 

derivative of the total energy of a single atom α with respect to the occupation number of the 

highest occupied atomic orbital), is introduced to represent the integral over 
1

𝑟
 term and second 

derivative of 𝐸𝑋𝐶. Therefore, the second-order term can be expressed as: 
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𝐸2𝑛𝑑 =
1

2
∑ Δ𝑞𝛼Δ𝑞𝛽𝛾𝛼𝛽𝛼,𝛽 . (11) 

2. Kohn-Sham eigenstates Ψ𝑖 are expanded in a minimal basic set 𝜙𝜇, which consists a 

linear combination of atomic orbitals116-117, in the form of: 

Ψ𝑖 = ∑ 𝑐𝜇
𝑖

𝜇 𝜙𝜇. (12) 

Here 𝜙𝜇 is determined by solving a modified Kohn-Sham equation: 

[𝑇 + 𝑣𝑒𝑓𝑓(𝜌) + (
𝑟

𝑟0
)

𝜎

] 𝜙𝜇 = 𝜖𝜇𝜙𝜇， 
(13) 

where 𝑇 is the kinetic energy operator and 𝑣𝑒𝑓𝑓 the effective potential of a free neutral pseudoatom. 

Originally 𝑟0, the compression radius, was treated as a variational parameter116 but in practice it is 

chosen to be 2 times the covalent radius113. Here 𝜎 has a default value of 2. 

When two-center approximation has been adjusted for non-diagonal elements and 

eigenvalues of the free atom serve as diagonal elements, the Hamiltonian matrix elements yielded 

as: 

𝐻̂𝜇𝜈
0 = {

𝜀𝜇
𝑓𝑟𝑒𝑒 𝑎𝑡𝑜𝑚

                𝑖𝑓 𝜇 = 𝜈

〈𝜙𝜇|𝐻̂(𝜌𝛼
0 + 𝜌𝛽

0)|𝜙𝜈〉     𝑖𝑓 𝜇𝜖𝛼, 𝜈𝜖𝛽, 𝛼 ≠ 𝛽

0                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

. 

(14) 

The Hamilton 𝐻̂𝜇𝜈 can be precalculated and tabulated with the overlap matrix 𝑆𝜇𝜈 for interatomic 

distances and leads to a new expression as: 

𝐻̂𝜇𝜈 = 𝐻̂𝜇𝜈
0 +

1

2
𝑆𝜇𝜈 ∑ Δ𝑞𝛾(𝛾𝛼𝛾 + 𝛾𝛽𝛾)𝛾 , (15) 

where 𝑆𝜇𝜈 = 〈𝜙𝜇|〉𝜙𝜈 . The solution of the eigenvalue problem for 𝐻̂𝜇𝜈  dominates the 

computational cost of DFTB calculation and hence provide the efficiency of this method. 
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3. For the remaining terms of Eq. (10), they can be summarized and defined as a short-

range repulsive energy 𝐸𝑟𝑒𝑝 as: 

𝐸𝑟𝑒𝑝 = −
1

2
∬

𝜌0𝜌0
′

|𝑟−𝑟′|

′
+ 𝐸𝑋𝐶[𝜌0] − ∫ 𝑉𝑋𝐶[𝜌0]𝜌0 + 𝐸𝑖𝑖. 

(16) 

𝐸𝑟𝑒𝑝 is then approximated as a sum of two body potentials118 as: 

𝐸𝑟𝑒𝑝 = ∑ 𝑈𝛼𝛽(𝑅𝛼𝛽)𝛼,𝛽 , (17) 

where 𝑈𝛼𝛽 refers to atom-type specific pair potentials, and is constructed as the difference between 

the total energy calculated in DFT and the corresponding electronic energy obtained by DFTB for 

the proper systems114, 119 as: 

𝑈𝛼𝛽(𝑅𝛼𝛽) = 𝐸𝑡𝑜𝑡𝑎𝑙
𝐷𝐹𝑇 (𝑅𝛼𝛽) − 𝐸𝑒𝑙𝑒𝑐

𝐷𝐹𝑇𝐵(𝑅𝛼𝛽). (18) 

Thus, combining the approximations and substitutions discussed above, DFTB total energy 

formalism shows as: 

𝐸𝑡𝑜𝑡
𝐷𝐹𝑇𝐵 = ∑ 𝑐𝜇

𝑖 𝑐𝑣
𝑖 𝐻𝜇𝑣

0
𝑖,𝜇,𝑣 +

1

2
∑ Δ𝑞𝛼Δ𝑞𝛽𝛾𝛼𝛽𝛼,𝛽 + ∑ 𝑈𝛼𝛽(𝑅𝛼𝛽)𝛼,𝛽 , (19) 

where the first term contains the DFTB matrix elements and the third term describes the repulsive 

potential. These two terms together refer to standard (non-self-consistent) DFTB method117, 120, 

and the second term corresponds to the self-consistent charge (SCC) DFTB by approximation of 

the second order term of DFT Taylor series expansion. 

DFTB, comparing to DFT, is efficient and suitable to study larger cell (more sampling) 

and long-time scale simulation, hence being applied to study the structure and dynamic properties 

such as diffusivity and ionic conductivity of LiPON in Chapter 6. We also use this method to 

investigate LiPON/Li metal interphase in Chapter 7 since a much larger cell is required.  
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1.4.3 Other computational techniques 

There are many other available and successful modeling techniques in energy materials 

simulation, for example, interatomic potentials. Interatomic potentials use mathematical functions 

to calculate the potential energy of a system given atomic position in space121, which are popular 

due to its capability treating a large system (thousands of atoms). General interatomic potentials 

expression can be written as a series expansion of functional terms that depend on the position of 

atoms, while the total energy of the system 𝐸𝑡𝑜𝑡 becomes122: 

𝐸𝑡𝑜𝑡 = ∑ 𝐸1(𝑟𝑖) +𝑁
𝑖 ∑ 𝐸2(𝑟𝑖, 𝑟𝑗) +𝑁

𝑖,𝑗 ∑ 𝐸3(𝑟𝑖, 𝑟𝑗 , 𝑟𝑘) + ⋯𝑁
𝑖,𝑗,𝑘 , (20) 

where 𝐸1, 𝐸2 and 𝐸3 is the one-body term, two-body term and three-body term, respectively, N the 

number of atoms, 𝑟𝑖 the position of atom i. The forces defined between atoms then can be obtained 

by taking three-dimensional derivative of 𝐸𝑡𝑜𝑡 with respect to the position of atom i as: 

𝐹⃗𝑖 = −∇𝑟𝑖
𝐸𝑡𝑜𝑡. (21) 

The interatomic potentials have various kinds when dealing with different physical objects, 

including pair potentials (for example, Leonard-Jones potential123-124), many-body potentials 

(embedded atom model125, the Stillinger-Weber potentials126) and short-range repulsive potentials. 

Although interatomic potentials method locates in the top right in Figure 1.9, it is still under 

the category of molecular scale methods, as well as DFT and DFTB. In addition to molecular scale 

methods, there are various modeling techniques103 dealing with the simulation at microscale such 

as Brownian dynamics (BD)127-128, dissipative particle dynamics (DPD)129, lattice Boltzmann 

(LB)130, time-dependent Ginzburg-Landau (TDGL) method131 and dynamic DFT method132. 

Furthermore, there are mesoscale and macroscale methods, such as micromechanics133 and finite 

element analysis (FEA)134-135, to predict and analyze the macroscopic properties of materials. To 
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solve a research problem, it is helpful to combine two or even more modeling and computational 

methods discussed above to achieve a balance of efficiency and accuracy. 

1.5 Dissertation outline 

This dissertation is organized in 8 chapters as the following layout: 

In the present chapter, Chapter 1, the fundamental scientific backgrounds are included, 

such as the current status of energy crisis, thermoelectric effect, application and performance of 

thermoelectric materials and introduction of tetrahedrite thermoelectric Cu12Sb4S13. Introduction 

to Li-ion batteries is also presented from the material science perspective, especially the electrolyte 

material LIiON. 

In Chapter 2, neutron diffraction and computational study on pristine tetrahedrite 

Cu12Sb4S13 is proposed, focusing on its low-temperature structure and properties. A metal-

semiconductor transition (MST) occurred at 85 K was observed by significantly increasement of 

electronic resistivity upon cooling, accompanied with abrupt changes of magnetic properties and 

thermoelectric properties as Seebeck coefficient and thermal conductivity136-137. However, the 

discussion that whether there is a cubic to tetragonal phase transition at the MST temperature 

remains inconclusive138. Inspired by these works, we perform neutron diffraction measurement 

and computational simulation on tetrahedrite Cu12Sb4S13. No cubic to tetragonal phase transition 

at MST temperature can be identified, however, negative thermal expansion below 50 K is 

observed, according to both experimental and computational results. Sb-Cu12e-Sb interaction is 

examined at different temperatures. Thermoelectric related properties such as DOS, electrical 

resistivity, Seebeck coefficient and electrical thermal conductivity are calculated comparing to 

experimental data. 
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In Chapter 3, the incoherent and coherent dynamics study of tetrahedrite 

Cu10.5NiZn0.5Sb4S13 by DFT-based MD simulations have been proposed. Recent inelastic neutron 

scattering (INS) experiment indicated the anomalous behavior of tetrahedrite called “phonon 

softening upon cooling”. Calculated vibrational density of states (VDOS) derived from the Fourier 

transform of velocity autocorrelation function from simulation trajectory is presented comparing 

to INS data, where good consistency can be observed. Partial VDOS for Cu12e atoms at different 

temperatures shows that the low energy peak shifts to higher energy as temperature increases. The 

interaction between Cu12e and Sb at different temperatures is also included, where we discover 

that the reduction of anharmonic rattling of Cu between two Sb atoms upon cooling is responsible 

for the phonon softening. Coherent atomic dynamics are also examined by computing the 

longitudinal and transverse dynamics structure factor based on the momentum correlation function. 

Debye temperature, Debye heat capacity and sound velocity are calculated comparing to 

experimental data. Thermal conductivity is also extracted by making the approximation that the 

mean free path equals to the average interatomic spacing. 

In Chapter 4, the transport properties study of Cu among Cu-rich tetrahedrite is presented 

using the Cu14Sb4S13 as a model structure. Previous research139 indicated that Cu becomes mobile 

above 393 K and are likely to be superionic conductors in Cu-rich tetrahedrite, while the excess 

Cu atoms were likely to be at Cu24g sites, however, the insight of distribution and movement of 

Cu atoms remains unknown. Incoherent density correlation is calculated, from which the vibrating 

Cu group and diffusing Cu group can be identified. Cu self-diffusivity, jump length and residence 

time are investigated. The nuclear density map is proposed to visualize the movement of Cu atom 

between different sites, where several diffusion pathway can be observed. “Nudged elastic band” 
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(NEB) method is applied to estimate the migration energy barrier of different migration paths, 

where we select two actual paths (24g – 12d and 24g – 12e) from trajectory as examples. 

In Chapter 5, we study the effect of cell size and basis set on results from DFT-based first-

principles MD simulation of a model thermoelectric material:  Cu10Zn2Sb4S13 tetrahedrite. Two 

cell sizes, 1x1x1 with 58 atoms and 2x2x2 with 464 atoms are selected, with two popular basis 

sets, plane waves (PW) and atomic orbitals (AO). Structural and dynamic properties, such as lattice 

parameters, partial and total vibrational density of states, phonon dispersion, heat capacity, and 

EXAFS spectra, are extracted from each of the simulation. Good agreement can be achieved by 

comparing with each other, except some minor differences, e.g., the partial VDOS, which we 

ascribe to different electronic structures and atomic forces from different basis sets. The larger 

2x2x2 cell allow us to access the region closer to the hydrodynamic limit of atomic dynamics to 

study materials properties. 

In Chapter 6, structure and ionic conduction study on Li3PO4 and LiPON with DFTB 

method is presented. N deposition into Li3PO4 can increase the ionic conductivity from 7 x 10-8 

S/cm without any N content to 3.3 x 10-6 S/cm according to previous study91, 140. However, the 

origin of the N doping effect, e.g., the N coordination with P atoms, remains uncertain. Moreover, 

the study on the amorphous structure of LiPON is limited. Here in this chapter we apply the DFTB 

method to generate four model structures, crystalline Li3PO4 (c-Li3PO4), amorphous Li3PO4 (a-

Li3PO4), crystalline LiPON (c-LiPON) and amorphous LiPON (a-LiPON), to investigate their 

structural properties. Lattice parameters of crystalline phases are in good agreement with 

experimental data. Apical N (Na) and doubly-coordinated N (Nd) can be identified in a-LiPON, 

whereas no triply-coordinated N (Nt) exists. Bond order (BO) calculation is implemented to 

investigated different bonding environment around P and Li atoms. Electron localized function 
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(ELF) maps and statistical analysis are performed to study the Li environment as well. In addition, 

we examine self-diffusivity of different atomic groups. We discover that the addition of N in c-

LIPON helps the diffusion of P and O in the crystalline phase by investigating the incoherent 

density correlation plots. Li self-diffusivity extracting by DFTB shows good consistency with 

experimental results. Ionic conductivities for all four structures are also included by extrapolation 

of a Fourier transform form of transverse coherent charge current density correlation function from 

MD trajectories. 

In Chapter 7, preliminary study on LiPON/Li interphase is proposed. A LiPON/Li 

interphase supercell is generated. No decomposition of LiPON, and no Li ions exchange between 

the bulk and metallic Li layers can be observed. A 6 Å interface layer is identified by investigating 

the Li charge distribution, beyond which the metallic Li maintain as bcc structure. Projected DOS 

of selected layers and atoms are also revealed in this chapter, suggesting the metallic behavior of 

the interface. 

In Chapter 8, future works focusing on thermoelectric materials tetrahedrite, LiPON/Li 

interface and promising cathode materials are included, as well as the conclusions of the 

dissertation. 
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CHAPTER 2 : Pristine tetrahedrite Cu12Sb4S13: neutron diffraction and computational 

study on low-temperature properties  

2.1 Introduction 

The wide applications of thermoelectric materials have been discussed above. Some 

important applications such as cryogen-free cryogenic solid-state cooling, required thermoelectric 

candidates with high efficiencies at low temperatures. However, study on thermoelectric properties 

at low temperature region (below 300 K) is still limited. It has been reported that a metal-

semiconductor transition (MST) at around 85 K will occur in Cu12Sb4S13
46, indicated by significant 

increasement of electronic resistivity, from  about 2 x 10-5 Ωm at 90 K to ~1.5 x 10-4  Ωm at 50 K 

upon cooling. Thermoelectric properties such as Seebeck coefficient and thermal conductivity, are 

also reported to have abrupt change at the same temperature136. However, it is still controversial 

that whether a structural phase transition accompanies the MST. For example, May et al138. 

reported a cubic to tetragonal phase transition below 88 K, suggested by cubic Bragg peak (611) 

splitting from powder x-ray diffraction. They also found out that Zn-doping would suppress the 

structural distortion by comparing the temperature dependence of lattice parameters and phonon 

DOS from inelastic neutron scattering (INS) measurements for Cu12Sb4S13 and Cu10Zn2Sb4S13. 

Tanaka et al. compared synchrotron x-ray diffraction data of Cu12Sb4S13 at 100 K and 75 K, and 

observed that (400) peak at 100 K split into double peaks at 75 K and concluded that the cubic to 

tetragonal phase transition was associated with MST137. On the other hand, Nasonova et al. did not 

observe structural transformation, nor any sign of reflection peaks splitting, by performing high-

resolution power X-ray diffraction136. Another characteristic phenomenon that occurred in 

tetrahedrite, is abrupt drop of magnetic susceptibility upon cooling, which also ascribed to the 

distribution of Cu 12e137, 141.  
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In this work, we present crystal structure study of stoichiometric Cu12Sb4S13 by neutron 

diffraction measurement in the temperature range of 20 – 300 K, comparing to experimental 

synchrontron x-ray data to have better understanding of the proposed structural phase transition. 

Density functional theory-based first-principles molecular dynamics simulation is also applied to 

investigate the origin of the unique low-temperature features of Cu12Sb4S13 and calculate its 

thermoelectric properties at low temperature range. 

2.2 Computational and experimental details 

Vienna Ab initio Simulation Package (VASP)142-145 code employing the Projector 

Augmented-Wave (PAW) method was used for molecular dynamics (MD) and BoltzWann146-147 

module of Wannier90148 code. Valence electron configurations for Cu, Sb, S atoms are 4s13d10, 

5s25p3, and 3s23p4, respectively.  The plane wave energy cutoff was 450 eV.  The generalized 

gradient approximation (GGA) with Perdew-Burke-Ernzerhof (PBE) parametrization100 was 

applied as exchange-correlation (XC) functional and 2 x 2 x 2 k-mesh was used. Simulation cell 

was a 1 x 1 x 1 scale of unit cell with 58 atoms. For MD simulations, first a constant number of 

particles, pressure and temperature (NPT) ensemble was performed at 20, 50, 87.5 and 300 K for 

3 ps to obtain lattice parameters. Then a constant number of particles, volume and energy (NVE) 

ensemble was implemented for 5 ps for equilibration and 20 ps for production at same temperatures 

as NPT. Time step was 1 fs for all the MD runs. 

Thermoelectric properties were obtained by BoltzWann module of the Wannier90 package 

using results from DFT-based MD as input146-147. Relaxation time of BoltzWann calculation is set 

to be 10 fs. 

Tetrahedrite (Cu12Sb4S13) powder was synthesized by the modified polyol process 

proposed by Weller et al149. To ensure uniform particle size, the powder was loaded into a stainless-
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steel ball mill jar and milled for 10 min via a SPEX 8000D vibratory ball mill. Phase-purity of 

tetrahedrite powder was confirmed by X-ray diffraction (XRD) via a Rigaku Miniflex benchtop 

diffractometer with Cu Kα radiation. No impurity phases were detected by XRD. Energy 

dispersive X-ray spectroscopy (EDS) was performed with a Hitachi TM-3000 Tabletop 

Microscope, a Bruker XFlash MIN SVE detector, and an accelerating voltage of 15 kV. Data for 

atomic ratios were averaged over 4 sites and normalized to the measured S content. The measured 

composition according to EDS was Cu13.4±0.3Sb4.1±0.1S13.0±0.3. 

Neutron diffraction was conducted at the BL-11A POWGEN beamline, Spallation Neutron 

Source (SNS), Oak Ridge National Laboratory, using our synthesized Cu12Sb4S13 sample, at 20 K, 

50 K, 87.5 K, and 300 K. The software Jana2006 was used for structure refinement150. 

2.3 Results and Discussion 

2.3.1 Low temperature structure of Cu12Sb4S13 

Neutron diffraction was conducted at four different temperatures as shown in Figure 2.1. 

Earlier reports137-138 proposed that 004 peak was split into two peaks under MST temperature and 

thus Cu12Sb4S13 underwent phase distortion from cubic to tetragonal symmetry. In our case, no 

peak splitting of 004 reflection can be observed below the MST temperature, indicating that no 

structural phase transition occurred, and Cu12Sb4S13 stayed as cubic phase, which is in good 

agreement with the synchrontron x-ray data from Nasonova et al136.  
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Figure 2.1:  Neutron diffraction data for Cu12Sb4S13 at 20, 50, 87.5 and 300 K, synchrontron x-ray 

data by Nasonova el al. are shown for comparison. No peak splitting can be identified below MST 

temperature. 

High quality of Rietveld refinement can be obtained for all temperatures using Cu12Sb4S13 

as a model as Figure 2.2 and 2.3. Occupancy of Cu12e and Cu12d were relaxed, while occupancy 

of S and Sb were fixed. Anisotropic atomic displacement parameters were used for all atom types. 

Atomic parameters at 20 K, 50 K, 87.5 K and 300 K are listed from Table 5.1 to Table 5.4. We 

also used a Cu-rich tetrahedrite model Cu13.2Sb4S13, created based on Vaqueiro’s study139, for 

Rietveld refinement at 87.5 K for comparison, since this composition is close to our measure 

composition by EDS.  
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Figure 2.2:  Neutron diffraction data collected for tetrahedrite sample at 87.5 K using (a, b) 

Cu12Sb4S13 and (c,d) Cu13.2Sb4S13 as model structures. Block 1 contains 80% of the data and block 

2 has the rest 20%. 
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Figure 2.3:  Neutron diffraction data collected for tetrahedrite sample at (a, b) 20 K, (c, d) at 50 K 

and (e, f) at 300 K using Cu12Sb4S13 structure as model. Block 1 contains 80% of the data and 

block 2 has the rest 20%. 
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Table 2.1:  Atomic parameters in the crystal structure of Cu12Sb4S13 at 20 K. 

 

Table 2.2:  Atomic parameters in the crystal structure of Cu12Sb4S13 at 50 K. 

 

Table 2.3:  Atomic parameters in the crystal structure of Cu12Sb4S13 at 87.5 K. 

 

Table 2.4:  Atomic parameters in the crystal structure of Cu12Sb4S13 at 300 K. 

 

Lattice parameters from DFT-MD NPT ensemble have been plotted in Figure 2.4, together 

with lattice parameters obtained from our neutron diffraction experiment and synchrontron x-ray 

from Nasonova’s work136. MD simulation showed that Cu12Sb4S13 maintained as cubic symmetry 

at the designed temperature range, which is consistent with our neutron experiment. MD data are 

about 0.4% higher than neutron and synchrontron data, indicating good reliability of our 

Atom Pos. Occu. x y z U11(A^2) U22 U33 U12 U13 U23 Uiso

Cu 12d 0.253751 0.5 0 0.25 0.011894 0.011894 0.051497 0 0 0 0.025095

Cu 12e 0.224567 0 0 0.214035 0.058684 0.058684 0.034048 0.037013 0 0 0.050472

Sb 8c 0.16667 0.261505 0.261505 0.261505 0.024516 0.024516 0.024516 0.008778 0.008778 0.008778 0.024516

S 2a 0.041667 0 0 0 0.093545 0.093545 0.093545 0 0 0 0.093545

S 24g 0.5 0.886243 0.886243 0.361347 0.005342 0.005342 0.010751 0.01381 -0.01464 -0.01464 0.007145

Atom Pos. Occu. x y z U11(A^2) U22 U33 U12 U13 U23 Uiso

Cu 12d 0.267736 0.5 0 0.25 0.023131 0.023131 0.059703 0 0 0 0.035322

Cu 12e 0.236726 0 0 0.215254 0.07577 0.07577 0.045305 0.040005 0 0 0.065615

Sb 8c 0.16667 0.261751 0.261751 0.261751 0.03073 0.03073 0.03073 0.01817 0.01817 0.01817 0.03073

S 2a 0.041667 0 0 0 0.084369 0.084369 0.084369 0 0 0 0.084369

S 24g 0.5 0.886196 0.886196 0.363424 0.003746 0.003746 0.022949 0.012198 -0.01412 -0.01412 0.010147

Atom Pos. Occu. x y z U11(A^2) U22 U33 U12 U13 U23 Uiso

Cu 12d 0.300856 0.5 0 0.25 0.024975 0.024975 0.066094 0 0 0 0.038681

Cu 12e 0.200088 0 0 0.214784 0.050644 0.050644 0.018469 0.00977 0 0 0.039919

Sb 8c 0.16667 0.264096 0.264096 0.264096 0.008097 0.008097 0.008097 0.007339 0.007339 0.007339 0.008097

S 2a 0.041667 0 0 0 0.083969 0.083969 0.083969 0 0 0 0.083969

S 24g 0.5 0.881418 0.881418 0.364786 0.007672 0.007672 0.048948 -0.01577 -0.01577 -0.01456 0.021431

Atom Pos. Occu. x y z U11(A^2) U22 U33 U12 U13 U23 Uiso

Cu 12d 0.315699 0.5 0 0.25 0.027136 0.027136 0.074901 0 0 0 0.043058

Cu 12e 0.216672 0 0 0.216946 0.071096 0.071096 43153 -0.05988 0 0 14384.38

Sb 8c 0.16667 0.267751 0.267751 0.267751 0.005902 0.005902 0.005902 -0.00122 -0.00122 -0.00122 0.005902

S 2a 0.041667 0 0 0 0.025203 0.025203 0.025203 0 0 0 0.025203

S 24g 0.5 0.88099 0.88099 0.359754 0.007221 0.007221 0.03179 -0.01152 -0.01074 -0.01074 0.015411
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simulation. For both MD and neutron lattice parameters, positive thermal expansion from 50 – 300 

K, and negative thermal expansion from 20 – 50 K can be observed. In comparison, synchrontron 

data have an upturn at 70 K upon cooling then reaches local maximum at 40 K and decrease again. 

Previous report136 suggested the negative thermal expansion is associated with the position of 

Cu12e atoms. Inspired by this, we analyzed MD simulation trajectory to explain this phenomenon. 
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Figure 2.4:  Lattice parameters of Cu12Sb4S13 obtained by DFT-MD NPT simulation and neutron 

diffraction refinement. Lattice parameters proposed by Nasonova using synchrontron x-ray are 

shown here for comparison. 

2.3.2 Sb-Cu 12e-Sb interaction 

To gain the atomic insight of the negative thermal expansion and crystal structure of 

Cu12Sb4S13 at low temperature, we inspected the distance between each Cu12e and the two 

coordinated Sb atoms as the schematic in Figure 2.5(a). According to our previous research39, the 

rattler atoms (Cu12e) are regulated by the nearby lone pair electron of Sb and responsible for the 
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interested anharmonic movement, and lead to low lattice thermal conductivity of  Cu12Sb4S13. Here 

we plotted the one-pair-potentials (O.Pr.P) of Cu12e-Sb by converting the distribution of distance 

between those two atoms at 20 K and 300 K. At 20 K, a double-well shape (highlighted red in 

Figure 2.5(b)) can be identified for the Cu12e and Sb interaction energy, which indicated that the 

associated Cu12e atom is locked to one of the bonded Sb with average distance of 2.95 Å. 6 of 

total 12 Cu12e atoms in our unit cell appeared to be locked with bond order of 0.2169 based on 

the Density Derived Electrostatic and Chemical scheme151 calculation, while the other 6 12e are 

rattling between two Sb atoms, as shown in Table 2.5. At both 20 and 300 K, the “symmetric” 

quartic shape (highlighted blue in Figure 2.5(b) and (c)) can be observed and suggesting that the 

associated Cu12e atom is rattling between two lone pair Sb. The number of locking and rattling 

Cu12e at different temperatures can also be found in Table 2.5. Locking 12e appeared when 

temperature went below MST temperature, and became more popular as temperature decrease. 

Notably, at 20 K, the distance between Cu12e and lone pair Sb is (3.17 Å) larger than the other 

cases, which could compensate the shrinkage of unit cell and lead to negative thermal expansion. 

Table 2.5:  Number of rattling and locking Cu 12e, Cu 12e -Sb bond order and bond distance for 

Cu12Sb4S13 at different temperatures. 

  
Number of 

rattling Cu 12e 

Number of 

locking Cu 12e 

Locking Cu 12e - Sb 

bond order 

Cu 12e - lone pair Sb 

distance (Å) 

20K 6 6 0.2169 3.17 

50K 7 5 0.1784 3.06 

87.5K 10 2 0.1386 3.07 

300K 12 0 
No locking 12e (lone 

pair) 
3.12 
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Figure 2.5: Schematic of Cu-Sb interaction at 20 K and 300 K (a) and potential energy landscape 

based on Sb-Cu12e-Sb cluster at (b) 20 K and (c) 300 K. 

2.3.3 Vibrational Density of States 

Calculated VDOS is derived from the Fourier transform of velocity autocorrelation 

function of atomic trajectories as following:  

𝐼𝑣𝑣(𝜔) = ∫ ⟨
1

𝑁𝑘𝐵𝑇
∑ 𝑚𝑛𝑣𝑛(0) ⋅ 𝑣𝑛(𝑡)𝑁

𝑛=1 ⟩
∞

0
𝑐𝑜𝑠( 𝜔𝑡)𝑊(𝑡)𝑑𝑡, 

(22) 

where 𝑚𝑛 and 𝑣𝑛 are the mass and velocity of nth atom, 𝑁 the total number of atoms in the 
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group, and 𝑊(𝑡) the Gaussian window function with a peak width of 1 meV152. Calculated partial 

vibrational density of states of each atomic group is presented in Figure 2.6. It is obvious that the 

low energy vibrational mode (~3 meV at 300 K), which is contributed by Cu12e atoms, is shifting 

to lower energy with decreasing temperature, i.e., phonon softening upon cooling138, 153-154. The 

observation is consistent with experimental INS data153 and validate our simulation results. 
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Figure 2.6:  Partial vibration density of states (VDOS) of each atomic group for Cu12Sb4S13 at 

different temperatures. 

2.3.4 Thermoelectric properties  

Density of states (DOS) calculation of Cu12Sb4S13 at different temperatures, is presented in 
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Figure 2.7. We used the average structure of NVE run as input structure for each temperature. At 

300 K, the Fermi level EF falls into top of valence bands with a sharp peak suggesting the 

degenerated p-type semiconductor feature of Cu12Sb4S13 with a bandgap of 1.30 eV, which is in 

good agreement with previous reports35, 40, 155-156. Overall feature do not vary a lot as temperature 

decreased, except that band gap energy slightly dropped from 1.30 eV to 1.25 eV. 
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Figure 2.7:  DOS calculation for Cu12Sb4S13 and partial contribution from each atomic group at 

different temperatures. Fermi energy is marked by dashed line. 
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Thermoelectric properties of Cu12Sb4S13 are calculated by Boltzwann transport equation 

implemented in VASP. In the system where an electric field 𝐸 and temperature gradient 𝛻T exist, 

current density 𝐽 and the electronic heat current 𝐽
𝑄
 can be described as157-158 

𝐽 =  𝜎(𝐸 − 𝑆𝛻T), (23) 

𝐽𝑄 =  𝑇𝜎𝑆𝐸 − 𝜅𝛻T, (24) 

where σ is electrical conductivity, 𝑆  is Seebeck coefficient and 𝜅  is the thermal conductivity. 

Since we only take the electronic contribution part account for 𝐽
𝑄
, electrical thermal conductivity 

κ𝑒 here is defined as heat current per unit of temperature gradient in open circuit condition and can 

be expressed as: 

 𝜅𝑒 = 𝜅 − 𝑆 𝜎𝑆𝑇, (25) 

Based on the semiclassical transport theory using the Boltzmann transport equation presented by 

Pizzi et al146, the expression for tensors 𝜎, 𝑆 and 𝜅 can be described as a function of chemical 

potential 𝜇 and temperature 𝑇: 

 [𝜎]𝑖𝑗(𝜇, 𝑇) = 𝑒2 ∫ 𝑑𝜀 (−
𝑓(𝜀,𝜇,𝑇)

𝜀
) ∑ (𝜀)𝑖𝑗

+∞

−∞
, (26) 

 [𝜎𝑆]𝑖𝑗(𝜇, 𝑇) =
𝑒

𝑇
∫ 𝑑𝜀 (−

𝑓(𝜀,𝜇,𝑇)

𝜀
) (𝜀 − 𝜇) ∑ (𝜀)𝑖𝑗

+∞

−∞
, (27) 

 [𝜅]𝑖𝑗(𝜇, 𝑇) =
1

𝑇
∫ 𝑑𝜀 (−

𝑓(𝜀,𝜇,𝑇)

𝜀
) (𝜀 − 𝜇)2 ∑ (𝜀)𝑖𝑗

+∞

−∞
, (28) 

where 𝑖 and 𝑗 are the Cartesian indice, 𝑓(𝜀, 𝜇, 𝑇) the usual Fermi-Dirac distribution function and 

∑ (𝜀)𝑖𝑗  the transport distribution function (TDF). 

In Figure 2.8(a), the temperature dependence of electrical resistivity has been showed. The 

calculated resistivity values from BoltzWann are roughly one order magnitude lower than the 

experimental data during the whole temperature range. Moreover, the MST showed in Nasonova’s 
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study is unable to catch, despite discontinuity can be observed at 87.5 K. This result is in good 

agreement with our previous DOS calculation. This is possibly due to the limited ability of using 

PBE as XC functional in this calculation.  
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Figure 2.8:  Temperature dependencies of calculated (a) electrical resistivity, (b) Seebeck 

coefficient and (c) electrical thermal conductivity for Cu12Sb4S13. Experimental data from 

Nasonova el al.136 are shown here for comparison. 
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Seebeck coefficient S from BoltzWann calculation have been shown in in Figure 2.8(b). S 

maintained positive at the whole temperature range, suggesting that holes are major carriers in this 

structure. In addition, S increased as temperature increased above MST temperature, which is 

another evidence of degenerate p-type semiconductor feature of Cu12Sb4S13. Comparing to 

experimental data, from MST temperature to 250 K, good agreement between simulation results 

and experimental values. Above 250 K, instead of keeping growing linearly, calculated data 

showed a decreased rate of growing and approached a plateau at high temperature range. Below 

MST temperature, computed data did not have the local maxima at 67 K however the abrupt 

increasement at MST temperature can be observed. 

Thermal conductivity κ is composed of two parts, the lattice part κl and the electronic part 

κe. In the experimental data, there was an upturn at MST temperature for κe, which was contributed 

from the remarkable electrical conductivity of metal, and relatively smoother grow for κl. Here we 

obtained κe by applying Equation (25) as shown in Figure 2.8(c). The upturn at MST temperature 

can be identified, however, the absolute values were higher than the experimental data for the 

whole temperature range, due to the lower estimation of resistivity calculation. 

2.4 Conclusion 

In this work, we examined the low-temperature structural properties of pristine tetrahedrite 

Cu12Sb4S13 by neutron diffraction measurement, along with DFT-based molecular dynamics 

simulation. No evidence of the reported cubic-tetragonal phase transition occurred accompanied 

with MST from our experimental and computational results. Negative thermal expansion below 

50 K can be observed, which we ascribed to the interaction between locking Cu12e and 

coordinated Sb atom. Density of states calculations by DFT did not reveal MST, but slightly 

bandgap reduction as temperature decreased can be observed. Moreover, we investigated the low 
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energy phonon vibrational mode which accounted for the anomalous phonon softening. We also 

calculated thermoelectric properties such as electrical resistivity, Seebeck coefficient and 

electronic thermal conductivity by BoltzWann code at low temperature and compared with 

experimental data. Further investigations are required to understand the origin of MST and the 

related properties of Cu12Sb4S13. 
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CHAPTER 3 : Incoherent and coherent atomic dynamics of Cu10.5NiZn0.5Sb4S13 

3.1 Introduction 

Previous study indicated that the transition metal dopants such as Ni, Zn, Fe and Mn, can 

improve the thermoelectric performance of tetrahedrites by adjusting electronic structure and 

reducing lattice thermal conductivity35-36. Previous experimental and computational studies found 

that the low thermal conductivity in tetrahedrites accompanied by anomalous atomic dynamics45, 

152. One of the anomalous behaviors is the unusually large anisotropic displacement (ADP) of 

trigonal planar Cu12e atoms. Our previous study152 indicated that the large ADP can be attributed 

to the Cu12e-Sb lone pair. Weak bonding between Cu12e and Sb leads to large vibration amplitude, 

results in the out-of-plane anharmonic rattling. The other type of anomalous behavior is called 

“phonon softening upon cooling”, or stiffening upon heating, which can be observed by inelastic 

neutron scattering (INS) measurements. This behavior can be described as low-energy vibration 

mode energies decreased with the decreasing temperature. Although it has been argued that this 

phenomenon is also due to the dynamics of Cu12e atoms, the details remain unknown. This work 

will apply DFT-based MD simulation, along with inelastic neutron scattering (INS) experiment, 

to study the atomic mechanism of Cu10.5NiZn0.5Sb4S13 tetrahedrites154. 

3.2 Computational and experimental details 

Ni-doped tetrahedrite with the composition Cu10.5NiZn0.5Sb4S13 has been chosen as a 

candidate in this study. The synthesis method and condition can be found in Lu’s previous work34. 

DFT-based MD simulation was performed with the Vienne Ab initio Simulation Package 

(VASP)143-144, 159-160 employing the Projector Augmented-Wave (PAW) method161-162. GGA of 

PBE parametrization100 was used for exchange-correlation functional. Simulation cell was 1 x 1 x 

1 supercell with 58 atoms in total, while Ni and Zn are randomly distributed at Cu12d sties. 
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Valence configurations are 3p64s13d10, 4s13d9, 4s23d10, 5s25p3 and 3s23p4 for Cu, Ni, Zn, Sb and S 

respectively. First a constant number of particles, pressure and temperature (NPT) ensemble was 

implemented for 3 ps, with a Langevin thermostat and Parrinello-Rahman barostat, to obtain lattice 

parameters at various temperature. Next a constant number, volume, and energy (NVE) ensemble 

was performed for 5 ps for equilibration and followed by 20 ps production run for sampling atomic 

trajectories. Plane wave energy cutoff was 450 eV, with a gamma point K-mesh, and timestep was 

1 fs. 

INS of a powdered sample at 300 K were implemented by the wide Angular-Range 

Chopper Spectrometer (ARCS) at the Spallation Neutron Source of Oak Ridge National 

Laboratory, with incident neutron energy of 20 meV. 

3.3 Results and discussion 

3.3.1 Incoherent atomic dynamics of Cu10.5NiZn0.5Sb4S13 

The calculated vibrational density of states (VDOS) is calculated from MD trajectory using 

the method as shown in Section 2.3.3, to compare the one extracted from INS measurement, as 

shown in Figure 3.1(a). VDOS from INS measurement is obtained by making the one-phonon 

incoherent scattering approximation163, with Debye-Waller factors from MD trajectories. The 

comparison indicates relatively reasonable agreement between computation and experiment, while 

the high energy portions difference is due to the one-phonon incoherent approximation. Figure 

3.1(b) shows the partial VDOS spectra for each atom group. It is worth noting that a low energy 

peak exhibited at around 4 meV, which is predominately contributed by Cu12e atoms. This low 

energy vibration mode often suggests weak bonding and large-amplitude, and possibly suppresses 

the acoustic phonon branch, and leads to low thermal conductivity. 
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Figure 3.1: (a)Comparison of VDOS from MD simulation and INS experiment. (b) Partial VDOS 

for each atom group and total VDOS from MD simulation at 300K. 
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Figure 3.2: Partial VDOS of Cu12e atoms at different temperatures. Shape was fitted to sum of 

two Lorentzian functions. 

Previous experimental INS data indicated that the low energy modes shifted to lower 

energies with lower temperature, i.e., phonon softening upon cooling, for Cu10Zn2Sb4S13 and 

Cu10Zn2Sb2Te2S13
138, 153. To understand the mechanisms, we calculate partial VDOS for Cu12e 

atoms at different temperatures, as shown in Figure 3.2. Two peaks (at ~3.25 eV and ~4.8 eV) can 

be identified for 50 K, 100 K and 200 K, which can be fitted to the sum of two Lorentzian peaks. 

The first peak located at 3.25 eV for 50 K and 100 K, then shifted to higher energy as temperature 

increases, which is consistent with experimental INS data. Our previous work152 suggested that 

the Sb lone pair electrons modulate the motion of Cu12e atom and lead to its anharmonic rattling. 

To visualize to interaction between Cu12e and Sb, we convert the distribution of distances to 

effective one-pair-potential (Figure 3.3(a) and 3.3(c)) and correlated to VDOS of Cu12e (Figure 

3.3(b) and 3.3(d)). At 50 K, a double-well shape (highlighted red in Figure 3.3 (a)) can be identified 
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for the Cu and Sb interaction energy. This double-well shape is consistent with previous lattice 

dynamic calculation164, which indicates that the associated Cu12e atom is locked to one of the 

bonded Sb with average distance of 2.9 Å (Figure 3.3(e)). The Density Derived Electrostatic and 

Chemical (DDEC) scheme151 calculation show that Cu12e - Sb bond order is 0.25, more like a 

bonding pair instead of lone pair. The certain Cu12e thus contributed to high vibrational energy of 

5.5 meV as Figure 3.3(b). In addition, the “symmetric” quartic shape (highlighted blue in Figure 

3.3 (b)) is also observed, which suggests that associated Cu12e is rattling between two lone pair 

Sb with average bond order of 0.1, and is responsible for the low vibrational energy of 3.25 meV.  

Then correlation at 300 K has been studied as Figure 3.3(c) and Figure 3.3(d). All Cu12e atoms at 

300 K exhibit as rattlers and vibrational amplitude increased by additional thermal energy, thus 

results in higher vibrational energy, i.e., softening upon cooling.  

 

Figure 3.3: Potential energy landscape based on Sb-Cu12e-Sb cluster at 50 K (a) and 300 K (b), 

and correlated VDOS spectra of Cu12e at 50 K (c) and 300 K (d). Cu12e-Sb interaction are shown 

in (e). 
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3.3.2 Coherent atomic dynamics of Cu10.5NiZn0.5Sb4S13 

 

 

Figure 3.4: Calculated dynamic structure factors based on the momentum correlation function (a) 

longitudinal and (b) transverse direction. 

Coherent atomic dynamics are also examined by computing the longitudinal and transverse 

dynamics structure factor based on the momentum correlation function, as shown in Figure 3.4. 

The minimum Q value in this work is 0.6 Å-1 due to the limited cell size. A clear optic band can 

be identified at ~ 4 meV. Because of the acoustic-optic interaction, i.e., “avoided crossing”165-166, 
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dispersive bands at ~10-20 meV/0.6-1.3 Å-1 for longitudinal, ~5-10 meV/0.6-1.8 Å-1 for transverse 

direction, are reminiscent of the optic branch. Although the acoustic branch of “avoided crossing” 

is not recognizable, which suggests that it is confined in a small dynamic region which is less than 

4 meV and 0.6 Å-1. Therefore, we hypothesize that it’s an evidence of phonon mean free path is 

close to the interatomic spacing and lead to low thermal conductivity. To validate the significance 

of the hypothesis semi-quantitatively, we obtaine a Debye temperature of 281 K and Debye heat 

capacity of 2.81 kB/atom at 300K. Although our Debye temperature is much higher than the value 

of 500 K from heat capacity studies167, our Debye heat capacity is comparable to the value of 2.75 

kB/atom. In addition, the mean sound speed have been computed with the value of 2522 m/s, which 

is close to the sound speed of 2668 m/s in hydrodynamic region from bulk modulus168. Moreover, 

by making the approximation that the mean free path equals to the average interatomic spacing, 

we can obtain the thermal conductivity of 0.45 W m-1 K-1, which is similar to the experimental 

value of 0.43 W m-1 K-1 34. The good agreements between our study and literatures provide the 

validation of previous hypothesis. 

3.4 Summary 

In this work we investigate the incoherent and coherent atomic dynamics of 

Cu10.5NiZn0.5Sb4S13 tetrahedrite using first-principle molecular dynamics simulation. For the 

incoherent dynamics, the computed vibrational density of states is in good agreement with the 

experimental result from inelastic neutron diffraction data at 300 K.  Detailed analysis of Cu 

motion inside the Sb[CuS3]Cu atomic cage indicates the reduction of anharmonic rattling of Cu 

between two Sb atoms upon cooling, which leads to anomalous phonon softening. For the coherent 

dynamics, the dynamic structure factors in the longitudinal and transverse direction suggest that 

the acoustic modes are confined in a small region of the scattering space, which accounts for the 
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small thermal conductivity measured. This study could further our understanding of the atomic 

dynamics of tetrahedrite thermoelectrics and can more generally provide insight on how materials 

can be designed at the atomic level to possess intrinsically low lattice thermal conductivity, an 

important parameter for not only thermoelectrics but also other applications such as thermal barrier 

coatings. 

 

This work was published on APL Materials 4.10 (2016):104811. 

https://doi.org/10.1063/1.4959961 
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CHAPTER 4 : Mobile Cu movement in Cu-rich tetrahedrite Cu14Sb4S13  

4.1 Introduction 

The Cu-Sb-Cu phase diagram indicated that tetrahedrite composition varies from 

Cu12Sb4S13 to Cu14Sb4S13 depending on temperature169. Tetrahedrites with more than 12 Cu, i.e., 

Cu-rich tetrahedrite, had better thermoelectric performance than the pristine cell according to 

previous study by Vaqueiro et al170. The thermoelectric figure of merit 𝑧𝑇 for Cu14Sb4S13 reached 

~ 0.6 at 573 K, which was similar to reported substituted tetrahedrites Cu11Zn1Sb4S13
164

 and 

Cu12Sb3TeS13
41. Vaqueiro also suggested that, for Cu-rich tetrahedrites, Cu becomes mobile above 

393 K and are likely to be superionic conductors, while the excess Cu atoms were likely to be at 

Cu24g sites. However, the insight of how Cu atoms distribute and move remains unknown. 

Inspired by the previous work, it is interesting to investigate the details of mobile Cu movement, 

with the help of DFT-based MD simulation using a Cu-rich tetrahedrite Cu14Sb4S13 as a model. 

To help us understanding the local environment of different Cu sites and possible Cu 

diffusion pathways, we manually put extra Cu atoms into a stoichiometric Cu12Sb4S13 cell (I-43m)  

and make Cu24g sites fully occupied with the composition of Cu14Sb4S13, using a three-

dimensional visualization software VESTA37. The initial crystal structure and representative unit 

around Cu24g are shown in Figure 4.1 and Figure 4.2. Three distinct Cu sites can be identified, as 

Cu12d, Cu12e and Cu24g site. The local environment of Cu12d and Cu12e have been discussed 

in Section 1.2.3, while the additional Cu24g are bonded to three S atoms and encompassed with 

two Cu12d and two Cu12e atoms. From the crystal structure of Cu14Sb4S13, it is reasonable to 

hypothesize that mobile Cu atom may move inside the structure by jumping between 12d, 12e and 

24g sites.  
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Figure 4.1: Initial crystal structure of Cu-rich tetrahedrite Cu14Sb4S13 with three distinct Cu sites. 

Cu24g atoms are displayed as black. 

 

Figure 4.2: Cu24g local environment for better visualization. 

4.2 Computational details 

Cu-rich tetrahedrite Cu14Sb4S13 has been chosen as the model structure in the study, and 

excess Cu atoms are distributed in Cu24g sites based on previous research155, 170-171. Simulation 

setups are the same as Section 3.2, except that PBE-D3172 is used as exchange-correlation 

functional with 2x2x2 K-points mesh. NVE production simulation time is increased to 40 ps in 
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this case. Simulation temperature is chosen to be 700 K, since Cu-rich tetrahedrite will collapse 

into a single phase above ~ 500 K based on the neutron diffraction data170. 

4.3 Results and discussion 

4.3.1 Lattice parameters 

Lattice parameter obtained from NPT simulation is 10.3972 Å at 700 K, comparing to 

10.4924 Å at 673 K from literature. Regarding that PBE-D3 method usually underestimates lattice 

parameters for about 4%, the difference is considered to be acceptable173. Lattice fluctuation during 

NPT can be observed as Figure 4.3. The relatively large fluctuation suggested the structural 

instability, which we ascribe to the mobile Cu atoms movement inside the cell. 

 

Figure 4.3: Lattice parameters (a, b, c) as function of time in NPT simulation.  
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4.3.2 Incoherent density correlation and Cu self-diffusivity 

Here we use incoherent density correlation (𝐼𝑖𝑛𝑐,𝛼(𝑄, 𝑡)) to investigate the diffusivity of 

Cu-rich tetrahedrite.  𝐼𝑖𝑛𝑐,𝛼(𝑄, 𝑡)  is calculated from MD trajectory for each Q value107, with 

correlation time of 35 ps as following: 

𝐼𝑖𝑛𝑐,𝛼(𝑄, 𝑡) =
1

𝑁𝛼
〈∑ 𝑒𝑗𝑄∙𝑟𝑛

𝛼(0)𝑒−𝑗𝑄∙𝑟𝑛
𝛼(𝑡)𝑁𝛼

𝑛=1 〉. (29) 

where 𝛼  is the atomic specie,  𝑁𝛼  the number of 𝛼  atoms, 𝑄  the wave vector and 𝑟𝑛
𝛼(𝑡)  the 

position of nth atom at time t. 𝐼𝑖𝑛𝑐,𝛼(𝑄, 𝑡) of diffusing species will exhibit a clear decay to 0 

(ideally), while the vibrating ones will show rapid decay and then non-zero plateau. Simulation 

cell have 28 Cu atoms in total. After examining the shape of calculated 𝐼𝑖𝑛𝑐,𝛼(𝑄, 𝑡) for each Cu 

atom, these Cu atoms can be divided into two group: vibrating Cu and diffusing Cu. Then 

𝐼𝑖𝑛𝑐,𝛼(𝑄, 𝑡) of all vibrating Cu are summed and averaged, as well as the diffusing group, as shown 

in Figure 4.4, where only three smallest 𝑄 values are inlcuded. Ignoring the first 5 ps, where atoms 

are undergoing ballistic collision and other short-time dynamics, the decay of diffusing Cu group 

𝐼𝑖𝑛𝑐,𝛼(𝑄, 𝑡) plot can be described as a stretched exponential function174: 

𝐼𝑖𝑛𝑐,𝛼(𝑄, 𝑡) = 𝐴 ∗ exp (−𝛤𝐾𝑊𝑊𝑄(𝑡)𝛽(𝑄)), (30) 

where 𝐴 is scaling factor, 1/Γ𝐾𝑊𝑊 is the relaxation time and 𝛽 is stretching parameter. Γ vs. 𝑄 2 

plot is shown in Figure 4.5, a linear dependence of Γ with 𝑄2  (Γ = 𝐷 𝑄2) is characteristic of 

continuous random walk translational diffusion, i.e., Fickian diffustion, where the slope D is self-

diffusion constant107. In addition to applying Fickian diffusion model to describe the continuous 

random walk translational diffusion at low Q range, the broadening of Γ  with Q2 reached a plateau 

asymptotically at higher Q, indicating a typical jump-diffusion process, and can be described as 
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the Singwi-Sjölander (SS) jump model175-176 in which diffusion occurs via jump diffusion where 

residence time τ is much longer than the required jump time. SS model can be expressed by 

 Γ𝑆𝑆(𝑄) =
1

τ

𝑄2〈𝑟2〉/6

1+𝑄2〈𝑟2〉/6
, (31) 

where 𝜏 is the residence time and 〈𝑟2〉 the mean square jump distance. At low 𝑄 value SS model 

reduces to Fickian model with 𝐷 = 〈𝑟2〉/6τ and jump length 𝑙 = √〈𝑟2〉. Cu diffusivity obtained 

from Fickian model and SS model yield 4.8961 x 10-6 cm2/s and 1.0 x 10-5 cm2/s, respectively. 

Residence time and mean jump length can be extracted by SS model fit, with values of 0.9885 ps 

and 0.9947 Å, resepectively.  

(a) (b) 

  

 

Figure 4.4: Incoherent density correlation for (a) diffusing Cu atoms and (b) vibrating Cu atoms 

for three small Q values. 
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Figure 4.5: HWHM (𝛤) as a function of 𝑄2. Red line is fitted to Fickian model and blue line is 

fitted to Singwi-Sjolander model. 

4.3.3 Cu nuclear density map 

Although the quantitatively incoherent density correlation analysis offered useful 

information including Cu self-diffusivity, physical details such as the distribution and movement 

of Cu atoms remain unknown. Nuclear density map enables the visualization of atom distribution 

by dividing the cell into cubic pixels of roughly 0.1 Å in length, then calculate the probability 

density of each type of atom in each pixel177. Figure 4.6 was generated by VESTA, showing the 

density maps of representative units of diffusing pathways. Isosurface level is determined to be 

0.12 Å-3 for better visualization. From the nuclear density map, various diffusion paths for Cu 

atoms can be identified. For example, a diffusion path between 12d site and 24g site can be 

observed as Figure 4.6(a), the intermediate site could be a 48g site. We also noticed that Cu atom 

can jump from a 12d cage to another 12d cage, without taking a 12e or 24g site as intermediate 
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transition (Figure 4.6(b)). In addition, Cu atom can diffuse between 12e site and 24g site back and 

forth (Figure 4.6(c)). No nuclear density was identified between Cu12d and Cu12e sites, which 

means a direct jump between these two sites is not favorable for Cu atoms in this case. It is 

noticeable that one of the Cu12d sites is never accessed by Cu atom during the whole simulation 

time (40 ps in total). We think that might due to the finite transport ability of Cu at 700 K, or 

limited statistics by using 1x1x1 simulation cell and 40 ps simulation time. Moreover, identified 

diffusion paths with the participation of atoms in Cu12d and Cu24g sites are much more than the 

paths including Cu12e atoms, suggesting that Cu atoms are stable at Cu12e sites, which is 

interesting considering the weak bonding of Cu12e – Sb inside Sb[CuS3]Sb cage, and need to be 

further investigated. 

                                    (a) (b)                                                   (c) 

 

 

Figure 4.6: Nuclear density may of Cu atom showing the diffusion pathway: (a)12d – 24g path; 

(b)12d – 12d path; (c)12e – 24g path. Brown atom is Sb and yellow is S. Isosurface level of 0.12 

Å-3. 
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4.3.4 Energy barriers 

 

 

Figure 4.7: Diffusion paths schematic of (a) 24g – 12d and (b) 24g – 12e extracted from the actual 

MD trajectory and migration energy barriers of (c) 24g – 12d  and (d) 24g – 12e from NEB 

calculations. 

In order to estimate the migration energy barriers of different migration paths, here we 

applied “nudged elastic band” (NEB)178-180 methods as programmed in the VASP package, using 

5 images between each metastable configuration. Two diffusion paths, 24g – 12d and 24g – 12e 
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are selected as examples for comparison. The initial states and final states are chosen among our 

MD trajectory, instead of manually creating vacancies, which leads to better estimation of the real 

case. Zero of energy is chosen as the initial state energy. Figure 4.7 (a) and (b), obtained by 

CrystalMaker181, reveal the schematic of those two diffusion paths, where only part of the crystal 

cell are shown for better visulization. Figure 4.7 (c) displays the migration energy diagram of 24g 

– 12d, with migration energy barrier Em of 1.32 eV, where two intermediate local minimums 

(corresponding to Cu48h sties) can be observed. Whereas, Em of 24g – 12e is estimated to be 1.56 

eV as displayed in Figure 4.7 (d), which is higher than the 24g – 12d case, indicating the 24g – 

12d diffusion pathway is energetically preferable than 24g – 12e. This result is in good agreement 

with the above density map analysis that less diffusion paths involving 12e atoms can be observed. 

4.4 Summary 

In this chapter we discussed the Cu ion transport properties of copper-rich tetrahedrite 

Cu14Sb4S13 with the help of DFT-based MD. Large fluctuation of lattice parameter from NPT 

indicated the structural instability during the simulation. By investigating the shape of incoherent 

density correlation 𝐼𝑖𝑛𝑐,𝛼(𝑄, 𝑡) at 700 K, we can conclude that some Cu atoms remain vibrating 

while the other become mobile by diffusing among different Cu sites. Diffusivity, residence time 

and mean square jump length of mobile Cu atoms can be extract by fitting simulation data to 

Fickian model and SS model. The nuclear density map is also examined to visualize the motion of 

Cu atoms at different sites. Cu12d and Cu24g tend to be more mobile than Cu in 12e sites within 

the simulation. Future study with larger cell and longer simulation time will be needed to confirm 

this. Moreover, several diffusion paths can be identified, including direct jump between two 12d 

sites. “Nudged elastic band” (NEB) calculation is applied to estimate the migration energy barriers 

Em for 24g – 12d and 24g – 12e diffusion paths, with the values of 1.32 eV and 1.56 eV, 
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respectively. Further study of nonstoichiometric tetrahedrite as potential ionic conductor will be 

interesting, including optimization of Cu-rich composition and experimental validation of the 

transport properties such as Cu self-diffusivity, ionic conductivity and activation energy.  
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CHAPTER 5 : Density-functional theory based molecular dynamics simulation of 

tetrahedrite thermoelectrics: effect of cell size and basis sets 

5.1 Introduction 

With the advancement of hardware and software infrastructure, computational modeling 

has become an indispensable tool in materials research, often in parallel with experimental effort.  

Among different modeling methods, density-functional theory (DFT) in the Kohn-Sham 

approach182 has been widely used in the investigation of chemicals, hard materials, and soft matter.  

Although DFT calculations are considered as first-principles methods they are not option free, as 

the size of simulation cell, basis sets for the wavefunction, exchange-correlation (XC) functional, 

etc. must be selected first.  While there are many studies on the effect of XC functionals, e.g. the 

recent study by Tran et al.183, the examination of cell size is rare due to the computational overhead 

associated with the increase of atoms/electrons.  One of the size studies by Spiekermann et al.184 

suggested different trends, e.g. water release for a 192-atom cell and water uptake for a 96-atom 

cell of supercritical H2O-SiO2 fluids, pointing to a finite size effect.  In terms of basis sets, plane 

waves (PW) and atomic orbitals (AO) are two popular choices.  Recently, Miceli et al.185 compared 

the structural, dynamic, and electronic properties of liquid water using both AO and PW basis sets 

and found good agreement on results from two sets.  Ulian et al.186 also compared PW and AO 

basis sets using Mg3Si4O10(OH)2 layer silicate and found both basis sets adequately describe the 

geometry, energy , and infrared spectra. 

Inspired by these studies, in this work we report our investigation of effect of cell size and 

basis set on results from DFT-based first-principles molecular dynamics simulation of a 

thermoelectric material:  Cu10Zn2Sb4S13 tetrahedrite.  Tetrahedrite materials with a general 

composition of Cu12-xMxSb4S13 where M is a metal dopant have emerged recently as promising 
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thermoelectric candidates due to their elemental abundance, environmental friendliness, favorable 

electronic properties, and most importantly low lattice thermal conductivity (< 1 W m-1 K-1 for a 

wide temperature range)164, 187.  While this group of materials has been the subject of several DFT 

calculations34, 42, 164, 188-192, the effect of calculation “parameters” such as cell size and basis set 

remains elusive.  We selected two cell sizes (1x1x1 and 2x2x2) and two basis sets (PW and AO) 

and compared simulation results from three simulations (1x1x1 PW, 1x1x1 AO, and 2x2x2 AO) 

and with experiments. 

5.2 Computational and experimental details 

Vienna Ab initio Simulation Package (VASP)193-196 code employing the Projector 

Augmented-Wave (PAW) method197-198  and Quickstep code199 implemented in cp2k200 are 

employed as DFT packages using PW and AO basis sets, respectively. In VASP, valence electron 

configurations for Cu, Zn, Sb, S atoms are 4s13d10, 4s23d10, 5s25p3, and 3s23p4, respectively.  The 

plane wave energy cutoff was 450 eV.  In Quickstep, the mixed Gaussian and plane wave (GPW) 

method, i.e. Gaussian basis sets for orbitals with auxiliary plane waves for electron density, was 

used.  Valence electron configurations were the same as in VASP but with Godecker–Tetter–

Hutter (GTH) norm-conserving pseudo potentials201-202.  The plane wave cutoff was 1200 Ry and 

the atomic orbital (Gaussian) basis sets were molecular optimized double zeta-valence basis sets 

with a polarization function (DZVP)203.  In both cases, the generalized gradient approximation 

(GGA) with Perdew-Burke-Ernzerhof (PBE) parametrization204,205 was used for the XC functional 

and a single Gamma point was used for the k-mesh. Two sizes of simulation cells, 1x1x1 (58 atoms) 

and 2x2x2 (464 atoms) were used based on the crystal structure of tetrahedrite (I-43m) with Zn 

randomly distributed at Cu12d sites.  We chose 1x1x1 cell to compare AO and PW basis sets and 
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AO basis set to compare 1x1x1 and 2x2x2 cells.  Due to the exorbitant computational cost, we did 

not use the 2x2x2 cell and PW combination. 

For MD simulation, first a constant number of particles, pressure and temperature (NPT) 

ensemble at 300 K and zero pressure was implemented for 3 ps for 1x1x1 cells in order to obtain 

the lattice parameters.  The Langevin thermostat (friction coefficient of 50 and 1 ps-1 for atoms 

and lattice) and Parrinello and Rahman barostat (lattice mass of 10 a.m.u.) was used in VASP, 

while a Nose thermostat (time constant of 0.1 ps) and Martyna-Tuckerman-Tobias-Klein (MTTK) 

barostat206 (time constant of 0.5 ps) was used in Quickstep.  Next a constant number, volume, 

energy (NVE) ensemble was performed for 5 ps for equilibration and 20 ps for production at 300 

K, while in NVE there is no temperature correction was made.  The time step was 1 fs for both 

NPT and NVE runs. 

Synthesis of Cu10Zn2Sb4S13 powder was performed by mechanical alloying as described in 

the literature51.  Cu K-edge X-ray absorption experiments were performed at the 4-3 beamline of 

Stanford Synchrotron Radiation Laboratory.  We used the software SIXPack207 to average raw 

data files out of three absorption scans and employed the software Athena208 to extract the EXAFS 

signal. 

5.3 Results and discussion 

5.3.1 Average structure 

Average structure of Cu10Zn2Sb4S13 after 1x1x1 PW NVE simulation is shown in Figure 

5.1. Two distinct Cu sites can be identified, as Cu12d and Cu12e. Cu12d atom coordinated by four 

S atoms and form a tetrahedron, while Cu12e atom surrounded by three S atoms and form a 

triangular planar coordination. All the Zn dopants located in Cu12d sites. 
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Figure 5.1:  Average structure after 1x1x1 PW NVE simulation showing the crystal structure of 

Cu10Zn2Sb4S13. 

5.3.2 Lattice parameters 

(a) (b) 

  

Figure 5.2:  Lattice parameters (a, b, c) of (a) 1x1x1 PW and (b) 1x1x1 AO cell as a function of 

time in NPT simulation. 
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Lattice parameters (a, b, c) from the NPT ensemble of 1x1x1 PW and 1x1x1 AO 

simulations at 300 K are shown in Figure 3.1.  It can be seen both simulations suggest a cubic 

structure.  The average cubic lattice parameters are 10.4692 ± 0.135 Å and 10.5113 ± 0.073 Å, 

respectively.  They are close to each other within the standard deviation.  They are both higher 

than the literature value of 10.3833 Å209, as the PBE XC functional tends to overestimate lattice 

parameters for various materials183.  We took the lattice parameter of 2x2x2 AO cell as double of 

1x1x1 AO cell. 

5.3.3 Vibrational density of states 

(a) (b) (c) 

   
(d) (e) (f) 

   

Figure 5.3:  Partial and total vibrational density of states (VDOS) of each atom group (a-e: Cu12e, 

Cu12d, Zn12d, Sb, and S; f: total) for three simulations (1x1x1 PW, 1x1x1 AO, and 2x2x2 AO). 

We investigated the effect of cell size and basis set on vibrational density of states (VDOS), 
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which can be extracted from the atomic trajectory as discussed in Section 2.3.3. The partial VDOS 

(a-e) of each atom group, Cu12e, Cu12d, Zn12d, Sb, and S and total VDOS (f) are shown in Figure 

5.3.  The 12e and 12d sites are trigonal planar and tetrahedral positions, respectively.  In Figure 

5.3(a), the vibration of Cu12e shows three peaks (~4.2, 5.9, 7.5 meV) at the low-energy portion 

with the first peak being strongest for 1x1x1 PW simulation, while 1x1x1 AO simulation has three 

peaks (~4.8, 6.1, 7.8 meV) with the second and third peaks almost equal in intensity.  If we 

compare 1x1x1 AO and 2x2x2 AO simulations, we can see the peak at 7.8 meV from the former 

decays into a shoulder in the latter.  The similar observation was made for other atom groups (b-

e) and the total group (f).  We think that different basis sets cause slightly different electronic 

structures and atomic forces, leading to slight variation in vibrational properties.  On the other 

hand, larger cells allow more atoms and vibrational modes to be sampled, which effectively 

broaden the peaks. 

Under the harmonic approximation, the vibrational energy is connected to the total VDOS 

as the following: 

𝑈(𝐸 = ℏ𝜔, 𝑇) =
∫

𝐸

[𝑒𝑥𝑝(𝐸/(𝑘𝐵𝑇))−1]
𝐼𝑣𝑣

𝑡𝑜𝑡𝑎𝑙(𝐸)
∞

0
𝑑𝐸

∫ 𝐼𝑣𝑣
𝑡𝑜𝑡𝑎𝑙(𝐸)

∞

0
𝑑𝐸

, 
(32) 

from which heat capacity can be computed. The constant-volume heat capacity per atom for three 

simulations is shown in Figure 5.4. Heat capacities of three simulations are close to each other at 

all temperatures and approach 3kB at high temperature according to the Dulong-Petit law.  In the 

meantime, experimental data for the same compound measured by Lara-Curzio et al.210 and for a 

similar composition Cu10.5Zn1.5Sb4S13 measured by Lu et al.164 are also included in Figure 5.4.  

Experimental values agree well with computed ones. It is worth noting that we assume the total 

VDOS (obtained from 300 K, i.e. Figure 5.3(f)) stay the same for the entire computed range, 0 – 
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900 K.  

 

Figure 5.4:  Heat capacity per atom for three simulations (1x1x1 PW, 1x1x1 AO, and 2x2x2 AO).  

Experimental data from Lu et al.7 and Lara-Curzio et al.33 are also shown for comparison. 

5.3.4 Phonon dispersion 

In addition to VDOS, we also examined the effect of cell size and basis set on phonon 

dispersion by comparing the Q-resolved coherent velocity correlation.  For the coherent velocity 

𝐽(𝑄, 𝑡) = ∑ 𝑣𝑛(𝑡)𝑁
𝑛=1 , (33) 

where 𝑁 is the total number of atoms, the longitudinal (L) and transverse (T) correlation can be 

calculated as the following: 

𝐶𝐿 (𝑄, 𝑡) =
1

𝑄2
⟨(𝑄 ⋅ 𝐽(𝑄, 0))(𝑄 ⋅ 𝐽(−𝑄, 𝑡))⟩, (34) 

𝐶𝑇 (𝑄, 𝑡) =
1

2𝑄2 ⟨(𝑄 × 𝐽(𝑄, 0)) ⋅ (𝑄 × 𝐽(−𝑄, 𝑡))⟩. (35) 

The allowed 𝑄 vectors are based on the simulation cell as 𝑛1𝑎1
∗ + 𝑛2𝑎2

∗ + 𝑛3𝑎3
∗ where 𝑎∗  are the 
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reciprocal lattice vectors and 𝑛 are integers.  While the larger cell size of 2x2x2 AO simulation 

enables smaller Q value to be studied, we picked two smallest values that are common to all three 

simulations (0.60 and 0.84 Å-1) and plotted the longitudinal and transverse response in Figure 5.5.  

Similar to what we observed for VDOS in Figure 5.3, results from three simulations are 

comparable but not identical.  Examples of notable deviations include the large intensity difference 

of transverse peak at ~2 THz in Figure 5.5(b) and of longitudinal peak at ~40 meV in Figure 5.5(c).   

(a) longitudinal (b) transverse 

  
(c) longitudinal (d) transverse 

  

Figure 5.5:  Longitudinal phonon dispersion for (a) Q=0.60 A-1, (c) Q=0.84 A-1 and transverse 

phonon dispersion for (b) Q=0.60 A-1, (d) Q=0.84 A-1. 

5.3.5 EXAFS spectra 

Extended X-ray Absorption Fine Structure (EXAFS) experiments are often applied to study 

the local structure around an atomic species.  In this work we will also compare Cu edge EXAFS 
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spectra from computation and experiment.  Computationally, the EXAFS spectrum was obtained 

from configuration averaging of atomic trajectory. Briefly, we selected 1 frame for every 10 fs of 

the trajectory to have a total of 2,000 frames.  In each frame, we defined an atomic cluster around 

each Cu atom (20 in total) with a 5 Å radius and employed the software FEFF9211 to calculate the 

EXAFS spectrum.  We averaged over all selected frames and all Cu atoms in each frame and 

plotted the result in Figure 5.6. Similar to the heat capacity plot in Figure 5.4, results from three 

simulations are close to each other. The peak position difference between computation and 

experiment in Figure 5.6 is likely caused by the difference in lattice parameter, i.e. Section 5.3.2, 

as these peak positions are related to specific bond lengths. 

 

Figure 5.6:  k2-weighted Cu EXAFS spectrum obtained by experiment (black circle) and 

simulations (solid lines). 
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to the hydrodynamic limit of atomic dynamics, where useful materials properties could be 

extracted212.  First, we could study sound speeds by examining the longitudinal and transverse 

momentum correlation.  They have the same expression as in Eq. (27) but with the expression as: 

𝐽(𝑄, 𝑡) = ∑ 𝑚𝑛𝑣𝑛(𝑡)𝑁
𝑛=1 . (36) 

Longitudinal and transverse response of coherent momentum correlation with three smallest Q 

values corresponding to the 2x2x2 cell are shown in Figure 5.7.  In the longitudinal case, the 

strongest peak of each curve is moving to higher energy with increasing Q.  We hypothesize that 

this peak corresponds to the longitudinal sound mode and plot its energy as a function of Q in 

Figure 5.7(c).  A linear fit through the origin yields a longitudinal sound speed 𝑣𝑠,𝐿 of 3945 m/s.  

For the transverse response, two peaks can be observed and we ascribe them to transverse sound 

modes in Figure 5.7(b), with the Q dependence of peak position shown in Figure 5.7(c).  It is 

possible that the two smallest Q are in the linear dispersion region but we only used slopes between 

the origin and smallest Q to obtain sound speeds of 1805 and 2186 m/s.  We took the average of 

these two, 1995 m/s, as the transverse sound speed 𝑣𝑠,𝑇.  Sound speeds in cubic crystals are related 

to elastic properties such as shear (G) and bulk (B) modulus as the following: 

𝑣𝑠,𝑇 = √𝐶44/𝜌, 𝑣𝑠,𝐿 = √𝐶11/𝜌, 𝐶44 = 𝐺, 𝐶11 = 𝐵 + 4𝐺/3, (37) 

where 𝜌 is the mass density, 𝐶11 and 𝐶44 the elastic constants.  The density from our 2x2x2 AO 

simulation is 4.77 g/cm3, while literature values range from 4.67 to 5.05 g/cm3 due to sample 

variation168.  Our calculated shear and bulk modulus are 19.0 GPa and 48.9 GPa, respectively, 

which are similar to experimental values of 19.1 – 23.0 GPa and 46.3 – 56.3 GPa168. 
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(a) (b) (c) 

   

Figure 5.7:  Longitudinal (a) and transverse (b) response of the momentum correlation.  (c) 

Dispersion of longitudinal (L) and transverse (T) sound modes. Peak energy for each Q value (red 

dots: longitudinal; blue dots: transverse) and their linear regression have been shown. 

Second, this larger cell also enables the identification of acoustic modes in phonon 

dispersion. Similar to Figure 5.5, longitudinal and transverse response of coherent velocity 

correlation with three smallest Q values corresponding to the 2x2x2 cell are shown in Figure 5.8.  

It is immediately recognizable that coherent momentum (Figure 5.7) and coherent velocity (Figure 

5.8) responses are similar at these Q values.  This is not surprising as it is expected that mass 

variation from different species in a multicomponent material will only have small influence at the 

hydrodynamic limit, i.e. the material behaving as a single component material with effective mass.  

The closeness of elastic properties between experiment and computation leads us to assign the 

strongest peak in Figure 5.8(a) as the longitudinal acoustic (LA) mode.  In addition, positions of 

two shoulder peaks ahead of the LA peak, ~ 4 and 6 meV, do not vary significantly with Q so we 

described them as quasi-localized (QL) modes with optic character.  Such pre-LA peaks show up 

as Boson peaks in VDOS (e.g. Figure 5.3(f)) and a comparison to Figure 5.8(b) indicates that they 

are coupled to transverse acoustic modes, which is consistent with the investigation by Shintani 

and Tanaka213 in revealing a universal link between boson peak and transverse phonons in glass.  
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In the context of thermal properties, we believe these quasi-localized modes scatter heat-carrying 

acoustic modes by reducing their lifetime (peak broadening in Figure 5.8) instead of reducing their 

speeds, leading to a small thermal diffusivity and lattice thermal conductivity. 

(a) (b) 

  

Figure 5.8:  Longitudinal (a) and transverse (b) response of the coherent velocity correlation.  

Longitudinal acoustic (LA) and quasi-localized (QL) modes are marked in a.  The dotted lines 

have the same energy between a and b. 

If we compare Figure 5.55.5, Figure 5.7, and Figure 5.8, we can appreciate the advantage 

of employing a larger simulation cell, i.e. allowing smaller Q value to be accessed, where it 

becomes easier to identify the acoustic/sound modes.  For example, the linear dispersion in Figure 

5.7 could not to be observed in 1x1x1 cells. 

5.4 Summary 

In this work we investigated the effect of simulation cell size and basis sets on the DFT-

based molecular dynamics simulation results, using tetrahedrite Cu10Zn2Sb4S13 thermoelectric as 

a model material.  Three simulations, 1x1x1 cell with plane wave (PW) basis, 1x1x1 cell with 
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atomic orbital (AO) basis, and 2x2x2 cell with AO basis, were performed at 300 K.  While 

variations can be observed for different cell sizes and basis sets, results of various structural and 

dynamic properties, such as lattice parameters, partial and total vibrational density of states, 

phonon dispersion, heat capacity, and EXAFS spectra are close to each other for three simulations.  

The larger 2x2x2 cell allows smaller Q to be accessed (closer to the hydrodynamic limit), where 

longitudinal and transverse sound/acoustic modes with linear dispersion can be identified.  The 

bulk and shear modulus from extracted sound speeds agree with the experiment.  In addition, two 

low-energy quasi-localized vibrational modes were detected.  We believe that they scatter heat-

carrying acoustic modes by reducing their lifetime instead of reducing their speeds, leading to a 

small thermal diffusivity and lattice thermal conductivity. 

 

This work was published on Computational Materials Science 144 (2018): 315-321. 

https://doi.org/10.1016/j.commatsci.2017.12.047 
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CHAPTER 6 : Structure and ionic conduction study on Li3PO4 and LiPON with density 

functional tight binding (DFTB) method  

6.1 Introduction 

Despite that no conclusive explanation has been made, N in the LiPON is commonly 

ascribed as the key to the high ionic conductivity and outstanding electrochemical stability. 

Researches have shown that the conductivity of LiPON films increased as the N content increased, 

from 7 x 10-8 S/cm without any N content to 3.3 x 10-6 S/cm with 6% of N content91, 140. However, 

how the N atoms coordinated with P atoms remains uncertain214-217. By analyzing N1s X-ray 

photoelectron spectroscopy (XPS) data on LiPON films, Bates et al. indicated that N bridged 

among P atoms with double (Nd) or triple (Nt) coordination, and these crosslinked structure might 

cause the increase in Li+ mobility by providing interconnected pathways78, 140.  However, another 

argument was made by Wang et al. that most N would form PO3N with apical N (Na) and the rest 

would be Nd
218. Recent computational study supported the argument that only Na and Nd 

configurations existed, while the ratio between this two was dependent on the Li content, with 

optimal composition Li2.94PO3.50N0.31 in terms of ionic conductivity219-220. Investigating the both 

structures of the precursor Li3PO4 and LiPON is the key to improve the battery performance and 

help illuminating the direction of future battery design.   

Density functional theory221 (DFT) based molecular dynamics (MD) simulations are 

commonly used in accessing the structural, electronic and transport properties of materials. A lot 

of researches on LiPON electrolyte have been done by DFT to simulate the crystalline (c-) 

/amorphous (a-) structures219-220, 222, energy calculations223 and the interfacial reaction between 

LiPON and electrodes224-225. To study the transport properties, such as diffusion and ionic 

conduction, a large cell and a longtime scale simulation (more samplings) are preferable to obtain 
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reliable results. Previous study in Chapter 5 also showed the advantages of having a larger 

simulation cell size. Although DFT is known as accurate, it is limited by system size and simulation 

time. Thus, a suitable method which can balance the accuracy and efficiency is necessary. For 

example, here we employ a self-charge consistent density functional tight-binding (SCC-DFTB)113 

approach to study the structural and transport properties of Li3PO4 and LiPON. 

6.2 Computational details 

Details of DFTB theories and equations derivation can be found in the introduction chapter, 

as well as at various publications113, 117, 226 and will not be included here. All SCC-DFTB 

simulations were carried out by DFTB+ code proposed by Aradi et al227. DFTB parameters for the 

Li-P-O-N chemical space were obtained using the recently developed TANGO (tight-binding 

approximation-enhanced global optimization)228 method that allows fast and reliable 

parameterization by performing a small amount of DFT calculations.  

6.2.1 Generation of c-Li3PO4 and c-LiPON models 

Here we used γ-Li3PO4 containing 128 atoms as initial c-Li3PO4 structure. To build a c-

LiPON cell, we replaced two O atoms by N atoms and removed two Li and two O atoms to balance 

the charge, so that the stoichiometry would be Li2.875PO3.75N0.125. Constant number of particles, 

pressure and temperature (NPT) ensemble was adopted to these two initial cells at 300, 800, 1000, 

1400 and 1500 K for 20 ps. Constant number, volume, and temperature (NVT) ensemble was 

implemented at 1400 K and 1500 K for 400 ps.  

6.2.2 Generation of a-Li3PO4 and a-LiPON models 

In order to obtain amorphous phases, we performed a heat-and-quench method as shown 

in Figure 6.1. Initial structure guess was built by inserting 96 and 92 atoms in a cubic box by 

random packing, with stoichiometry Li3PO4 and Li2.83PO3.67N0.17, respectively, and ~40% density 
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of the experimental reference for c-LiPON79, using the software Aten229. Then we annealed the 

cell at 1000 K for Li3PO4 and 1400 K for LiPON, and quenched the structures at 300 K for 

equilibration, to obtain the amorphous phases. All the heating and cooling steps were allow to 

equilibrate for 20 ps. NVT simulations were applied to a-Li3PO4 and a-LiPON afterward for at 

least 200 ps, followed by equilibrated NPT at the certain temperature. Berendsen thermostat was 

used for NPT runs and Nose-Hoover thermostat was employed for NVT simulations. Time step 

was chosen to be 1 fs for both NPT and NVT ensembles. 

 

Figure 6.1: Flowchart of generation of amorphous a-Li3PO4 and a-LiPON. 
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6.3 Results and discussion 

6.3.1 Lattice parameters 

Table 6.1: Calculated lattice parameters (a, b, c) of c-Li3PO4 and c-LiPON at 300 K comparing to 

experiments.  

  a(Å) b(Å) c(Å) 

c-Li3PO4 (exp)79 10.4612 6.1113 4.9208 

c-Li3PO4 (cal) 10.3267 6.0247 4.8499 

Error (%) -1.29 -1.14 -1.44 

c-LiPON (exp)79 10.4690 6.1153 4.9195 

c-LiPON (cal) 10.3487 6.0376 4.8602 

Error (%) -1.15 -1.27 -1.21 

 

We examined the lattice parameters obtained from NPT simulations at 300 K for c-Li3PO4 

and c-LiPON to validate our computational results (shown in Table 6.1). Overall speaking the 

lattice parameters are in good agreement to experiments with about 1.1-1.5% underestimation. 

Volumes are also calculated for all four structures at different temperatures. Since we had different 

cell sizes for crystalline and amorphous phases, for the sake of easy comparison, total volumes 

were normalized by dividing by 16 for crystalline phases and by 12 for amorphous phases. Linear 

relationship can be observed for crystalline phase, while the amorphous phase had general 

increasing trend upon heating but kinks can be identified, e.g., amorphous Li3PO4 at 800 K. Given 

that there were less atoms in amorphous LiPON cell than amorphous Li3PO4, the former had 

smaller volume than the other. 

6.3.2 Exploration of LiPON structure 

As mentioned above, there is a controversy occurred in the field that whether the Nt exist 

in LiPON. Spectroscopic works showed the evident that bridging N were presented in LiPON but 

it was difficult to distinguish whether they are Nd or Nt, or both. Here this computational work 
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enabled us to get atomic insight of LiPON structure. Figure 6.2 showed an example of a-LiPON 

structure after NVT run at 1200 K, with Na and Nd bonding environment highlighted. At all other 

temperatures we simulated, Na and Nd coexisted in a-LiPON structure, and no Nt was observed. 

It’s worth noting that, for c-LiPON, two Nd existed at 1500 K and two Na at 1400 K, which means 

the generation of Nd need relatively large external energy. 

 

Figure 6.2:  Schematic of a-LiPON structure at 1200 K from NVT run.  

To understand the role of N in a-LiPON structure, we also examined the bond distance 

(BD) and bond order (BO) of P-N and P-O. Several representative snapshots of trajectory from 

1400 K NVT simulation of a-LiPON had been investigated. The Density Derived Electrostatic and 

Chemical (DDEC) scheme151 calculation was applied here to calculate the BO of P-N and P-O. In 

Figure 6.3 we plotted BO as a function of BD of these pairs. BO of P-Na were larger than P-Nd 

and P-O when the BD were the same, meaning that P-Na bonds were stronger than other two pairs. 

The longest BD of P-Na was 1.91 Å with BO = 1.09, while the shortest BD of this pair was 1.43 
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Å with BO = 2.17, which indicated that P-Na pair is dynamically changing between single bond 

and double bond. Same scenario can be observed for P-Nd pair and P-O pair, but it is notable that 

the BD of P-Nd can vary from 2.15 Å (BO = 0.53) to 1.46 Å (BO = 1.76). When Nd was close to 

one P with BO close to 2, it was far from the P on the other side with BO close 1, indicating that 

two PO3 radicals were linked by Nd in the form of P=Nd-P, which was consistent with the 

hypothesis previously proposed by Wang et al79, although they claimed that only a small 

concentration of this kind of units would contain in LiPON. This argument could be settled by 

increasing the population of N in future works.  
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Figure 6.3:  Bond order as a function of bond distance of P-N, P-O and Li-X pairs. 

Similar analysis had been done for Li-X (X=Na, Nd and O) pairs and was shown in Figure 

6.3. Although Li atoms were likely to form weak ionic bond to other elements, here BO of Li-Na 

were generally stronger than Li-O and Li-Nd, suggesting that Li were less mobile when bonded to 

Na. In addition, we investigated the local environment of Li atoms in a-LiPON with the help of 
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electron localization function230 (ELF) calculation. ELF maps of Li-X units with same BD of 2.12 

Å were displayed in Figure 6.4 for comparison. Mushroom shapes electron sharing between Li-X 

were clear indicator of the existence of lone pair, while the electron shape was smaller and more 

localized in Li-O than Li-Na and Li-Nd. Less electron sharing of P-O than P-Na and P-Nd can also 

be observed here. To further investigate the Li-X interactions, we selected 2000 snapshots from 

200 ps trajectory at 1400 K and calculated the Li coordination environment around these X atoms 

within cutoff distance of 2.3 Å, which was plotted in Figure 6.5. In the case of Na, more than half 

of the data located with 3 Li coordination, while 32.55% with 4 Li coordination and 10.20% with 

two Li around. In contrast, the Li coordination around Nd and O were more distributed, indicating 

that Li atoms were more mobile when bonded to Nd and O. 

 

Figure 6.4:  ELF maps of (a) Li-Na, (b) Li-Nd and (c) Li-O units (isosurface level of 0.82). 
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Figure 6.5:  Statistical results of Li coordination number around Na, Nd and O. 

6.3.3 Self-diffusivity of different atomic groups 

0 2 4 6 8 10 12 14 16
0.0

0.2

0.4

0.6

0.8

1.0

1.2

Fickian


 (

p
s

-1
)

Q2(Å-2)

Singwi-Sjolander

 

Figure 6.6:  An example of Γ as a function of Q2 in Li diffusing at 1200 K for a-LiPON. 

Determination of Li self-diffusivity is critical for understanding mechanism of the ionic 
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transport in Li-ion batteries231-233. Here we investigated the self-diffusivity of different atomic 

group by the incoherent density correlation I(Q,t), as discussed in Section 3.3.2. We implemented 

this same method to all the atomic groups in Li3PO4 and LiPON to examine the self-diffusivity 

and the diffusion mechanism. 
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Figure 6.7:  𝐼(𝑄, 𝑡) of P and O for c-Li3PO4 and c-LiPON at 1400 K and 1500 K. 

Figure 6.6 is an example of Γ as a function of Q2. Both Fickian model and SS model will 

be applied to extract the diffusivity D, residence time 𝜏 and mean square jump distance 〈𝑟2〉. The 

dynamics of atomic species P, O and N will be investigated first. A rapid decrease following by a 
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stable non-zero plateau indicated the vibration motion instead of diffusing. The 𝐼(𝑄, 𝑡) of P and O 

with smallest Q value in c-Li3PO4 and c-LiPON showed typical examples of vibrating and 

diffusing types, where we noticed that P and O were diffusing in the c-LiPON structure but 

remained vibrating in c-Li3PO4, as shown in Figure 6.7. This implied that the addition of N atoms 

in c-LiPON helped the diffusion of P and O in the crystalline phase. The 𝐼(𝑄, 𝑡) of N in c-LiPON 

was not included here but it showed typical diffusion mode as well. 

Self-diffusivity of P, O and N were shown in Figure 6.8. Activation energy (Ea) was 

obtained by fitting the data to the Arrhenius law. Although the self-diffusivity of P, O and N can 

be calculated, the actual motion of these atoms could be correlated movement of a whole molecule 

(e.g. PO4), instead of individual jump. In c-LiPON, although P and N were diffusing according to 

their 𝐼(𝑄, 𝑡), their self-diffusivities were too low to get trustable estimation, and thus not included 

in the figure. It was notable that P and O were less mobile with higher activation energy in a-

LiPON than in a-Li3PO4, especially P, which can be ascribed to the existence of Nd that bridged 

two P atoms together. The strong connection between Nd and P due to their covalent bond, and 

thus a possible increase of network-strain energy234, remarkably reduced the mobility of P, as well 

as the O, which was bonded to P. In addition, in a-LiPON, P stopped diffusing below 1200 K, O 

and N stopped diffusing below 1000 K, suggesting the advantage of a-LiPON being a single ion 

(Li-only) conductor at low temperatures. 
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Figure 6.8: Self-diffusivity of P/O/N atomic groups from Li3PO4 and LiPON as a function of 

temperature. 

Li self-diffusivity from different structures had been summarized in Figure 6.9, together 

with computational results from other work and experimental values. Our calculated Li self-

diffusivity of a-Li3PO4 was in good agreement with Kuwata’s experimental data measured by 

secondary ion mass spectroscopy235, with similar Ea of 0.52 eV vs. 0.57 eV. Li self-diffusivity of 

a-Li3PO4 obtained from Li et al. using neutral network (NN) potentials236 was roughly one order 

of magnitude lower while the Ea of 0.55 eV was close to ours. We also performed a DFT calculation 

using same a-LoPON structure at 1400 K employing Vienna Ab initio Simulation Package 

(VASP)193-196 code for validation. DFT result showed slightly higher Li self-diffusivity (1.24 x 10-

4 cm2/s) than DFTB result (5.59 x 10-5 cm2/s) at 1400 K. In addition, a-LiPON was observed to 

have slightly lower Li self-diffusivity than a-Li3PO4. This is consistent with what we stated above, 

that the existence of Na in a-LiPON suppressed the Li diffusion due to stronger Li-Na bonds. c-

LiPON had almost one order of magnitude higher Li self-diffusivity than c-Li3PO4 (4.05 x 10-6 

cm2/s vs. 6.24 x 10-7 cm2/s at 1400 K), while both had large Ea (~2.70 eV). We also tried to extract 

Li diffusivity of crystalline phases below 1400 K and it turned out that Li barely moved. 
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The residence time and jump length of Li diffusion obtained from SS model fits were 

shown in Figure 6.10. Rapid increase of residence time can be observed for all structures and 

activation energy can be obtained by an Arrhenius fit. Activation energies extracted from residence 

time were comparable to the ones obtained from Li self-diffusivity. The jump lengths generally 

decreased with increasing temperature, except the outlier for c-LiPON at 1500 K. 
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Figure 6.9: Li self-diffusivity of various structures as a function of temperature comparing to 

experimental results. 
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Figure 6.10:  Residence time (a) and jump length (b) of Li diffusion. 
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6.3.4 Ionic conductivity 

Ionic conductivity is known to be one of the most important properties for solid-state 

electrolyte materials. Here we extracted the ionic conductivity of Li3PO4 and LiPON by coherent 

charge current density correlation function237-238, which includes the longitudinal and transverse 

components. The longitudinal component can be expressed as: 

𝐶𝐿,𝑐(𝑄, 𝑡) =
𝑒2

𝑉𝑘𝐵𝑇

1

𝑄2
〈(𝑄 ∙ 𝐽(𝑄, 0))(𝑄 ∙ 𝐽(−𝑄, 𝑡))〉, (38) 

while the transverse component as: 

𝐶𝑇,𝑐(𝑄, 𝑡) =
𝑒2

𝑉𝑘𝐵𝑇

1

𝑄2
〈(𝑄 × 𝐽(𝑄, 0))(𝑄 × 𝐽(−𝑄, 𝑡))〉, (39) 

where 𝑒  is the electron charge, 𝑉  the volume of the cell, 𝑘𝐵  the Boltzmann constant, 𝑇  the 

temperature. 𝐽(𝑄, 𝑡) is the collective charge current, which can be written as: 

𝐽(𝑄, 𝑡) = ∑ 𝑞𝑛𝑣𝑛𝑒−𝑖𝑄∙𝑟𝑛(𝑡)𝑁
𝑛=1 , (40) 

where 𝑞𝑛 and 𝑣𝑛 is the charge and velocity of nth atom, respectively. The Fourier Transform (FT) 

then applied to the longitudinal and transverse component as: 

𝑆𝐿,𝑇(𝑄, 𝜔) = ∫ 𝐶𝐿,𝑇(𝑄, 𝑡)𝑒𝑖𝜔𝑡𝑑𝑡
∞

0
, (41) 

where 𝜔  is the frequency. The ionic conductivity 𝜎  is extracted from the FT of transverse 

component as: 

𝜎 = lim
𝜔→0

𝑆𝑇(𝑄, 𝜔). (42) 

Figure 6.11 reveals an example of the transverse component of coherent charge current 

density correlation function (a) 𝐶𝑇,𝑐(𝑄, 𝑡) and the corresponding FT form (b) 𝑆𝑇(𝑄, 𝜔) with three 

smallest Q values for a-LiPON at 1400 K. Unlike 𝑆𝐿(𝑄, 𝜔), which shows as a peak with zero 

intercept at zero frequency, 𝑆𝑇(𝑄, 𝜔)  has a non-zero intercept, meaning the ionic conductor 
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behavior of a-LiPON. In the real case, we cannot access the zero frequency due to the limited cell 

size by applying Equation (42). Thus, we averaged the six outputs of smallest Q value from the 

smallest 𝜔 as the ionic conductivity. 
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Figure 6.11: (a) Time and (b) frequency domain for the transverse component of coherent charge 

current density function for three smallest Q at 1400 K for a-LiPON. 

Simulated results were summarized in Figure 6.12, including several experimental data for 

comparison. The ionic conductivity of a-Li3PO4 was comparable to the experimental results from 

Kuwata et al235 and Yu et al91, except that the Ea of 0.27 eV was slightly lower. Dyre et al.239 

proposed a shoving model for ‘flowing solids’ to explain the temperature dependence of activation 

energy, stating that the activation energy increased as temperature decreased, which might be 

accommodated in this case and need further demonstration. Although Yu’s experimental data 

showed that a-LiPON had one order magnitude higher ionic conductivity than a-Li3PO4 at lower 

temperature range, at higher temperatures (700 K to 1400 K), ionic conductivity of a-LiPON and 

a-Li3PO4 were close according to our DFTB calculation results. This can be ascribed to the highly 

disorder of both structures, or the lack of charge carriers (Li+), since a-LiPON had lower Li 
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concentration than a-Li3PO4. The excess Li concentration was proven to be effective by previous 

measurements and reached a maximum conductivity at 2.94 Li:P ratio91, 140, 217, 220, 240. Ionic 

conductivity of a-LiPON at 1400 K from DFT and DFTB showed good consistency, further 

validating the reliability of our DFTB calculation. Experimental data from a similar composition 

Li2.88PO3.73N0.14 conducted by Wang et al.79 were plotted here for comparison. c-LiPON revealed 

higher ionic conductivity and higher activation energy than c-Li3PO4, which was consistent with 

previous discussion in Figure 6.7, that only Li was diffusing in c-Li3PO4 while all atomic groups 

were mobile in c-LiPON.  
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Figure 6.12: Calculated ionic conductivity of various structures as a function of temperature 

comparing to experimental data. 

6.4 Summary 

DFTB is proven to be a powerful tool to deal with large-scale MD simulation. In this work 

we firstly applied DFTB with new parameters for Li-P-O-N interactions to generate crystalline 

and amorphous LiPON structure and investigate the structural and dynamical properties of Li3PO4 

and LiPON. Both Na and Nd can be observed in a-LiPON, but only in c-LiPON at higher 
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temperature, whereas no evidence of Nt existed. The bond order calculation indicated that Nd 

incorporated with P in the form of P=Nd-P, and Li interacted with Na more strongly than O or Nd. 

In addition, self-diffusivity and ionic conductivity calculated by DFTB had been investigated here. 

The addition of N atoms increased the mobility of P and O in crystalline phase. Li self-diffusivity 

of a-Li3PO4 was in good agreement with experimental data, but less than one magnitude higher 

than results from other computational work. Jump length and residence time of Li diffusion from 

all four structures have been investigated. From our calculation, a-Li3PO4 shared similar ionic 

conductivity with a-LiPON at the high temperature range, which is likely due to the highly 

disordered structures for both. Further works need to be accomplished to verify some hypothesis 

raised by this work such as adjusting the N doping population and Li concentration in LiPON. The 

capability of DFTB demonstrated in this work also enable the feasibility of more complicated 

computational works, e.g., LiPON/Li metal interface study. 
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CHAPTER 7 : Preliminary study on LiPON/Li interphase 

7.1 Introduction 

The nobility of LiPON electrolyte comes from its electrochemical stability contacting with 

Li metal, however, the origin remains inconclusive. Schwobel et al.241 proposed the reaction at 

LiPON/Li interface with decomposition of LiPON and formation of Li2O, Li3N and Li3P, by X-

ray photoemission spectroscopy (XPS). Another research by Zhu et al.242 indicated that the 

stability between electrolytes (LiPON and Li3PS4) and Li metal is due to the above side reaction 

products. DFTB is proven to be powerful dealing with larger unit cell, as well as modeling and 

predicting structural and dynamical properties of LiPON in the previous chapter. Here in this 

chapter we will present some preliminary study on LiPON/Li interphase using DFTB method, in 

order to monitor the reaction between LiPON/Li. 

7.2 Computational details 

Amorphous LiPON with composition Li2.83PO3.67N0.17 obtained from Chapter 6 is applied 

as the bulk LiPON phase. Surface energies 𝜎 of a, b and c direction of the a-LiPON with vacuum 

are calculated using the following equation by DFT: 

𝜎 =
1

2
(𝐸𝑠𝑢𝑟𝑓 − 𝑁𝑎𝑡𝑜𝑚𝑠 × 𝐸𝑏𝑢𝑙𝑘), (43) 

where 𝐸𝑠𝑢𝑟𝑓 is the total energy of the simulation box with the surface, 𝑁𝑎𝑡𝑜𝑚𝑠 the number of atoms 

and 𝐸𝑏𝑢𝑙𝑘 the energy per atom of bulk structure. Surface energies 𝜎 of a, b and c direction are 

obtained as 39.41 eV, 49.49 eV and 22.52 eV, respectively, indicating that c direction has the 

lowest surface energy and thus be chosen as the contact surface with metallic Li. 3x3x8 metallic 

Li slab is selected contacting with the LiPON phase. In order to accommodate the lattice 

parameters of 10.47 Å (a and b direction) of metallic Li slab, a stretched 1x1x4 LiPON cell (10.47 



95 

 

Å on a, b direction and keep c direction unstretched) with vacuum on c direction is equilibrated at 

450 K for 20 ps using NVT ensemble. The initial simulation supercell is composed by the 

equilibrated LiPON cell and a 3x3x8 metallic Li (100) slab with 511 atoms in total, as shown in 

Figure 7.1. Metallic Li atoms are manually colored as dark green in order to distinguish against 

the Li atoms from LiPON, while color coding for other atoms are the same as Figure 6.1. 2 Å 

vacuum layer is added between LiPON and metallic Li on both sides. It is notable that a Li vacancy 

is created on purpose to mimic the realistic case. DFTB parameters for the Li-P-O-N chemical 

space were obtained using TANGO method. Then NVT ensemble is implemented to LiPON/Li 

supercell for 80 ps at 450 K to model the reaction and dynamics using cp2k243. Nose-Hoover 

thermostat is employed. 

 

Figure 7.1: Initial supercell of LiPON/Li interface. 

7.3 Results and discussion 

7.3.1 Average structure 

Average structure of the LiPON/Li supercell over 10 to 80 ps during the NVT run is shown 

in Figure 7.2 in order to evaluate the metallic Li layers. Additional simulation on metallic Li 

suggests that Li is bcc structure at 450 K under our computational setup. From Figure 7.2, it is 
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notable that 3 layers of disordered metallic Li exist due to the reaction with LiPON on both sides, 

while the middle layers are maintained as bcc structure. 

 

Figure 7.2: Average structure over 10 to 80 ps during the NVT run. 

7.3.2 Reaction at the interface 

Figure 7.3 depicts the MD simulation snapshots at 10 ps, 20 ps and 80 ps. No enormous 

change occurs during these periods, suggesting the reaction is accomplished with 10 ps, as well as 

the stability of the interface. It can be noted that the metallic Li atoms, which are close to interface, 

are attracted by the surface O atoms. No decomposition of LiPON, or formation of Li2O, Li3N and 

Li3P can be observed. In addition, no Li ions exchange between these two phases can be identified 

during our simulation time. Sicolo et al.224 proposed that rupture of P-N and P-O bonds occurred 

when using the model of amorphous Li5P4O8N3/Li metal, while in our case we cannot observe the 

rupture. 
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Figure 7.3: Snapshots of LiPON/Li interphase at (a) 10 ps, (b) 20 ps and (c) 80 ps. 

7.3.3 Li charge distribution 

In order to investigate the charge states of Li atoms in the model, we apply DDEC charge 

analysis151 along the c axis, as shown in Figure 7.4. Since there is not much structural change 

during 10 to 80 ps from above, the snapshot structure at 20 ps is selected for the change analysis 

and the following DOS calculation. The charge of Li atoms shows around 0.8 in the LiPON bulk 

phase and 0 in the metallic layer, which is consistent with our previous observation that the middle 

of metallic Li maintains its origin. While at the interface from 29 Å to 35 Å, the interface effect 

on the Li charge distribution can be identified, where Li charge differ from -0.17 to 0.8, depending 

on the local environment and the distance from interface. At the interface region, the Li atoms 
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closer to interface show higher charges. The charge distribution suggests that interface effect is 

confined into a 6 Å region between two phases. P (~1.3), O (~ -0.9), Na (~ -1.55) and Nd (~ -1.1) 

atoms do not show charge difference between the bulk and interface region. 

 

Figure 7.4: Variation of Li charge from DDEC charge calculation along the c axis. 
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7.3.4 Projected density of states 

 
  

Figure 7.5: (a) A snapshot from MD at 20 ps with 3 selected layers (thickness of 6 Å) and two 

chosen Li atoms from metallic Li phase. (b) Projected density of states at selected layers and atoms. 

Fermi energy level is located at zero energy. 

The density of states projected at different layers and selected Li atoms and atoms are 

shown in Figure 7.5(b) by DFT. Li #1 and Li #2 are two metallic Li atoms with different distances 

from interface. Interface layer is chosen based on the previous charge analysis with thickness of 6 

Å, and layer 1 and layer 2 are two electrolyte layers with the same thickness, as shown in Figure 
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7.5(a). The Fermi level is located at zero energy. The metallic origin of Li #1 and Li #2 can be 

clearly identified regarding the states at Fermi energy level. It is notable that the projected DOS of 

interface also has states at the Fermi level, suggesting its metallic character. The metallic behavior 

of interface is likely due to the states induced by metallic Li. The electronic states at Fermi energy 

level reduce significantly beyond the interface in layer 1 and layer 2, however, small amounts of 

states can be recorded, which is likely due to the limitation of this method as we take the whole 

supercell as unit cell and thus a uniform Fermi energy is obtained for the whole cell.  
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CHAPTER 8 : Future work and conclusions 

8.1 Future work 

8.1.1 Further investigation on thermoelectric material tetrahedrite 

In this dissertation, we investigated thermoelectric material tetrahedrites on various aspects 

including their structures, low-temperature thermoelectric properties, origin of low lattice thermal 

conductivity and Cu movement in Cu-rich tetrahedrite. However, there are still a lot that remains 

unknown for the tetrahedrite family which require further investigation. For instance, there are 

various possible dopants for Cu and Sb sites that have not been explored for tetrahedrite. Moreover, 

the origin of metal to semiconductor (MST), accompanied with thermoelectric properties change, 

remains inconclusive. In addition, our study revealed the Cu movement in Cu-rich tetrahedrite, 

suggesting its potential as an ionic conductor, however, the optimized composition and 

temperature is not well-understood yet. These future investigations might improve the 

performance of tetrahedrite and provide insight of materials design. 

8.1.2 Understanding the origin of LiPON/Li interphase 

Although the previous chapter provides some insights on the reaction of LiPON/LI 

interphase, the origin of good electrochemical stability between the electrolyte-electrode remains 

unknown. Detailed analysis on the structural and dynamic properties on the interface, such as Li 

ion migration and charge transfer across the interface, can help us understand the interface better. 

In addition, optimization of N composition is critical to the performance of LiPON electrolyte. 

Experimental techniques such as surface morphology characterization, impedance spectroscopy 

are also helpful to extend our understandings and provide validation of our computational methods. 

Further study is needed on the reaction at the interface to provide research direction of improving 

battery applications. 
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8.1.3 Exploration in cathode materials 

In addition to electrolyte materials we discussed above, the selection and regulation of 

cathode materials are critical to the performance of Li-ion battery, especially in the application of 

electrical vehicles (EV). The number of EV has continued to increase rapidly around the world, 

which is estimated to be more than 125 million by the year of 2030244. Figure 1.7 shows some of 

the promising candidates for cathode materials. Among them, LiFePO4 (LFP), Li(Ni1-x-

yMnxCoy)O2 (NMC), and Li(Ni1-x-yCoxAly)O2 (NCA) are demonstrated to be outstanding and 

currently in commercial use. LFP (~170 Ah kg-1, ~3.45 V vs. Li/Li+) has good electrochemical 

performance with low resistance, high current rating and long cycle life, while phosphate structure 

provides stability against overcharging and heat, leads to a wide operating temperature range 

between -30 ℃ to 60 ℃245. NMC (150-180 Ah kg-1 depending on composition) is another 

successful option due to its good performance by combing Ni and Mn, where Ni contributes to 

high specific energy and Mn offers the low internal resistance structure. Optimization of the 

percentages of Ni, Mn and Co are attracting a lot of interests. NCA (~200 Ah kg-1, ~3.8 V vs. 

Li/Li+) shares some similarities as NMC, but offers even higher specific energy, power densities 

and long life span245, however, safety concern exists. Improvement and regulation of current 

cathode materials, and exploration of new materials with advanced methods, are critical to further 

development of Li-ion batteries and EV industry.  

8.2 Conclusions 

In this thesis, structure and properties of two energy materials: tetrahedrite Cu12S13Sb4 and 

LiPON have been investigated by experimental and computational techniques, such as DFT and 

DFTB, together with MD simulations. These advanced modeling techniques and analysis methods 

employed in this thesis, are proven to be capable to explore the mechanism and predict materials 
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properties, which can be introduced to other material systems and provides insight on design of 

future energy materials. 

Low-temperature properties of Cu12Sb4S13 attract many research interests due to the abrupt 

change of structural, electrical and thermoelectric properties at a specific metal-semiconductor 

transition (MST) temperature at around 85 K. In order to investigate the structural properties of 

Cu12Sb4S13, we use DFT-based molecular dynamics simulation along with neutron diffraction 

measurement. Cu12Sb4S13 maintains as cubic structure according to our computational and 

experimental results. However, negative thermal expansion below 50 K can be identified due to 

the interaction between Cu12e and coordinated Sb atom. Low energy phonon vibrational mode 

can be observed. Thermoelectric properties such as electrical resistivity, Seebeck coefficient and 

electronic thermal conductivity are also examined below and above MST temperature comparing 

to experimental data. 

To understand the atomic dynamics of tetrahedrite, DFT-based first-principle molecular 

dynamics simulation is applied to investigate the Ni and Zn co-doped tetrahedrite 

Cu10.5NiZn0.5Sb4S13. The agreement between computed vibrational density of states and 

experimental inelastic neutron diffraction data at 300 K validate our simulation work. Anomalous 

phonon softening upon cooling can be explained by anharmonic rattling of Cu between two Sb 

atoms inside the Sb[CuS3]Cu atomic cage. The dynamic structure factors in the longitudinal and 

transverse direction obtained from coherent dynamics analysis suggest that the acoustic modes are 

confined in a small region of the scattering space, leading to the small thermal conductivity. 

Cu-rich tetrahedrite with composition Cu14Sb4S13 is investigated in this thesis as well, 

focusing on the Cu transport properties. Structural instability can be speculated from the large 

fluctuation of lattice parameters during NPT run. Incoherent density correlation 𝐼𝑖𝑛𝑐,𝛼(𝑄, 𝑡) at 700 
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K indicates that part of Cu atoms in the structure keep vibrating, while the others are diffusing 

between different Cu sites. Transport properties of mobile Cu, such as self-diffusivity, residence 

time and mean square jump length can be extracted by applying Fickian model and SS model fit. 

Additionally, to visualize the actual motions of Cu atoms, nuclear density map is employed, which 

allows us to identify the Cu diffusion pathways. Migration energy barriers Em of different pathways 

can be estimated by “nudged elastic band” (NEB) calculation. Em for 24g – 12d and 24g – 12e 

diffusion paths are 1.32 eV and 1.56 eV, respectively, suggesting that when Cu atom locates at 

24g site, it is more energetic favorable to jump to a 12d site than to a 12e site. 

Effect of simulation cell size and basis sets on the DFT-based molecular dynamics 

simulation is examined using tetrahedrite Cu10Zn2Sb4S13 thermoelectric as a model material.  

Three simulations, 1x1x1 cell with plane wave (PW) basis, 1x1x1 cell with atomic orbital (AO) 

basis, and 2x2x2 cell with AO basis, are performed at 300 K to investigate the effect. Various 

structural and dynamic properties are extracted from three simulations, such as lattice parameters, 

partial and total vibrational density of states, phonon dispersion, heat capacity, and EXAFS spectra. 

Comparison of these properties shows good agreement among these three simulations. We also 

investigate the 2x2x2 cell, which allows us to access the smaller Q range, where longitudinal and 

transverse sound/acoustic modes with linear dispersion can be identified. Sound velocities, bulk 

modulus and shear modulus can be extracted, showing good agreement with experimental data. 

Two low-energy quasi-localized vibrational modes can be observed from the coherent velocity 

correlation, which could scatter heat-carrying acoustic modes by reducing their lifetime instead of 

reducing their speeds, leading to a small thermal diffusivity. 

With respect to LiPON electrolyte, we implemented advance DFTB method to investigate 

the structural and ionic conduction of Li3PO4 and LiPON. New parameters for Li-P-O-N 



105 

 

interactions are applied to generate crystalline (c-) and amorphous (a-) Li3PO4 and LiPON. Both 

apical N (Na) and doubly-bridge N (Nd) can be observed in a-LiPON, but only in c-LiPON at 

higher temperature, whereas no evidence of triply-bridge N (Nt) exists. Bond order calculation 

suggests that Nd incorporated with P in the form of P=Nd-P, and Li atoms have larger bond order 

with Na than with O or Nd. Moreover, we examined the self-diffusivity of different atomic groups. 

With the addition of N, P and O atoms become more mobile in c-LiPON. The Li self-diffusivity 

of a-Li3PO4 reveals good agreement with experimental data. Jump length and residence time of Li 

diffusion from all four structures have been investigated as well. From the ionic conductivity 

calculation, we show that c-LiPON has one order magnitude higher ionic conductivity than c-

Li3PO4, while a-Li3PO4 shared similar ionic conductivity with a-LiPON, which we ascribe to the 

highly disorder of both amorphous phases. This work provides insights of the amorphous structure 

of a-LiPON and the effect of N doping. 

In order to understand the origin of electrochemical stability between LiPON electrolyte 

and Li metal, we implement DFTB method to generate a LiPON/Li interface supercell and perform 

MD simulation on the supercell. From our simulation, only 3 layers of metallic Li involve the 

reaction with LiPON. Beyond the 3 surface layers, the middle of metallic Li atoms maintain as bcc 

structure based on our average structure analysis. It’s notable that 3 layers of disordered metallic 

Li are involving the reaction with LiPON on both sides, while the middle layers are maintained as 

bcc structure. The reaction at the interface occur within 10 ps, and no decomposition of LiPON, 

or formation of Li2O, Li3N and Li3P can be observed. Li charge distribution is investigated, 

showing the thickness of interface is about 6 Å. The charges of P, O and N do not reveal difference 

between bulk and interface. Projected density of states of different layers and Li atoms are also 
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included. Metallic behavior of the interface can be identified by the numbers of electronic states 

at Fermi energy level.  
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