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ABSTRACT

LEARNING 3D MODEL FROM 2D IN-THE-WILD IMAGES

By

Luan Quoc Tran

Understanding 3D world is one of computer vision’s fundamental problems. While a human

has no difficulty understanding the 3D structure of an object upon seeing its 2D image, such a

3D inferring task remains extremely challenging for computer vision systems. To better handle the

ambiguity in this inverse problem, one must rely on additional prior assumptions such as constrain-

ing faces to lie in a restricted subspace from a 3D model. Conventional 3D models are learned from

a set of 3D scans or computer-aided design (CAD) models, and represented by two sets of PCA

basis functions. Due to the type and amount of training data, as well as, the linear bases, the repre-

sentation power of these model can be limited. To address these problems, this thesis proposes an

innovative framework to learn a nonlinear 3D model from a large collection of in-the-wild images,

without collecting 3D scans. Specifically, given an input image (of a face or an object), a network

encoder estimates the projection, lighting, shape and albedo parameters. Two decoders serve as

the nonlinear model to map from the shape and albedo parameters to the 3D shape and albedo,

respectively. With the projection parameter, lighting, 3D shape, and albedo, a novel analytically-

differentiable rendering layer is designed to reconstruct the original input. The entire network

is end-to-end trainable with only weak supervision. We demonstrate the superior representation

power of our models on different domains (face, generic objects), and their contribution to many

other applications on facial analysis and monocular 3D object reconstruction.
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iii



ACKNOWLEDGMENTS

Foremost, I would like to express my sincere gratitude to my advisor Prof. Xiaoming Liu for

the continuous support of my Ph.D study. His desire to see me succeed has pushed me to obtain

far more than I could imagine alone. The late nights spent writing papers together, attention to

the smallest details, and desire the push the bounds of knowledge have inspired my dedication to

excellence. I am deeply indebted for his refinement of my writing and presentation skills.

I would also like to thank the remainder of my committee members, Dr. Arun Ross, Dr. Jiayu

Zhou and Dr. Daniel Morris for their valuable insights and contributions along the way.

I am grateful to my Computer Vision Lab members, both present and past, Dr. Joseph Roth,

Dr. Xi Yin, Dr. Amin Jourabloo, Dr. Morteza Safdarnejad, Dr. Yousef Atoum, Yaojie Liu, Garrick

Brazil, Adam Terwilliger, Joel Stehouwer, Bangjie Yin, Hieu Nguyen, Shengjie Zhu and Masa Hu

for the excellent working atmosphere. The willingness to answer any questions and late nights

working together causes all of our work to flourish. I will also never forget the memories we have

together, from boardgame nights to travel trips, that made my PhD a very pleasant journey.

A word of appreciation to Brenda Hodge, Katherine Trinklein, Steven Smith and Amy King

for their administrative assistance.

Finally, I would like to thank my family - my parents and my sister - who have provided me

through moral and emotional support in my life. The largest thanks for my beautiful wife My Nhat.

iv



TABLE OF CONTENTS

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Chapter 1 Introduction and Contributions . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

Chapter 2 Background and Related Work . . . . . . . . . . . . . . . . . . . . . . . 5
2.1 3D Morphable Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Improving Linear 3DMM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 2D Face Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 3D Face Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.5 3D Object Modeling and Reconstruction . . . . . . . . . . . . . . . . . . . . . . . 9

Chapter 3 Learning 3D Face Morphable Model from In-the-wild Images . . . . . . 11
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 The Proposed Nonlinear 3DMM . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.2.1 Nonlinear 3DMM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2.1.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2.1.2 Albedo & Shape Representation . . . . . . . . . . . . . . . . . . 15
3.2.1.3 In-Network Physically-Based Face Rendering . . . . . . . . . . 18
3.2.1.4 Occlusion-aware Rendering . . . . . . . . . . . . . . . . . . . . 20
3.2.1.5 Model Learning . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.1 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.3.1.1 Effect of Regularization . . . . . . . . . . . . . . . . . . . . . . 26
3.3.1.2 Modeling Lighting and Shape Representation . . . . . . . . . . 27
3.3.1.3 Comparison to Autoencoders . . . . . . . . . . . . . . . . . . . 28

3.3.2 Expressiveness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.3 Representation Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3.4.1 Face Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3.4.2 3D Face Reconstruction . . . . . . . . . . . . . . . . . . . . . . 36

3.3.5 Runtime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Chapter 4 Towards High-fidelity Nonlinear 3D Face Morphoable Model . . . . . . 43
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2.1 Nonlinear 3DMM with Proxy and Residual . . . . . . . . . . . . . . . . . 45

v



4.2.2 Global Local Based Network Architecture . . . . . . . . . . . . . . . . . . 47
4.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.3.1 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3.2 Representation Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3.3 Identity-Preserving . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3.4 3D Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.5 Face editing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Chapter 5 Intrinsic 3D Decomposition, Segmentation, and Modeling Generic Ob-
jects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.1.1 3D Shape and Albedo Representation . . . . . . . . . . . . . . . . . . . . 66
5.1.2 Physis-Based Rendering . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.1.3 Model Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.1.3.1 Unsupervised Joint Modeling and Fitting . . . . . . . . . . . . . 71
5.1.3.2 Supervised Prior Learning with Synthetic Image . . . . . . . . . 73

5.1.4 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.1.4.1 Model training . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.1.5 Network Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.2.1 Experiment Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.2.2 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.2.3 Unsupervised Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2.4 3D Image Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.2.5 Single-view 3D Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . 84

5.2.5.1 Reconstruction on synthetic images . . . . . . . . . . . . . . . . 84
5.2.5.2 Reconstruction on real images . . . . . . . . . . . . . . . . . . . 86

5.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

Chapter 6 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . . . 91

APPENDIX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

vi



LIST OF TABLES

Table 3.1: The architectures of E, DA and DS networks. . . . . . . . . . . . . . . . . . . . . . 17

Table 3.2: Face alignment performance on ALFW2000. . . . . . . . . . . . . . . . . . . . . . 28

Table 3.3: Quantitative comparison of texture representation power (Average reconstruction error
on non-occluded face portion.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

Table 3.4: 3D scan reconstruction comparison (NME). . . . . . . . . . . . . . . . . . . . . . . 33

Table 3.5: Running time of various 3D face reconstruction methods. . . . . . . . . . . . . . . . 41

Table 4.1: Quantitative comparison of texture representation power (Average reconstruction error
on non-occluded face portion.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Table 5.1: Colored voxel encoder network structure. . . . . . . . . . . . . . . . . . . . . . . . 76

Table 5.2: Image encoder network structure (slightly modified from ResNet-18). . . . . . . . . . 78

Table 5.3: Effect of loss terms on pose and reconstruction estimation. . . . . . . . . . . . . . . 80

Table 5.4: Segmentation and shape representation comparisons (IoU/CD) on ShapeNet part [181].
IoU is utilized to measure for segmentation against ground-truth parts. CD is used for
shape representation evaluation. Chair* is training on chair+table joint set. . . . . . . 81

Table 5.5: Quantitative comparison of single-view 3D reconstruction on synthetic images
of ShapeNet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

Table 5.6: Real image 3D reconstruction on PASCAL 3D+ with CD. . . . . . . . . . . . . . . 88

Table 5.7: Real image 3D reconstruction on Pix3D+ with CD. . . . . . . . . . . . . . . . . . . 88

Table A1: DR-GAN and its partial variants performance comparison. . . . . . . . . . . . . . . 112

Table A2: Comparison of single vs. multi-image DR-GAN on CFP. . . . . . . . . . . . . . . . 114

Table A3: Performance of IJB-A when removing images by threshold ωt . “Selected" shows the
percentage of retained images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

Table A4: Fusion schemes comparisons on IJB-A dataset. . . . . . . . . . . . . . . . . . . . 118

Table A5: Loss function comparisons. All use “mean min" fusion. . . . . . . . . . . . . . . . . 119

vii



Table A6: Performance comparison on IJB-A dataset. . . . . . . . . . . . . . . . . . . . . . . 119

Table A7: Performance (Accuracy) comparison on CFP. . . . . . . . . . . . . . . . . . . . . . 120

Table A8: Identification rate (%) comparison on Multi-PIE dataset. . . . . . . . . . . . . . . . 120

Table A9: Representation f (x) vs. synthetic image x̂ on IJB-A. . . . . . . . . . . . . . . . . . 121

viii



LIST OF FIGURES

Figure 2.1: The visual abstract of the seminal work by Blanz and Vetter [13]. It proposes a statis-
tical model for faces to perform 3D reconstruction from 2D images and a parametric
face space which enables controlled manipulation . . . . . . . . . . . . . . . . . . 6

Figure 3.1: Conventional 3DMM employs linear bases models for shape/albedo, which are trained
with 3D face scans and associated controlled 2D images. We propose a nonlinear
3DMM to model shape/albedo via deep neural networks (DNNs). It can be trained
from in-the-wild face images without 3D scans, and also better reconstruct the original
images due to the inherent nonlinearity. . . . . . . . . . . . . . . . . . . . . . . . 12

Figure 3.2: Jointly learning a nonlinear 3DMM and its fitting algorithm from unconstrained 2D
in-the-wild face image collection, in a weakly supervised fashion. LS is a visualization
of shading on a sphere with lighting parameters L. . . . . . . . . . . . . . . . . . 14

Figure 3.3: Three albedo representations. (a) Albedo value per vertex, (b) Albedo as a 2D frontal
face, (c) UV space 2D unwarped albedo. . . . . . . . . . . . . . . . . . . . . . . 15

Figure 3.4: UV space shape representation. From left to right: individual channels for x, y and z
spatial dimension and final combined shape image. . . . . . . . . . . . . . . . . . 17

Figure 3.5: Forward and backward pass of the rendering layer. . . . . . . . . . . . . . . . . . . 18

Figure 3.6: Rendering with segmentation masks. Left to right: segmentation results, naive ren-
dering, occulusion-aware rendering. . . . . . . . . . . . . . . . . . . . . . . . . . 21

Figure 3.7: Effect of albedo regularizations: albedo symmetry (sym) and albedo constancy (const).
When there is no regularization being used, shading is mostly baked into the albedo.
Using the symmetry property helps to resolve the global lighting. Using constancy
constraint futher removes shading from the albedo, which results in a better 3D shape. 26

Figure 3.8: Effect of shape smoothness regularization. . . . . . . . . . . . . . . . . . . . . . 27

Figure 3.9: Comparison to convolutional autoencoders (AE). Our approach produces results of
higher quality. Also it provides access to the 3D facial shape, albedo, lighting, and
projection matrix. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

Figure 3.10: Each column shows shape changes when varying one element of fS, by 10 times stan-
dard deviations, in opposite directions. Ordered by the magnitude of shape changes. . 30

Figure 3.11: Each column shows albedo changes when varying one element of fA in opposite di-
rections. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

ix



Figure 3.12: Nonlinear 3DMM generates shape and albedo embedded with different attributes. . . 31

Figure 3.13: Texture representation power comparison. Our nonlinear model can better reconstruct
the facial texture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

Figure 3.14: Shape representation power comparison (lS = 160). The error map show the normal-
ized per-vertex error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Figure 3.15: 3DMM fits to faces with diverse skin color, pose, expression, lighting, facial hair, and
faithfully recovers these cues. Left half shows results from AFLW2000 dataset, right
half shows results from CelebA. . . . . . . . . . . . . . . . . . . . . . . . . . . 34

Figure 3.16: Our face alignment results. Invisible landmarks are marked as red. We can well handle
extreme pose, lighting and expression. . . . . . . . . . . . . . . . . . . . . . . . 35

Figure 3.17: Face alignment Cumulative Errors Distribution (CED) curves on AFLW2000-3D on
2D (left) and 3D landmarks (right). NMEs are shown in legend boxes. . . . . . . . . 36

Figure 3.18: 3D reconstruction results comparison to Tewari et al. [153]. Their reconstructed
shapes suffer from the surface shrinkage when dealing with challenging texture or
shape outside the linear model subspace. They can’t handle large pose variation well
either. Meanwhile, our nonlinear model is more robust to these variations. . . . . . . 37

Figure 3.19: 3D reconstruction results comparison to Tewari et al. [152]. Our model better re-
construct the input image in both texture (facial hair direction on the first image) and
shape (nasolabial folds in the second image). . . . . . . . . . . . . . . . . . . . . 37

Figure 3.20: 3D reconstruction results comparison to Sela et al. [129]. Besides showing the shape,
we also show their estimated depth and correspondence map. Facial hair or occlusion
can cause serious problems in their output maps. . . . . . . . . . . . . . . . . . . . 38

Figure 3.21: 3D reconstruction results comparison to VRN by Jackson et al. [63] on CelebA
dataset. Volumetric shape representation results in non-smooth 3D shape and loses
correspondence between reconstructed shapes. . . . . . . . . . . . . . . . . . . . 39

Figure 3.22: 3D reconstruction quantitative evaluation on FaceWarehouse. We obtain a lower error
compared to PRN [46] and 3DDFA+ [195]. . . . . . . . . . . . . . . . . . . . . 39

Figure 3.23: 3D face reconstruction results on the Florence dataset [9]. The NME of each method
is showed in the legend . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Figure 4.1: The proposed framework. Each shape or albedo decoder consist of two branches to
reconstruct the true element and its proxy. Proxies free shape and albedo from strong
regularizations, allow them to learn models with high level of details. . . . . . . . . 45

x



Figure 4.2: The proposed global local based network architecture. . . . . . . . . . . . . . . . 48

Figure 4.3: Reconstruction results with different loss functions. . . . . . . . . . . . . . . . . . 49

Figure 4.4: Image reconstruction with our 3DMM model using the proxy and the true shape and
albedo. Our shape and albedo can faithfully recover details of the face. Note: for the
shape, we show the shading in UV space – a better visuallization than the raw SUV. . . 50

Figure 4.5: Affect of soft symmetry loss on our shape model. . . . . . . . . . . . . . . . . . . 51

Figure 4.6: Texture representation power comparison. Our nonlinear model can better reconstruct
the facial texture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Figure 4.7: Shape representation power comparison. Given a 3D shape, we optimize the feature
fS to approximate the original one. . . . . . . . . . . . . . . . . . . . . . . . . . 53

Figure 4.8: The distance between the input images and their reconstruction from three models.
For better visualization, images are sorted based on their distance to our model’s re-
constructions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Figure 4.9: 3DMM fits to faces with diverse skin color, pose, expression, lighting, and faithfully
recovers these cues. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Figure 4.10: 3D reconstruction comparison to Tewari et al. [153]. . . . . . . . . . . . . . . . . . 56

Figure 4.11: 3D reconstruction comparisons to nonlinear 3DMM approaches by Tewari et al. [152]
or Tran and Liu [161]. Our model can reconstruct face images with higher level of
details. Please zoom-in for more details. Best view electronically. . . . . . . . . . . 56

Figure 4.12: 3D reconstruction comparisons to Sela et al. [139] or Tran et al. [159], which go
beyond latent space representations. . . . . . . . . . . . . . . . . . . . . . . . . 57

Figure 4.13: Lighting transfer results. We transfer the lighting of source images (first row) to target
images (first column). We have similar performance compare to the state-of-the-art
method of Shu et al. [143] despite being orders of magnitude faster (150 ms vs. 3
min per image). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Figure 4.14: Growing mustache editing results. The first collumn shows original images, the
following collumns show edited images with increasing magnitudes. Comparing to
Shu et al. [144] results (last row), our edited images are more realistic and identity
preserved. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

Figure 4.15: Adding stickers to faces. The sticker is naturally added into faces following the surface
normal or lighting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

xi



Figure 5.1: This work decomposes a 2D image of genetic objects into albedo, 3D shape, illumi-
nation, and camera projection. . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Figure 5.2: Shape and albedo decoder networks. Shape decoder DS takes a shape latent represen-
tation fS and a spatial point x=(x,y,z) and produces the implicit field for each branch.
The final output layer groups the branch outputs, via max pooling, to form the spa-
tial probability of occupancy. Albedo decoder DA receives both latent representations
fS, fA and estimates the albedo colors of 4 branches, one of which is selected by the
shape branch/segmentation and returned as the final albedo color of x. . . . . . . . . 67

Figure 5.3: Ray tracing for surface points detection. In Linear search, candidates (red points) are
uniformly distributed in the grid. In Linear-Binary search, after the first point inside
the object found, Binary search will be used between the last outside point and current
inside point for all remaining iterations. . . . . . . . . . . . . . . . . . . . . . . 69

Figure 5.4: Color voxelization of ShapeNet models. Original 3D mesh (left) and 643 colored
voxel (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

Figure 5.5: The shape decoder network is composed of 3 fully connected layers, denotes as “FC”.
The shape latent vector (128-dim) is concatenated, denoted “+”, with the xyz query,
making a 131-dim vector, and is provided as input to the first layer. The Leaky ReLU
activation is applied to the fist 2 FC layers while the final value is obtained with
Sigmoid activation denoted as “Sig.”. . . . . . . . . . . . . . . . . . . . . . . . . 76

Figure 5.6: The albedo decoder network is also composed of 3 fully connected layers. Specifi-
cally, it takes the point coordinate (x,y,z), along with shape and albedo feature vectors,
and outputs the RGB color value. ’TH’ denotes Tanh activation. . . . . . . . . . . . 77

Figure 5.7: One example of boundary points selection for local feature extraction. . . . . . . . . 77

Figure 5.8: Local feature distance under noise of different standard deviations. . . . . . . . . . . 78

Figure 5.9: 3D reconstruction using models learned with (third row) and without real image (sec-
ond row). Higher quality reconstruction is observed in the bottom. . . . . . . . . . 79

Figure 5.10: Unsupervised segmentation results on ShapeNet Part dataset. We render the original
meshes with different colors representing different parts. . . . . . . . . . . . . . . . 82

Figure 5.11: Visualization of albedo branch outputs for our 5 categories. We render the albedo with
reconstructed mesh. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Figure 5.12: 3D image decomposition on real-world images. Our work decomposes a 2D image of
generic objects into albedo, completed 3D shape and illumination. . . . . . . . . . . 85

xii



Figure 5.13: Qualitative comparison for single-view 3D reconstruction on ShapeNet, Pascal
3D+, and Pix3D datasets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

Figure 5.14: Qualitative comparison for single-view 3D reconstruction on real images from
Pascal 3D+ (left) and Pix3D (right). . . . . . . . . . . . . . . . . . . . . . . . 87

Figure 5.15: Additional 3D reconstruction results on Pascal3D+ [177] dataset. . . . . . . . . . . 89

Figure 5.16: Additional 3D reconstruction results on Pix3D [147]. For each input image, we show
reconstructions by ShapeHD [174], and ground truth. Our reconstructions resemble
the ground truth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

Figure A1: Given one or multiple in-the-wild face images as the input, DR-GAN can produce a
unified identity representation, by virtually rotating the face to arbitrary poses. The
learnt representation is both discriminative and generative, i.e., the representation is
able to demonstrate superior PIFR performance, and synthesize identity-preserved
faces at target poses specified by the pose code. . . . . . . . . . . . . . . . . . . . 95

Figure A2: Comparison of previous GAN architectures and our proposed DR-GAN. . . . . . . . 102

Figure A3: Generator in mlti-image DR-GAN. From an image set of a subject, we can fuse the
features to a single representation via dynamically learnt coefficients and synthesize
images in any pose. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

Figure A4: The mean faces of 13 pose groups in CASIA-Webface. The blurriness shows
the challenges of pose estimation for large poses. . . . . . . . . . . . . . . . . 111

Figure A5: Generated faces of DR-GAN and its partial variants. . . . . . . . . . . . . . . 112

Figure A6: Responses of two filters: filter with the highest responses to identity (left), and pose
(right). Responses of each row are of the same subject, and each column are of the
same pose. Note the within-row similarity on the left and within-column similarity on
the right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

Figure A7: Coefficient distributions on IJB-A (a) and CFP (b). For IJB-A, we visualize images
at four regions of the distribution. For CFP, we plot the distributions for frontal faces
(blue) and profile faces (red) separately and show images at the heads and tails of each
distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Figure A8: The correlation between the estimated coefficients and the classification prob-
abilities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

xiii



Figure A9: Face rotation comparison on Multi-PIE. Given the input (in illumination 07 and 75◦

pose), we show synthetic images of L2 loss (top), adversarial loss (middle), and
ground truth (bottom). Column 2-5 show the ability of DR-GAN in simultaneous
face rotation and re-lighting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Figure A10: Interpolation of f (x), c, and z. (a) Synthetic images by interpolating between the
identity representations of two faces (Column 1 and 12). Note the smooth transition
between different genders and facial attributes. (b) Pose angles 0◦, 15◦, 30◦, 45◦, 60◦,
75◦, 90◦ are available in the training set. DR-GAN interpolates in-between unseen
poses via continuous pose codes, shown above Row 3. (c) For each image at Column
1, DR-GAN synthesizes two images at z = −1 (Column 2) and z = 1 (Column 12),
and in-between images by interpolating along two z. . . . . . . . . . . . . . . . . 122

Figure A11: Face rotation on CFP: (a) input, (b) frontalized faces, (c) real frontal faces, (d)
rotated faces at 15◦, 30◦, 45◦ poses. We expect the frontalized faces to pre-
serve the identity, rather than all facial attributes. This is very challenging for
face rotation due to the in-the-wild variations and extreme profile views. The
artifact in the image boundary is due to image extrapolation in pre-processing.
When the inputs are frontal faces with variations in roll, expression, or occlu-
sions, the synthetic faces can remove these variations. . . . . . . . . . . . . . 123

Figure A12: Face frontalization on IJB-A. For each of four subjects, we show 11 input images with
estimated coefficients overlaid at the top left corner (first row) and their frontalized
counter part (second row). The last column is the groundtruth frontal and synthetic
frontal from the fused representation of all 11 images. Note the challenges of large
poses, occlusion, and low resolution, and our opportunistic frontalization. . . . . . . 124

Figure A13: Face frontalization on IJB-A for an image set (first subject) and a video sequence (sec-
ond subject). For each subject, we show 11 input images (first row), their respective
frontalized faces (second row) and the frontalized faces using incrementally fused rep-
resentations from all previous inputs up to this image (third row). In the last column,
we show the groundtruth frontal face. . . . . . . . . . . . . . . . . . . . . . . . . 125

xiv



Chapter 1

Introduction and Contributions

Understanding 3D structure is a long-standing problem with much interest in computer vision. A

human has no difficulty understanding the 3D structure of an object upon seeing its 2D image. Even

without geometric cues (motion or stereopsis), our visual system can still infer detailed surfaces

or plausibly hidden parts. Meanwhile, such a 3D inferring task remains extremely challenging for

computer vision systems.

One object in particular, the face, is highly studied, since obtaining a user-specific 3D face

surface model is useful for many applications including but not limited to face recognition [6, 102,

185], video editing [47, 155], avatar puppeteering [20, 23, 189] or virtual make-up [48, 83].

Inferring a 3D face mesh from a single photograph is arduous and ill-posed since the image

formation process blends multiple components (shape, albedo) as well as environment (lighting)

into a single color for each pixel. To better handle the ambiguity, one must rely on additional prior

assumptions, such as constraining 3D objects to lie in a restricted subspace, e.g., 3D Morphable

Models (3DMM) [13] learned from a small 3D scans collection.

Traditionally, 3DMM is learnt through supervision by performing dimension reduction, typi-

cally Principal Component Analysis (PCA), on a training set of co-captured 3D face scans and 2D

images. To model highly variable 3D face shapes, a large amount of high-quality 3D face scans is

required. However, this requirement is expensive to fulfill as acquiring face scans is very laborious,

in both data capturing and post-processing stage. The first 3DMM [13] was built from scans of
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200 subjects with a similar ethnicity/age group. They were also captured in well-controlled condi-

tions, with only neutral expressions. Hence, it is fragile to large variances in the face identity. The

widely used Basel Face Model (BFM) [121] is also built with only 200 subjects in neutral expres-

sions. Lack of expression can be compensated using expression bases from FaceWarehouse [24]

or BD-3FE [183], which are learned from the offsets to the neutral pose. After more than a decade,

almost all existing models use no more than 300 training scans. Such small training sets are far

from adequate to describe the full variability of human faces [19]. Until recently, with a significant

effort as well as a novel automated and robust model construction pipeline, Booth et al. [19] build

the first large-scale 3DMM from scans of ∼10,000 subjects, which is still restricted to the public.

Second, the texture model of 3DMM is normally built with a small number of 2D face im-

ages co-captured with 3D scans, under well-controlled conditions. Despite there is a considerable

improvement of 3D acquisition devices in the last few years, these devices still cannot operate in

arbitrary in-the-wild conditions. Therefore, all the current 3D facial datasets have been captured

in the laboratory environment. Hence, such models are only learnt to represent the facial texture

in similar, rather than in-the-wild, conditions. This substantially limits application scenarios of

3DMM.

Finally, the representation power of 3DMM is limited by not only the size or type of train-

ing data but also its formulation. The facial variations are nonlinear in nature. E.g., the varia-

tions in different facial expressions or poses are nonlinear, which violates the linear assumption

of PCA-based models. Thus, a PCA model is unable to interpret facial variations sufficiently

well. This is especially true for facial texture. For all current 3DMM models, their low-dimension

albedo subspace faces the same problem of lacking facial hair, e.g., beards. To reduce the fitting

error, it compensates unexplainable texture by alternating surface normal, or shrinking the face

shape [198]. Either way, linear 3DMM-based applications often degrade their performances when
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handling out-of-subspace variations.

Given the barrier of 3DMM in its data, supervision and linear bases, this thesis aims to revolu-

tionize the paradigm of learning 3DMM by answering a fundamental question:

Whether and how can we learn a nonlinear 3D Morphable Model of face shape and
albedo from a set of in-the-wild 2D face images, without collecting 3D face scans?

If the answer were yes, this would be in sharp contrast to the conventional 3DMM approach,

and remedy all aforementioned limitations. Fortunately, we have developed approaches to offer

positive answers to this question. With the recent development of deep neural networks, we view

that it is the right time to undertake this new paradigm of 3DMM learning. Therefore, the core

of this thesis is regarding how to learn this new 3DMM, what is the representation power of the

model, and what is the benefit of the model to facial analysis.

1.1 Thesis Contributions

In this thesis, we propose a novel paradigm to learn a nonlinear 3DMM model from a large in-the-

wild 2D face image collection, without acquiring 3D face scans, by leveraging the power of deep

neural networks captures variations and structures in complex face data. The framework is also

further extended to generic objects, with substantially larger shape deformation, thanks to a novel

representation. In summary, this dissertation makes the following contributions:

� To overcome the shortage of annotated 3D data, we develop a framework to jointly learn the

3D model and the model fitting algorithm via weak supervision, by leveraging a large collection

of 2D images without 3D scans. Two modules are optimized end-to-end with the objective to

reconstruct the input image. This objective allows us to use any photographs for model training
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without any 3D labels.

� Different from previous methods that focus on modeling only 3D shape, the proposed non-

linear 3DMM fully models shape, albedo and lighting, which enables us to train the model in weak

supervision fashion.

� By using neural networks to represent all model components, our model can better model

nonlinear shape/albedo variations. Hence our model has greater representation power than its

traditional linear counterpart.

� In realization that the strong regularization and global-based modeling are the roadblocks

to achieve high-fidelity 3DMM model, we propose to relax regularization by using proxies and

propose a global-local network architecture.

� To extend the learning framework to generic objects which usually has large shape deforma-

tion as well as inconsistent shape topology, we propose a novel representation, colored occupancy

field, in which each 3D spatial point is classified as inside/outside the 3D shape as well as assigned

with an albedo color.

1.2 Thesis Organization

The rest of this dissertation is organized as follows. Chapter 2 gives more background introduc-

tion and reviews related work on 3D reconstruction. Chapter 3 develops the learning framework

on nonlinear 3DMM. Chapter 4 improves the model in both learning objective and architecture.

Chapter 5 presents the extension of the framework to generic objects with a novel representation,

colored occupancy field. Chapter 6 concludes this dissertation.
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Chapter 2

Background and Related Work

Now that a basic understanding of the problem is known, I will present some background informa-

tion and related work necessary for fully understanding this thesis.

2.1 3D Morphable Model

The 3D Morphable Model (3DMM) [13] and its 2D counterpart, Active Appearance Model [37,

94, 91], provide parametric models for synthesizing faces, where faces are modeled using two

components: shape and albedo (skin reflectant).

Blanz and Vetter [13] propose the first generic 3D face model learned from scan data. They

define a linear subspace to represent shape and albedo using principal component analysis (PCA)

and show how to fit the model to data. The 3D face space can represented with PCA as:

S = S̄+Gα, (2.1)

where S ∈ R3Q is a 3D face mesh with Q vertices, S̄ ∈ R3Q is the mean shape, α ∈ RlS is the

shape parameter corresponding to a 3D shape bases G. The shape bases can be further split into

G = [Gid,Gexp], where Gid is trained from 3D scans with neutral expression, and Gexp is from the

offsets between expression and neutral scans.

The albedo of the face A ∈ R3Q is defined within the mean shape S̄, which describes the R,
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Figure 2.1: The visual abstract of the seminal work by Blanz and Vetter [13]. It proposes a statistical
model for faces to perform 3D reconstruction from 2D images and a parametric face space which enables
controlled manipulation

G, B colors of Q corresponding vertices. A is also formulated as a linear combination of basis

functions:

A = Ā+Rβ , (2.2)

where Ā is the mean albedo, R is the albedo bases, and β ∈ RlT is the albedo parameter.

The 3DMM can be used to synthesize novel views of the face. Firstly, a 3D face is projected

onto the image plane with the weak perspective projection model:

V = R∗S, (2.3)

g(S,m) = V2D = f ∗Pr∗V+ t2d = M(m)∗

S

1

 , (2.4)

where g(S,m) is the projection function leading to the 2D positions V2D of 3D rotated vertices V,

f is the scale factor, Pr=

1 0 0

0 1 0

 is the orthographic projection matrix, R is the rotation matrix

constructed from three rotation angles (pitch, yaw, roll), and t2d is the translation vector. While the

project matrix M is of the size of 2×4, it has six degrees of freedom, which is parameterized by a
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6-dim vector m. Then, the 2D image is rendered using texture and an illumination model such as

Phong reflection model [122] or Spherical Harmonics [125].

Since Blanz and Vetter’s seminal work [13], there has been a large amount of effort on im-

proving 3DMM modeling mechanism. In [13], the dense correspondence between facial mesh

is solved with a regularised form of optical flow. However, this technique is only effective in a

constrained setting, where subjects share similar ethnicities and ages. To overcome this challenge,

Patel and Smith [120] employ a Thin Plate Splines (TPS) warp [16] to register the meshes into

a common reference frame. Alternatively, Paysan et al. [121] use a Nonrigid Iterative Closest

Point [7] to directly align 3D scans. In a different direction, Amberg et al. [6] extended Blanz

and Vetter’s PCA-based model to emotive facial shapes by adopting an additional PCA modeling

of the residuals from the neutral pose. This results in a single linear model of both identity and

expression variation of 3D facial shape. Vlasic et al. [166] use a multilinear model to represent

the combined effect of identity and expression variation on the facial shape. Later, Bolkart and

Wuhrer [15] show how such a multilinear model can be estimated directly from the 3D scans using

a joint optimization over the model parameters and groupwise registration of 3D scans

2.2 Improving Linear 3DMM

With PCA bases, the statistical distribution underlying 3DMM is Gaussian. Koppen et al. [77]

argue that single-mode Gaussian can’t well represent real-world distribution. They introduce the

Gaussian Mixture 3DMM that models the global population as a mixture of Gaussian subpopula-

tions, each with its own mean, but shared covariance. Booth et al. [17, 18] aim to improve texture

of 3DMM to go beyond controlled settings by learning “in-the-wild” feature-based texture model.

On another direction, Tran et al. [158] learn to regress robust and discriminative 3DMM represen-
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tation, by leveraging multiple images from the same subject. However, all works are still based on

statistical PCA bases. Duong et al. [112] address the problem of linearity in face modeling by us-

ing Deep Boltzmann Machines. However, they only work with 2D face and sparse landmarks; and

hence cannot handle faces with large-pose variations or occlusion well. Concurrent to our work,

Tewari et al. [152] learn a (potentially non-linear) corrective model on top of a linear model. The

final model is a summation of the base linear model and the learned corrective model, which con-

trasts to our unified model. Furthermore, our model has an advantage of using 2D representation

of both shape and albedo, which maintains spatial relations between vertices and leverages CNN

power for image synthesis. Finally, thanks for our novel rendering layer, we are able to employ

perceptual, adversarial loss to improve the reconstruction quality.

2.3 2D Face Alignment

2D Face Alignment [172, 90] can be cast as a regression problem where 2D landmark locations are

regressed directly [42]. For large-pose or occluded faces, strong priors of 3D model face shape have

been shown to be beneficial [67]. Hence, there is increasing attention in conducting face alignment

by fitting a 3D face model to a single 2D image [68, 193, 195, 86, 106, 71, 69]. Among the

prior works, iterative approaches with cascade of regressors tend to be preferred. At each cascade,

there is a single [165, 67] or even two regressors [175] used to improve its prediction. Recently,

Jourabloo and Liu [71] propose a CNN architecture that enables the end-to-end training ability

of their network cascade. Contrasted to aforementioned works that use a fixed 3DMM model,

our model and model fitting are learned jointly. This results in a more powerful model: a single-

pass encoder, which is learned jointly with the model, achieves state-of-the-art face alignment

performance on different benchmark datasets.
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2.4 3D Face Reconstruction

Face reconstruction creates a 3D face model from an image collection [130, 131] or even with a

single image [128, 139]. This long-standing problem draws a lot of interest because of its wide ap-

plications. 3DMM also demonstrates its strength in face reconstruction, especially in the monoc-

ular case. This problem is a highly under-constrained, as with a single image, present informa-

tion about the surface is limited. Hence, 3D face reconstruction must rely on prior knowledge

like 3DMM [132]. Statistical PCA linear 3DMM is the most commonly used approach. Besides

3DMM fitting methods [14, 55, 190, 43, 153, 88], recently, Richardson et al. [129] design a refine-

ment network that adds facial details on top of the 3DMM-based geometry. However, this approach

can only learn 2.5D depth map, which loses the correspondence property of 3DMM. The follow

up work by Sela et al. [139] try to overcome this weakness by learning a correspondence map.

Despite having some impressive reconstruction results, both these methods are limited by train-

ing data synthesized from the linear 3DMM model. Hence, they fail to handle out-of-subspace

variations, e.g., facial hair.

2.5 3D Object Modeling and Reconstruction

Recently, autoencoder has been widely used for 3D object modeling [65, 126, 85, 8, 38, 146]

due to its efficient feature representation. These methods can be naturally applied to single-image

3D reconstruction. The reconstruction process encodes the input image with deep convolutional

networks, and then uses the trained decoder to reconstruct the corresponding 3D shapes from the

shape latent vectors. However, most of these methods suffer from the domain mismatch issue since

the models are trained on synthetic data.

Another related direction, e.g., MarrNet [173] and ShapeHD [174], is to develop a two-step
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pipeline. They first recover 2.5D sketches (depth and normal maps), from which a voxelized 3D

shape can be further inferred. VON [192] method also benefits from this two-step process for

realistic image synthesis. However, despite the use of 2.5D sketches can relax the burden on

domain transfer and constrain the reconstructed 3D shape to be consistent with 2D observations,

they still have two limitations: 1) Even with high-resolution voxel, they are far from producing

visually compelling shapes; 2) They do not learn disentangled and interpretable latent vectors that

allow image manipulation under different conditions (e.g., pose and lighting).
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Chapter 3

Learning 3D Face Morphable Model from

In-the-wild Images

3.1 Introduction

The 3D Morphable Model (3DMM) is a statistical model of 3D facial shape and texture in a

space where there are explicit correspondences [13]. The morphable model framework provides

two key benefits: first, a point-to-point correspondence between the reconstruction and all other

models, enabling “morphing”, and second, modeling underlying transformations between types of

faces (male to female, neutral to smile, etc.). 3DMM has been widely applied in numerous areas

including computer vision [13, 186, 159], computer graphics [5, 141, 154, 155], human behavioral

analysis [6, 185] and craniofacial surgery [145].

Given the barrier of 3DMM in its data, supervision and linear bases, we propose a novel

paradigm to learn a nonlinear 3DMM model from a large in-the-wild 2D face image collection,

without acquiring 3D face scans. As shown in Fig. A1, starting with an observation that the linear

This chapter is adapted from following publications:
[1] Luan Tran and Xiaoming Liu, “Nonlinear 3D Face Morphable Model” in CVPR, 2018.
[2] Luan Tran and Xiaoming Liu, “On Learning 3D Face Morphable Model From In-the-wild images” in TPAMI,

2019.
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Figure 3.1: Conventional 3DMM employs linear bases models for shape/albedo, which are trained with 3D
face scans and associated controlled 2D images. We propose a nonlinear 3DMM to model shape/albedo via
deep neural networks (DNNs). It can be trained from in-the-wild face images without 3D scans, and also
better reconstruct the original images due to the inherent nonlinearity.

3DMM formulation is equivalent to a single layer network, using a deep network architecture nat-

urally increases the model capacity. Hence, we utilize two convolution neural network decoders,

instead of two PCA spaces, as the shape and albedo model components, respectively. Each decoder

will take a shape or albedo parameter as input and output the dense 3D face mesh or a face skin

reflectance. These two decoders are essentially the nonlinear 3DMM.

Further, we learn the fitting algorithm to our nonlinear 3DMM, which is formulated as a CNN

encoder. The encoder network takes a face image as input and generates the shape and albedo

parameters, from which two decoders estimate shape and albedo.

The 3D face and albedo would perfectly reconstruct the input face, if the fitting algorithm

and 3DMM are well learnt. Therefore, we design a differentiable rendering layer to generate a

reconstructed face by fusing the 3D face, albedo, lighting, and the camera projection parameters

estimated by the encoder. Finally, the end-to-end learning scheme is constructed where the encoder
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and two decoders are learnt jointly to minimize the difference between the reconstructed face and

the input face. Jointly learning the 3DMM and the model fitting encoder allows us to leverage

the large collection of in-the-wild 2D images without relying on 3D scans. We show significantly

improved shape and facial texture representation power over the linear 3DMM. Consequently, this

also benefits other tasks such as 2D face alignment, 3D reconstruction, and face editing.

In summary, this chapter makes the following main contributions.

�We learn a nonlinear 3DMM model, fully models shape, albedo and lighting, that has greater

representation power than its traditional linear counterpart.

� Both shape and albedo are represented as 2D images, which help to maintain spatial relations

as well as leverage CNN power in image synthesis.

� We jointly learn the model and the model fitting algorithm via weak supervision, by lever-

aging a large collection of 2D images without 3D scans. The novel rendering layer enables the

end-to-end training.

� The new 3DMM further improves performance in related facial analysis tasks: face align-

ment, face reconstruction.

3.2 The Proposed Nonlinear 3DMM

3.2.1 Nonlinear 3DMM

As mentioned in Sec. 3.1, the linear 3DMM has the problems such as requiring 3D face scans

for supervised learning, unable to leverage massive in-the-wild face images for learning, and the

limited representation power due to the linear bases. We propose to learn a nonlinear 3DMM

model using only large-scale in-the-wild 2D face images.
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Figure 3.2: Jointly learning a nonlinear 3DMM and its fitting algorithm from unconstrained 2D in-the-wild
face image collection, in a weakly supervised fashion. LS is a visualization of shading on a sphere with
lighting parameters L.

3.2.1.1 Problem Formulation

In linear 3DMM (Sec 2.1), the factorization of each of components (shape, albedo) can be seen as

a matrix multiplication between coefficients and bases. From a neural network’s perspective, this

can be viewed as a shallow network with only one fully connected layer and no activation function.

Naturally, to increase the model’s representation power, the shallow network can be extended to a

deep architecture. In this work, we design a novel learning scheme to joint learn a deep 3DMM

model and its inference (or fitting) algorithm.

Specifically, as shown in Fig. 3.2, we use two deep networks to decode the shape, albedo

parameters into the 3D facial shape and albedo respectively. To make the framework end-to-end

trainable, these parameters are estimated by an encoder network, which is essentially the fitting

algorithm of our 3DMM. Three deep networks join forces for the ultimate goal of reconstructing

the input face image, with the assistant of a physically-based rendering layer. Fig. 3.2 visualizes

the architecture of the proposed framework. Each component will be present in following sections.
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Figure 3.3: Three albedo representations. (a) Albedo value per vertex, (b) Albedo as a 2D frontal face, (c)
UV space 2D unwarped albedo.

Formally, given a set of K 2D face images {Ii}K
i=1, we aim to learn an encoder E : I→P,L, fS, fA

that estimates the projection matrix P, lighting parameter L, shape parameters fS ∈RlS , and albedo

parameter fA ∈RlA , a 3D shape decoder DS: fS→S that decodes the shape parameter to a 3D shape

S ∈R3Q, and an albedo decoder DA: fA→A that decodes the albedo parameter to a realistic albedo

A ∈ R3Q, with the objective that the rendered image with P, L, S, and A can well approximate the

original image. Mathematically, the objective function is:

argmin
E ,DS,DA

K

∑
i=1

∥∥Îi− Ii
∥∥

1 , (3.1)

Î =R(EP(I),EL(I),DS(ES(I)),DA(EA(I))) ,

whereR(P,L,S,A) is the rendering layer (Sec. 5.1.2).

3.2.1.2 Albedo & Shape Representation

Fig. 3.3 illustrates three possible albedo representations. In traditional 3DMM, albedo is defined

per vertex (Fig. 3.3(a)). This representation is also adopted in recent work such as [153, 152].

There is an albedo intensity value corresponding to each vertex in the face mesh. Despite widely

used, this representation has its limitations. Since 3D vertices are not defined on a 2D grid, this

representation is mostly parameterized as a vector, which not only loses the spatial relation of its
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vertices, but also prevents it to leverage the convenience of deploying CNN on 2D albedo. In

contrast, given the rapid progress in image synthesis, it is desirable to choose a 2D image, e.g., a

frontal-view face image in Fig. 3.3(b), as an albedo representation. However, frontal faces contain

little information of two sides, which would lose many albedo information for side-view faces.

In light of these consideration, we use an unwrapped 2D texture as our texture representation

(Fig. 3.3(c)). Specifically, each 3D vertex v is projected onto the UV space using cylindrical

unwarp. Assuming that the face mesh has the top pointing up the y axis, the projection of v =

(x,y,z) onto the UV space vuv = (u,v) is computed as:

v→ α1.arctan
(

x
z

)
+β1, u→ α2.y+β2, (3.2)

where α1,α2,β1,β2 are constant scale and translation scalars to place the unwrapped face into the

image boundaries. Here, per-vertex albedo A ∈ R3Q could be easily computed by sampling from

its UV space counterpart Auv ∈ RU×V :

A(v) = Auv(vuv). (3.3)

Usually, it involves sub-pixel sampling via bilinear interpolation:

A(v) = ∑
u′∈{buc,due}
v′∈{bvc,dve}

Auv(u′,v′)(1−|u−u′|)(1−|v−v′|), (3.4)

where vuv = (u,v) is the UV space projection of v via Eqn. 3.2.

Albedo information is naturally expressed in the UV space but spatial data can be embedded

in the same space as well. Here, a 3D facial mesh can be represented as a 2D image with three
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Figure 3.4: UV space shape representation. From left to right: individual channels for x, y and z spatial
dimension and final combined shape image.

Table 3.1: The architectures of E, DA and DS networks.

E DA/DS

Layer Filter/Stride Output Size Layer Filter/Stride Output Size

FC 6×7×320
Conv11 7×7/2 112×112×32 FConv52 3×3/2 12×14×160
Conv12 3×3/1 112×112×64 FConv51 3×3/1 12×14×256

Conv21 3×3/2 56×56×64 FConv43 3×3/2 24×28×256
Conv22 3×3/1 56×56×64 FConv42 3×3/1 24×28×128
Conv23 3×3/1 56×56×128 FConv41 3×3/1 24×28×192

Conv31 3×3/2 28×28×128 FConv33 3×3/2 48×56×192
Conv32 3×3/1 28×28×96 FConv32 3×3/1 48×56×96
Conv33 3×3/1 28×28×192 FConv31 3×3/1 48×56×128

Conv41 3×3/2 14×14×192 FConv23 3×3/2 96×112×128
Conv42 3×3/1 14×14×128 FConv22 3×3/1 96×112×64
Conv43 3×3/1 14×14×256 FConv21 3×3/1 96×112×64

Conv51 3×3/2 7×7×256 FConv13 3×3/2 192×224×64
Conv52 3×3/1 7×7×160 FConv12 3×3/1 192×224×32
Conv53 3×3/1 7×7×(lS+lA+64) FConv11 3×3/1 192×224×3

AvgPool 7×7/1 1×1×(lS+lA+64)

FCm 64×6 6

FCL 64×27 27

channels, one for each spatial dimension x, y and z. Fig 3.4 gives an example of this UV space

shape representation Suv ∈ RU×V .

Representing 3D face shape in UV space allow us to use a CNN for shape decoder DS instead

of using a multi-layer perceptron (MLP) as in our preliminary version [160]. Avoiding using wide
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Figure 3.5: Forward and backward pass of the rendering layer.

fully-connected layers allow us to use deeper network for DS, potentially model more complex

shape variations. This results in better fitting results as being demonstrated in our experiment

(Sec. 3.3.1.2).

The reference shape used has the mouth open. This change helps the network to avoid learning

a large gradient near the two lips’ borders in the vertical direction when the mouth is open.

To regress these 2D representation of shape and albedo, we can employ CNNs as shape and

albedo networks respectively. Specifically, DS, DA are CNN constructed by multiple fractionally-

strided convolution layers. After each convolution is batchnorm and eLU activation, except the last

convolution layers of encoder and decoders. The output layer has a tanh activation to constraint

the output to be in the range of [−1,1]. The detailed network architecture is presented in Tab. 3.1.

3.2.1.3 In-Network Physically-Based Face Rendering

To reconstruct a face image from the albedo A, shape S, lighting parameter L, and projection

parameter m, we define a rendering layer R(m,L,S,A) to render a face image from the above

parameters. This is accomplished in three steps, as shown in Fig. 3.5. Firstly, the facial texture is

computed using the albedo A and the surface normal map of the rotated shape N(V) = N(P,S).

Here, following [169], we assume distant illumination and a purely Lambertian surface reflectance.
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Hence the incoming radiance can be approximated using spherical harmonics (SH) basis functions

Hb : R3→ R, and controlled by coefficients L. Specifically, the texture in UV space Tuv ∈ RU×V

is composed of albedo Auv and shading Cuv:

Tuv = Auv�Cuv = Auv�
B2

∑
b=1

LbHb(N(m,Suv)), (3.5)

where B is the number of spherical harmonics bands. We use B = 3, which leads to B2 = 9

coefficients in L for each of three color channels. Secondly, the 3D shape/mesh S is projected to

the image plane via Eqn. 2.4. Finally, the 3D mesh is then rendered using a Z-buffer renderer,

where each pixel is associated with a single triangle of the mesh,

Î(m,n) =R(P,L,Suv,Auv)m,n

= Tuv( ∑
vi∈Φuv(g,m,n)

λivi), (3.6)

where Φ(g,m,n) = {v1,v2,v3} is an operation returning three vertices of the triangle that encloses

the pixel (m,n) after projection g; Φuv(g,m,n) is the same operation with resultant vertices mapped

into the referenced UV space using Eqn. 3.2. In order to handle occlusions, when a single pixel

resides in more than one triangle, the triangle that is closest to the image plane is selected. The final

location of each pixel is determined by interpolating the location of three vertices via barycentric

coordinates {λi}3
i=1.

There are alternative designs to our rendering layer. If the texture representation is defined per

vertex, as in Fig. 3.3(a), one may warp the input image Ii onto the vertex space of the 3D shape S,

whose distance to the per-vertex texture representation can form a reconstruction loss. This design

is adopted by the recent work of [153, 152]. In comparison, our rendered image is defined on a
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2D grid while the alternative is on top of the 3D mesh. As a result, our rendered image can enjoy

the convenience of applying the perceptual loss or adversarial loss, which is shown to be critical

in improving the quality of synthetic texture. Another design for rendering layer is image warping

based on the spline interpolation, as in [36]. However, this warping is continuous: every pixel in

the input will map to the output. Hence this warping operation fails in the occluded region. As a

result, Cole et al. [36] limit their scope to only synthesizing frontal-view faces by warping from

normalized faces.

The CUDA implementation of our rendering layer is publicly available at https://github.

com/tranluan/Nonlinear_Face_3DMM.

3.2.1.4 Occlusion-aware Rendering

Very often, in-the-wild faces are occluded by glasses, hair, hands, etc. Trying to reconstruct ab-

normal occluded regions could make the model learning more difficult or result in an model with

external occlusion baked in. Hence, we propose to use a segmentation mask to exclude occluded

regions in the rendering pipeline:

Î← Î�M+ I� (1−M). (3.7)

As a result, these occluded regions won’t affect our optimization process. The foreground

mask M is estimated using the segmentation method given by Nirkinet al. [113]. Examples of

segmentation masks and rendering results can be found in Fig. 3.6.
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Figure 3.6: Rendering with segmentation masks. Left to right: segmentation results, naive rendering,
occulusion-aware rendering.

3.2.1.5 Model Learning

The entire network is end-to-end trained to reconstruct the input images, with the loss function:

L= Lrec(Î,I)+λlanLlan +λregLreg, (3.8)

where the reconstruction loss Lrec enforces the rendered image Î to be similar to the input I, the

landmark loss LL enforces geometry constraint, and the regularization loss Lrec encourages plausi-

ble solutions.

Reconstruction Loss. The main objective of the network is to reconstruct the original face via

disentangle representation. Hence, we enforce the reconstructed image to be similar to the original

input image:

Li
rec(Î,I) =

1
|V| ∑q∈V

||Î(q)− I(q)||2 (3.9)

where V is the set of all pixels in the images covered by the estimated face mesh. There are different

norms can be used to measure the closeness. To better handle outliers, we adopt the robust l2,1,

where the distance in the 3D RGB color space is based on l2 and the summation over all pixels

enforces sparsity based on l1-norm [155, 156].

To improve from blurry reconstruction results of lp losses, in our preliminary work [160],

thanks for our rendering layer, we employ adversarial loss to enhance the image realism. However,
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adversarial objective only encourage the reconstruction to be close to the real image distribution

but not necessary the input image. Also, it’s known to be not stable to optimize. Here, we propose

to use a perceptual loss to enforce the closeness between images Î and I, which overcomes both

of adversarial loss’s weaknesses. Besides encouraging the pixels of the output image Î to exactly

match the pixels of the input I, we encourage them to have similar feature representations as

computed by the loss network ϕ .

L f
rec(Î,I) =

1
|C| ∑j∈C

1
WjH jC j

||ϕ j(Î)−ϕ j(I)||22. (3.10)

We choose VGG-Face[118] as our ϕ to leverage its face-related features and also because of sim-

plicity. The loss is summed over C, a subset of layers of ϕ . Here ϕ j(I) is the activations of the j-th

layer of ϕ when processing the image I with dimension Wj×H j×C j. This feature reconstruction

loss is one of perceptual losses widely used in different image processing tasks [66].

The final reconstruction loss is a weighted sum of two terms:

Lrec(Î,I) = Li
rec(Î,I)+λ fL f

rec(Î,I). (3.11)

Sparse Landmark Alignment. To help achieving better model fitting, which in turn helps to

improve the model learning itself, we employ the landmark alignment loss, measuring Euclidean

distance between estimated and groundtruth landmarks, as an auxiliary task,

Llan =

∥∥∥∥∥∥∥P∗

S(:,d)

1

−U

∥∥∥∥∥∥∥
2

2

, (3.12)

where U ∈ R2×68 is the manually labeled 2D landmark locations, d is a constant 68-dim vector
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storing the indexes of 68 3D vertices corresponding to the labeled 2D landmarks. Different from

traditional face alignment work where the shape bases are fixed, our work jointly learns the bases

functions (i.e., the shape decoder DS) as well. Minimizing the landmark loss while updating DS

only moves a tiny subsets of vertices. If the shape S is represented as a vector and DS is a MLP

consisting of fully connected layers, vertices are independent. Hence LL only adjusts 68 vertices.

In case S is represented in the UV space and DS is a CNN, local neighbor region could also be

modified. In both cases, updating DS based on LL only moves a subsets of vertices, which could

lead to implausible shapes. Hence, when optimizing the landmark loss, we fix the decoder DS and

only update the encoder.

Also, note that different from some prior work [49], our network only requires ground-truth

landmarks during training. It is able to predict landmarks via P and S during the test time.

Regularizations. To ensure plausible reconstruction, we add a few regularization terms:

Lreg = Lsym(A)+λconLcon(A)+λsmoLsmo(S). (3.13)

Albedo Symmetry As the face is symmetry, we enforce the albedo symmetry constraint,

Lsym(A) = ‖Auv−flip(Auv)‖1 . (3.14)

Employing on 2D albedo, this constraint can be easily implemented via a horizontal image flip

operation flip().

Albedo Constancy Using symmetry constraint can help to correct the global shading. However,

symmetrical details, i.e., dimples, can still be embedded in the albedo channel.

To further remove shading from the albedo channel, following Retinex theory [] which as-
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sumes albedo to be piecewise constant, we enforce sparsity in two directions of its gradient, similar

to [107, 144]:

Lcon(A) = ∑
vuv

j ∈Ni

ω(vuv
i ,vuv

j )
∥∥Auv(vuv

i )−Auv(vuv
j )
∥∥p

2 , (3.15)

where Ni denotes a set of 4-pixel neighborhood of pixel vuv
i . With the assumption that pixels

with the same chromaticity (i.e., c(x) = I(x)/|I(x)|) are more likely to have the same albedo, we

set the constant weight ω(vuv
i ,vuv

j ) = exp
(
−α

∥∥∥c(vuv
i )− c(vuv

j )
∥∥∥), where the color is referenced

from the input image using the current estimated projection. Following [107], we set α = 15 and

p = 0.8 in our experiment.

Shape Smoothness For shape component, we impose the smoothness by adding the Laplacian

regularization on the vertex locations for the set of all vertices.

Lsmo(S) = ∑
vuv

i ∈Suv

∥∥∥∥∥∥Suv(vuv
i )− 1

|Ni| ∑
vuv

j ∈Ni

Suv(vuv
j )

∥∥∥∥∥∥
2

. (3.16)

Intermediate Semi-Supervised Training. Fully unsupervised training using only the recon-

struction and adversarial loss on the rendered images could lead to a degenerate solution, since the

initial estimation is far from ideal to render meaningful images. Therefore, we introduce interme-

diate loss functions to guide the training in the early iterations.

With the face profiling technique, Zhu et al. [193] expand the 300W dataset [134] into 122,450

images with fitted 3DMM shapes S̃ and projection matrix P̃. Given S̃ and P̃, we create the pseudo

groundtruth texture T̃ by referring every pixel in the UV space back to the input image, i.e., the

backward of our rendering layer. With P̃, S̃, T̃, we define our intermediate loss by:

L0 = LS +λT LT +λPLP +λLLL +λregLreg, (3.17)
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where:

LS =
∥∥∥S− S̃

∥∥∥2

2
, (3.18)

LT =
∥∥∥T− T̃

∥∥∥
1
, (3.19)

Lm =
∥∥∥P− P̃

∥∥∥2

2
. (3.20)

It’s also possible to provide pseudo groundtruth to the SH coefficients L and followed by albedo

A using least square optimization with a constant albedo assumption, as in [169, 144]. However,

this estimation is not reliable for in-the-wild images with occlusion regions. Also empirically, with

proposed regularizations, the model is able to explore plausible solutions for these components by

itself. Hence, we decide to refrain from supervising L and A to simplify our pipeline.

Due to the pseudo groundtruth, using L0 may run into the risk that our solution learns to mimic

the linear model. Thus, we switch to the loss of Eqn. 3.8 after L0 converges. Note that the estimated

groundtruth of P̃, S̃, T̃ and the landmarks are the only supervision used in our training, for which

our learning is considered as weakly supervised.

3.3 Experimental Results

The experiments study three aspects of the proposed nonlinear 3DMM, in terms of its expressive-

ness, representation power, and applications to facial analysis. Using facial mesh triangle definition

by Basel Face Model (BFM) [121], we train our 3DMM using 300W-LP dataset [193], which con-

tains 122,450 in-the-wild face images, in a wide pose range from −90◦ to 90◦. Images are loosely

square cropped around the face and scale to 256×256. During training, images of size 224×224

are randomly cropped from these images to introduce translation variations.
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Figure 3.7: Effect of albedo regularizations: albedo symmetry (sym) and albedo constancy (const). When
there is no regularization being used, shading is mostly baked into the albedo. Using the symmetry property
helps to resolve the global lighting. Using constancy constraint futher removes shading from the albedo,
which results in a better 3D shape.

The model is optimized using Adam optimizer with a learning rate of 0.001 in both training

stages. We set the following parameters: Q = 53,215, U = 192,V = 224, lS = lT = 160. λ values

are set to make losses to have similar magnitudes.

3.3.1 Ablation Study

3.3.1.1 Effect of Regularization

Albedo Regularization. In this work, to regularize albedo learning, we employ two constraints

to efficiently remove shading from albedo namely albedo symmetry and constancy. To demonstrate

the effect of these regularization terms, we compare our full model with its partial variants: one

without any albedo reqularization and one with the symmetry constraint only. Fig. 3.7 shows

visual comparison of these models. Learning without any constraints results in the lighting is
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Figure 3.8: Effect of shape smoothness regularization.

totally explained by the albedo, meanwhile is the shading is almost constant (Fig. 3.7(a)). Using

symmetry help to correct the global lighting. However, symmetric geometry details are still baked

into the albedo (Fig. 3.7(b)). Enforcing albedo constancy helps to further remove shading from

it (Fig. 3.7(c)). Combining these two regularizations helps to learn plausible albedo and lighting,

which improves the shape estimation.

Shape Smoothness Regularization. We also evaluate the need in shape regularization. Fig. 3.8

shows visual comparisons between our model and its variant without the shape smoothness con-

straint. Without the smoothness term the learned shape becomes noisy especially on two sides of

the face. The reason is that, the hair region is not completely excluded during training because of

imprecise segmentation estimation.

3.3.1.2 Modeling Lighting and Shape Representation

In this work, we make two major algorithmic differences with our preliminary work [160]: incor-

porating lighting into the model and changing the shape representation.

Our previous work [160] models the texture directly, while this work disentangles the shading

from the albedo. As argued, modeling the lighting should have a positive impact on shape learning.
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Table 3.2: Face alignment performance on ALFW2000.

Method Lighting UV shape NME

Our [160] 4.70
Our X 4.30
Our X X 4.12

Hence we compare our models with results from [160] in face alignment task.

Also, in our preliminary work [160], as well as in traditional 3DMM, shape is represented as

a vector, where vertices are independent. Despite this shortage, this approach has been widely

adopted due to its simplicity and sampling efficiency. In this work, we explore an alternative to

this representation: represent the 3D shape as a position map in the 2D UV space. This represen-

tation has three channels: one for each spatial dimension. This representation maintains the spatial

relation among facial mesh’s vertices. Also, we can use CNN as the shape decoder replacing an

expensive MLP. Here we also evaluate the performance gain by switching to this representation.

Tab. 3.2 reports the performance on the face alignment task of different variants. As a result,

modeling lighting helps to reduce the error from 4.70 to 4.30. Using the 2D representation, with

the convenience of using CNN, the error is further reduced to 4.12.

3.3.1.3 Comparison to Autoencoders

We compare our model-based approach with a convolutional autoencoder in Fig. 3.9. The autoen-

coder network has a similar depth and model size as ours. It gives blurry reconstruction results as

the dataset contain large variations on face appearance, pose angle and even diversity background.

Our model-based approach obtains sharper reconstruction results and provides semantic parame-

ters allowing access to different components including 3D shape, albedo, lighting and projection

matrix.
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Input Our AE Input Our AE

Figure 3.9: Comparison to convolutional autoencoders (AE). Our approach produces results of higher
quality. Also it provides access to the 3D facial shape, albedo, lighting, and projection matrix.

3.3.2 Expressiveness

Exploring feature space. We feed the entire CelebA dataset [97] with ∼200k images to our

network to obtain the empirical distribution of our shape and texture parameters. By varying

the mean parameter along each dimension proportional to its standard deviation, we can get a

sense how each element contribute to the final shape and texture. We sort elements in the shape

parameter fS based on their differences to the mean 3D shape. Fig. 3.10 shows four examples of

shape changes, whose differences rank No.1, 40, 80, and 120 among 160 elements. Most of top

changes are expression related. Similarly, in Fig. 3.11, we visualize different texture changes by

adjusting only one element of fA off the mean parameter f̄A. The elements with the same 4 ranks

as the shape counterpart are selected.

Attribute Embedding. To better understand different shape and albedo instances embedded

in our two decoders, we dig into their attribute meaning. For a given attribute, e.g., male, we

feed images with that attribute {Ii}n
i=1 into our encoder E to obtain two sets of parameters {fi

S}n
i=1

and {fi
A}n

i=1. These sets represent corresponding empirical distributions of the data in the low di-

mensional spaces. Computing the mean parameters f̄S, f̄A and feed into their respective decoders,

also using the mean lighting parameter, we can reconstruct the mean shape and texture with that

attribute. Fig. 3.12 visualizes the reconstructed textured 3D mesh related to some attributes. Dif-

ferences among attributes present in both shape and texture. Here we can observe the power of our
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Figure 3.10: Each column shows shape changes when varying one element of fS, by 10 times standard
deviations, in opposite directions. Ordered by the magnitude of shape changes.

Figure 3.11: Each column shows albedo changes when varying one element of fA in opposite directions.

nonlinear 3DMM to model small details such as “bag under eyes", or “rosy cheeks", etc.

3.3.3 Representation Power

We compare the representation power of the proposed nonlinear 3DMM vs. traditional linear

3DMM.

Albedo. Given a face image, assuming we know the groundtruth shape and projection parameters,

we can unwarp the texture into the UV space, as we generate “pseudo groundtruth" texture in
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Figure 3.12: Nonlinear 3DMM generates shape and albedo embedded with different attributes.

the weakly supervision step. With the groundtruth texture, by using gradient descent, we can

jointly estimate, a lighting parameter L and an albedo parameter fA whose decoded texture matches

with the groundtruth. Alternatively, we can minimize the reconstruction error in the image space,

through the rendering layer with the groundtruth S and P. Empirically, two methods give similar

performances but we choose the first option as it involves only one warping step, instead of doing

rendering in every optimization iteration. For the linear model, we use albedo bases of Basel

Face Model (BFM) [121]. As in Fig. 3.13, our nonlinear texture is closer to the groundtruth

than the linear model. This is expected since the linear model is trained with controlled images.

Quantitatively, our nonlinear model has significantly lower averaged L1 reconstruction error than

the linear model (0.053 vs. 0.097, as in Tab. 3.3).

3D Shape. We also compare the power of nonlinear and linear 3DMMs in representing real-world

3D scans. We compare with BFM [121], the most commonly used 3DMM at present. We use ten

3D face scans provided by [121], which are not included in the training set of BFM. As these
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Figure 3.13: Texture representation power comparison. Our nonlinear model can better reconstruct the
facial texture.

Table 3.3: Quantitative comparison of texture representation power (Average reconstruction error on non-
occluded face portion.)

Method Linear Nonlinear w. Grad De. Nonlinear w. Network

L1 0.062 0.053 0.057

face meshes are already registered using the same triangle definition with BFM, no registration

is necessary. Given the groundtruth shape, by using gradient descent, we can estimate a shape

parameter whose decoded shape matches the groundtruth. We define matching criterion on both

vertex distances and surface normal direction. This empirically improves fidelity of final results
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Figure 3.14: Shape representation power comparison (lS = 160). The error map show the normalized
per-vertex error.

Table 3.4: 3D scan reconstruction comparison (NME).

lS 40 80 160

Linear 0.0321 0.0279 0.0241
Nonlinear[160] 0.0277 0.0236 0.0196
Nonlinear 0.0268 0.0214 0.0146

compared to only optimizing vertex distances. Also, to emphasize the compactness of nonlinear

models, we train different models with different latent space sizes. Fig. 3.14 shows the visual

quality of two models’ reconstruction. Our reconstructions closely match the face shapes details.

To quantify the difference, we use NME, averaged per-vertex errors between the recovered and

groundtruth shapes, normalized by inter-ocular distances. Our nonlinear model has a significantly

smaller reconstruction error than the linear model, 0.0146 vs. 0.0241 (Tab. 3.4). Also, the nonlinear

models are more compact. They can achieve similar performances as linear models whose latent

space’s sizes doubled.
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Figure 3.15: 3DMM fits to faces with diverse skin color, pose, expression, lighting, facial hair, and faith-
fully recovers these cues. Left half shows results from AFLW2000 dataset, right half shows results from
CelebA.

3.3.4 Applications

Having shown the capability of our nonlinear 3DMM (i.e., two decoders), now we demonstrate the

applications of our entire network, which has the additional encoder. Many applications of 3DMM

are centered on its ability to fit to 2D face images. Similar to linear 3DMM, our nonlinear 3DMM

can be utilized for model fitting, which decomposes a 2D face into its shape, albedo and lighting.

Fig. 3.15 visualizes our 3DMM fitting results on AFLW2000 and CelebA dataset. Our encoder

estimates the shape S, albedo A as well as lighting L and projection matrix P. We can recover

personal facial characteristic in both shape and albedo. Our albedo can present facial hair, which

is normally hard to be recovered by linear 3DMM.
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Figure 3.16: Our face alignment results. Invisible landmarks are marked as red. We can well handle
extreme pose, lighting and expression.

3.3.4.1 Face Alignment

Face alignment is a critical step for many facial analysis tasks such as face recognition [162, 163].

With enhancement in the modeling, we hope to improve this task (Fig. 3.16). We compare face

alignment performance with state-of-the-art methods, 3DDFA [193], DeFA [96], 3D-FAN [22] and

PRN [46], on AFLW2000 dataset on both 2D and 3D settings.

The accuracy is evaluated using Normalized Mean Error (NME) as the evaluation metric with

bounding box size as the normalization factor [22]. For fair comparison with these methods in term

of computational complexity, for this comparison we use ResNet18 [60] as our encoder. Here,

3DDFA and DeFA use the linear 3DMM model (BFM). Even though being trained with larger

training corpus (DeFA) or having a cascade of CNNs iteratively refines the estimation (3DDFA),

these methods are still significantly outperformed by our nonlinear model (Fig. 3.17). Meanwhile,

3D-FAN and PRN achieve competitive performances by by-passing the linear 3DMM model. 3D-

FAN uses heat map representation. PRN uses the position map representation which shares a

similar spirit to our UV representation. Not only outperforms these methods in term of regressing

landmark locations (Fig. 3.17), our model also directly provides head pose information as well as

the facial albedo and environment lighting condition.
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Figure 3.17: Face alignment Cumulative Errors Distribution (CED) curves on AFLW2000-3D on 2D (left)
and 3D landmarks (right). NMEs are shown in legend boxes.

3.3.4.2 3D Face Reconstruction

We compare our approach to three recent representative face reconstruction work: 3DMM fitting

networks learned in unsupervised (Tewari et al. [153, 152]) or supervised fashion (Sela et al. [139])

and also a non-3DMM approach (Jackson et al. [63]).

MoFA, the monocular reconstruction work by Tewari et al. [153], is relevant to us as they also

learn to fit 3DMM in an unsupervised fashion. Even being trained on in-the-wild images, their

method is still limited to the linear bases. Hence there reconstructions suffer the surface shrinkage

when dealing with challenging texture, i.e., facial hair (Fig. 3.18). Our network faithfully models

these in-the-wild texture, which leads to better 3D shape reconstruction.

Concurrently, Tewari et al. [152] try to improve the linear 3DMM representation power by

learning a corrective space on top of a traditional linear model. Despite sharing similar spirit, our

unified model exploits spatial relation between neighbor vertices and uses CNNs as shape/albedo

decoders, which is more efficient than MLPs. As a result, our reconstructions more closely match

the input images in both texture and shape (Fig. 3.19).
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Input Our Tewari17

Figure 3.18: 3D reconstruction results comparison to Tewari et al. [153]. Their reconstructed shapes
suffer from the surface shrinkage when dealing with challenging texture or shape outside the linear model
subspace. They can’t handle large pose variation well either. Meanwhile, our nonlinear model is more robust
to these variations.

Input Our Tewari18

Figure 3.19: 3D reconstruction results comparison to Tewari et al. [152]. Our model better reconstruct the
input image in both texture (facial hair direction on the first image) and shape (nasolabial folds in the second
image).

The high-quality 3D reconstruction work by Richardson et al. [128, 129], Sela et al. [139]

obtain impressive results on adding fine-level details to the face shape when images are within

the span of the used synthetic training corpus or the employed 3DMM model. However, their

performance significantly degrades when dealing with variations not in its training data span, e.g.,

facial hair. Our approach is not only robust to facial hair and make-up, but also automatically

learns to reconstruct such variations based on the jointly learned model. We provide comparisons

with them in Fig. 3.20, using the code provided by the author.
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Input Our Sela17

Figure 3.20: 3D reconstruction results comparison to Sela et al. [129]. Besides showing the shape, we also
show their estimated depth and correspondence map. Facial hair or occlusion can cause serious problems in
their output maps.

The current state-of-art method by Sela et al. [139] consisting of three steps: an image-to-image

network estimating a depth map and a correspondence map, non-rigid registration and a fine detail

reconstruction. Their image-to-image network is trained on synthetic data generated by the linear

model. Besides domain gap between synthetic and real images, this network faces a more serious

problem of lacking facial hair in the low-dimension texture subspace of the linear model. This

network’s output tends to ignore these unexplainable region (Fig. 3.20), which leads to failure in

later steps. Our network is more robust in handing these in-the-wild variations. Furthermore, our

approach is orthogonal to Sela et al. [139]’s fine detail reconstruction module or Richardson et al.

[129]’s finenet. Employing these refinement on top of our fitting could lead to promising further

improvement.

We also compare our approach with a non-3DMM apporach VRN by Jackson et al. [63]. To

avoid using low-dimension subspace of the linear 3DMM, it directly regresses a 3D shape volu-

metric representation via an encoder-decoder network with skip connection. This potentially helps

the network to explore a larger solution space than the linear model, however with a cost of losing

correspondence between facial meshes. Fig. 3.21 shows 3D reconstruction visual comparison be-

tween VRN and ours. In general, VRN robustly handles in-the-wild texture variations. However,
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Input Our VRN Input Our VRN

Figure 3.21: 3D reconstruction results comparison to VRN by Jackson et al. [63] on CelebA dataset. Volu-
metric shape representation results in non-smooth 3D shape and loses correspondence between reconstructed
shapes.

3DDFA+ PRN Our 

0.0384 0.0488 0.0560 NME 

GT 

Figure 3.22: 3D reconstruction quantitative evaluation on FaceWarehouse. We obtain a lower error com-
pared to PRN [46] and 3DDFA+ [195].

because of the volumetric shape representation, the surface is not smooth and is partially limited to

present medium-level details as ours. Also, our model further provides projection matrix, lighting

and albedo, which is applicable for more applications.

Quantitative Comparisons.

To quantitatively compare our method with prior works, we evaluate monocular 3D reconstruc-

tion performance on FaceWarehouse [24] and Florence dataset [9], in which groundtruth 3D shape
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Figure 3.23: 3D face reconstruction results on the Florence dataset [9]. The NME of each method is
showed in the legend

is available. Due to the diffrence in mesh topology, ICP [7] is used to establish correspondence

between estimated shapes and ground truth point clouds. Similar to previous experiments, NME

(averaged per-vertex errors normalized by inter-ocular distances) is used as the comparison metric.

FaceWarehouse. We compare our method with prior works with available pretrained models

on all 19 expressions of 150 subjects of FaceWarehouse database [24]. Visual and quantitative

comparisons are shown in Fig. 3.22. Our model can faithfully resemble the input expression and

significantly surpass all other regression methods (PRN [46] and 3DDFA+ [195]) in term of dense

face alignment.

Florence. Using the experimental setting proposed in [63], we also quantitatively compared

our approach with state-of-the-art methods (e.g. VRN [63] and PRN [46]) on the Florence dataset [9].

Each subject is rendered with multiple poses: pitch rotations of −15◦, 20◦ and 25◦ and raw rota-

tions between −80◦ and 80◦. Our model consistently outperforms other methods across different

view angles (Fig. 3.23).
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Table 3.5: Running time of various 3D face reconstruction methods.

Method Encoder Decoder Post-processing Rendering

Sela et al. [139] ∼ 10 ms ∼ 180s -
VRN [63] ∼ 10 ms - -

MoFA [153] ∼ 4ms Neglectable - -
Our 2.7ms 5.5 ms - 140 ms

3.3.5 Runtime

In this section, we compare running time for multiple 3D reconstruction approaches. Since differ-

ent methods implemented in different frameworks/languages; this comparison aims to only provide

relative comparisons between them. Sela et al. [139] and VRN [63] both use an encoder-decoder

network with skip connections with similar runtime. However, Sela et al. [139] requires an ex-

pensive nonrigid registration step as well as an refinement module. We get a comparable encoder

running time with 3DMM regression network of MoFA [153]. However, since they directly use

liner bases, the decoding step is trivial as a single multiplication; our model requires decoding

features via two CNNs for shape and texture, respectively. We also note that the running time for

the rendering layer is significantly higher than other components. Luckily, rendering to reconstruct

input has no value and it is not required during testing.

3.4 Conclusions

Since its debut in 1999, 3DMM has became a cornerstone of facial analysis research with applica-

tions to many problems. Despite its impact, it has drawbacks in requiring training data of 3D scans,

learning from controlled 2D images, and limited representation power due to linear bases for both

shape and texture. These drawbacks could be formidable when fitting 3DMM to unconstrained

faces, or learning 3DMM for generic objects such as shoes. This paper demonstrates that there
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exists an alternative approach to 3DMM learning, where a nonlinear 3DMM can be learned from

a large set of in-the-wild face images without collecting 3D face scans. Further, the model fitting

algorithm can be learnt jointly with 3DMM, in an end-to-end fashion.

Our experiments cover a diverse aspects of our learnt model, some of which might need the

subjective judgment of the readers. We hope that both the judgment and quantitative results could

be viewed under the context that, unlike linear 3DMM, no genuine 3D scans are used in our

learning. Finally, we believe that unsupervisedly or weak-supervisedly learning 3D models from

large-scale in-the-wild 2D images is one promising research direction. This work is one step along

this direction.
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Chapter 4

Towards High-fidelity Nonlinear 3D Face

Morphoable Model

4.1 Introduction

In chapter 3, we present our proposed framework using deep neural networks to present the 3DMM

basis functions to increase model representation power and learning the model directly from un-

constrained 2D images to better capture in-the-wild variations.

However, even with better representation powers, this model or related works [152] still rely on

many constraints to regularize the model learning. Hence, their objective involves the conflicting

requirements of a strong regularization for a global shape vs. a weak regularization for capturing

higher level details. For example, in order to faithfully separate shading and albedo, albedo is

usually assumed to be piecewise constant [82, 144], which prevents learning albedo with high

level of details. In this chapter, beside learning the shape and the albedo, we propose to learn

additional shape and albedo proxies, on which we can enforce regularizations. This also allows us

to flexibly pair the true shape with strongly regularized albedo proxy to learn the detailed shape or

This chapter is adapted from the following publication:
[1] Luan Tran, Feng Liu, and Xiaoming Liu, “Towards High-fidelity Nonlinear 3D Face Morphable Model” in

CVPR, 2019.
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vice versa. As a result, each element can be learned with high-fidelity without sacrificing the other

element’s quality.

On a different note, many 3DMM models fail to represent small details because of their param-

eterization. Many global 3D face parameterization has been proposed to overcome the ambiguities

associated with monocular face fitting/tracking such as noise or occlusion. However, because they

are designed to model the whole face at once, it is difficult to use them to represent small details.

Meanwhile, local-based models offer more flexibility than global approaches but with the cost of

being less constrained to realistically represent human faces. We propose using dual-pathway net-

works to provide a better balance between global and local-based models. From the latent space,

there is a global pathway focusing on the inference of global face structure and multiple local path-

ways generating details of different semantic facial parts. Their corresponding features are then

fused together for successive process generation of the final shape and albedo. This network also

helps to specialize filters in local pathways for each facial part which both improves the quality

and saves computation power.

In this chapter, we improve the nonlinear 3D face morphable model in both learning objective

and architecture:

� We solve the conflicting objective problem by learning additional shape and albedo proxies

with proper regularization.

� The novel pairing scheme allows learning both detailed shape and albedo without sacrificing

one’s quality.

� The global local-based network architecture offers more balance between model robustness

and flexibility.

� The proposed model allows, for the first time, high-fidelity 3D face reconstruction by solely

optimize latent representations.
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Figure 4.1: The proposed framework. Each shape or albedo decoder consist of two branches to reconstruct
the true element and its proxy. Proxies free shape and albedo from strong regularizations, allow them to
learn models with high level of details.

4.2 Proposed Method

4.2.1 Nonlinear 3DMM with Proxy and Residual

Recal from the last chapter, in the original nonlinear 3DMM, the overall objective can be summa-

rized as:

L= Lrecon(Î,I)+Llan +Lreg, (4.1)

with Lreg = Lsym(A)+λconLcon(A)+λsmoLsmo(S). (4.2)

Proxy and Residual Learning. Strong regularization has been shown to be critical in ensuring

the plausibility of the learned models [152, 161]. However, the strong regularization also prevents

the model from recovering high-level of details in either shape or albedo. Hence, this prevents us

from achieving the ultimate goal of learning a high-fidelity 3DMM model.

In this work, we propose to learn additional proxy shape (S̃) and proxy albedo (Ã), on which
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we can apply the regularization. All presented regularizations will be moved to proxies now:

L∗reg = Lsym(Ã)+λconLcon(Ã)+λsmoLsmo(S̃). (4.3)

There will be no regularization applied directly to the actual shape S and albedo A other than a

weak regularization encouraging each to be close to its proxy:

Lres = ‖∆S‖1 +‖∆A‖1 =
∥∥S− S̃

∥∥
1 +
∥∥A− Ã

∥∥
1 . (4.4)

By pairing two shapes S, S̃ and two albedos A, Ã, we can render four different output images

(Fig. 4.1). Any of them can be used to compare with the original input image. We rewrite our

reconstruction loss as:

L∗rec = Lrec(Î(S̃, Ã),I)+Lrec(Î(S̃,A),I)+Lrec(Î(S, Ã),I). (4.5)

Pairing strongly regularized proxies and weakly regularized components is a critical point in our

approach. Using proxies allows us to learn high-fidelity shape and albedo without sacrificing

quality of either component. This pairing is inspired by the observation that Shape from Shading

techniques are able to recover detailed face mesh by assuming over regularized albedo or even

using the mean albedo [129]. Here, Lrec(Î(S, Ã),I) loss promote S to recover more details as Ã

is constrained by piece-wise constant Lcon(Ã) objective. Vice versa, Lrec(Î(S̃,A),I) aims to learn

better albedo. In order for these two losses to work as desired, proxies S̃ and Ã should perform well

enough to approximate the input images by themselves. Without Lrec(Î(S̃, Ã),I), a valid solution

that minimizes Lrec(Î(S, Ã),I) is combination of a constant albedo proxy and noisy shape creating

surface normal with dark shading in necessary regions, i.e., eyebrows.
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Another notable design choice is that we intentionally left out the loss function on Î(S,A), even

though this theoretically is the most important objective. This is to avoid the case that the shape S

learns an in-between solution that works well with both Ã,A and vice versa.

Occlusion Imputation. With proposed objective function, our model is able to faithfully recon-

struct input images. However, we empirically found that besides high-fidelity visible regions, the

model tends to keep invisible region smooth. Since there is no supervision on those areas other than

the residual magnitude loss pulling the shape and albedo closer to their proxies. To learn a more

meaningful model, which is beneficial to other applications, i.e., face editing or face synthesis, we

propose to use a soft symmetry loss [159] on occluded regions:

Lres-sym(S) =
∥∥T◦ (∆Suv

z −flip(∆Suv
z ))
∥∥

1 , (4.6)

where T is a mask in UV space indicating visibility of each pixel, approximated based on current

surface normal direction. Even though the shape itself is not symmetric, i.e., face with asymmetric

expression, we enforce symmetrical property on its depth residual.

4.2.2 Global Local Based Network Architecture

While global-based models are usually robust to noise and mismatches, they are usually over-

constrained and do not provide sufficient flexibility to represent high-frequency deformations as

local-based models. In order to take the best of both worlds, we propose to use dual-pathway

networks for our shape and albedo decoders.

Here, we transfer the success of combining local and global models in image synthesis [110,

62] to 3D face modeling. The general architecture of a decoder is shown in Fig. 4.2. From the

latent vector, there is a global pathway focusing on the inference of global structure and a local
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4x 

Figure 4.2: The proposed global local based network architecture.

pathway with four small sub-networks generating details of different facial parts, including eyes,

nose and mouth. The global pathway is built from fractional strided convolution layers with five

up-sampling steps. Meanwhile, each sub-network in local pathway have similar architecture but

shallower with only three up-sampling steps. Using different small sub-networks for each facial

part offers two benefits: i) with less up-sampling steps, the network is better able to represent high

frequency details in early layers ii) each sub-network can learn part-specific filters which is more

computationally efficient than applying across global face.

As shown in Fig. 4.2, to fuse two pathways’ features, we firstly integrate four local pathways’

outputs into one single feature tensor. Different from other works that synthesize face images

with different yaw angles [162, 163, 73] with no fixed keypoints’ locations, our 3DMM generates

facial albedo as well as 3D shape in UV space with predefined topology. Merging these local

feature tensors is efficiently done with zero padding operation. The max-pooling fusion strategy is

also used to reduce the stitching artifacts on the overlapping areas. Then resultant feature is simply

concatenated with the global pathway’s feature, which has the same spatial resolution. Successive

convolution layers integrate information from both pathways and generate the final albedo/shape

(or their proxies).
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Figure 4.3: Reconstruction results with different loss functions.

4.3 Experimental Results

The experiments study different aspects of the proposed nonlinear 3DMM, in terms of its repre-

sentation power, and applications to facial analysis. The model is trained followed the same setting

as in chapter 3, including training dataset, mesh topology, optimizer parametters.

4.3.1 Ablation Study

Reconstruction Loss Functions. We study effects of different reconstruction losses on quality

of the reconstructed images (Fig. 4.3). As expected, the model trained with l2,1 loss only results in

blurry reconstruction, similar to other lp loss. To make the reconstruction to be more realistic, we

explore other options such as gradient difference [104] or perceptual loss [66]. While adding the

gradient difference loss creates more details in the reconstruction, combining perceptual loss with
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S̃ S Ã A

Figure 4.4: Image reconstruction with our 3DMM model using the proxy and the true shape and albedo.
Our shape and albedo can faithfully recover details of the face. Note: for the shape, we show the shading in
UV space – a better visuallization than the raw SUV.

l2,1 gives best results with high level of details and realism. For the rest of the paper we will refer

to the model trained using this combination.

Understanding image pairing. Fig. 4.4 shows fitting results of our model on a 2D face image.

By using the proxy or the final components (shape or albedo) we can render four different recon-

structed images with different quality and characteristics. The image generated by two proxies

S̃, Ã is quite blurry but is still be able to capture major variations in the input face. By pairing S

and the proxy Ã, S is enforced to capture high level of details to bring the image closer to the input.

Similarly, A is also encouraged to capture more details by pairing with the proxy S̃. The final image

Î(S,A) inherently achieves high level of details and realism even without direct optimization.

Residual Soft Symmetry Loss. We study effects of the residual soft symmetry loss on recovering

details on occluded face region. As shown in Fig. 4.5, withoutLres-sym, the learned model can result

in an unnatural shape, in which one side of the face is over-smooth, on occluded regions, while the
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Without Lres-sym With Lres-sym

Figure 4.5: Affect of soft symmetry loss on our shape model.

Table 4.1: Quantitative comparison of texture representation power (Average reconstruction error on non-
occluded face portion.)

Method Reconstruction error (l2,1)

Linear [193] 0.1287
Nonlinear [161] 0.0427
Nonlinear + GL (Ours) 0.0386
Nonlinear + GL + Proxy (Ours) 0.0363

other side still has high level of details. Our model learned with Lres-sym can consistently create

details across the face, even in occluded areas.

4.3.2 Representation Power

We compare the representation power of the proposed nonlinear 3DMM with Basel Face Model [121],

the most commonly used linear 3DMM. We also make comparisons with the recently proposed

nonlinear 3DMM [160].

Texture. We evaluate our model’s power to represent in-the-wild facial texture. Given a face

image, also with the groundtruth shape and projection matrix, we can jointly estimate an albedo

parameter fA and a lighting parameter L whose decoded texture can reconstruct the original im-

age. To accomplish this, we use SGD on fA and L with the initial parameters estimated by our

encoder E . For the linear model, Zhu et al. [193] fitting results of Basel albedo using Phong illu-

mination model [122] is used. As in Fig. 4.6, nonlinear model significantly outperforms the Basel
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Figure 4.6: Texture representation power comparison. Our nonlinear model can better reconstruct the facial
texture.

Face model. Despite, being close to the original image, Tran et al. [161] model reconstruction

results are still blurry. Using global local-based network architecture (“+GL”) with the same loss

functions helps to bring the image closer to the input. However, these models are still constrained

by regularizations on the albedo. By learning using proxy technique (“+Proxy”), our model can

learn more realistic albedo with more high frequency details on the face. This conclusion is fur-

ther supported with quantitative comparison in Tab. 4.1. We report the averaged l2,1 reconstruction

error over the face portion of each image. Our model achieves the lowest averaged reconstruction

error among four models, 0.0363, which is a 15% error reduction of the recent nonlinear 3DMM

work [161].

Shape. Similarly, we also compare models’ power to represent real-world 3D scans. Using

ten 3D face meshes provided by [121], which share the same triangle topology with us, we can
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Origin Linear [121] Nonlinear [161] Our

NME 0.0241 0.0146 0.0139

Figure 4.7: Shape representation power comparison. Given a 3D shape, we optimize the feature fS to
approximate the original one.

optimize the shape parameter to generate, through the decoder, shapes matching the groundtruth

scans. The matching criterion is defined based on both vertex distances (Euclidean) and surface

normal direction (cosine distance), which empirically improves fidelity of reconstructed meshes

compared to optimizing vertex distances only. Fig. 4.7 shows the visual comparisons between

different reconstructed meshes. Our reconstructions closely match the face shapes details. To

quantify the difference, we use NME — averaged per-vertex Euclidean distances between the

recovered and groundtruth meshes, normalized by inter-ocular distances. The proposed model

has a significantly smaller reconstruction error than the linear model, and is also smaller than the

nonlinear model by Tran et al. [161] (0.0139 vs. 0.0146 [161], and 0.0241 [121])

4.3.3 Identity-Preserving

We explore the effect of our proposed 3DMM on preserving identity when reconstructing face

images. Using DR-GAN [163], a pretrained face recognition network, we can compute the cosine
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Figure 4.8: The distance between the input images and their reconstruction from three models. For better
visualization, images are sorted based on their distance to our model’s reconstructions.

distance between the input and its reconstruction from different models. Fig. 4.8 shows the plot

of these score distributions. At each horizontal mark, there are exactly three points presenting

distances between an image with its reconstructions from three models. Images are sorted based

on the distance to our reconstruction. For the majority of the cases (77.2%), our reconstruction has

the smallest difference to the input in the identity space.

4.3.4 3D Reconstruction

Using our model DS,DA, together with the model fitting CNN E , we can decompose a 2D pho-

tograph into different components: 3D shape, albedo and lighting (Fig. 4.9). Here we compare

our 3D reconstruction results with different lines of works: linear 3DMM fitting [153], nonlinear

3DMM fitting [152, 161] and approaches beyond 3DMM [63, 139].

For linear 3DMM model, the representative work, MoFA by Tewari et al. [153, 151], learns to

regress 3DMM parameters in an unsupervised fashion. Even being trained on in-the-wild images,

it is still limited to the linear subspace, with limited power to recovering in-the-wild texture. This

results in the surface shrinkage when dealing with challenging texture, i.e., facial hair as discussed
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Input Overlay Albedo Shape Shading

Figure 4.9: 3DMM fits to faces with diverse skin color, pose, expression, lighting, and faithfully recovers
these cues.
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Input Our Tewari17

Figure 4.10: 3D reconstruction comparison to Tewari et al. [153].

Input Our Tewari18 Tran18a

Figure 4.11: 3D reconstruction comparisons to nonlinear 3DMM approaches by Tewari et al. [152] or Tran
and Liu [161]. Our model can reconstruct face images with higher level of details. Please zoom-in for more
details. Best view electronically.

in [152, 160, 161]. Besides, even with regular skin texture their reconstruction is still blurry and

has less details compared to ours (Fig. 4.10).

The most related work to our proposed model is Tewari et al. [152], Tran and Liu [161], in
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Figure 4.12: 3D reconstruction comparisons to Sela et al. [139] or Tran et al. [159], which go beyond latent
space representations.

which 3DMM bases are embedded in neural networks. With more representation power, these

models can recover details which the traditional 3DMM usually can’t, i.e. make-up, facial hair.

However, the model learning process is attached with strong regularization which limits their

ability to recover high frequency details of the face. Our propose model enhances the learning

process in both learning objective and network architecture to allow higher-fidelity reconstruc-
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tions (Fig. 4.11).

To improve 3D reconstruction quality, many approaches also try to move beyond the 3DMM

such as Richardson et al. [129], Sela et al. [139] or Tran et al. [159]. The current state-of-the-art 3D

monocular face reconstruction method by Sela et al. [139] using a fine detail reconstruction step to

help reconstructing high fidelity meshes. However, their first depth map regression step is trained

on synthetic data generated by the linear 3DMM. Besides domain gap between synthetic and real,

it faces a more serious problem of lacking facial hair in the low-dimension texture. Hence, this

network’s output tends to ignore these unexplainable regions, which leads to failure in later steps.

Our network is more robust in handling these in-the-wild variations (Fig. 4.12). The approach

of Tran et al. [159] share a similar objective with us to be both robust and maintain high level

of details in 3D reconstruction. However, they use an over-constrained foundation which loses

personal characteristics of the each face mesh. As a result, the 3D shapes look similar across

different subjects (Fig. 4.12).

4.3.5 Face editing

Decomposing face image into individual components give us ability to edit the face by manipulat-

ing any component. Here we show three examples of face editing using our model.

Relighting. First we show an application to replacing the lighting of a target face image using

lighting from a source face (Fig. 4.13). After estimating the lighting parameters Lsource of the

source image, we render the transfer shading using the target shape Starget and the source lighting

Lsource. This transfer shading can be used to replace the original source shading. Alternatively,

value of Lsource can be arbitrarily chosen based on the SH lighting model, without the need of

source images. Also, here we use the original texture instead of the output of our decoder to
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Figure 4.13: Lighting transfer results. We transfer the lighting of source images (first row) to target images
(first column). We have similar performance compare to the state-of-the-art method of Shu et al. [143]
despite being orders of magnitude faster (150 ms vs. 3 min per image).

maintain image details.

Attribute Manipulation. Given faces fitted by 3DMM model, we can edit images by naive

modifying one or more elements in the albedo or shape representation. More interestingly, we

can even manipulate the semantic attribute, such as growing beard, smiling, etc. The approach is

similar to learning attribute embedding in Sec. 3.3.2. Assuming, we would like to edit appearance
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Figure 4.14: Growing mustache editing results. The first collumn shows original images, the following
collumns show edited images with increasing magnitudes. Comparing to Shu et al. [144] results (last row),
our edited images are more realistic and identity preserved.

only. For a given attribute, e.g., beard, we feed two sets of images with and without that attribute

{Ip
i }n

i=1 and {In
i }n

i=1 into our encoder to obtain two average parameters fp
A and fn

A. Their difference

∆fA = fp
A− fn

A is the direction to move from the distribution of negative images to positive ones.

60



Figure 4.15: Adding stickers to faces. The sticker is naturally added into faces following the surface normal
or lighting.

By adding ∆fA with different magnitudes, we can generate modified images with different degree

of changes. To achieve high-quality editing with identity-preserved, the final editing result is

obtained by adding the residual, the different between the modified image and our reconstruction,

to the original input image. This is a critical difference to Shu et al. [144] to improve results quality

(Fig. 4.14).

Adding Sticker. With more precise 3D face mesh reconstruction, the quality of successive tasks

is also improved. Here, we show an application of our model on face editing: adding stickers or

tattoos onto faces. Using the estimated shape as well as the projection matrix, we can unwrap the

facial texture into the UV space. Thanks to the lighting decomposition, we can also remove the

shading from the texture to get the detailed albedo. From here we can directly edit the albedo by

adding sticker, tattoo or make-up. Finally, the edited images can be rendered using the modified

albedo together with other original elements. Fig. 4.15 shows our editing results by adding stickers

into different people’s face.
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4.4 Conclusions

In realization that the strong regularization and global-based modeling are the roadblocks to achieve

high-fidelity 3DMM model, this chapter presents a novel approach to improve the nonlinear 3DMM

modeling in both learning objective and network architecture. Hopefully, with insights and find-

ings discussed, this can be a step toward unlocking the possibility to build a model which can

capture mid and high-level details in the face. Through which, high-fidelity 3D face reconstruction

can be achieved solely by doing model fitting.
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Chapter 5

Intrinsic 3D Decomposition, Segmentation,

and Modeling Generic Objects

5.1 Introduction

Understanding 3D structure is one of computer vision’s fundamental problems. A human has no

difficulty understanding the 3D structure of an object upon seeing its 2D image. Even without ge-

ometric cues (motion or stereopsis), our visual system can still infer detailed surfaces or plausibly

hidden parts. Meanwhile, such a 3D inferring task remains extremely challenging for computer

vision systems.

In recent years, with advancements in deep learning, many have shown human-level perfor-

mance on 2D image understanding, such as object detection [59], recognition [61, 163], segmen-

tation [57, 21]. One of the main reasons for this success is the abundance of annotated data. For

majority of 2D understanding tasks, nowadays, there usually be many databases with sufficiently

annotated images. Hence, the decent performance can be obtained using end-to-end supervised

learning. However, extending this success to supervised learning for 3D inference is far behind

This chapter is adapted from the following work:
[1] Feng Liu, Luan Tran and Xiaoming Liu, “Intrinsic 3D Decomposition and Modelingfor Generic Objects via

Colored Occupancy Field” under submission. (Luan Tran and Feng Liu make equal contribution to this work).
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due to limited availability of 3D labels.

With the introduction of large 3D Computer Aided Design (CAD) databases like ObjectNet3D [176],

ShapeNet [26], majority of recent work on 3D monocular object reconstruction [56, 54, 34] and

intrinsic image decomposition [64, 142] rely entirely on synthetic images generated from the CAD

models. However, using synthetic data alone has a major drawback. First of all, creating CAD

models is not scalable. Making a single 3D object instance is labor extensive and requires ex-

pertise in computer graphics. Hence, it’s not feasible to build models for all available objects.

Secondly, there still be an obvious gap between synthetic rendering images and real images even

with advanced rendering techniques in computer graphic. Therefore, these methods have limited

ability in reconstruction from real-world images.

Meanwhile, there is a large collection of 2D images for any object categories. If those images

can be effectively used in either 3D object modeling or learning to fit the model, it could have a

great impact on the 3D object reconstruction. Essentially, the reason that real-world 2D images

have not been effectively used in generic object 3D reconstruction is the lack of corresponding

ground truth 3D shapes for these images, and thus no supervised learning.

Early attempts [89, 164] on learning 3D shape model from 2D photographs in an unsupervised

fashion are still limited on exploiting 2D images. Given an input image, they mainly try to learn

3D model to reconstruct 2D silhouette of the object. To learn a better model, multiple views of the

same object with ground-truth pose or keypoints annotations are needed. More importantly, they

ignore additional monocular cues, e.g., shading, that obtain rich 3D information. One common

issue among prior work is the lack of modeling for albedo, one key element in image formulation.

As a result, analysis-by-synthesis approaches is not applicable to 3D modeling of generic objects.

To address these issues, we propose a novel paradigm to jointly learn a completed and seg-

mented 3D model, consisting of both 3D shape and albedo, as well as a model fitting module to
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Figure 5.1: This work decomposes a 2D image of genetic objects into albedo, 3D shape, illumination, and
camera projection.

estimate the shape, albedo, lighting and camera matrix from 2D images, as in Fig. 5.1. Different

from prior 3D reconstruction work, this is the first work modeling both shape and albedo of a

generic object, in a semi-supervised manner. Modeling albedo, together with estimating the envi-

ronment lighting condition, enables us to fully exploit the shading cues from 2D images to estimate

the 3D shape.

Specifically, considering large intra-class variations in mesh topology, we propose to use col-

ored occupancy field to completely represent a 3D object. For every spatial point, the colored

occupancy field provides the probability whether it is inside the object and also the RGB value of

its albedo. The surface of the object is implicitly represented as the iso-surface at a certain thresh-

old of the occupancy probability. Colored occupancy field theoretically can represent a shape at an

arbitrarily high resolution, which only depends on the sampling density of spatial points. More-

over, also due to the lack of consistency in meshes’ topology, the dense correspondence between

3D shapes is missing. We propose to jointly model the object part segmentation which exploits

its implicit correlation with shape and albedo, and also creates explicit constraints for our model

fitting learning.

In summary, the contributions of this chapter include:

�We build the first 3D model, that fully models segmented 3D shape, albedo for generic objects

using colored occupancy field as a representation.
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� Modeling intrinsic components allows us to not only better exploit visual cues, but also, for

the first time, use real images for model training in an unsupervised manner.

� Incorporating unsupervised part segmentation enables better constraints to fine-tune the shape

and pose estimation.

�We demonstrate superior performance on 3D reconstruction of generic objects from a single

2D image.

5.1.1 3D Shape and Albedo Representation

Shape Implicit Field. In contrast to 2D domain, the community has not yet agreed on a 3D

representation that is both memory efficient and inferable from data. Recently, a lot of attention

is focus on implicit representation, where each shape can be represented by a function o : R3→

[0,1]. This function takes a spatial location x ∈ R3 as an input and outputs its probability of

occupancy [34, 108, 117]. With this implicit representation, the shape can be viewed at an arbitrary

high resolution. Another appealing property of this representation is that the surface normal can

be analytically computed using the spatial derivative δDS(fS,x)
δx via back-propagation through the

network. This is helpful for successive analysis tasks such as rendering.

As in [34, 108, 117], leveraging deep neural networks, a family or an instance of shape func-

tions can be represented using a decoder network DS and each shape S is encoded by a latent

representation fS ∈ RdS (Fig 5.2.a):

DS : R3×RdS → [0,1]. (5.1)

The shape decoder’s architecture follows BAE-NET [33]. BAE-NET is a joint shape co-

segmentation and reconstruction network, which takes shape latent representation fS and a spatial
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Figure 5.2: Shape and albedo decoder networks. Shape decoder DS takes a shape latent representation
fS and a spatial point x=(x,y,z) and produces the implicit field for each branch. The final output layer
groups the branch outputs, via max pooling, to form the spatial probability of occupancy. Albedo decoder
DA receives both latent representations fS, fA and estimates the albedo colors of 4 branches, one of which is
selected by the shape branch/segmentation and returned as the final albedo color of x.

point x as inputs. It is composed of 3 fully connected layers each followed by a LeakyReLU, except

the final output (Sigmoid). The final layer gives the implicit field for four branches (o1,o2,o3,o4).

Finally, a max pooling operator on branch outputs results in the final implicit field o. BAE-NET

is much shallower and thinner compared to IM-NET [34], since it cares more about the quality of

segmentation rather than reconstruction. We propose to integrate the shape into albedo learning,

which is shown to benefit both segmentation and reconstruction.

Albedo Implicit Field. For a completed model, each vertex on the shape surface is assigned a

RGB albedo color. Extending the idea of the occupancy field to albedo, we propose to represent

the albedo as a colored field. The albedo decoder DA returns an RGB color for any spatial location

x ∈R3. One approach for the colored field is naïvely using a single albedo latent representation fA
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to represent a colored shape, i.e., DA(fA,x). However, it puts a redundant burden to fA to encode

the object geometry, e.g., the position of the tire, and body of a car. Hence, we propose to take the

shape latent vector fS as an additional input to the albedo decoder DA(fA, fS,x) (Fig 5.2.b):

DA : R3×RdT ×RdS → R3. (5.2)

For simplicity we will omit fS, fA in D∗ in later sections.

The albedo decoder has a similar architecture as the shape decoder, with a few differences.

The input to the network has an additional vector, albedo representation fA. The output is applied

Tanh activation. Also, the third layer gives the color field for four branches (c1,c2,c3,c4) and each

with 3 channels. At every spatial location, the final color is ck, where k = argmaxi(oi) (Fig. 5.2).

One key motion for integrating shape segmentation into albedo decoder is that, different parts of

an object often differ in both shape and texture. The four albedo branches essentially represent the

dominant albedo colors of the object, whose learning will in turn encourage the shape decoder to

segment parts that differ not only in shape, but also in dominant albedo.

5.1.2 Physis-Based Rendering

To render an object image from shape, albedo, represented by latent vectors fS, fA, as well as

lighting L and projection matrix P, we first find a set of W ×H surface points corresponding to

each pixel. Then the RGB color of each pixel is computed via a lighting model using lighting

parameters L and decoder outputs.

Camera model. We assume a full perspective camera model. Any spatial points x in the 3D

world space can be projected in 2D by a multiplication between a projection matrix P and its

homogeneous coordinates representation,
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(a) Linear Search (b) Linear-Binary Search

Figure 5.3: Ray tracing for surface points detection. In Linear search, candidates (red points) are uniformly
distributed in the grid. In Linear-Binary search, after the first point inside the object found, Binary search
will be used between the last outside point and current inside point for all remaining iterations.

u = P [x,1]T , (5.3)

where P is a 3×4 full perspective projection matrix.

Essentially, P can be extended to its 4× 4 version with zero translation in z-direction, With

an abuse in annotation in homogeneous coordinates, relation between 3D points x and its camera

space projection u can be written as:

u = Px, and x = P−1u. (5.4)

Surface point detection. To render a 2D image, for each ray from the camera to the pixel

j = (u,v), we select one “surface point”. Here, a surface point is defined as the first interior point

(DS(x)> τ) or the outerior point with largest DS(x) in case the ray doesn’t hit the object.

For efficient network training, instead of finding exact surface points, we approximate them

using Linear search or Linear-Binary search (Fig. 5.3).

Intuitively, with the distance margin error of ε , in Linear search, from an initial location in
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the object boundary, we evaluate DS(x) for all spatial point candidates x with step size of ε . In

Linear-Binary search, after the first interior point is found, as DS(x) is a continuous function, a

Binary search can be used to better approximate the surface point.

For better parallelization, the number of points evaluated on each ray is the same. In this case,

Linear-Binary search doesn’t result in speed up but leads to better approximation of surface points,

hence better render quality.

Image formation. We assume distant low-frequency illumination and a purely Lambertian sur-

face reflectance. Hence the incoming radiance can be approximated via Spherical Harmonics (SH)

basis functions Hb : R3→ R, and controlled by coefficients L. At the pixel j with corresponding

surface point x j, the image color value is computed as a product of albedo A and shading C:

I j =A j.C j = A j.
B2

∑
b=1

γbHb(n j) (5.5)

=DA(x j).
B2

∑
b=1

γbHb

(
σ

(
δDS(x j)

δx j

))
, (5.6)

where n j = σ

(
δDS(x j)

δx j

)
is the L2-normalized surface normal at x j, and σ() is a vector normaliza-

tion function. We use B = 3 SH bands, which leads to B2 = 9 coefficients in L for each of three

color channels.

5.1.3 Model Learning

Our model is designed to learn from real-world 2D images. However, in addition we also need to

learn shape prior from 3D CAD models, due to inherent ambiguity in inverse problems. We first

describe learning from 2D images, and then learning from CAD models.

70



5.1.3.1 Unsupervised Joint Modeling and Fitting

Given a set of 2D images, without corresponding ground truth 3D shape, we define the loss function

as:

L= Limg +λsilLsil +λfea-constLfea-const +λregLreg, (5.7)

where Limg is the photometric loss, Lsil enforces consistence between predicted silhouette and

ground truth silhouette, and Lfea-const is the local feature consistency loss, Lreg consists of different

regularization terms.

Silhouette Consistency Loss. Given the object’s silhouette mask M for each image, obtained by

an off-the-shell segmentation method [21], the silhouette consistency loss is:

Lsil =
1

W ×H

W×H

∑
j=1
L
(
DS(fS,x j),o j

)
(5.8)

=
1

W×H

W×H

∑
j=1
L
(
DS(ES,E−1

P u j),o j
)
. (5.9)

With the occupancy field, the target value o j is defined as o j = 0.5 if M j = 1, otherwise o j = 0.

Here, we also analyze how our silhouette loss differs to prior work. If 3D shape is represented

as a mesh, there is no gradient when comparing two binary masks, unless the predicted silhouette is

expensively approximated as in Soft rasterizer [89]. If the shape is represented by a voxel, the loss

can provide gradient to adjust voxel occupancy predictions, but not the object orientation [164].

Our loss can update both occupancy field, camera projection estimation (Eqn. 5.9).

Photometric Loss. To enforce similarity between our reconstruction and input, we use a L1 loss

on the foreground:

Limg =
1
|M|

∥∥(Î− I)�M
∥∥

1 . (5.10)
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To our best knowledge, this is the first work on generic 3D object modeling that can fully

exploit the RGB color information to supervise the shape learning rather than just silhouette guid-

ance [89]. This is only possible due to two specific designs of our approach. 1) We learn the

completed model including albedo. 2) The shape implicit representation (contrast to voxel) pro-

vides accurate, efficient surface normal computation, allows shading decomposition.

Local Feature Consistency Loss. We propose a novel local feature consistency loss based on

the 3D segmentation provided by the shape decoder. We first select q boundary points U3D ∈Rq×3

from all pairs of neighboring segments based on the shape decoder branches. Then these 3D points

are projected to 2D locations U2D ∈Rq×2 on the image plane using the estimated projection matrix

P. Similar to [178], we retrieve features on each feature map using the location U2D and form the

local image features F ∈ Rq×256, where 256 is the feature dimension. Finally, we perform PCA

to obtain the engenvector associated with the largest eigenvalue (v ∈ R1×256), which describes the

largest variation among the visual features of q points. Despite the different colors of two images

of the same object category, we assume that this major variation is similar. Thus, we define the

local feature consistency loss as:

Lfea-const =
1
|B| ∑

(i, j)∈B

∥∥vi−v j
∥∥

1 , (5.11)

where B is the training batch.

Regularization. We define two regularization terms to constrain the learning.

Albedo local constancy: following Retinex theory [82] which assumes albedo to be piecewise

constant, we enforce the gradient sparsity in two directions, similar to [144]:

Lalb-const = ∑
t∈N j

ω( j, t)
∥∥A j−At

∥∥p
2 , (5.12)
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where N j represents pixel j’s set of 4 neighbor pixels. With the assumption that pixels with the

same chromaticity (i.e., c j = I j/|I j|) are more likely to have the same albedo, we set the constant

weight ω(i, t) = exp
(
−α

∥∥c j− ct
∥∥), where the color is referenced from the input image. In our

experiment we set α = 15 and p = 0.8 as in [107].

Batch-wise White Shading: Due to ambiguity in the magnitude of lighting, and therefore the

intensity of shading, it is necessary to incorporate constraints on the shading magnitude to prevent

the network from generating arbitrary bright/dark shading. To handle these ambiguities, we use a

Batch-wise White Shading [144] constraint on shading:

Lbws =

∥∥∥∥∥ 1
m

m

∑
j=1

Cs(r)
j − c

∥∥∥∥∥
1

, (5.13)

where Cs(r)
j is a red channel diffuse shading of pixel j, m is the number of foreground pixels in a

training batch. c is a constant for the target average shading, which is set to 1. The same constraint

is applied for blue and green channels.

5.1.3.2 Supervised Prior Learning with Synthetic Image

The CAD model helps to learn the shape prior and provide supervision in training.

Learning Shape and Albedo Decoder. To learn the shape and albedo model (decoders), we

adopt widely used techniques which is training encoder-decoder networks [34, 50]. Here the input

to the encoder is a colored voxel, and the encoder E ′ is 3D CNN. Voxel is picked over 2D images

as it contains all shape information which better eliminates ambiguity for the encoding process.

Given a dataset of N models, each of which can be represented as a colored 3D occupancy

voxel V. Equivalently, each model can also be represented with K spatial points x ∈ R3 and its

occupancy label o ∈ [0,1] and albedo c. This model learning objective is written as:
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argmin
DS,DA,E ′

N

∑
i=1

( K

∑
j=1

(
L(DS(E ′S(Vi),x j),o j)+L(DA(E ′S(Vi),E ′A(Vi),x j),c j)

))
. (5.14)

The loss L (softmax cross-entropy or Lp) penalizes deviation of the network prediction from the

actual value o j, c j.

We also adopt progressive training techniques [34], to train our model on gradually increas-

ing resolution data. Since the model structure doesn’t change when switching training data of

different resolutions, thus higher-resolution models can be trained with pre-trained weights on

low-resolution data. Progressive training stabilizes and significantly speeds up the training.

Learning Image Encoder. For each CAD model, we render multiple images of the same object

with different poses and lighting conditions. Here each training sample is a triplet of voxel, 2D

image and its corresponding ground truth projection matrix (V,I, P̃). They can be used as an

additional supervision for our encoder and decoders.

LS =
∥∥ES(I)−E ′S(V)

∥∥2
2 , (5.15)

LA =
∥∥EA(I)−E ′A(V)

∥∥2
2 , (5.16)

LP =
∥∥∥EP(I)− P̃

∥∥∥2

2
, (5.17)

The ground truth latent representations are obtained from the ground truth voxel (E ′(V)).

5.1.4 Implementation Details

5.1.4.1 Model training

The full model is trained in three stages. First, the shape and albedo decoder is trained with colored

voxel data. Then the encoder is trained with 2D synthetic images as inputs. Both supervised and
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unsupervised losses are used in this stage. Finally, the model fitting module (encoder and albedo

decoder) can be finetuned using real images with unsupervised losses. We empirically found that,

the real images training has incremental benefit on finetuning the shape decoder. But it significant

improves the generalization ability of our encoder on fitting model to real images. Hence, we

decide to fix the weight of the shape decoder after the first stage. The encoder is a modified ResNet-

18, while decoders are 3 layers MLPs [33]. Weights are initialized from a normal distribution with

a standard deviation of 0.02. Adam optimizer is used with a learning rate of 0.0001 in all stages.

5.1.5 Network Structure

Colored Voxel Encoder. To learn the shape and albedo models (prior) simultaneously, our voxel

encoder requires colored voxels as input. We obtain color voxelization for the ShapeNet 3D mesh

models by the work [29]. Fig. 5.4 shows two examples of color voxelization. The voxel encoder

architecture (Table 5.1) is 3D CNN, which is adopted from [34, 33].

Figure 5.4: Color voxelization of ShapeNet models. Original 3D mesh (left) and 643 colored voxel (right).

Shape and Albedo Decoders. The shape decoder architecture is followed the work of [33]

(unsupervised case). The network takes shape latent representation fS and a spatial point (x,y,z)

as inputs. It is composed of 3 fully connected layers each of which are applied with Leaky ReLU,

except the final output is applied Sigmoid activation (Fig. 5.5). The albedo decoder architecture
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Table 5.1: Colored voxel encoder network structure.

Layer Kernel size Stride Activation
function

Output size
(d1,d2,d3,C)

input - - - (64,64,64,3)
conv3d (4,4,4) (2,2,2) LReLU (32,32,32,32)
conv3d (4,4,4) (2,2,2) LReLU (16,16,16,64)
conv3d (4,4,4) (2,2,2) LReLU (8,8,8,128)
conv3d (4,4,4) (2,2,2) LReLU (4,4,4,256)
conv3d (4,4,4) (1,1,1) Sigmoid (1,1,1,256)
fA - - - 128
fS - - - 128

is similar, with only two differences. The input to the network has an additional vector, albedo

latent representation fA. The output is applied Tanh activation. Fig. 5.6 depicts the albedo decoder

architecture.

Figure 5.5: The shape decoder network is composed of 3 fully connected layers, denotes as “FC”. The
shape latent vector (128-dim) is concatenated, denoted “+”, with the xyz query, making a 131-dim vector,
and is provided as input to the first layer. The Leaky ReLU activation is applied to the fist 2 FC layers while
the final value is obtained with Sigmoid activation denoted as “Sig.”.

Local Feature Extraction. We first select q boundary points U3D ∈ Rq×3 from all pairs of

neighboring segments based on the shape decoder branches. Then these 3D points are projected

to 2D locations U2D ∈ Rq×2 on the image plane using the estimated projection matrix P. Fig. 5.7

shows one example of the selected visible points. We set q = 50 in our experiment.

The image encoder is a modified ResNet-18. Table 5.2 illustrates the detail network architec-

ture. Given the 3D points U3D, we identity the projected location U2D on the feature map layers

of the encoder. Here, we concatenate features from the outputs of conv1, conv2 and conv3 (see
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Figure 5.6: The albedo decoder network is also composed of 3 fully connected layers. Specifically, it takes
the point coordinate (x,y,z), along with shape and albedo feature vectors, and outputs the RGB color value.
’TH’ denotes Tanh activation.

Figure 5.7: One example of boundary points selection for local feature extraction.

Table 5.2) to get the local features F ∈ Rq×256 (size: 64+64+128) of the point. Here, we reshape

the feature maps to the original image size with bilinear interpolation.

To better illustrate the efficiency of the proposed local feature consistence constraint for pose

and shape estimation, we fist select the boundary points for 20 pairs of input images based on

the ground-truth camera parameter and shape parts information. Then we disturb the selected

points with additive zero-mean Gaussian noise. Fig. 5.8 presents the average local feature distance

under noise of different standard deviations. As shown by the results, the local feature distance

is sensitive to the noise in selected points, which means the local feature consistence loss enables

the framework to generate better camera and shape parameter so that the corresponding semantic

points can be obtained.
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Table 5.2: Image encoder network structure (slightly modified from ResNet-18).

Layer Kernel size Stride Activation function Input size Output size
input - - - - (128,128,3)
conv1 (7,7) (2,2) Max-pooling, BN, LReLU (128,128,3) (32,32,64)
conv2 (ResNet block) (3,3) - - (32,32,64) (32,32,64)
conv3 (ResNet block) (3,3) - - (32,32,64) (16,16,128)
conv4 (ResNet block) (3,3) - - (16,16,128) (8,8,256)
conv5 (ResNet block) (3,3) - - (8,8,256) (4,4,512)
average pool (4,4) - - (4,4,512) (1,1,512)
FCl - - - 512 27
FCp - - - 512 12
FCshape - - Sigmoid 512 128
FCalbedo - - Sigmoid 512 128

Figure 5.8: Local feature distance under noise of different standard deviations.

5.2 Experimental Results

We study four aspects of proposed methods, in terms of ablation study, unsupervised segmentation,

single-view 3D reconstruction on synthetic, and real-world images.

5.2.1 Experiment Setup

Data. For evaluation of 3D shape reconstruction, we use the ShapeNet Core v1 dataset [26]. It is

composed of CAD models of objects in various categories. Following the settings of [56], we use

the same training/testing split. While using the same test set, we render training data ourselves,

78



Figure 5.9: 3D reconstruction using models learned with (third row) and without real image (second row).
Higher quality reconstruction is observed in the bottom.

adding lighting and real-world pose variations (pose distribution from Pascal 3D+ [177] training

data). This helps us to leverage the shading cue to better learn the model as well as model fitting

to real-world images.

We use images from Pascal 3D+ database [177], into our unsupervised model training step.

Pascal 3D+ augments 12 rigid categories of Pascal VOC 2012 [44] with 3D annotations. We select

the same 5 categories (plane, car, chair, couch and table) with our synthetic data. The training

subset of from Pascal 3D+ images we considered after filtering occluded instances, which would

affect the image decomposition training process.

Metrics. We adopt the standard 3D reconstruction metric: IoU and Chamfer Distance (CD) [108]

for evaluation. To compare with methods that output point clouds, we first use marching cubes to

obtain meshes from 2563-voxelized models. For IoU, larger is better. For CD, smaller is better.
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Table 5.3: Effect of loss terms on pose and reconstruction estimation.

Azimuth angle error Reconstruction error (CD)

w/o Lsil 18.51◦ 0.136
w/o Lfea-const 15.02◦ 0.124
w/o Lreg 13.01◦ 0.131
Full model 12.20◦ 0.116

5.2.2 Ablation Study

Effect of Unsupervised Training. By modeling the completed shape and estimating image for-

mation parameters, our method can leverage in-the-wild images without annotations of its ground

truth shape via unsupervised losses. Here we demonstrate the benefits of adding real images into

training to improve our model fitting ability on real images. Fig. 5.9 shows visual reconstructions

on images from Pix3D and Pascal 3D+ datasets of our model at different stage of training: a model

trained with synthetic data only and a model trained with additional real images.

Effect of Loss Terms. We compare our full model with its partial variants, without silhouette

consistency loss, local feature consistency loss, or albedo regularization loss. We conduct experi-

ments on Pascal 3D+ database (car category) and evaluate the pose estimation and reconstruction.

Table 5.3 shows quantitative comparison of these four models. As the silhouette provides strong

constraints on global shape and pose, without silhouette loss, the performance on both metrics are

severely impaired. The regularization helps to disentangle shading from albedo, which leads to

better surface normal, thus better shape and pose fitting. The local feature consistency loss helps

to fine-tune the model fitting, which improves the final pose and shape estimation. These results

demonstrate that all the loss components presented in this work contribute to the final performance.
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Table 5.4: Segmentation and shape representation comparisons (IoU/CD) on ShapeNet part [181]. IoU
is utilized to measure for segmentation against ground-truth parts. CD is used for shape representation
evaluation. Chair* is training on chair+table joint set.

Shape (#parts) airplane(3) chair(3) chair*(4) table(2)

BAE-Net 80.4/0.19 86.6/0.27 83.7/− 87.0/0.30
Proposed 83.0/0.16 87.4/0.23 84.1/0.28 88.2/0.25

5.2.3 Unsupervised Segmentation

As modeling shape, albedo and co-segmentation are closely-related tasks [188], jointly model-

ing them allows us to exploit their correlation. Following the same training and testing setting

with [33], we evaluate our model’s co-segmentation and shape representation power on the cat-

egory of airplane, chair and table. As in Table 5.4, our model achieves a higher segmentation

accuracy, comparing with BAE-NET [33]. Further, we compare the power of two methods in

representing 3D shapes. By feeding a ground-truth voxel shape from the testing set to the voxel

encoder and shape decoder, we can estimate the shape parameter whose decoded shape matches the

ground-truth CAD model. The lower CD, as well as higher IoU, in Table 5.4 show that the novel

design of our shape and albedo decoders improves both the segmentation and reconstruction.

We show additional upsupervised segmentation results of our 5 categories on ShapeNet Part

dataset in Fig. 5.10. We assign a color for the output of each branch of our shape decoder and

reasonable parts are obtained. Since our segmentation is unsupervised and the model for each

category is trained separately, our results are not guaranteed to produce the same part counts for

all categories. Fig. 5.11 shows the estimations of albedo colors of 4 branches. The four albedo

branches do represent the dominant albedo colors of the objects.
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Figure 5.10: Unsupervised segmentation results on ShapeNet Part dataset. We render the original meshes
with different colors representing different parts.
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Figure 5.11: Visualization of albedo branch outputs for our 5 categories. We render the albedo with
reconstructed mesh.
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Table 5.5: Quantitative comparison of single-view 3D reconstruction on synthetic images of
ShapeNet.

Category Chamfer Distance IoU
3D-R2N2 PSG Pix2Mesh AtlasNet IM-SVR Proposed 3D-R2N2 PSG Pix2Mesh AtlasNet IM-SVR Proposed

airplane 0.227 0.137 0.187 0.104 0.137 0.110 0.426 − 0.515 0.392 0.554 0.577
car 0.213 0.169 0.180 0.141 0.123 0.092 0.661 − 0.501 0.220 0.745 0.773
chair 0.270 0.247 0.265 0.209 0.199 0.155 0.439 − 0.402 0.257 0.522 0.546
couch 0.229 0.224 0.212 0.177 0.181 0.178 0.626 − 0.600 0.279 0.641 0.651
table 0.239 0.222 0.218 0.190 0.173 0.164 0.420 − 0.312 0.233 0.450 0.479

Mean 0.278 0.188 0.216 0.175 0.187 0.165 0.493 − 0.473 0.300 0.546 0.567

5.2.4 3D Image Decomposition

We further provide several 3D image decomposition results on real-world images on Fig. 5.12.

Since our network produces a full 3D shape, we can change the reconstruction or any single com-

ponent to a different viewpoint.

5.2.5 Single-view 3D Reconstruction

5.2.5.1 Reconstruction on synthetic images

Monocular 3D reconstruction performance is first evaluated on synthetic images. We compare

our model against multiple state-of-the-art baselines that leverage various 3D representations:

3D-R2N2 [35] (voxel), Point Set Generation (PSG) [45] (point cloud), Pixel2Mesh [147], At-

lasNet [54] (mesh), and IM-SVR [34] (implicit field). For our model, we employ both supervised

and unsupervised losses.

In general, our model is able to predict 3D shapes that closely resemble the ground truth

shapes (Fig. 5.13.a). Our approach outperforms the other methods in most categories and achieves

the best mean score (both IoU and CD (Tab. 5.5)). While using the same shape representation as

us, IM-SVR [34] only learns to reconstruct the 3D shape by minimizing the latent representation

different with ground-truth latent vectors. By modeling albedo, our model is beneficial from learn-
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Figure 5.12: 3D image decomposition on real-world images. Our work decomposes a 2D image of generic
objects into albedo, completed 3D shape and illumination.
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Figure 5.13: Qualitative comparison for single-view 3D reconstruction on ShapeNet, Pascal 3D+,
and Pix3D datasets.

ing with both supervised and unsupervised (photometric, silhouette) losses. This results in better

performance in both quantitative and qualitative comparisons.

5.2.5.2 Reconstruction on real images

We also evaluate our approach in reconstruction on two real image databases, Pascal 3D+ [177]

and Pix3D [147]. Our model is finetuned on real images from Pascal 3D+ train subset without

access to ground truth 3D shapes. Since most of reconstruction methods only can infer shapes

for synthetic. Here, we compare proposed method with the state-of-the-art methods which can

work for real world images, including 3D-R2N2 [35], differentiable ray consistency (DRC) [164],

ShapeHD [174] and DAREC [123]. Again, our work is the first one that can fully leverage real

images to learn model fitting in a unsupervised fashion. For Pascal 3D+ evaluation, we use the

val subset of the 5 categories. For Pix3D, we use 3 categories (chair, couch and table) which are
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Figure 5.14: Qualitative comparison for single-view 3D reconstruction on real images from Pascal
3D+ (left) and Pix3D (right).

overlapped with our 5 real categories.

As shown in Fig. 5.14, our model infers reasonable shapes even in challenging conditions.

Quantitatively, Table 5.6 suggests that the proposed method performs significantly better than other

methods in Pascal 3D+ database. As Pascal 3D+ only has 10 CAD models for each object cate-

gory as ground truth 3D shapes, the ground truth labels and the scores can be inaccurate, failing

to reflect the shape details. We therefore conduct an experiment on more precise 3D annotation

database Pix3D. As shown in Table 5.7, our model also has significantly lowest Chamfer Distance

and best quality as in Fig. 5.14 comparing to baselines.

To provide more comprehensive comparisons on the 3D reconstruction quality. We provide

more reconstruction results on Pascal3D+ [177] (Fig. 5.15) and Pix3D [147] dataset (Fig. 5.16.

Comparisons are made with ShapeHD [174], AtlasNet [54] using pre-trained models provided by

the authors.
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Table 5.6: Real image 3D reconstruction on PASCAL 3D+ with CD.

Category 3D-R2N2 DRC ShapeHD DAREC Proposed

plane 0.305 0.112 0.094 0.108 0.102
car 0.305 0.099 0.129 0.101 0.113
chair 0.238 0.158 0.137 0.135 0.119
couch 0.347 0.169 0.176 - 0.148
table 0.321 0.162 0.153 - 0.127

Mean 0.303 0.140 0.138 - 0.122

Table 5.7: Real image 3D reconstruction on Pix3D+ with CD.

Category 3D-R2N2 DRC ShapeHD DAREC Proposed

chair 0.239 0.160 0.123 0.112 0.091
couch 0.307 0.178 0.137 - 0.114
table 0.289 0.163 0.133 - 0.127

Mean 0.278 0.167 0.131 - 0.110

5.3 Conclusions

With the objective of 3D modeling from real-world 2D images, this chapter presents a semi-

supervised learning approach that jointly learns the fitting algorithm and the models. Since our

approach offers completed albedo and 3D shape models, as well as intrinsic decomposition from

images, we are able to effectively leverage real images in the training. As a result, we observe

substantial improvement on the quality of 3D reconstruction from a single image. In essential,

our proposed method is applicable to 3D modeling and reconstruction for any object category if

both i) an in-the-wild 2D image collection and ii) CAD models of the object are available. We are

interested in applying this method to a wide variety of object categories and building a “zoo" of

3D models.
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Figure 5.15: Additional 3D reconstruction results on Pascal3D+ [177] dataset.
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Figure 5.16: Additional 3D reconstruction results on Pix3D [147]. For each input image, we show recon-
structions by ShapeHD [174], and ground truth. Our reconstructions resemble the ground truth.
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Chapter 6

Conclusions and Future Work

Reconstructing faces or generic objects from a single photo graph is extremely challenging due

to the ambiguity in the image formation process. Reconstruction quality is highly depend on

expressiveness of the underlying used model. Given limited in annotated 3D data, throughout

this thesis, I have presented an approach to learn and improve 3D models representation power

as well as fitting ability by using large collection of 2D in-the-wild images. Even achieving the

state-of-the-art performance, the current model still has limitations.

Lighting model

The Lambertian lighting model, which is used in this thesis, is known to be a poor approxima-

tion for the complex reflectance properties of facial skin or generic objects. When humans sweat,

the skin clearly exhibits specular reflections, particularly on the nose and forehead. The specular

reflection is even more obvious on other objects like cars. A more complex lighting assumption is

necessary to accurately handle these scenarios.

I believe better modeling the lighting is critical for unsupervised/ weakly supervised approach

as using a approximation of a real rendering process prevents the model from learning the true

shape or albedo as these truthful elements could lead to a higher loss value under a poor approxima-

tion of lighting model. In computer graphics, extremely complex, physically-valid lighting models

have been developed specifically for materials of relevance to face, for example for skin [79]

and hair [100]. However, these methods have proven to be too complex and too computational-
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expensive to integrate into 3DMM fitting pipelines.

Feedback Mechanism

Different from classification tasks where small changes in predicted probability can be tolerated

as long as the classification (class rankings) results aren’t changed; our models do regression on

pose, shape/albedo parametters. High precision estimation is usually required. Currently, across

all chapters, we use a single encoder to estimate parametters from the input image. With multiple

down-sampling operations in the network structure, maintainig infomation of the face, inclusing

precise landmark locations, small facial structure could be challenging. As a results, the estimated

shape, pose could be off from the groud-truth value.

Besides, in our tasks, visualizing our current estimations, in the form of reconstructed images,

gives us a luxury of comparing our estimation to the original input. Study the disperency between

the reconstruction and input image could be a form of feedback signal that we can use to further

refine the current estimation. Hence, one interesting idea that we could explore is to learn a second

encoder that take both original input and our rendered image as inputs and try to produce parametter

residuals to refine our inital predicted parametters.
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Representation Learning GAN for pose-invariant face
recognition (DR-GAN)

While other chapters in this thesis looking at image formation/synthesis in a model-driven

approach, there are other approach that can learn to manipulate images without using any 3D

models. In this appendix, I would like to introduce one of our work in that direction with an

application on face synthesis and face recognition.

A1 Introduction

Face recognition is one of the most widely studied topics in computer vision due to its wide ap-

plication in law enforcement, biometrics, marketing, and etc. Recently, great progress has been

achieved in face recognition with deep learning-based methods [149, 119, 138]. For example,

surpassing human performance is reported by Schroff et al. [138] on Labeled Faces in the Wild

(LFW) database. However, one of the shortcomings of the LFW database is that it does not offer

a high degree of pose variation — the variance that has been shown to be a major challenge in

face recognition. Up to now, the key ability of Pose-Invariant Face Recognition (PIFR) desired by

real-world applications is far from solved [92, 93, 25, 4, 41]. A recent study [140] observes a sig-

nificant drop, over 10%, in performance of most algorithms from frontal-frontal to frontal-profile

face verification, while human performance only degrades slightly. This indicates that the pose

variation remains to be a significant challenge in face recognition and warrants future study.

In PIFR, the facial appearance change caused by pose variation often significantly surpasses

the intrinsic appearance differences between individuals. To overcome these challenges, a wide

This chapter is adapted from following publications:
[1] Luan Tran, Xi Yin, and Xiaoming Liu, “Disentangled Representation Learning GAN for Pose-Invariant Face

Recognition,” in CVPR,2017.
[2] Luan Tran, Xi Yin, and Xiaoming Liu, “Representation Learning by Rotating your Faces” in TPAMI, 2019.
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Figure A1: Given one or multiple in-the-wild face images as the input, DR-GAN can produce a unified
identity representation, by virtually rotating the face to arbitrary poses. The learnt representation is both
discriminative and generative, i.e., the representation is able to demonstrate superior PIFR performance,
and synthesize identity-preserved faces at target poses specified by the pose code.

variety of approaches have been proposed, which can be grouped into two categories. First, some

work employ face frontalization on the input image to synthesize a frontal-view face, where tra-

ditional face recognition algorithms are applicable [58, 194], or an identity representation can be

obtained via modeling the face frontalization/rotation process [72, 197, 182]. The ability to gen-

erate a realistic identity-preserved frontal face is also beneficial for law enforcement practitioners

to identify suspects. Second, other work focus on learning discriminative representations directly

from the non-frontal faces through either one joint model [119, 138] or multiple pose-specific

models [101, 40]. In contrast, we propose a novel framework to take the best of both worlds

— simultaneously learn pose-invariant identity representation and synthesize faces with arbitrary

poses, where face rotation is both a facilitator and a by-product for representation learning.

As shown in Fig. A1, we propose Disentangled Representation learning-Generative Adversar-

ial Network (DR-GAN) for PIFR. Generative Adversarial Networks (GANs) [51] can generate
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samples following a data distribution through a two-player game between a generator G and a

discriminator D. Despite many recent promising developments [109, 39, 124, 30, 11], image syn-

thesis remains to be the main objective of GAN. To the best of our knowledge, this is the first work

that utilizes the generator in GAN for representation learning. To achieve this, we conduct G with

an encoder-decoder structure (Fig. A2 (d)) to learn a disentangled representation for PIFR. The

input to the encoder Genc is a face image of any pose, the output of the decoder Gdec is a synthetic

face at a target pose, and the learnt representation bridges Genc and Gdec. While G serves as a face

rotator, D is trained to not only distinguish real vs. synthetic (or fake) images, but also predict the

identity and pose of a face. With the additional classifications, D strives for the rotated face to

have the same identity as the input real face, which has two effects on G: 1) The rotated face looks

more like the input subject in terms of identity. 2) The learnt representation is more inclusive or

generative for synthesizing an identity-preserved face.

In conventional GANs, G takes a random noise vector to synthesize an image. In contrast, our

G takes a face image, a pose code c, and a random noise vector z as the input, with the objective

of generating a face of the same identity with the target pose that can fool D. Specifically, Genc

learns a mapping from the input image to a feature representation. The representation is then

concatenated with the pose code and the noise vector to feed to Gdec for face rotation. The noise

models facial appearance variations other than identity or pose. Note that it is a crucial architecture

design to concatenate one representation with varying randomly generated pose codes and noise

vectors. This enables DR-GAN to learn a disentangled identity representation that is exclusive or

invariant to pose and other variations, which is the holy grail for PIFR when achievable.

Most existing face recognition algorithms only takes one image for testing. In practice, there

are many scenarios when an image collection of the same individual is available [75]. In this

case, prior work fuse results either in the feature level [27] or the distance-metric level [167, 103].
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Differently, our fusion is conducted within a unified framework. Given multiple images as the

input, Genc operates on each image, and produces an identity representation and a coefficient,

which is an indicator of the quality of that input image. Using the dynamically learned coefficients,

the representations of all input images are linearly combined as one representation. During testing,

Genc takes any number of images and generates a single identity representation, which is used by

Gdec for face synthesis along with the pose code.

Our generator is essential to both representation learning and image synthesis. We propose two

techniques to further improve Genc and Gdec respectively. First, we have observed that our Genc

can always outperform D in representation learning for PIFR. Therefore, we propose to replace the

identity classification part of D with the latest Genc during training so that a superior D can push

Genc to further improve itself. Second, since our Gdec learns a mapping from the feature space to the

image space, we propose to improve the learning of Gdec by regularizing the average representation

of two representations from different subjects to be a valid face, assuming a convex space of face

identities. These two techniques are shown to be effective in improving the generalization ability

of DR-GAN.

In summary, this paper makes the following contributions.

• We propose DR-GAN via an encoder-decoder structured generator that can frontalize or

rotate a face with an arbitrary pose, even the extreme profile.

• Our learnt representation is explicitly disentangled from the pose variation via the pose code

in the generator and the pose estimation in the discriminator. Similar disentanglement is

conducted for other variations, e.g., illumination.

• We propose a novel scheme to adaptively fuse multiple faces to a single representation based

on the learnt coefficients, which empirically shows to be a good indicator of the face image
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quality.

• We achieve state-of-the-art face frontalization and face recognition performance on multiple

benchmark datasets, including Multi-PIE [52], CFP [140], and IJB-A [75].

A2 Prior Work

Generative Adversarial Network (GAN). Goodfellow et al. [51] introduce GAN to learn gen-

erative models via an adversarial process. With a minimax two-player game, the generator and

discriminator can both improve themselves. GAN has been used for image synthesis [39, 127],

image super resolution [187], and etc. More recent work focus on incorporating constraints to

z or leveraging side information for better synthesis. E.g., Mirza and Osindero [109] feed class

labels to both G and D to generate images conditioned on class labels. In [136] and [114], GAN is

generalized to learn a discriminative classifier where D is trained to not only distinguish between

real vs. fake, but also classify the images. In InfoGAN [30], G applies information regularization

to the optimization by using the additional latent code. In contrast, this paper proposes a novel

DR-GAN aiming for face representation learning, which is achieved via modeling the face rota-

tion process. In Sec. A3.4, we will provide in-depth discussion on our difference to most relevant

work in GANs.

One crucial issue with GANs is the difficulty for quantitative evaluation. Previous work either

perform human study to evaluate the quality of synthetic images [39] or use the features in the

discriminator for image classification [124]. In contrast, we innovatively construct the generator

for representation learning, which can be quantitatively evaluated for PIFR.

Face Frontalization. Generating a frontal face from a profile face is very challenging due to

self-occlusion. Prior methods in face frontalization can be classified into three categories: 3D-
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based methods [194, 58, 84], statistical methods [135], and deep learning methods [197, 179, 182,

72, 191]. E.g., Hassner et al. [58] use a mean 3D face model to generate a frontal face for any

subject. A personalized face model could be used but accurate 3D face reconstruction remains

a challenge [133, 87, 160, 161]. In [135], a statistical model is used for joint frontalization and

landmark localization by solving a constrained low-rank minimization problem. For deep learning

methods, Kan et al. [72] propose SPAE to progressively rotate a non-frontal face to a frontal one

via auto-encoders. Yang et al. [179] apply the recurrent action unit to a group of hidden units to

incrementally rotate faces in fixed yaw angles.

All prior work frontalize only near frontal in-the-wild faces [58, 194] or large-pose controlled

faces [182, 197]. In contrast, we can synthesize arbitrary-pose faces from a large-pose in-the-

wild face. We use the adversarial loss to improve the quality of the synthetic images and identity

classification in the discriminator to preserve identity.

Representation Learning. Designing the appropriate objectives for learning a good represen-

tation is an open question [10]. The work in [99] is among the first to use an encoder-decoder

structure for representation learning, which, however, is not explicitly disentangled. DR-GAN is

similar to DC-IGN [80] — a variational autoencoder-based method to disentangled representation

learning. However, DC-IGN achieves disentanglement by providing batch training samples with

one attribute being fixed, which may not be applicable to unstructured in-the-wild data.

Prior work also explore joint representation learning and face rotation for PIFR where [197,

182] are most relevant to our work. In [197], Multi-View Perceptron [197] is used to untangle

the identity and view representations by processing them with different neurons and maximizing

the data log-likelihood. Yim et al. [182] use a multi-task CNN to rotate a face with any pose and

illumination to a target pose, and the L2 loss-based reconstruction of the input is the second task.

Both work focus on image synthesis and the identity representation is a by-product during the
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network learning. In contrast, DR-GAN focuses on representation learning, of which face rotation

is both a facilitator and a by-product. We differ to [197, 182] in four aspects. First, we explicitly

disentangle the identity representation from pose variations by pose codes. Second, we employ the

adversarial loss for high-quality synthesis, which drives better representation learning. Third, none

of them applies to in-the-wild faces as we do. Finally, our ability to learn the representation from

multiple unconstrained images has not been observed in prior work.

Face Image Quality Estimation. Low image quality is known to be a challenge for vision

tasks [95, 32]. Image quality estimation is important for biometric recognition systems [12, 53,

157]. Numerous methods have been proposed to measure the image quality of different biometric

modalities including face [1, 3, 116], iris [31, 78], fingerprint [148, 150], and gait [111, 105]. In

the scenario of face recognition, an effective algorithm for face image quality estimation can help

to either (i) reduce the number of poor images acquired during enrollment, or (ii) improve feature

fusion during testing. Both cases can improve the face recognition performance. Abaza et al. [1]

evaluate multiple quality factors such as contrast, brightness, sharpness, focus and illumination as

a face image quality index for face recognition. However, they did not consider pose variance,

which is a major challenge in face recognition. Ozay et al. [116] employ a Bayesian network to

model the relationships between predefined quality related image features and face recognition,

which is show to boost the performance significantly. The authors in [171] propose a patch-based

face image quality estimation method, which takes into account of geometric alignment, pose,

sharpness, and shadows.

In this work, we employ quality estimation in a unified GAN framework that considers all fac-

tors of image quality presented in the dataset, with no direct supervision. For each input image,

DR-GAN can generate a coefficient that indicates the quality of the input image. The represen-

tations from multiple images of the same subject are fused based on the learnt coefficients to
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generate one unified representation. We will show that the learnt coefficients are correlated to the

image quality, i.e., a measurement of how good it can be used for face recognition.

A3 The Proposed DR-GAN Model

Our proposed DR-GAN has two variations: the basic model can take one image per subject for

training, termed single-image DR-GAN, and the extended model can leverage multiple images

per subject for both training and testing, termed multi-image DR-GAN. We start by introducing

the original GAN, followed by two DR-GAN variations, and the proposed techniques to improve

the generalization of our generator. Finally, we will compare our DR-GAN with previous GAN

variations in detail.

A3.1 Generative Adversarial Network

Generative Adversarial Network consists of a generator G and a discriminator D that compete in a

two-player minimax game. The discriminator D tries to distinguish between a real image x and a

synthetic image G(z). The generator G tries to synthesize realistic-looking images from a random

noise vector z that can fool D, i.e., G(z) being classified as a real image. Concretely, D and G play

the game with the following loss function:

min
G

max
D
Lgan = Ex∼pd(x)[logD(x)]+

Ez∼pz(z)[log(1−D(G(z)))]. (1)

It is proved in [51] that this minimax game has a global optimum when the distribution pg of the

synthetic samples and the distribution pd of the real samples are the same. Under mild conditions
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Figure A2: Comparison of previous GAN architectures and our proposed DR-GAN.

(e.g., G and D have enough capacity), pg converges to pd . In the beginning of training, the samples

generated from G are extremely poor and are rejected by D with high confidences. In practice, it

is better for G to maximize log(D(G(z))) instead of minimizing log(1−D(G(z))) [51]. This

objective results in the same fixed point of the dynamics of G and D but provides much stronger

gradients early in learning. As a result, G and D are trained to alternatively optimize the following

objectives:

max
D
LD

gan = Ex∼pd(x)[logD(x)]+

Ez∼pz(z)[log(1−D(G(z)))], (2)

max
G
LG

gan = Ez∼pz(z)[log(D(G(z))]. (3)

A3.2 Single-Image DR-GAN

Our single-image DR-GAN has two distinctive novelties compared to prior GANs. First, it learns

an identity representation for a face image by using an encoder-decoder structured generator, where

the representation is the encoder’s output and the decoder’s input. Since the representation is the
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input to the decoder to synthesize various faces of the same subject, i.e., virtually rotating his/her

face, it is a generative representation.

Second, the appearance of a face is determined by not only the identity, but also the numerous

distractive variations, such as pose, illumination, expression. Thus, the identity representation

learned by the encoder would inevitably include the distractive side variations. E.g., the encoder

would generate different identity representations for two faces of the same subject with 0◦ and 90◦

yaw angles. To remedy this, in addition to the class labels similar to semi-supervised GAN [136],

we employ side information such as pose and illumination to explicitly disentangle these variations,

which in turn helps to learn a discriminative representation.

A3.2.1 Problem Formulation

Given a face image x with label y = {yd,yp}, where yd represents the label for identity and yp

for pose, the objectives of our learning problem are twofold: 1) to learn a pose-invariant identity

representation for PIFR, and 2) to synthesize a face image x̂ with the same identity yd but at a

different pose specified by a pose code c. Our approach is to train a DR-GAN conditioned on the

original image x and the pose code c with its architecture illustrated in Fig. A2 (d).

Different from the discriminator in conventional GAN, our D is a multi-task CNN consisting

of three components: D = [Dr,Dd,Dp]. Dr ∈ R1 is for real/fake image classification. Dd ∈ RNd
is

for identity classification with Nd as the total number of subjects in the training set. Dp ∈ RN p
is

for pose classification with N p as the total number of discrete poses. Given a face image x, D aims

to classify it as the real image class, and estimate its identity and pose; while given a synthetic

face image from the generator x̂ = G(x,c,z), D attempts to classify x̂ as fake, using the following
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objectives:

LD
gan = Ex,y∼pd(x,y)[logDr(x)]+

E x,y∼pd(x,y),
z∼pz(z),c∼pc(c)

[log(1−Dr(G(x,c,z)))], (4)

LD
id = Ex,y∼pd(x,y)[logDd

yd(x)], (5)

LD
pos = Ex,y∼pd(x,y)[logDp

yp(x)], (6)

where Dd
i and Dp

i are the ith element in Dd and Dp. For clarity, we will eliminate all subscripts for

expected value notations, as all random variables are sampled from their respected distributions

(x,y∼ pd(x,y),z∼ pz(z),c∼ pc(c)). The final objective for training D is the weighted average of

all objectives:

max
D
LD = λgLD

gan +λdLD
id +λpLD

pos, (7)

where we set λg = λd = λp = 1.

Meanwhile, G consists of an encoder Genc and a decoder Gdec. Genc aims to learn an identity

representation f (x) = Genc(x) from a face image x. Gdec aims to synthesize a face image x̂ =

Gdec( f (x),c,z) with identity yd and a target pose specified by c, and z ∈RNz
is the noise modeling

other variations besides identity or pose. The pose code c ∈RN p
is a one-hot vector with the target

pose yt being 1. The goal of G is to fool D to classify x̂ to the identity of input x and the target

pose with the following objectives:

LG
gan = E[logDr(G(x,c,z))], (8)

LG
id = E[logDd

yd(G(x,c,z))], (9)

LG
pos = E[logDp

yt (G(x,c,z))]. (10)
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Similarly, the final objective for training the discriminator G is the weighted average of each

objective:

max
G
LG = µgLG

gan +µdLG
id +µpLG

pos, (11)

where we set µg = µd = µp = 1.

G and D improves each other during the alternative training process. With D being more

powerful in distinguishing real vs. fake images and classifying poses, G strives for synthesizing

an identity-preserved face with the target pose to compete with D. We benefit from this process

in three aspects. First, the learnt representation f (x) will preserve more discriminative identity

information. Second, the pose classification in D guides the pose of the rotated face to be more

accurate. Third, with a separate pose code as input to Gdec, Genc is trained to disentangle the pose

variation from f (x), i.e., f (x) should encode as much identity information as possible, but as little

pose information as possible. Therefore, f (x) is not only generative for image synthesis, but also

discriminative for PIFR.

A3.2.2 Network Structure

The network structure of single-image DR-GAN is adopted from CASIA-Net [180] with batch

normalization (BN) for Genc and D. Besides, since the stability of the GAN game suffers if sparse

gradient layers (MaxPool, ReLU) are used, we replace them with strided convolution and exponen-

tial linear unit (ELU) respectively. D is trained to optimize Eqn. 7 by adding a fully connected layer

with the softmax loss for real vs. fake, identity, and pose classifications respectively. G includes

Genc and Gdec that are bridged by the to-be-learned identity representation f (x) ∈ RN f
, which is

the AvgPool output in our Genc. f (x) is concatenated with a pose code c and a random noise z.

A series of fractionally-strided convolutions (FConv) [124] transforms the (N f +N p +Nz)-dim
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concatenated vector into a synthetic image x̂ = G(x,c,z), which is the same size as x. G is trained

to maximize Eqn. 11 when a synthetic face x̂ is fed to D and the gradient is back-propagated to

update G.

Previous work in face rotation use L2 loss [197, 182] to enforce the synthetic face to be similar

to the ground truth face at the target pose. This line of work requires the training data to include

face image pairs of the same identity at different poses, which is achievable for controlled datasets

such as Multi-PIE, but hard to fulfill for in-the-wild datasets. On contrary, DR-GAN does not

require image pairs since there is no direct supervision on the synthetic images. This enables us

to utilize extensive real-world unstructured datasets for model training. To initialize the training,

given a training image, we randomly sample the pose code with equal probability for each pose

view. Such a random sampling is conducted at each epoch during the training, for the purpose

of assigning multiple pose codes to one training image. For the noise vector, we also randomly

sample each dimension independently from the uniform distribution in the range of [−1,1].

A3.3 Multi-Image DR-GAN

Our single-image DR-GAN extracts an identity representation and performs face rotation by pro-

cessing one single image. Yet, we often have multiple images per subject in training and sometimes

in testing. To leverage them, we propose multi-image DR-GAN that can benefit both the training

and testing stages. For training, it can learn a better identity representation from multiple images

that are complementary to each other. For testing, it can enable template-to-template matching,

which addresses a crucial need in real-world surveillance applications.

The multi-image DR-GAN has the same D as single-image DR-GAN, but a different G as

shown in Fig. A3. Given n images {xi}n
i=1 of the same identity yd at various poses as input,

besides extracting the feature representation f (xi), Genc also estimates a confident coefficient ωi
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Figure A3: Generator in mlti-image DR-GAN. From an image set of a subject, we can fuse the features to
a single representation via dynamically learnt coefficients and synthesize images in any pose.

for each image, which predicts the quality of the learnt representation. The fused representation of

n images is the weighted average of all representations,

f (x1, ...,xn) =
∑

n
i=1 ωi f (xi)

∑
n
i=1 ωi

. (12)

This fused representation is then concatenated with c and z and fed to Gdec to generate a new

image, which is expected to have the same identity as all input images and a target pose yt specified

by the pose code. Thus, each sub-objective for learning G has (n+1) terms:

LG
gan =

n

∑
i=1

[
E[log(Dr(G(xi,c,z)))]

]
+E[log(Dr(G(x1, ...,xn,c,z)))]. (13)

The similar extension applied for LG
id and LG

pos. The coefficient ωi in Eqn. 12 is learned so

that an image with a higher quality contributes more to the fused representation. The quality is

an indicator of the PIFR performance of the image, rather than the low-level image quality. Face

quality prediction is a classic topic where many prior work attempt to estimate the former from

the latter [116, 171]. Our coefficient learning is essentially the quality prediction, from novel
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perspectives in contrast to prior work. That is, without explicit supervision, it is driven by D

through the decoded image Gdec( f (x1, ...,xn),c,z), and learned in the context of, as a byproduct

of, representation learning. Note that, jointly training multiple images per subject results in one,

but not multiple, generator, i.e., all Genc in Fig. A3 share the same parameters. This makes it

flexible to take an arbitrary number of images during testing for representation learning and face

rotation.

For the network structure, multi-image DR-GAN only makes minor modification from the

single-image counterpart. Specifically, at the end of Genc, we add one more convolutional filter to

the layer before AvgPool to estimate the coefficient ω . We apply Sigmoid activation to constrain

ω in the range of [0,1]. During training, despite unnecessary, we keep the number of input images

per subject n the same for the sake of convenience in image sampling and network training. To

mimic the variation in the number of input images, we use a simple but effective trick: applying

Dropout on the coefficients ω: each ω is set to 0 with a probability of 0.5. Hence, during training,

the network takes any number of inputs varying from 1 to n.

DR-GAN can be used in PIFR, image quality prediction, and face rotation. While the network

in Fig. A2 (d) is used for training, our network for testing is much simplified. First, for PIFR,

only Genc is used to extract the representation from one or multiple images. Second, for quality

prediction, only Genc is used to compute ω from one image. Thirdly, both Genc and Gdec are used

for face rotation by specifying a target pose and a noise vector.

A3.4 Comparison to Prior GANs

We compare DR-GAN with most relevant GAN variants (Fig. A2).

Conditional GAN. Conditional GAN [109, 81] extends GAN by feeding the labels to both G
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and D to generate images conditioned on labels, either class labels, modality information, or even

partial data for inpainting. It has been used to generate MNIST digits conditioned on the class label

and to learn multi-modal models. In conditional GAN, D is trained to classify a real image with

mismatched conditions to a fake class. In DR-GAN, D classifies a real image to the corresponding

class based on the labels.

Auxiliary Classifier GAN. Odena et al. [115] extends conditional GAN to add an additional

classifier to D to classify real images into Nc classes. DR-GAN shares a similar loss for D but with

a distinguish purpose. The auxiliary classifier in Odenaet al. [115] is used to help improving the

stability and quality of GAN training. Meanwhile, we employ two additional classifiers to guide

the representation learning in the encoder-decoder structure G.

Adversarial Autoencoder (AAE). In AAE [98], G is the encoder of an autoencoder. AAE has

two objectives in order to turn an autoencoder into a generative model: the autoencoder recon-

structs the input image, and the latent vector generated by the encoder matches an arbitrary prior

distribution by training D. DR-GAN differs to AAE in two aspects. First, the autoencoder in [98] is

trained to learn a latent representation similar to an imposed prior distribution, while our encoder-

decoder learns discriminative identity representations. Second, D in AAE is trained to distinguish

real/fake distributions while our D is trained to classify real/fake images, the identity and pose of

the images.

A4 Experiments

DR-GAN can be used for face recognition by using the learnt representation from Genc, and face

rotation by specifying different pose codes and noise vectors with G. We evaluate DR-GAN quan-

titatively for PIFR and qualitatively for face rotation. We further conduct experiments to analyze
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the training strategy, disentangle representation, and image coefficients. Our experiments are con-

ducted for both controlled and in-the-wild databases.

A4.1 Experimental Settings

Databases. Multi-PIE [52] is the largest database for evaluating face recognition under pose,

illumination, and expression variations in controlled setting. For fair comparison, we follow the

setting in [197]: using 337 subjects with neutral expression, 9 poses within±60◦, and 20 illumina-

tions. The first 200 subjects are used for training and the rest 137 subjects for testing. In the testing

set, one image per subject with frontal view and neutral illumination forms the gallery set and

the others are the probe set. For Multi-PIE experiments, we add an additional illumination code

similar to the pose code to disentangle the illumination variation. Therefore, we have Nd = 200,

N p = 9, Nil = 20. Further, to demonstrate our ability in synthesizing large-pose faces, we train a

second model with training faces up to 90◦ (i.e., N p = 13).

For the in-the-wild setting, we train on CASIA-WebFace [180] and AFLW [76], and test on

CFP [140] and IJB-A [75]. CASIA-WebFace includes 494,414 near-frontal faces of 10,575 sub-

jects. We add the AFLW (25,993 images) to the training set to supply more pose variation. Since

there is no identity information in this dataset, those images only used to compute GAN, pose

related losses. CFP consists of 500 subjects each with 10 frontal and 4 profile images. The evalua-

tion protocol includes frontal-frontal (FF) and frontal-profile (FP) face verification, each having 10

folders with 350 same-person pairs and 350 different-person pairs. As another large-pose database,

IJB-A has 5,396 images and 20,412 video frames of 500 subjects. It defines template-to-template

face recognition where each template has one or multiple images. We remove 27 overlap subjects

between CASIA-Webface and IJB-A from the training. We have Nd = 10,548, N p = 13. We set
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Figure A4: The mean faces of 13 pose groups in CASIA-Webface. The blurriness shows the
challenges of pose estimation for large poses.

N f = 320, Nz = 50 for both settings.

Implementation Details. Following [180], we align all face images to a canonical view of size

110×110. We randomly sample 96×96 regions from the aligned 110×110 face images for data

augmentation. Image intensities are linearly scaled to the range of [−1,1]. To provide pose labels

yp for CASIA-WebFace, we apply 3D face alignment [71, 70] to classify each face to one of 13

poses. The mean face image of each pose group is shown in Fig. A4. The mean faces of profile

faces are less sharp than those of the near-frontal pose groups, which indicates the pose estimation

error caused by the face alignment algorithm.

Our implementation is extensively modified from a publicly available implementation of DC-

GAN. We follow the optimization strategy in [124]. The batch size is set to be 64. All weights

are initialized from a zero-centered normal distribution with a standard deviation of 0.02. Adam

optimizer [74] is used with a learning rate of 0.0002 and momentum 0.5.

Evaluation. The proposed DR-GAN aims for both face representation learning and face image

synthesis. The cosine distance between two representations is used for face recognition. We also

evaluate the performance of face recognition w.r.t. different numbers of images in both training and

testing. For image synthesis, we show qualitative results by comparing different losses and inter-

polation of the learnt representations. We also evaluate the various effects of different components

in our method.
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Table A1: DR-GAN and its partial variants performance comparison.

Verification Identification

Method @FAR=.01 @FAR=.001 @Rank-1 @Rank-5

DR-GAN −Dr 80.0±2.2 55.5±3.5 88.7±0.8 95.0±0.8
DR-GAN −Dp 78.0±2.0 53.9±6.8 87.5±0.8 94.5±0.7
DR-GAN 81.2±2.7 56.2±9.1 89.0±1.4 95.1±0.9

Figure A5: Generated faces of DR-GAN and its partial variants.

A4.2 Ablation study

Discriminator Components. Our discriminator is designed as a multi-task CNN with three

components, namely Dg,Dd,Dp, for real/fake, identity and pose classification respectively. While

Dd plays a critical role to guide the generator to preserve the input identity, we would like to

study the role of the remaining components. Table A1 presents the recognition performance of

single-image DR-GAN partial variants with each of D components removed. While the variant

without adversarial loss has a slightly performance drop, the model without pose classification

task has more severe drop. This shows the important of generating face images in different poses.

Also, the role of each component is shown in generated faces (Fig. A5). When removing Dr,

generated images has lower quality although they can be realized as faces and in correct poses.

When removing Dp, the pose of generated images can’t be controlled by the pose code and usually

affected by the input face’s pose. This can be caused by pose information residing in the feature
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representation. This also explains the severe drop in the model’s recognition performance.

Disentangled Representation. In DR-GAN, we claim that the learnt representation is disentan-

gled from pose variations via the pose code. To validate this, following the energy-based weight

visualization method proposed in [184], we perform feature visualization on the FC layer, denoted

as h ∈ R6×6×320, in Gdec. Our goal is to select two out of the 320 filters that have highest re-

sponses for identity and pose respectively. The assumption is that if the learnt representation is

pose-invariant, there should be separate neurons to encode the identity features and pose features.

Recall that we concatenate f (x) ∈ R320, c ∈ R13 and z ∈ R50 into one feature vector, which

multiplies with a weight matrix W f c ∈ R(320+13+50)×(6×6×320) and generates the output h with

hi ∈R6×6 being the feature output of one filter in FC. Let W f c = [W f x;Wc;Wz] denote the weight

matrix with three sub-matrices, which would multiply with f (x),c,z respectively. Taking the iden-

tity matrix as an example, we have W f x = [W1
f x,W

2
f x, ...,W

320
f x ] where Wi

f x ∈ R320×36. We com-

pute an energy vector sd ∈ R320 with each element as: si
d = ||Wi

f x||F . We then find the filter with

the highest energy in sd as kd = argmaxi si
d . Similarly, by partitioning Wc, we find another filter,

denoted as kp, with the highest energy for pose.

Given the representation f (x) of one subject, along with a pose code c and noise z, we can

compute the responses of two filters via hkd = ( f (x);c;z)T Wkd
f c and hkp = ( f (x);c;z)T Wkp

f c. By

varying the subjects and pose codes, we generate two arrays of responses in Fig. A6, for identity

(hkd ) and pose (hkp) respectively. For both arrays, each row represents the responses of the same

subject and each column represents the same pose. The responses for identity encode the identity

features, where each row shows similar patterns and each column does not share similarity. On

contrary, for pose responses, each column share similar patterns while each row is not related. This

visualization supports our claim that the learnt representation is pose-invariant.
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Figure A6: Responses of two filters: filter with the highest responses to identity (left), and pose (right).
Responses of each row are of the same subject, and each column are of the same pose. Note the within-row
similarity on the left and within-column similarity on the right.

Table A2: Comparison of single vs. multi-image DR-GAN on CFP.

Method Frontal-Frontal Frontal-Profile

DR-GAN: n=1 97.13±0.68 90.82±0.28
DR-GAN: n=4 97.86±0.75 92.93±1.39
DR-GAN: n=6 97.84±0.79 93.41±1.17

Single vs. Multiple Image DR-GAN. We evaluate the effect of the number of training images (n)

per subject on the face recognition performance on CFP. Specifically, with the same training set, we

train three models with n = 1,4,6, where n = 1 denotes single-image DR-GAN and n > 1 denotes

multi-image DR-GAN. The face verification performance on CFP using f (x) of each model are

shown in Tab. A2. We observe the advantage of multi-image DR-GAN over the single-image

counterpart despite they use the same amount of training data, which attributes to more constraints

in learning Genc that leads to a better representation. However, we do not keep increasing n due

to the limited computation capacity. In the rest of the paper, we use multi-image DR-GAN with

n = 6 unless specified.
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Figure A7: Coefficient distributions on IJB-A (a) and CFP (b). For IJB-A, we visualize images at four
regions of the distribution. For CFP, we plot the distributions for frontal faces (blue) and profile faces (red)
separately and show images at the heads and tails of each distribution.

A4.3 Confident Coefficients

In multi-image DR-GAN, we learn a confident coefficient for each input image by assuming that

the learnt coefficient is indicative of the image quality, i.e., how good it can be used for face

recognition. Therefore, a low-quality image should have a relatively poor representation and small

coefficients so that it would contribute less to the fused representation. To validate this assumption,

we compute the confident coefficients for all images in IJB-A and CFP databases and plot the

distribution as shown in Fig. A7.

For IJB-A, we show four example images with low, medium-low, medium-high, and high co-

efficients. It is obvious that the learnt coefficients are correlated to the image quality. Images

with relatively low coefficients are usually blurring, with large poses or failure cropping. While

images with relatively high coefficients are of very high quality with frontal faces and less occlu-

sion. Since CFP consists of 5,000 frontal faces and 2,000 profile faces, we plot their distributions

separately. Despite some overlap in the middle region, the profile faces clearly have relatively low

coefficients compared to the frontal faces. Within each distribution, the coefficient are related to

other variations expect yaw angles. The low-quality images for each pose group are with occlu-

sion and/or challenging lighting conditions, while the high-quality ones are with less occlusion and
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Figure A8: The correlation between the estimated coefficients and the classification probabilities.

under normal lighting.

To quantitatively evaluate the correlation between the coefficients and face recognition per-

formance, we conduct an identity classification experiment on IJB-A. Specifically, we randomly

select all frames of one video for each subject and select half of images for training and remaining

for testing. The training and testing sets share the same identities. Therefore, in the testing stage,

we can use the output of the softmax layer as the probability of each testing image belonging to the

right identity class. This probability is an indicator of how well the input image can be recognized

as the true identity. Given the estimated coefficients, we plot these two values for the testing set,

as shown in Fig. A8. These two values are highly correlated to each other with a correlation of

0.69, which again supports our assumption that the learnt coefficients are indicative of the image

quality.

Image selection with ω . One common application of image quality is to prevent low-quality

images from contributing to face recognition. To validate whether our coefficients have such us-

ability, we design the following experiment. For each template in IJB-A, we keep images whose
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Table A3: Performance of IJB-A when removing images by threshold ωt . “Selected" shows the percentage
of retained images.

ωt
Selected Verification Identification

(%) @FAR=.01 @FAR=.001 @Rank-1 @Rank-5

0 100.0 84.3±1.4 72.6±4.4 91.0±1.5 95.6±1.1
0.1 94.9 84.2±1.7 72.7±2.9 91.3±1.3 95.7±1.0
0.25 71.9 83.6±1.2 73.3±3.0 90.7±1.2 95.2±1.0
0.5 24.6 80.9±1.9 71.3±4.7 86.5±1.9 93.1±1.6
1.0 5.7 77.8±2.2 64.0±6.2 83.4±2.3 91.6±1.2

coefficients ω are larger than a predefined threshold ωt , or if all ω are smaller we keep one image

with the highest ω . Tab. A3 reports the performance on IJB-A, with different ωt . With ωt being

0, all test images are kept and the result is the same as Tab. A6. These results show that keeping

all or majority of the samples are better than removing them. This is encouraging as it reflects the

effectiveness of DR-GAN in automatically diminishing the impact of low-quality images, without

removing them by thresholding.

Feature fusion with ω . We also would like to show our proposed feature fusion using coefficient

ω is effective for the template to template matching purpose. We compare it with multiple fusion

methods in both feature level and score level. Table A4 shows comparisons of different fusion

methods on our multi-image DR-GAN features. To compare two template with size n1,n2, for

score-level, min, max, mean are respectively taking minimum, maximum and average of all n1n2

possible pairwise distances. Mean-min is the average of n1 + n2 minimum distances from each

feature from one template to the other. All of these methods have the time complexity ofO(n1n2).

Softmax, proposed in [2], aggregates multiple weighted averages of the pair-wise scores, where

each weight is the function of the score using an exponential function in different scales. It has

the time complexity of O(mn1n2), where m is the number of weight scale. Here, following [101],

we use a total of m = 21 scales from 0 to 20. For feature-level fusion, max, mean are respectively
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Table A4: Fusion schemes comparisons on IJB-A dataset.

Verification Identification

Method @FAR=.01 @FAR=.001 @Rank-1 @Rank-5

Sc
or

e

Min 78.3±2.7 46.0±6.9 86.7±1.4 94.0±0.6
Max 22.8±2.0 12.3±2.3 30.6±2.8 52.8.0±2.7
Mean 72.8±2.9 49.2±5.3 85.7±1.3 93.1±0.6
Mean-min 82.4±2.2 58.5±6.3 90.2±1.0 95.6±0.5
Softmax 84.3±1.6 69.2±6.8 90.1±1.0 95.5±0.8

Fe
at

ur
e Max 19.0±1.3 12.1±1.7 45.4±5.3 62.6±0.9

Mean 83.0±1.5 67.0±4.8 89.6±1.5 95.4±0.7
ω-fusion 84.3±1.4 72.6±4.4 91.0±1.5 95.6±1.1

max-pooling and average-pooling along each feature dimension. All feature-level fusion methods,

including our ω-fusion, have the time complexity of O(n1 +n2). From Tab. A4, our fusion using

estimated ω achieves the best performance among all methods.

A4.4 Representation Learning

Loss Function Comparison. Our Gdec and D can be viewed as a loss function for f (x). Typical

loss functions used in deep learning-based face recognition can be divided into two categories:

probability- and energy-based losses. Probability-based losses (i.e., softmax and its variants) usu-

ally compute a distribution of probability to all identities. Meanwhile, energy-based losses (con-

trastive, triplet, etc.) associate an energy to each configuration. Here, we compare DR-GAN to

multiple common loss functions of face recognition. To have a fair comparison on IJB-A, for all

functions, we use our Genc network architecture and “mean min" fusion. DR-GAN by itself can

surpass all prior loss functions (Tab. A5). Also, any advanced loss function can also be beneficial to

DR-GAN: energy-based losses (center, triplet, etc.) can be employed directly on our representation

f (x) or probability-based losses (angular, additive-margin softmax, etc.) can be used to replace the

Dd’s softmax. Empirically, using additive-margin softmax [168] as a softmax replacement on Dd
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Table A5: Loss function comparisons. All use “mean min" fusion.

Verification Identification

Method @FAR=.01 @FAR=.001 @Rank-1 @Rank-5

Softmax 75.9±3.9 44.1±9.9 87.8±0.9 94.6±0.6
Center [170] 74.9±3.1 50.3±7.0 87.2±1.4 95.2±0.9
Triplet [138] 74.9±3.1 50.3±7.0 87.2±1.4 95.2±0.9
AM-Softmax [168] 81.3±3.0 52.7±8.9 88.7±0.7 94.3±0.4
DR-GANsingle img. 81.2±2.7 56.2±9.1 89.0±1.4 95.1±0.9
DR-GAN 82.4±2.3 58.5±8.0 90.2±1.0 95.6±0.5
DR-GANAM 85.7±1.6 70.3±5.79 91.0±1.5 95.6±1.1

Table A6: Performance comparison on IJB-A dataset.

Verification Identification

Method @FAR=.01 @FAR=.001 @Rank-1 @Rank-5

GOTS [75] 40.6±1.4 19.8±0.8 44.3±2.1 59.5±2.0
Wang et al. [167] 72.9±3.5 51.0±6.1 82.2±2.3 93.1±1.4
DCNN [27] 78.7±4.3 – 85.2±1.8 93.7±1.0
PAM f rontal [101] 73.3±1.8 55.2±3.2 77.1±1.6 88.7±0.9
PAMs [101] 82.6±1.8 65.2±3.7 84.0±1.2 92.5±0.8
p-CNN [184] 77.5±2.5 53.9±4.2 85.8±1.4 93.8±0.9
FF-GAN [185] 85.2±1.0 66.3±3.3 90.2±0.6 95.4±0.5

DR-GAN 85.6±1.5 75.1±4.2 91.3±1.6 95.8±1.0
DR-GANAM 87.2±1.4 78.1±3.5 92.0±1.3 96.1±0.7

can further improve DR-GAN performance, we name this variant as DR-GANAM.

Results on Benchmark Databases. We compare DR-GAN with state-of-the-art face recognizers

on IJB-A, CFP and Multi-PIE.

Table A6 shows the performance of both face identification and verification on IJB-A. For

our results, we report results of multi-image DR-GAN using the proposed ω-fusion. The first row

shows the performance of presented DR-GAN model (using typical softmax loss). The second row

presents the variant using additive margin softmax [168]. Compared to the state of the art, DR-

GAN achieves superior results on both verification and identification. These in-the-wild results
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Table A7: Performance (Accuracy) comparison on CFP.

Method Frontal-Frontal Frontal-Profile

Sengupta et al. [140] 96.40±0.69 84.91±1.82
Sankarana et al. [137] 96.93±0.61 89.17±2.35
Chen et al. [28] 98.67±0.36 91.97±1.70
Human 96.24±0.67 94.57±1.10

DR-GAN 98.13±0.81 93.64±1.51
DR-GANAM 98.36±0.75 93.89±1.39

Table A8: Identification rate (%) comparison on Multi-PIE dataset.

Method 0◦ 15◦ 30◦ 45◦ 60◦ Average

Zhu et al. [196] 94.3 90.7 80.7 64.1 45.9 72.9
Zhu et al. [197] 95.7 92.8 83.7 72.9 60.1 79.3
Yim et al. [182] 99.5 95.0 88.5 79.9 61.9 83.3
Using L2 loss 95.1 90.8 82.7 72.7 57.9 78.3

DR-GAN 98.1 94.9 91.1 87.2 84.6 90.4
DR-GANAM 98.1 95.0 91.3 88.0 85.8 90.8

show the power of DR-GAN for PIFR.

Table A7 shows the comparison on CFP evaluated with Accuracy. Results are reported with

the average with standard deviation over 10 folds. Overall, we achieve comparable performance

on frontal-frontal verification while having 1.92% improvement on the frontal-profile verification.

Table A8 shows the face identification performance on Multi-PIE compared to the methods

with the same setting. Our method shows a significant improvement for large-pose faces, e.g., there

is more than 20% improvement margin at ±60◦ poses. The variation of recognition rates across

different poses is much smaller than the baselines, which suggests that our learnt representation is

more robust to the pose variation.

Representation vs. Synthetic Image for PIFR. Many prior work [58, 194] use frontalized faces

for PIFR. To evaluate the identity preservation of synthetic images from DR-GAN, we also perform
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Table A9: Representation f (x) vs. synthetic image x̂ on IJB-A.

Verification Identification

Features @FAR=.01 @FAR=.001 @Rank-1 @Rank-5

f (x̂) 78.5±1.9 60.3±3.7 86.9±1.6 94.2±1.3
Dd(x̂) 77.1±2.9 53.5±6.2 85.7±1.7 93.6±1.6
f ′(x̂) 79.2±2.9 60.8±7.3 89.2±1.4 95.3±1.1

f ′(x̂)& f (x̂) 83.0±1.8 71.7±3.6 90.7±1.4 95.6±1.0
f (x) 84.3±1.4 72.6±4.4 91.0±1.5 95.6±1.1

Figure A9: Face rotation comparison on Multi-PIE. Given the input (in illumination 07 and 75◦ pose), we
show synthetic images of L2 loss (top), adversarial loss (middle), and ground truth (bottom). Column 2-5
show the ability of DR-GAN in simultaneous face rotation and re-lighting.

face recognition using our frontalized faces. Any face feature extractor could be applied to them,

including Genc or Dd . However, both are trained on real images of various poses. To specialize to

synthetic frontal faces, we fine-tune Genc with the synthetic images and denote as f ′(·). As shown

in Tab. A9, although the performance of synthetic images (and its score-level fusion denoted as

f ′(x̂)& f (x̂)) is not as good as the learnt representation, using the fine-tuned Genc on synthetic

frontal still achieves comparable perfromance to the previous methods, which shows the identity

preservation ability of DR-GAN.

A4.5 Face Rotation

Adversarial Loss vs. L2 loss. Prior work [196, 182, 179] on face rotation normally employ the

L2 loss to learn a mapping between two views. To compare the L2 loss with our adversarial loss,
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Figure A10: Interpolation of f (x), c, and z. (a) Synthetic images by interpolating between the identity
representations of two faces (Column 1 and 12). Note the smooth transition between different genders and
facial attributes. (b) Pose angles 0◦, 15◦, 30◦, 45◦, 60◦, 75◦, 90◦ are available in the training set. DR-GAN
interpolates in-between unseen poses via continuous pose codes, shown above Row 3. (c) For each image at
Column 1, DR-GAN synthesizes two images at z =−1 (Column 2) and z = 1 (Column 12), and in-between
images by interpolating along two z.

we train a model where G is supervised by an L2 loss on the ground truth face with the target view.

The training process is kept the same for a fair comparison. As shown in Fig. A9, DR-GAN can

generate far more realistic faces that are similar to the ground truth faces in all views. Meanwhile,

images synthesized by the L2 loss cannot maintain high frequency components and are blurry.

In fact, L2 loss treats each pixel equally, which leads to the loss of discriminative information.

This inferior synthesis is also reflected in the lower PIFR performance in Tab. A8. In contrast, by

integrating the adversarial loss, we expect to learn a more discriminative representation for better

recognition, and a more generative representation for better face synthesis.

Variable Interpolations. Taking two images of different subjects x1,x2, we extract features

f (x1) and f (x2) from Genc. The interpolation between f (x1) and f (x2) can generate many repre-
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Figure A11: Face rotation on CFP: (a) input, (b) frontalized faces, (c) real frontal faces, (d) rotated
faces at 15◦, 30◦, 45◦ poses. We expect the frontalized faces to preserve the identity, rather than
all facial attributes. This is very challenging for face rotation due to the in-the-wild variations and
extreme profile views. The artifact in the image boundary is due to image extrapolation in pre-
processing. When the inputs are frontal faces with variations in roll, expression, or occlusions, the
synthetic faces can remove these variations.

sentations, which can be fed to Gdec to synthesize face images. In Fig. A10 (a), the top row shows

a transition from a female subject to a male subject with beard and glasses. Similar to [124], these

smooth semantic changes indicate that the model has learned essential identity representations for

image synthesis.

Similar interpolation can be conducted for the pose codes as well. During training, we use

a one-hot vector c to specify the discrete pose of the synthetic image. During testing, we could

generate face images with continuous poses, whose pose code is the weighted average, i.e., inter-

polation, of two neighboring pose codes. Note that the resultant pose code is no longer a one-hot

vector. As in Fig. A10 (b), this leads to smooth pose transition from one view to many views

unseen to the training set.

We can also interpolate the noise vector z. We synthesize frontal faces at z =−1 and z = 1 (a

vector of all 1s) and interpolate between two z. Given the fixed identity representation and pose
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Figure A12: Face frontalization on IJB-A. For each of four subjects, we show 11 input images with esti-
mated coefficients overlaid at the top left corner (first row) and their frontalized counter part (second row).
The last column is the groundtruth frontal and synthetic frontal from the fused representation of all 11 im-
ages. Note the challenges of large poses, occlusion, and low resolution, and our opportunistic frontalization.

code, the synthetic images are identity-preserved frontal faces. As in Fig. A10 (c), the change of z

leads to the change of the background, illumination condition, and facial attributes such as beard,

while the identity is well preserved and faces are of the frontal view. Thus, z models less significant

face variations.

Face Rotation on Benchmark Databases. Our generator is trained to be a face rotator. Given

one or multiple face images with arbitrary poses, we can generate multiple identity-preserved faces

at different views. Figure A9 shows the face rotation results on Multi-PIE. Given an input image

at any pose, we can generate multi-view images of the same subject but at a different pose by

specifying different pose codes or in a different lighting condition by varying illumination code.
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Figure A13: Face frontalization on IJB-A for an image set (first subject) and a video sequence (second
subject). For each subject, we show 11 input images (first row), their respective frontalized faces (second
row) and the frontalized faces using incrementally fused representations from all previous inputs up to this
image (third row). In the last column, we show the groundtruth frontal face.

The rotated faces are similar to the ground truth with well-preserved attributes such as eyeglasses.

One application of face rotation is face frontalization. Our DR-GAN can be used for face

frontalization by specifying the frontal-view as the target pose. Figure A11 shows the face frontal-

ization on CFP. Given an extreme profile input image, DR-GAN can generate a realistic frontal

face that has similar identity characteristics as the real frontal face. To the best of our knowledge,

this is the first work that is able to frontalize a profile-view in-the-wild face image. When the input

image is already in the frontal view, the synthetic images can correct the pitch and roll angles,

normalize illumination and expression, and impute occluded facial areas, as shown in the last few

examples of Fig. A11.

Figure A12 shows face frontalization results on IJB-A. For each subject or template, we show

11 images and their respective frontalized faces, and the frontalized face generated from the fused

representation. For each input image, the estimated coefficient ω is shown on the top-left corner
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of each image, which clearly indicates the quality of the input image as well as the frontalized

image. For example, coefficients for low-quality or large-pose input images are very small. These

images will have very little contribution to the fused representation. Finally, the face from the

fused representation has superior quality compared to all frontalized images from a single input

face. This shows the effectiveness of our multi-image DR-GAN in taking advantage of multiple

images of the same subject for better representation learning.

To further evaluate face frontalization results w.r.t. different numbers of input images, we vary

the number of input images from 1 to 11 and visualize the frontalized images from the incremen-

tally fused representations. As shown in Fig. A13, the individually frontalized faces have varying

degrees of resemblance to the true subject, according to the qualities of different input images.

The synthetic images from fused representations (third row) improve as the number of images

increases.

A5 Conclusions

This paper presents DR-GAN to learn a disentangled representation for PIFR, by modeling the face

rotation process. We are the first to construct the generator in GAN with an encoder-decoder struc-

ture for representation learning, which can be quantitatively evaluated by performing PIFR. Using

the pose code for decoding and pose classification in the discriminator lead to the disentanglement

of pose variation from the identity features. We also propose multi-image DR-GAN to leverage

multiple images per subject in both training and testing to learn a better representation. This is

the first work that is able to frontalize an extreme-pose in-the-wild face. We attribute the superior

PIFR and face synthesis capabilities to the discriminative yet generative representation learned in

G. Our representation is discriminative since the other variations are explicitly disentangled by the
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pose/illumination codes, and random noise, and is generative since its decoded (synthetic) image

would still be classified as the original identity.
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