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ABSTRACT

FAIRNESS IN AI-BASED RECRUITMENT AND CAREER PATHWAY
OPTIMIZATION

By

Dena Freshta Mujtaba

Work has long been a source of human livelihood, financial security, mental and physical

well-being, dignity, and meaning. However, advances in computing, big data, artificial intel-

ligence (AI), robotics, and related technologies are expected to usher in unprecedented and

widespread changes in the economy and society. It is estimated that by 2030 up to 14%

of the global workforce may need to change occupational categories as the world of work is

disrupted by technological advances. Many current and future workers that will enter the

workforce lack skills that in-demand and future jobs require. In short, the landscape of work

is poised for a major and unprecedentedly rapid transformation and this calls for a variety

of strategies to meet the needs of workers, employers, the economy, and broader society.

Motivated by these concerns, we investigate two key problems faced by organizations and

workers in the future of work. As AI has expanded into human resource applications, orga-

nizations are increasingly using AI-based recruitment for sourcing, screening, and selecting

talent. We explain how this can lead to biases in decisions and how this bias can be measured,

review tools available for bias mitigation, and discuss future challenges for fairness in ma-

chine learning specific to recruitment applications. Alongside this, workers are affected not

only by biased recruitment, but by the growing automation of tasks in occupations, which

will increasingly require job and task transitions. To help workers navigate these transitions

effectively, we propose a genetic-algorithm-based optimization engine to search for a worker’s

optimal career pathway in a network of occupations, given their current knowledge, skills,

abilities, and other work-related characteristics. Overall, this thesis presents strategies for

organizations to mitigate bias in AI-based recruitment and for workers to plan their career

pathway in the face of unprecedented changes in the world of work.
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CHAPTER 1

INTRODUCTION

Advances in artificial intelligence (AI) and related technologies are expected to usher in

unprecedented and widespread changes in the economy and society. It is estimated that

by 2030 about 14% of the global workforce may need to change occupational categories as

the world of work is disrupted by technological advances [3]. This is a challenge similar in

scope to that faced in the early 20th century in North America and Europe, and in China

in recent decades, due to a large-scale shift from agriculture to manufacturing, except now

occurring over a much more compressed timeframe, and being particularly acute in advanced

economics like the US [3]. Addressing this grand challenge requires a holistic understanding

of occupational categories, worker characteristics, and a way to connect workers to future jobs

and help them transition from one type of work to another and plan their career pathway.

This thesis presents several components that together address these needs using artificial

intelligence and optimization.

In this chapter, we first provide an overview of the future of work, and how the evolution

of technology is affecting the world of work. Within the world of work, we present the key

problems to be addressed for different stakeholders being affected by automation, global-

ization, and climate change. Next, we present the scope of this thesis and the problems

addressed by this work, followed by an overview of related work in the area of using artificial

intelligence to assist workers.

1.1 Future of Work

Work has long been a source of human livelihood, financial security, mental and physical

well-being, dignity, and meaning [4]. However, technological progress, globalization, and

demographic change are altering the world of work and are poised to do so even more

dramatically in the future [5]. Globalization allows work to cross national borders in pursuit
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of appropriately skilled workers, resulting in offshoring (i.e., when there is a comparative

advantage in moving work abroad) and reshoring (i.e., when the comparative advantage

diminishes) [4, 5]. Aging and the retirement of baby boomers in OECD countries are expected

to cause major changes in consumer spending patterns and the type of work that will be in

demand [5] – e.g., a likely shift in demand from durable goods (e.g., cars) toward services (e.g.,

healthcare) [6]. Advances in computing, big data, AI, and robotics are expected to usher in

unprecedented and widespread changes in the economy and society [7]. It is estimated that

by 2030 up to 14% of the global workforce may need to change occupational categories as the

world of work is disrupted by technological advances [3]. In OECD countries, about 14% of

jobs are at high risk of automation and 32% face the prospect of radical transformation [5].

Many current workers and those entering the workforce lack skills that in-demand jobs and

jobs of the future require [8, 9, 10]. Non-standard work (e.g., art-time, temporary, contract,

multiple, on-demand/gig-economy) is no longer a marginal phenomenon [5]. In short, the

landscape of work is poised for a major and unprecedently rapid transformation and this

calls for a variety of strategies to meet the needs of workers, employers, the economy, and

broader society.

Early research in labor economics on the impact of AI and related automation technolo-

gies on the future of work relied on analysis at the occupation or job level and projected job

losses ranging from 35% to 60% or more in the US and Europe in the next couple of decades

[11, 12, 13, 14]. However, jobs are constituted from task groups and when automation tech-

nologies are introduced, automation occurs at the task rather than at the job or occupation

levels [15, 16, 17]. Automation technologies impact job growth through three channels [18].

First, technology can directly automate certain tasks (i.e., the displacement effect). Second,

new jobs may be created that require workers to work alongside and/or manage smarter

machines (i.e., the skill-complementarity effect). Finally, higher productivity from the use

of these technologies increase demand due to lower prices and overall increase in disposable

income (i.e., the productivity effect). These effects do not all occur simultaneously and there
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can be significant uncertainty and variation in automation across occupations and countries,

and due to ethical and legal obstacles to automation [15, 18]. This task-level view of jobs

significantly revised downward the estimate of the extent of jobs at high risk of loss to 14%

and those expected to rapidly transform to 32% in OECD countries [5, 15]. Thus, at the task

level, there can be significant impact on jobs as certain tasks get automated, others changed

or augmented, and yet others added. In view of this, a solution is needed to transform

decision support for workers and organizations offering future jobs.

1.2 Motivation and Problem Statement

The future of work presents many challenges to be tackled by researchers to assist workers

in transitioning jobs. Workers are affected not only by the changing skills and knowledge re-

quirements for future jobs, but by recruitment practices and jobs produced by organizations.

Therefore, in this thesis we focus on defining and addressing the key issues from both the

organization and worker side. The specific motivation for each area and problem we address

are further described next.

1.2.1 Fair Treatment of Workers

Past research has shown a correlation between unfair workplace practices and lower job

satisfaction [19]. This stems from organizational justice, the concept of justice or fairness

in decisions, outcomes, and actions made by an organization, from the perspective of an

employee [19, 20]. Procedural justice is fairness of the processes that lead to certain decisions

being made [21, 22]. If unfair decisions are repeatedly made by an organization’s executives

or managers, employees may develop a negative attitude towards these individuals, and

eventually lose trust in the organization [20, 23]. One of the first experiences a person will

have with their organization is in their hiring process - unfair hiring practices have shown

to reflect poorly on a company and make it harder to hire candidates in the future [21].

Therefore, it is crucial each step of the hiring pipeline enforces fair decision making and
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transparency with the candidate.

In the hiring pipeline, candidates are first screened and evaluated with their resume,

CV, and/or cover letter. With the increase in employment-oriented services such as HireVue

and Indeed [24, 25], resume screening tools have become a standard [26]. An applicant

tracking system (ATS), is an app which HR professionals can store and filter applicants’

resumes and information given certain criteria such as education or skills [26]. Past tools,

such as BambooHR, Ascendify, and Lever, boost productivity and improve the recruitment

process for the candidate and employer by sending automated emails, notifications, and using

machine learning techniques for parsing resumes [27]. More recently, AI has been built into

ATSs, such as Jobspotting, that match candidates to job openings with AI [28]. Interactive

services based on AI, such as question-answer bots, have also become more common, allowing

recruiters to save time in interacting with every candidate [28]. ATSs and resume parsing in

candidate screening has become a standard in most large companies, and as AI progresses,

these services will become more accurate, and will be adapted across the HR industry [29].

By using automation, we are seemingly removing human biases in the screening process

- a common problem shown in past research [22, 30]. However, this bias has been found

to carry over to machine learning applications involved with people [31, 32]. This stems

from biases in the training data used for developing models, such as skewed data towards

certain predictions or proxies of protected attributes (i.e. non-protected attributes that may

be correlated with protected attributes, resulting in bias) [32]. Therefore, it is crucial to

understand the methods to mitigate bias in these applications and provide a fair recruitment

process for workers.

1.2.2 Worker Job Search and Pathway Planning

As the jobs landscape is expected to undergo change, it requires workers to make optimal

decisions in work transition and career planning. However, searching for the correct job and

planning their career pathway present several challenges for workers, including: (a) finding
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occupations that best fit their worker characteristics, and (b) forecasting the demand of an

occupation or skill that they acquire over time.

A substantial amount of research has shown that individuals with certain characteristics

will be more successful in some jobs over others [33, 34, 35]. A worker’s performance, or

person-job fit, can be determined by their knowledge, skills, abilities, and other work-related

characteristics (KSAOs) [36], as shown in Figure 1.1. Therefore, it is important to consider

these factors in career planning approaches. Organizations face a problem in that they may

match individuals to available jobs ineffectively using only a narrow range of characteristics

(e.g, personality, interests, interview scores, etc.). This can lead to potential errors in the

employee selection process. In addition, it is often difficult for organizations to identify the

potential relevance of an applicant’s past employment history for a job that he or she may

be applying for unless the job is a one-to-one mapping. This may also result in selection

errors for individuals who are changing careers or do not have a background in the job the

organization is hiring for. This is an important issue for many individuals, such as veterans

and the U.S. military where it is often unclear how some military jobs may be relevant to

civilian occupations. For example, it is often unclear what KSAOs obtained by Soldiers in

the Infantry may be relevant for many civilian occupations. Therefore, use of KSAOs in

career pathway planning can help workers and organizations and identify occupations with

the best person-job fit.

Furthermore, the demand for a given skill (or KSAO in general) or occupation will vary

over time as AI and related technologies cause widespread changes in the world of work.

Certain skills will no longer be needed as automation increases, and workers applying to a

job will need other skills or new occupations. Though past skills taxonomies, such as O*NET

(further discussed in Chapter 3), include information on skills that are frequently found in

job postings and occupations that have a bright outlook, this information is for the present

user using their database, and does not provide a future prediction of where a skill may

be headed, or what the outlook will be further in the future. For workers, when assessing
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Figure 1.1: The different parts that make up a worker, as reflected in their resume.

a job transition, the user will need to consider these factors and how it may impact their

career pathway. Furthermore, representing these features will greatly lower training costs

for workers looking to take courses or get certifications for a certain job that they believe

will be needed in their career pathway.

1.3 Related Work

Many AI-based methods and applications have been developed to address the issues found

in the future of work. We outline two relevant areas of related work for this thesis which

consist of tools and models for recruitment and data-driven approaches to career planning

for workers. These and the corresponding related work are further described next.

1.3.1 Recruitment Methods

Much work within AI-based recruitment and person-job fit assessment have been developed

in the past decade [37, 38, 39, 40]. Initially, several approaches have focused on parsing

resumes [41, 42, 43, 44, 45, 46] and using this for assessing person-job fit [37, 38, 47, 48].
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These approaches have often utilized deep neural networks (DNNs) to automatically extract

features of the data [37, 47, 48, 49], and show improved results compared to past statistical

models or collaborative-filtering methods [50].

There are several deep neural network baselines developed for the person-job fit problem.

The Hierarchical RNN Matching (HRNNM) model was presented by Li et al. [48], and the

job description and resume to assess fit. Next, the Person-Job Fit Neural Network (PJFNN)

is a convolutional neural network (CNN) approach to the person-job fit classification task

[37], and similarly, the Ability-Aware Person-Job Fit (AAPJF) network focuses on person-job

fit but uses an recurrent neural network (RNN) to encode the information [38]. Lastly, the

Interpretable Person-Job Fit (IPJF) model focuses on the person-job fit problem from the

employer perspective by learning the intent of the job seeker and employer to assess fit [51].

Overall, these approaches are a step towards automated recruitment and assisting employers

to easily screen and assess job candidates for their organization. One area of concern for

these models, is whether they are subject to biased decisions, which could in turn hurt a

worker’s ability to get hired.

1.3.2 Worker Career Planning

Past approaches to optimize career planning and predict job transitions have used occupa-

tional data found on sites such as LinkedIn [52] or Indeed [24]. These are also known as

online professional networks (OPNs), and can be used to look at factors such as future job

payoff [53], company influence [54], and ease or likelihood of job transitions [55, 56]. Ap-

proaches have used this information to predict or recommend jobs [57, 58], or predict the

trajectory of a user’s career path [47, 59]. The challenge in these problems is representing

the worker, which can lead to a high dimensional space with several attributes such as com-

panies, sequence of job positions, and their skills. However, to alleviate this, past approaches

such as NEMO [59] and IPJF-Transfer [51] have used encoder-decoder models to map the

worker profile into a fixed-length vector for the neural network. Though these approaches
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use a large amount of information on real workers, OPNs can be inconsistent and have gaps,

depending on what is shared in job postings, user profiles, or salary outlook.

1.4 Contributions

In the face of these unprecedently rapid changes in the landscape of work, we present

an overview of fairness in AI-based recruitment that may affect workers transitioning jobs,

and seek an effective, data-driven solutions for worker career pathway planning. There are

two challenges that are addressed in worker career pathway planning: (a) how should work,

workers, and work environments be understood to allow workers to transfer their skills to

new occupations, and (b) how do we effectively facilitate work transition and help workers

plan their career pathway.

To address the first challenge, we provide a method to semantically relate different KSAOs

describing a worker. This method establishes links between the different occupations and

KSAOs with a similarity, or transferability measure. With this, worker’s skills and knowledge

can be moved between occupations, and is then used in addressing the next challenge.

To address the second challenge, we develop a method to capture the training effort

needed to transition between two jobs belonging to different occupational categories and

formulate an optimization problem to identify career pathways that would best suit the

worker’s KSAOs. Currently, there is no AI-based method available to analyze workers based

on their KSAOs. Therefore, we provide a novel way to facilitate decision making for job

transitions and career planning.

1.5 Thesis Organization

The rest of the thesis is organized as follows. Chapter 2 provides a detailed overview of

the problem of bias in machine learning models and more specifically, AI-based recruitment

applications, which have a direct impact on a worker’s ability to get hired for a job. Next,

Chapter 3 covers the Occupational Information Network (O*NET), a taxonomy of occupa-
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tions and worker characteristics, and the key dataset used in this thesis. Then, Chapter 4

presents a method to link knowledge and skills from O*NET with their transferability. Next,

Chapter 5 describes the problem of career planning and job transitions from the worker per-

spective, and our solution modeling the job transition cost and searching for the optimal

pathway for the worker using O*NET. Last, Chapter 6 concludes this work and discusses

some potential future improvements.
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CHAPTER 2

FAIRNESS IN AI-BASED RECRUITMENT

Over the past few years, machine learning and AI have become increasingly common in

human resources (HR) and worker-based applications, such as candidate screening, resume

parsing, and employee attribution and turnover prediction. Though AI assists in making

these tasks more efficient, and seemingly less biased through automation, it relies heavily on

data created by humans, and consequently can have human biases carry over to decisions

made by a model. Several studies have shown biases in machine learning applications such

as facial recognition and candidate ranking. This has spurred active research on the topic of

fairness in machine learning over the last five years. Several toolkits to mitigate biases and

interpret black box models have been developed to promote fair algorithms.

To further fair algorithms in AI-based recruitment applications that affect the ability of

workers to fairly go through the recruitment process, this chapter presents an overview of

fairness definitions, methods, and tools as they relate to recruitment and establishes ethical

considerations in the use of machine learning in the hiring space [60].

The remainder of this chapter is organized as follows. Section 2.1 covers the motivation

behind this survey, and Section 2.1.1 presents an overview of our contributions following

this. In Section 2.2, we identify the various causes of bias and provide five core definitions

of fairness. Next, in Section 2.3, we outline the recruitment process and discuss the ways

in which bias may be introduced in AI-based recruitment processes. Section 2.4 details the

main categories of bias mitigation methods and the key fairness tools available to address bias

in machine learning systems. Last, Section 2.5 covers limitations of the tools and methods

for bias detection and mitigation and outlines future challenges in the area of AI-based

recruitment.
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2.1 Motivation

Recently, AI has been adopted in the human resources (HR) industry, for purposes such

as predicting employee attrition, chatbot systems for HR service delivery, and background

verification for screening applicants’ resumes [61]. Initially, HR technology was an effective

approach for tasks such as applicant resume screening and candidate sourcing, but it has

recently been recognized as a critical need for organizations to scale and expand their busi-

nesses [61]. Applications such as Arya, Google hire, HireVue, and Plum use AI for applicant

screening and management [25, 62, 63, 64], allowing businesses to grow efficiently, without

the need for human decision making in these hiring processes.

However, as AI adoption becomes more widespread, there is growing concern that there

are several ways the decisions made by such systems could be carrying over biases from

people in the organization or the model developers, as evidenced by several recently-reported

episodes. In 2017, Amazon ended its AI-based candidate evaluation tool because it was shown

to discriminate against female candidates, assigning lower scores to resumes of women when

ranking applications [65]. The model’s bias was a result of under representation of female

applicants in the training dataset used to create the model. This is an example of how biases

commonly found in the hiring process (e.g., hiring discrimination [66]) can easily carry over

to AI-based approaches through the data used to train the algorithm.

Companies using AI-based approaches for recruitment expect a more consistent and eth-

ical approach to decision making and for them to possess the ability to remove biases in

contrast to a human decision maker [67]. However, a number of recent research studies have

shown biases in machine learning and AI-based applications [31, 32, 65, 68]. This has con-

tributed to an increase in interest in fairness, machine learning bias, and AI in recruitment,

as depicted in the Google search trend graph in Figure 2.1.
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Worldwide Relative Search Interest in AI-Based Recruitment

Figure 2.1: Google search trend graph from Aug. 2010 - Aug. 2019 for the phrases
“machine learning bias” (blue), “HR AI” (red), and “ethical hiring” (yellow), showing

relative interest over time, with 100 indicating peak popularity.

2.1.1 Our Contributions

We seek to present an overview of the work in fairness in machine learning and AI-based

systems, with a view toward addressing the hiring space. Previous surveys [31, 69, 70, 71,

72, 73, 74] and work in fairness in machine learning have not addressed the types of biases

that past studies have shown occur in the recruitment process, such as confirmation bias

(decisions made in the first few minutes of meeting a candidate) and expectation anchor

bias (being influenced by only on piece of information) [67], and how these biases that are

carried over to the model can be mitigated. Therefore, we present an overview of methods

for measuring bias, tools available for bias mitigation, and future challenges for fairness in

machine learning specific to recruitment and worker-oriented applications.
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2.2 Background

Before measuring bias in algorithms, the concept of “fairness” needs to be defined to

consistently compare and evaluate algorithms in AI-based recruitment. Several definitions

of fairness have been proposed in the past, originating from anti-discrimination laws such as

the Civil Rights Act of 1964, which prohibits unfair treatment of individuals based on their

protected attributes (e.g., gender or race) [75, 76]. Furthermore, the US Equal Employment

Opportunity Commission (EEOC) established a requirement with similar guidelines for em-

ployee selection procedures to ensure fair treatment of employees during the hiring process

and to prevent adverse impact on individuals due to hiring decisions made [32, 75]. Adverse

impact, per EEOC guidelines, is determined by applying the four-fifths or eighty percent

rule, viz., a selection rate for a protected group which is less than four-fifths (or 80%) of the

rate for the group with the highest rate [73, 75]. An example of adverse impact is illustrated

in Table 2.1, where the selection rate for black applicants is 50% of the white applicant

selection rate (which is below the 80% threshold) [75].

Applicants Hired Selection Rate Percent Hired
80 White 48 48/80 60%
40 Black 12 12/40 30%

Table 2.1: Sample application selection rate.

Two key definitions of discrimination were established based on these laws: disparate

treatment, which is an intentionally discriminatory practice targeted at individuals based on

their protected attributes; and disparate impact, which includes practices that result in a

disproportionately adverse impact on protected groups [68, 75, 76]. While these standards

would seem simple to meet by simply removing protected attributes from the training data,

there are still many instances where this can still lead to unfair decisions. For instance,

when using natural language processing, a model can infer the gender of a candidate by

name; this is known as indirect discrimination, or discrimination through use of features

that are implicitly defined in the dataset [76]. Furthermore, depending on the application,
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certain protected attributes will be needed to prevent disparate impact. For instance, the

decision support tool COMPAS (Correctional Offender Management Profiling for Alternative

Sanctions), used to assess the recidivism rate of a defendant, was shown to discriminate

against female defendants because the algorithms were gender-neutral, and women were

shown to reoffend at lower rates than men with similar criminal histories [31]. Therefore,

to define fairness for a decision-making system, the causes of bias in the data should be

addressed. This is discussed next.

2.2.1 Causes of Bias

There are several ways in which human bias can be transferred to the dataset used to train

a machine learning system. These are further described next [32, 73, 74].

1. Training data: If the training data is biased in some way, the machine learning system

trained on it will learn the bias. This may be through a skewed sample, in which pro-

portionately more records are present for a group achieving a particular outcome versus

another. The dataset may also be tainted in the labeled outcomes it contains (e.g., if

the dataset was manually labeled by a human and any human bias was transferred to

the labels).

2. Label definitions: Depending on the problem being solved or the decision being made,

the target label may contain a vague description of the outcome, and thus result in

incorrect predictions and a larger disparate impact. For instance, in the example pro-

vided in [32], if a manager were to build a simple binary classification model to label a

job candidate as a “good” hire (instead of modeling the different ways in which a candi-

date could be a “good” hire), many factors may get obscured by the model’s prediction

on the candidate. Employee motivation, person-job fit, and person-environment fit are

a few factors that will typically determine how well a candidate fits an organization

and how well they will perform once hired [72, 77, 78].
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3. Feature Selection: Features used to improve the model may result in an unfair predic-

tion [79]. For instance, certain features may not be relevant to the real-world appli-

cation of the model, resulting in bias against protected groups. In addition, certain

features may be derived from unreliable/inaccurate data, which will then result in a

lower prediction accuracy for certain groups.

4. Proxies: Even with protected attributes removed from the dataset, they may still be

found in other attributes, and still result in biased decisions being made. For instance,

Amazon’s hiring application was biased even without using the gender attribute, be-

cause it inferred it from the educational institution listed on the resume of applicants

(e.g., all female college or all-male colleges) [65].

5. Masking: To remove any protected attributes or proxies of these attributes that may

lead to disparate impact, new features may be formed to replace these attributes and

achieve a new representation of the data (masked features) [32]. However, this may

also lead to new biases from the features selected by the human masking the protected

features.

2.2.2 Definitions of Fairness

Several definitions of fairness that can be used to assess machine learning systems have been

proposed in past literature. Below we cover the five core ones as defined in [73, 74, 79].

1. Demographic parity: Also known as statistical parity, this states that acceptance rates

of two groups must be equal (e.g., the percent of people accepted for a position in one

group must be close to the percent accepted for another). It aligns with laws requiring

fair hiring processes (e.g., the four-fifths rule), and is formulated in Equation 2.1 [74],

where X represents the features of an individual, A represents the protected attributes,

C is a classifier with a binary outcome Y , and C = c(X,A). Then, for groups a and

b, the selection rate for both must be equal or within p percent of each other, where
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ε = p
100 ∈ [0, 1].

|Pa{C = 1} − Pb{C = 1}| ≤ ε (2.1)

2. Accuracy parity: Accuracy parity is the notion of being able to provide a more balanced

version of the data, in which we can trade a false positive of one group for a false

negative of another, so that it fits the definition in Equation 2.2 [73]; this states we

should hire (C = 1) equal proportion of candidates from the qualified ones (Y = 1) in

each group (also known as equality of opportunity).

Pa{C = 1|Y = 1} = Pb{C = 1|Y = 1} (2.2)

3. Predictive rate parity: Also known as positive predictive parity and negative predictive

parity, this requires that the credentials of a candidate be consistent with the model’s

prediction across different groups. Specifically, both conditions represented in Equation

2.3 (positive predictive parity) and Equation 2.4 (negative predictive parity) [68, 73]

for the classifier C must be satisfied to have predictive rate parity.

Pa{C = 1|Y = 1} = Pb{C = 1|Y = 1} (2.3)

Pa{C = 0|Y = 0} = Pb{C = 0|Y = 0} (2.4)

4. Individual fairness (versus group fairness): Individual fairness is different from the

above fairness definitions, in that fairness is established on a person-by-person basis

instead of on a group basis. It states that similar individuals should have similar

outcomes. Using a more fine-grained approach for fairness, this can address limitations

of group fairness definitions [80].

5. Counterfactual fairness: Counterfactual fairness is motivated by the idea of trans-

parency, where even if an algorithm makes a decision that may seem biased, an expla-

nation for this decision is provided. This can assist in finding bias in algorithms, by

replacing attributes that may seem protected, and observing the change in decisions.
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2.3 Bias in Recruitment

Understanding the recruitment process and where biases can occur will assist in employers

applying methods to mitigate bias. The recruitment process consists of the following steps,

as identified in [81], and shown in Figure 2.2. These are further expanded on below.

Figure 2.2: An overview of the steps in a typical recruitment pipeline: (1) identifying and
attracting candidates, (2) candidate screening or processing, and (3) communication and

selection of candidates.

2.3.1 Identifying and Attracting Candidates

After identifying the need for a position, and posting it, an employer may search for can-

didates or accept resumes sent as a result of the posting. Often, recruiters on job sites

such as LinkedIn [52] and Indeed [24] will observe rankings of candidates according to job-

fit/similarly, and the employer will have the resumes submitted to the posting ranked. There

is much literature on selecting the best candidate from a pool of candidates to balance on-

boarding costs with a candidate’s current experience, KSAOs (knowledge, skills, abilities,

and other traits), and person-environment fit [72, 82, 83]. However, with AI implemented

in several outsourced recruitment systems and applicant tracking systems (ATSs), the em-

ployer may play little to no part in selecting the list of top candidates. How an AI system

will rank these candidates depends on past data used to train these ranking models. The

biases present in the data may lead to invalid rankings, and can be costly for organizations
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who will then need to spend more time and resources for training and onboarding, or will

experience a lower employee retention and job satisfaction rate [84].

2.3.2 Candidate Screening/Processing

After ranking candidates from a list, an initial pool of resumes or candidates is established,

and employers start screening candidates to better assess fit. Methods for screening include

resume parsing systems, job experience and knowledge assessments, personality assessments,

and in-person phone calls and video streams [72, 80, 83]. As AI is further incorporated in

the recruitment process, how assessments and resumes are parsed are of increasing concern

since they have been subject to bias in the past, as seen in Amazon’s resume parsing/ranking

application [65].

2.3.3 Communication and Selection of Candidates

This step is often managed by the employer, and is the last stage of the recruitment process,

wherein the employer meets the candidate, either in person, through a call, or video stream.

There are not many AI systems that replace the interview process, largely because re-

search has shown in-person interviews have a better success rate than offline interviews [82].

However, as AI becomes more commonplace, there are several areas, such as image, audio,

and video classification, where bias has been studied [31, 85], and methods for remedying

such bias will need to be applied.

To assist in a more ethical hiring process, by providing a transparent and fair approach

for candidates and employers, we discuss methods for mitigating bias in algorithms in each

stage of the recruitment process.

2.4 Bias Detection and Mitigation

Bias mitigation in hiring tools will need to be applied to each step of the recruitment

process, depending on the model used. As described in [72], the hiring process should
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focus on achieving fairness, among other things, through: (1) accountability (interviewer’s

obligations to make reasonable decisions and address any mistakes an AI system may make),

(2) responsibility (focusing on developing a fair and reliable AI system that also adapts

to changes), (3) transparency (explanations of the decisions made by the AI system and

employer).

2.4.1 Methods of Bias Mitigation

There are three key classes of bias mitigation algorithms/methods [86]:

1. Pre-processing: This involves modifying the dataset before it is used to train the

model. Algorithms such as reweighting and optimized preprocessing are used to edit

the features and labels in the data according to fairness criteria before classification

[86]. This can be used to remove any obvious protected attributes unrelated to the

position, or modify any features that would lead to bias. This also benefits instances

where the model itself cannot be modified, and can be used across recruitment tasks

if multiple models are used for multiple tasks.

2. In-processing/optimization: In this approach, the model is optimized to meet any fair-

ness definition described earlier through the setting of constraints on the classification

objective (e.g., achieving accuracy parity by declaring we should hire an equal pro-

portion of candidates from qualified individuals in different groups). The benefit of

this method is the high performance achieved on fairness measures. However, this also

requires modifying the classifier model, which may not be an option when outsourcing

the recruitment process. Furthermore, this may modify the accuracy of the classifier,

depending on the fairness definition used (e.g., accuracy parity conditions may result

in unqualified applicants being hired, to meet equal outcomes).

3. Post-processing/counterfactuals: This is the process of meeting fairness constraints by

modifying the outcome of the model, either by setting a threshold for certain classifica-
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tions already made, or providing transparency in the algorithm through counterfactu-

als. This allows fairness definitions to be met without directly modifying the classifier.

In addition, providing counterfactuals will assist not only the employer, but also the

candidate in understanding their weaknesses or areas of mismatch for the job, which

can then be used to improve performance in the next interview. Furthermore, clear

and understandable feedback from an interview or decision has been shown to improve

perceived fairness of a system [21].

2.4.2 Tools

Several toolkits and programs have been released to assist developers in embedding fairness

algorithms in their machine learning pipeline [86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97,

98, 99, 100, 101, 102, 103]. These toolkits focus on one or more algorithms from the above

three categories and are open source for anyone to use and contribute to, leading to more

engagement in the machine learning and AI space. In Figure 2.3, we present an overview

of user engagement in popular fairness and interpretability resources on GitHub. This is

measured using the number of stars (i.e., a user marks the project as a “favorite”), forks (i.e.,

a user copied the project to either customize for their own needs or contribute to the original

project), and the watch count (i.e., number of users which have notifications of updates on

the project turned on). Below, we describe some of the larger projects in the area of model

fairness and interpretability:

1. AIF360 [86]: AI Fairness 360 (AIF360) is a toolkit developed by IBM that packages

bias mitigation algorithms and fairness metrics for developers to implement in their

models. This toolkit, written in Python, focuses on industrial settings that would

benefit from fairness algorithms, and allows for bias mitigation in all three of the

stages described earlier.

2. FairML [89]: FairML focuses on assisting in the post-processing stage of bias mitiga-
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tion, by explaining the significance of a model’s features.

3. FairTest [88]: FairTest is a toolkit to assess the features with the highest impact on

a classifier (using an unwarranted association framework). Decision trees are used to

divide the dataset into subgroups and assess the strength of features on an outcome,

allowing developers to check any protected attributes.

4. InterpretML [91]: Though currently in alpha, this project has high engagement on

GitHub. Its focus is to explain black box models and develop new, easily interpretable

models.

5. Lime [92]: Lime is a toolkit which focuses on understanding black box machine learning

models, by identifying features with the highest contribution to model decisions.

6. Lucid [87]: Lucid is a collection of tools and Jupyter notebooks to assist in neural

network research, and for interpretability of networks.

7. SHAP [93]: Like Lime, SHAP explains the features contributing to a model’s deci-

sion, but uses game theory for user-understandable explanations and provides many

visualization features of the data.

8. Themis-ML [90]: Like AIF360, Themis-ML provides tools for all three classes of fair-

ness algorithms, by providing pre-processing methods, pre-built classification models

that meet fairness criteria, and post-processing awareness estimators.

2.5 Conclusion and Future Work

Though several approaches for bias mitigation have been provided in toolkits and papers

in the field of machine learning fairness, there are problems specific to the hiring space which

are still unaddressed, and are challenges for future work in fair AI-based recruitment:

1. Tool evaluation ad selection: Organizations seeking to adopt one of the available fair-

ness tools will need to assess which option best fits their hiring needs, since metrics
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Model Fairness and Interpretability Tools vs. GitHub Engagement

Figure 2.3: Overview of user/developer engagement on fairness and interpretability
repositories on GitHub, measuring the number of stars(i.e., marked as a favorite by a user),

watch count (i.e., user notified of updates), and forks (i.e., user copies project code to
contribute or customize).

vary highly depending on the occupation. In a past study comparing SHAP with Lime

for model interpretability, results showed that no single interpretability tool achieved

the best performance across different types of data [104]. However, one metric which

can be used across these tools is engagement and activity of the project repository, as

past studies have shown that repositories with higher engagement and project discus-
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sion lead to more awareness of the project application and better maintainability over

time [105].

2. Job-specific requirements: Requirements often vary across occupations, and the repre-

sentation of candidates and the protected attributes will also need to change accord-

ingly. Developing/training a single model to detect protected attributes in datasets

across occupations will not work for occupations that require attributes normally con-

sidered protected (e.g., information about religion when applying to be a leader in a

religious institute).

3. Fairness in job postings: Not only does fairness apply for the candidate in the organi-

zation, but also outside as a worker/candidate searches for jobs. How job postings are

recommended will vary based on a candidates’ uploaded resume or past work experience

listed on the job requirement site. However, these may also be subject to unintentional

biases, depending on how the employer wrote the job description. Therefore, this will

hinder organizations from finding the best candidates.

4. Hiring decision transparency: After applying, an applicant may not hear back from

the employer, depending on the system in place that screens their profile. Often, these

responses are not detailed enough to provide the candidate information on the criteria

they did not meet. Therefore, counterfactual fairness will be needed for explainability.

Although several advances in AI applications for recruitment have been made and used

in current recruitment systems, there has been a lack of fairness studies using these models.

This paper presents an overview of the recruitment process, implications of bias in these

models, and methods for bias mitigation which can be adopted. Much work has been done

in model interpretability and post-processing methods for achieving fairness. However, there

is scope for more work in several areas: optimization and pre-processing methods, models

to meet occupation-specific requirements, fair job postings to reach a wider audience, and
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transparency in recruitment decisions. Identifying the cause of bias is also a crucial chal-

lenge, that would be necessary for current models. These challenges are an opportunity for

organizations and machine learning researchers to transform the hiring process for applicants

around the world for the better, leading to more effective workplaces and more motivated

workers.
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CHAPTER 3

THE OCCUPATIONAL INFORMATION NETWORK (O*NET)

In this chapter, we will discuss the key resource used in development of the AI-based appli-

cations presented in future chapters, the Occupational Information Network (O*NET) [106].

In order to fully understand the detail required in representing work, workers, and work

context, a comprehensive overview of this dataset is needed. First, we will provide the moti-

vation behind development of O*NET in Section 3.1. Then, Section 3.2 provides a high-level

overview of the O*NET taxonomy, and the advantages to different key components used in

future chapters. Next, Section 3.3 outlines applications and services built using O*NET,

as a case study for how it can benefit the future of work and providing an overview of re-

lated work for this thesis. Last, Section 3.4 outlines the key occupations and pathways from

O*NET based on earlier discussed criteria, that will be used in future chapters to evaluate

the validity of our methods.

3.1 Background

With the recent advances in artificial intelligence, big data, and robotics, one of the

concerns in the future of work is the changes brought about by automation, and how this

may replace human workers and their tasks in their occupation. It is estimated by 2030, up

to 14% of the global workforce may need to change occupational categories, as the world

of work is changed by technological advances [3]. This has led to research focusing on the

jobs landscape, and building tools to assist workers and employers in making informed and

optimal decisions in their work transitions and career pathway planning, as further described

in Section 3.2.

In 1998, the U.S. Department of Labor – Employment & Training Administration (US-

DOL/ETA) collected and organized a wide variety of occupational information (e.g., job

requirements, skills and education needed, tasks, etc.) to help students, job seekers, and em-
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ployers in their job search and hiring needs. This database was released to the public under

the name O*NET (the Occupational Information Network) [107]. Currently, this database

has grown to support 1,016 occupations, and contains detailed information about the worker

requirements for each occupation, which has enabled several applications, as described next.

3.2 Content Model

A high-level overview of the O*NET taxonomy (i.e., content model) can be seen in Figure

3.1, where each occupation contains the worker characteristics, requirements, experience

requirements, occupational requirements, workforce characteristics, and occupation-specific

information such as the title, description, and technology skills needed [108]. Each occupation

is categorized with a Standard Occupational Classification (SOC) code, that provides a

hierarchy of occupations that can be used in clustering similar jobs (e.g., the SOC code

for “Computer Programmer” is 15-1131.00, which is of the type 15-0000, or “Computer and

Mathematical Occupations”) [108]. This is also known as O*NET’s career cluster, with a

total of 23 groups [108].

Figure 3.1: High level overview of the major components of the O*NET content model
representation of an occupation.

Furthermore, O*NET provides an importance and level label for each KSAO of the

occupation, where importance describes how crucial the KSAO is for being a worker in the
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occupation, and level describes how competent the worker needs to be in that KSAO. These

values were aggregated from surveys in each occupation, and are in the range of one to five,

and zero to seven, respectively. An example of this with a sample occupation from O*NET

is shown in Figure 3.2. The survey used to acquire this data was gathered by surveying

different job incumbents such as workers in the occupation, and human resource professionals

or experts on the structure of the occupation. This information was averaged, and the

standard deviation, minimum, and maximum values are all provided in the O*NET dataset.

Furthermore, if a sample size was small for a given KSAO of an occupation, they were marked

for removal, and were not used in our applications to prevent inaccurate representation of

workers in the occupation.

However, not all entities in the content model use these labels, such as “technology skills”,

or “interests”, since their purpose and use in the workplace does not require them. Therefore,

an overview of all data files and their purpose are presented in Table 3.1 for clarity. Next, we

present key characteristics used in the O*NET model by our approach, that are not directly

included in their standard content model.

Figure 3.2: The occupation “Statistical Assistant” and the corresponding KSAOs with the
importance provided.
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Entity Description
Worker Characteristics
Abilities The attributes of the worker that influence their performance.
Occupational In-
terests

Worker RAISEC interests, further described in Section 3.2.1.

Work Values Aspects of work important to a person’s satisfaction based on the
Theory of Work Adjustment [109].

Work Styles Personality characteristics capturing how a worker performs in their
occupation.

Worker Requirements
Basic Skills Background skills and procedures needed to facilitate learning and

work in the occupation.
Cross-
Functional
Skills

Fundamental skills used across activities in the occupation.

Knowledge Principles and facts used in the occupation on a daily basis.
Education Educational experience or certification required by the occupation.
Experience Requirements
Generalized
Work Activities

Activities that frequently occur across many occupations and in-
dustries.

Intermediate
Work Activities

Activities that frequently occur across occupations.

Detailed Work
Activities

Work activities specific to the occupation, or general occupational
category.

Organizational
Context

Organizational characteristics that affect how people work in the
occupation.

Work Context Physical, structural, and interpersonal factors that influence work
in the occupation.

Workforce Characteristics
Labor Market
Information

Occupational statistics related to the economic conditions and labor
force characteristics.

Occupational
Outlook

The predicted labor force characteristics of the occupation.

Occupation-Specific Information
Title Occupation title.
Description A brief statement describing the occupation.
Alternate Titles Alternate titles for the occupation.
Tasks Common tasks performed by workers in the occupation.
Technology
Skills

The required technology and software used in the occupation.

Tools The machines or equipment needed or used in the occupation.

Table 3.1: The worker-oriented, occupation-specific, cross-occupation, and job-oriented
characteristics in the O*NET content model.
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3.2.1 O*NET Interest Profiler

The O*NET interest profiler is a self-assessment taken by workers to explore careers and

jobs they might have not otherwise considered, given their interests [110]. The tool is a

web-based survey, built on top of Holland’s RIASEC codes, a psychology-based model to

link occupations to interests [111]. This model characterizes the vocational choice of workers

based upon their personality types, which contains dimensions of realistic (R), investigative

(I), artistic (A), social (S), enterprising (E), and conventional (C). Past studies evaluating

RAISEC codes in recent decades have shown the model was accurately capturing a worker’s

interests and personality in the occupation [112]. An overview of the different dimensions

and their description are presented in Table 3.2 [110].

Dimension Description
Realistic Occupations with this dimension are highly involved with practi-

cal, hands-on work; this often requires working outdoors, without
working closely with others and paperwork.

Artistic Occupations with this dimension involve design and require self-
expression. Often this work can be done without following a clear
set of instructions or rules.

Investigative Occupations with this dimension involve working with ideas and
searching for facts, or problem solving.

Social Occupations with this dimension involve working with and teaching
others.

Enterprising Occupations with this dimension require workers to carry out their
own projects and tasks, by leading others. These occupations often
require decision-making skills and the ability to take risks.

Conventional Occupations with this dimension require individuals to follow a pre-
defined set of procedures or instructions. These often involve work
with data, rather than with ideas.

Table 3.2: Holland’s occupational themes, or the RAISEC model.

With this, O*NET also includes an occupational interest under the worker characteristics

associated with each occupation. This provides an occupational-interest score, or a real

number between zero and six, each of which represents the RIASEC category rating for

workers of that occupation. This is further illustrated in Figure 3.3, which shows the point

system representing the RAISEC values, and the different occupations and their worker’s
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most highly rated interest. Furthermore, the distribution of RAISEC codes and the values

assigned for each for the first occupation in each career cluster is shown in Figure 3.4.

Figure 3.3: The different RAISEC codes mapped to an occupation.

Figure 3.4: Distribution of RAISEC code values for the first occupation in each cluster.
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3.2.2 Green Occupations and Tasks

Another component not directly reflected in the O*NET content model, is the green occu-

pation and green task flags. The term “green” refers to the activity related to decreasing

pollution and use of fossil fuels, increasing efficient energy use, and adoption of renewable

energy sources [113]. As part of the effort to keep up with the world of work as it changes,

this flag was added after an investigation of green economic activities impacting occupations

and the individual tasks in them [113].

Among this category, there are three sub-categories an occupation can fall under. These

include: green new and emerging occupations, or when the impact of green economic activ-

ities and technology is significant and contributed to the creation of the occupation; green

enhanced skills, or when the impact of green economic activities and technology has a change

in the worker requirements and work done in the occupation; and last green increased de-

mand, or when the impact of green economic activities and technology has led to an increase

in the demand for employment for this occupation [113]. Overall, there are 204 occupations

that have been classified as a green occupation.

3.2.3 Bright Outlook

O*NET also identifies bright outlook occupations, or those that are expected to have a larger

number of job openings in the near future, or in which jobs are growing rapidly [114]. Each

occupation marked to have a bright outlook, meets one of the following criteria: they are

projected to grow rapidly, or have a faster than average growth with an employment increase

of 7% or more over the next decade; and/or projected to have a large number of openings, or

100,000 or more openings over the next decade [114]. The current bright outlook occupations

were determined using the Bureau of Labor Statistics projections from 2008 to 2018 [114],

which might result in outdated results near the end of the current decade, with more rapid

changes in the world of work changing employment. However, these provide an initial step to

the data-driven job and career search for the future of work, by allowing workers or students
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to see where their field is headed, and future career goals they might have.

3.2.4 Job Zones

To capture the time and prior work necessary to enter an occupation, O*NET provides a job

zone label for each occupation, or a one to five value representing the “difficulty” to enter the

occupation [115]. For instance, job zone 1 consists of occupations that require little to no

preparation, while job zone 5 consists of occupations that require over 4 years of preparation.

These values were based on the vocational education (i.e., high school, college training, etc.),

apprenticeship training, in-plant training (i.e., a class provided by an employer), on-the-job

training (i.e., work under a qualified worker on the job), and necessary experience from other

jobs (i.e., entry-level jobs necessary before working jobs that require more experience). This

allows workers who are looking to drastically change careers, to observe a starting point

and the occupations that they might be better suited for, without experience, on-the-job

training, or education in the relevant area.

3.2.5 Career Changers and Beginners Matrix

For each occupation, O*NET contains SOC codes for related occupations, known as the

Career Changers Matrix (i.e., matrix of occupations which overlap in multiple skills and

experience, making it easier for workers to transition between these occupations), and the

Career Beginners Matrix (i.e., matrix of occupations which overlap in general capabilities

and interests, that better fit career explorers) [116].

These were developed using a method termed the Related Occupations Matrix (ROM)

algorithm [116]. This algorithm uses nine entities from the O*NET content model, based on

a balance of job-oriented, worker-oriented, cross-occupation, and occupation-specific features

to link to job transfer for workers; these are knowledge, skills, abilities, interests, work styles,

work values, generalized work activities, work context, and job zone. These features and their

normalized value (e.g., importance for knowledge) are used to calculate the distance between
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each occupation and form the similarity matrix for an occupation. The distance measure

used is shown in Equation 3.1, where Draw is the final distance between two occupations,

X represents the active or target occupation, Y represents the compared occupation, and

a, b, and z, represent each entity for the feature they are calculating the distance of [116].

Next, the total distance between two occupations is determined using Equation 3.2 for the

starter matrix, and Equation 3.3 for the change matrix, which are the sum of distances of

the feature vectors, multiplied by a weight of Z [116].

Draw =
√

(Xa − Ya)2 + (Xb − Yb)2 + · · ·+ (Xz − Yz)2 (3.1)

ROStarter = Z(DAbilities) + Z(DInterests) + Z(DStyles) + Z(DWorkV alues) (3.2)

ROChange = 1.3 ∗ Z(DJobZone) + Z(DKnowledge) + Z(DSkills)

+Z(DGWAs) + Z(DContext)

(3.3)

Though these matrices only look at the overlap of KSAOs between occupations, they are an

initial step towards better career pathway planning and search for the future of work.

3.3 Applications

Over the past few decades, many changes and developments in connection to O*NET

have been made to assist in career planning and job search. O*NET supplies an application

programming interface (API) to use their occupation content model/database, which has

enabled a number of web applications building upon it. With this data widely available,

several opportunities are present for data-enabled career planning and job search applica-

tions. Past studies have shown person-job fit, or alignment of a worker’s skills, knowledge,

abilities, and other work-related attributes with their occupation contributes to higher job

satisfaction [36]. Therefore, it is crucial to have a fine-grained representation that captures

each aspect of the worker and each occupation, for job seekers to find the occupation that

bests suites them.
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Among the career planning and job search applications, several have used O*NET and

been deployed to the public to search for jobs. These include services such as CareerOneStop

(a large-scale career resources and job search database), MySkills MyFuture (a tool to assist

in career transitions by looking at new occupations though transferability of a worker’s

skills), and CareerScope (enhances career planning with transitions, training, and employee

retention planning) [117]. Tools and services built on O*NET can be found at their “Products

at Work” resource page, which contains over 163 stories on how O*NET information was

used to help in worker training, job transiting, and job search. We use this information

to create a new approach to career planning and assisting workers and organizations, as

described next.

3.4 Highlighting Critical Occupations and Career Paths

To evaluate our methods in future chapters, we outline key occupations and transitions

that may occur in the real world with changes in the job market. These are presented in Table

3.3, and reflect the occupations with the highest predicted growth rate, green occupations

from O*NET, and occupations with the fastest employment decline rate as determined from

the Bureau of Labor Statistics [118, 119, 120]. Occupations were selected such that there

was the largest variety of career clusters represented in each category.
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Bright Outlook Poor Outlook Green
Administrative Services
Managers, 11-3011.00

Cashiers, 41-2011.00 Green Marketers, 11-
2011.01

Financial Examiners, 13-
2061.00

Telemarketers, 41-9041.00 Financial Analysts, 13-
2051.00

Software Developers, Appli-
cations, 15-1132.00

Mine Shuttle Car Opera-
tors, 53-7111.00

Mechanical Engineers, 17-
2141.00

Environmental Engineering
Technicians, 17-3025.00

Telephone Operators, 43-
2021.00

Robotics Engineers, 17-
2199.08

Economists, 19-3011.00 Postmasters, 11-9131.00 Industrial Ecologists, 19-
2041.03

Engineering Teachers, Post-
secondary, 25-1032.00

Postal Service Clerks, 43-
5051.00

Climate Change Analysts,
19-2041.01

Coaches and Scouts, 27-
2022.00

Locomotive Firers, 53-
4012.00

Environmental Economists,
19-3011.01

Physician Assistants, 29-
1071.00

Word Processors and Typ-
ists, 43-9022.00

Sales Representatives,
Wholesale and Manufactur-
ing, Technical and Scientific
Products, 41-4011.00

Medical Assistants, 31-
9092.00

Watch Repairers, 49-
9064.00

Forest and Conservation
Workers, 45-4011.00

Forest Fire Inspectors and
Prevention Specialists, 33-
2022.00

Parking Enforcement Work-
ers, 33-3041.00

Electricians, 47-2111.00

Real Estate Brokers, 41-
9021.00

Legal Secretaries, 43-
6012.00

Power Plant Operators, 51-
8013.00

Wind Turbine Service Tech-
nicians, 49-9081.00

Computer Operators, 43-
9011.00

First-Line Supervisors of
Helpers, Laborers, and Ma-
terial Movers, Hand, 53-
1021.00

Table 3.3: Occupations marked with bright outlook, poor outlook, or green, used for
evaluation.
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CHAPTER 4

TRANSFERABILITY OF WORKER COMPETENCIES

To assist in development of more fair and accurate systems, occupations need to have a rich

representation for understanding the requirements for screening. Although past research

has focused on matching individuals to various aspects of their broad work environments

(e.g., their job or team) [121], the increased number of human-machine interactions in the

future of work will require examining narrower aspects of jobs. In order to effectively match

individuals to occupations, it is first necessary to provide a clear definition of the required

competencies of those occupations both now and in the future. Furthermore, understanding

how KSAOs in one occupation can transfer to another, is important to capture in work

transitions and career planning. Therefore, in this chapter, we present an approach for skill

transferability, and extend the O*NET dataset with links between each KSAO providing

transferability of the KSAO from one occupation to another.

The remainder of this chapter is organized as follows. Section 4.1 covers the motivation

behind this task and related work, and Section 4.2 goes over our contributions to this area. In

Section 4.3, we present our approach for learning KSAO transferability between occupations,

and the various approaches tested for this task. Next, Section 4.4 goes over results of our

method, and evaluates how realistic the transferability scores are. Last, Section 4.5 provides

concluding remarks and challenges to be addressed in future work.

4.1 Motivation and Problem Statement

Although past research has focused on matching individuals to various aspects of their

broad work environments (e.g., their job or team) [121], the increased number of human-

machine interactions in the future of work will require examining narrower aspects of jobs.

In order to effectively match individuals to occupations, it is first necessary to provide a

clear definition of the requirements of these occupations both now and in the future. The
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U.S. Department of Labor - Employment & Training Administration (USDOL/ETA) collects

and organizes occupational information via O*NET Program, which maintains the O*NET

database. This data is crucial to “understanding the rapidly changing nature of work and how

it impacts the workforce and U.S. economy” [122]. The O*NET program uses this database

to develop applications that contribute to the development and maintenance of a skilled

workforce. The O*NET database covers over 1000 occupations and is periodically updated

to reflect changes in the nature of work [107]. Currently, O*NET organizes occupations as

a taxonomy, as discussed in Chapter 3, where each occupation contains worker character-

istics, worker requirements, experience requirements, occupational requirements, workforce

characteristics, and occupation-specific information, such as the title, description, and tech-

nology skills needed [107]. This O*NET content model was developed using research on job

and organizational analysis, and the descriptions for each occupation were gathered through

yearly employee and organization level surveys [107]. However, though O*NET captures the

knowledge, skills, abilities, and other characteristics needed to categorize a job, it is limited

in its usability for hiring and person-job fit. This stems from limitations it has in capturing

individual-specific information for hiring, and the change in skills over time as the nature of

work changes [121, 123, 124]. A more fine-grained representation of worker characteristics

and job, occupation, and cross-occupation characteristics suitable for processing by data-

driven AI systems is needed; this view includes not only occupation, job, and task levels,

but between KSAOs.

4.2 Contributions

A substantial amount of research has shown that individuals with certain characteristics

will be more successful in some jobs over others [33, 34, 35]. Therefore, it is important to

have a representation that captures not only occupational data, but how KSAOs from one

job transfer to another. O*NET provides information on skills needed for a given occupation,

and the importance of the skills for that occupation (i.e., skill match), which can be used
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to look at skill overlap. However, in O*NET, there is no connection between different types

of skills (or KSAOs) to indicate how a worker who held a previous occupation could easily

learn or transfer a skill to another occupation. For instance, past research has indicated

many STEM based majors will acquire skills that transfer between occupations in their

major [125]. Therefore, we present a method to link competencies (i.e., knowledge, skills

abilities) in the O*NET content model and provide a better semantic representation of

workers in occupations. We focus on competencies, or KSAs, rather than the entire content

model, because past research has looked at transferability of competencies in worker training

[126], rather than look at values, styles, and other seemingly non-transferability attributes.

We also capture additional career pathways that could be taken by individuals in different

occupations, which is used in our next method in Chapter 5. Our approach, experiments,

and results are further described next.

4.3 Methods

The overall approach used is presented in Figure 4.1. We focus on knowledge, skills, and

abilities (i.e., competencies) of each occupation in O*NET, that are the key worker charac-

teristics and requirement considered when transferring between occupations [108]. Each of

the competencies contain a description and title, gathered from a survey of job incumbents

and workers in given occupations, and researchers in jobs and organizational analysis [108].

This will be used to calculate the similarity (i.e., transferability) between competencies.

To calculate similarity between two texts, there have been several past natural language

processing (NLP) approaches developed. A large portion use knowledge-based methods

[127, 128, 129] to investigate similarity at a word level. However, individual word-level simi-

larity does not capture the entire context of sentences or documents. Therefore, more recent

approaches have used pre-trained word embeddings to go beyond a word level representation,

and instead relate the similarity of each word based on a large corpus of text [130, 131]. Fur-

thermore, approaches using neural networks, specifically recurrent neural networks (RNNs),
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bidirectional long short-term memory (BiLSTM) variants of RNNs, and pre-trained language

representations, have greatly advanced NLP applications in the past year [130, 131, 132, 133].

Figure 4.1: The overall process to get the transferability between two competencies in
O*NET, using pre-trained embeddings and a knowledge-based approach.

We investigate two different approaches to calculating similarity between KSA descrip-

tors, as described in [134]: (1) a pre-trained approach using context independent word em-

beddings from GloVe [1], and (2) a pre-trained approach using context dependent word

embeddings from BERT [135]. These approaches and the models used in each are further

described next.

4.3.1 GloVe

The first method used to connect competencies, is the use of the pre-trained embedding model

GloVe. GloVe (Global Vectors) is an unsupervised log-bilinear model for representing words

as vectors [1]. Prior natural language processing approaches have numerically represented

words with the continuous bag of words (CBOW) approach, that transforms each word

(or token) into a feature vector by learning from the co-occurrence of words in the corpus.

However, this approach did not consider the semantics of each word, and often led to sparse

representations in a corpus with a large vocabulary. Though GloVe also considers word

co-occurrence, it does so on a global basis, rather than individual documents, allowing it
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represent words according to their semantics [1]. Furthermore, GloVe is advantageous to

other pre-trained vector representations such as Word2Vec, that only consider similar words

in a local context (i.e., the same sentence), rather than a corpus of documents [1].

Probability & Ratio k = solid k = gas k = water k = fashion

P (k|ice) 1.9x10−4 6.6x10−5 3.0x10−3 1.7x10−5

P (k|steam) 2.2x10−5 7.8x10−4 2.2x10−3 1.9x10−4

P (k|ice)/P (k|steam) 8.9 8.5x10−2 1.36 0.96

Table 4.1: Example of the GloVe model training method using global word co-occurrence
probabilities, adopted from [1].

Using Wikipedia and Common Crawl data with billions of tokens, the GloVe model

observes the ratios of co-occurrence probabilities of words to encode their semantics in the

vector representation. For instance, an example is shown in Table 4.1 [1], in which P (j|i) =

Xij/Xi is the probability of a word j co-occurring with word i, and Xij is an entry in the

co-occurrence count matrix of j and i from the corpus, and Xi =
∑
kXik is the occurrence

of any word appearing with i [1]. Here, the words “ice” and “steam” are considered out of

the word corpus with i = ice and j = steam. The term “ice” has a higher co-occurrence

with “solid” than with “gas”, which the term “steam” has a higher co-occurrence with [1].

Furthermore, unrelated words such as “fashion”, have low co-occurrence with both. Overall

the GloVe model results in word vectors whose euclidean distance capture the juxtaposition

of the two words, which is further illustrated in Figure 4.2, where the comparative and

superlative adjectives are shown [2].

Our approach takes the O*NET competencies, and encodes the descriptions as vectors

using GloVe. Then the similarity between the two vectors is calculated using the cosine

similarity, as shown in Equation 4.1,

S =

∑n
i=1AiBi√∑n

i=1A
2
i

√∑n
i=1B

2
i

(4.1)

Where Ai and Bi are competencies from the set (A1, A2, A3, . . . , An−1, An) of O*NET com-

petencies describing a worker. The reason behind using cosine similarity, over euclidean
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Figure 4.2: Example GloVe vector distances, adopted from [2].

distance, is even though two vectors may be far in distance, they may be oriented closer

together, making the cosine similarity a more accurate similarity measure. This similarity

score represents the transferability between each competency.

4.3.2 BERT

Our second approach, uses Bidirectional Encoder Representations from Transformers (BERT),

a pre-trained bidirectional representation of text which has led to many advances and im-

provements in natural language inference and understanding models [135]. BERT’s success

can be attributed to its bidirectional training with a Transformer model. A Transformer

is an encoder-decoder deep learning model, that uses self-attention (i.e., concentrating on

other words in the input sentence as it encodes one) to capture the context of each word in

the training phase [136]. The original transformer was proposed as a directional model, or

one that trains on text sequentially (i.e., left-to-right or right-to-left) by encoding one word

at a time in the sentence. However, BERT users bidirectional training, considering both
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left-to-right and right-to-left context, to allow the model to properly learn the context of

each word and its surrounding [135].

BERT’s architecture is composed of multi-layer bidirectional Transformers, with 12 layers

in the BASE model, and 24 layers in the LARGE model [135]. BERT was evaluated on

several benchmark natural language processing tasks, such as GLUE (General Language

Understanding Evaluation) [137], SQuAD (Stanford Question Answering Dataset) [138], and

SWAG (Situations With Adversarial Generations) [139], and outperformed baseline OpenAI

GPT and BiLSTM models on each [135].

With the advantages BERT provides, we use the pre-trained models provided to extract

contextual word vectors for each O*NET descriptor. The distance (or similarity) between

these vectors is calculated using the cosine similarity measure, described in Equation 4.1

[134].

4.4 Results and Evaluation

To determine competency transferability, we experiment with both the BERT-based ap-

proach and GloVe-based approach. Though BERT has shown to provide improvements in

many natural language processing tasks, it only captures the local context of words and

GloVe may provide an advantage in being trained on several documents for a global repre-

sentation.

For the GloVe-based method, we use the 300 dimension vector model trained using 2014

Wikipedia and Gigaword 5 dumps, as provided by spaCy 2.0 [140]. For the BERT-based

method, we use the uncased BERT base model, and extract representations from layer 11,

which has shown to provide better results than the last layer (i.e., 12), since the last layer is

more tailored to individual tasks [141].

We used Python 3.7 and the library spaCy 2.0 [140] to parse the O*NET descriptions

into tokens and remove stop-words. O*NET version 24.0 was used to reference the KSAs,

and the data files for “knowledge”, “skills”, “abilities”, and “content model reference” were
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used. The results achieved are further described next.

4.4.1 Knowledge Transferability

In Figure 4.3 we report the transferability results of the knowledge elements from O*NET

with the GloVe-based approach, and in Figure 4.4 we report the transferability results of the

knowledge elements with the BERT-based approach. A 1.0 indicates elements that are highly

similar, and anything lower indicates dissimilarity. We observe several differences between

the GloVe-based method for embedding the descriptions, and the BERT-based method. We

can see the BERT-based method has a much lower variability in similarity scores (ranging

from 0.5 to 1.0), than the GloVe based method (ranging from 0.4 to 1.0). This may be due

to the global context GloVe provides, over BERT that only considers local context.

Figure 4.3: The transferability of knowledge from O*NET using the GloVe-based approach.
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We can see in the GloVe-based method, the similarity, or transferability, between “Engi-

neering and Technology” and “Design” is 0.9, indicating high transferability, while “Engineer-

ing and Technology” and “Foreign Language” has a 0.7 score, indicating low transferability.

Figure 4.4: The transferability of knowledge from O*NET using the BERT-based approach.

With the BERT-based model, we observe a lower transferability score overall throughout

the different knowledge elements. For instance, even though it would seem “Mathematics”

and “Engineering and Technology” would be highly related, they are given a 0.6 for transfer-

ability. Furthermore, the knowledge element “Mathematics” contains a lower transferability

score for all other elements, which is not shown in the GloVe-based model. For our future

methods, we plan to use the GloVe-based approach results for transferability of knowledge.

44



4.4.2 Skills Transferability

Figure 4.5: The transferability of basic skills from O*NET using the GloVe-based approach.

For assessing transferability of skills, we look at the two categories of skills O*NET

provides, basic skills (i.e., skills that can facilitate learning across occupations), and cross-

functional skills (i.e., skills that can improve performance across occupations). The results

for the GloVe-based approach for basic skills is shown in Figure 4.5, and cross-functional

skills in Figure 4.8. The results for the BERT-based approach for basic skills is shown in

Figure 4.6, and cross-functional skills in Figure 4.7.

For basic skills, we can see that the GloVe model provides more realistic results than the

BERT-based model. Skills such as “Mathematics” are closer to skills such as “Science” than
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Figure 4.6: The transferability of basic skills from O*NET using the BERT-based approach.

“Reading Comprehension”. However, in the BERT-based approach, we can see that though

“Mathematics” also received a similar score of 0.9 transferabililty, it has a higher score for

other skills like “Reading Comprehension”, that received a 0.77.

Furthermore, skills such as “Speaking” are shown to be highly transferable with the

GloVe-based model in other skills like “Writing” and “Active Listening”. However, with the

BERT-based model, this received a much lower transferability score, and instead was closer

to the transferability between “Mathematics” and “Speaking”. Overall, basic skills are more

general and are meant to be used across different occupations to determine how an individual

can acquire new knowledge [108], so having a high transferability between these makes sense

with their real-world application.
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Figure 4.7: The transferability of cross-functional skills from O*NET using the
BERT-based approach.

However, though cross-functional skills are also meant to be applied to a variety of

domains, their focus is in performance, which will vary based on occupation. Looking at

the results for cross-functional skills, we can see a wider distribution of transferability scores

for the GloVe-based approach, than the BERT-based approach, that has most of the scores

ranging between 0.7 and 0.85.

With the BERT-based approach, we can see the skills “Time Management” and “Instruct-

ing” have low transferability scores with all other skills. However, the GloVe-based approach

shows different results, and those that are more realistic. It shows “Time Management”

and skills such as “Management of Financial Resources‘ and “Management of Personnel Re-

sources” to be highly transferable, with a score of 0.8. Furthermore, with the GloVe-based
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Figure 4.8: The transferability of cross-functional skills from O*NET using the
GloVe-based approach.

approach, skills that would not be transferable in a real-world application, such as “Instal-

lation” and “Persuasion” have a low transferability of 0.5. However, with the BERT-based

approach, this received a 0.7 score, the same as “Programming” and “Technology Design”.

For our future methods, we plan to use the GloVe-based approach results for transferability

of basic and cross-functional skills.

4.4.3 Abilities Transferability

The results for the GloVe-based approach for transferability of abilities in O*NET is pre-

sented in Figure 4.9, and the results for the BERT-based approach for abilities is presented in

Figure 4.10. Unlike skills and knowledge, that were worker requirements for occupations in
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Figure 4.9: The transferability of abilities from O*NET using the GloVe-based approach.

O*NET, abilities are a type of worker characteristic, meaning attributes that will influence

the performance of a worker [108]. The transferability between abilities, will modify how

worker performance is predicted when hiring.

From the results, we can see a worker with the ability “Written Comprehension” can trans-

fer this to other abilities such as “Oral Comprehension”, “Speech Recognition”, and “Speech

Clarity”. The GloVe-based approach shows a more prominent similarity between these ele-

ments than the BERT-based approach. Though the BERT-based approach reflects similar

similarities/dissimilarities, there is less variation in the scores assigned between abilities.

4.5 Conclusion and Future Work

In this chapter, we linked knowledge, skills, and abilities from the O*NET dataset using

natural language processing and their descriptors to determine transferability between them.
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Figure 4.10: The transferability of abilities from O*NET using the BERT-based approach.

For our future methods, we plan to use the GloVe-based approach results for transferability

of competencies. From the results, we can see that the GloVe-based approach provided

more realistic results that better fit transferability of competencies in real-world scenarios.

However, this may be in part due to the need of fine-tuning BERT to our domain, which with

additional data could be done. Furthermore, the sentence level representation used was the

mean of all tokens in the sentence, which could blur the representation for both approaches.

For future work in this problem, we seek to use job descriptions to verify these results and

evaluate the accuracy of our approach. By looking at overlap between competencies described

in job postings, the transferability of skills can be assessed between jobs, or occupations. We

could also improve the approach itself, by fine-tuning BERT, and using a different sentence

representation to capture the variance of tokens in the text. Furthermore, a knowledge-
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based approach using ConceptNet [142] or WordNet [128] will be considered, along with an

approach combining BERT or GloVe with these knowledge bases for better global context,

and overall accuracy.
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CHAPTER 5

OPTIMIZATION OF CAREER PATHWAYS

As the world of work undergoes changes caused by automation and artificial intelligence,

workers and employers will need to make informed and optimal decisions regarding work

transitions and career plans. Past databases and career transfer algorithms (such as ROM

presented in Chapter 3), do not account for the intricate details found in a career pathway

and the future of work. Furthermore, transferability of competencies has not been considered

in the past. The goal of the research presented in this chapter, is to assist workers in their

career pathway planning and job transitions using the O*NET database. We create a genetic

algorithm to search for the optimal career pathway for a given worker and their desired career

outcome using O*NET. A career pathway is defined as the route from one occupation to

another, wherein past approaches have optimized for career pathway planning using OPNs

and looked at future payoff, company influence, or likelihood of job transition, as described in

Section 1.3.2. However, for this thesis, we search for the optimal career path based on criteria

of person-job fit, a measurement used in industrial-organizational psychology to determine

an individual’s fit in an occupation, which is determined using the individual’s knowledge,

skills, abilities, and other occupation-related attributes. This will assist in workers achieving

a higher job satisfaction and employee retention for the organization they join. Overall, the

genetic algorithm provides an initial step towards the future of career planning and assistance

for job seekers in the quickly changing world of work.

The rest of this chapter is organized as follows. Section 5.1 defines the motivation behind

this problem and the scope. Section 5.2 presents an overview of our contributions. Next,

Section 5.3 presents an overview of our approach to solving this problem and the structure of

the genetic algorithm. Then, Section 5.4 presents our results and discussion of these results

from running the genetic algorithm against real-world scenarios, and evaluates our approach

by comparing to common graph traversal methods. Last, Section 5.5, discusses future work
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and challenges to be addressed with this approach.

5.1 Motivation and Problem Statement

As the jobs landscape is expected to undergo rapid transformations, it requires workers

and employers to be able to make informed and optimal decisions regarding work transition

and career pathway planning. However, there is a lack of a tool for individuals to anticipate

and plan for their career and future transitions between occupations. Despite a large number

of studies on career adaptability and related constructs [143, 144], these studies almost ex-

clusively focus on individuals’ motivation and tendency to adapt. For individuals interested

in transitioning from an occupation to another, assuming they qualify for the KSAOs to

get hired, they still lack the information on the cost and benefit of such a transition. Cost,

broadly defined, can entail the time individuals have to spend on learning activities, the

expenses related to learning, the additional amount of practice to achieve proficiency, and

the possible need for certification. Benefit includes occupational income and prestige. Con-

ducting a cost-benefit analysis prior to embarking on career transition can enable individuals

to make an informed decision in their career plans.

Past approaches to career pathway optimization have looked at using future payoff [53],

company influence [54], or likelihood of job transitions [55, 56]. However, these approaches

are limited in their ability to properly capture the cost of transition from one occupation to

another relative to each individual worker. A worker can be characterized in terms of their

knowledge, skills, abilities, and other occupation-related attributes, which can be used to

assess their fit for an occupation. This is also known as person-job fit, a measurement used

in industrial-organizational psychology based on the overlap of a worker’s KSAOs and the

occupation KSAOs [36]. The alignment of KSAOs, or better person-job fit, has shown to

lead to a higher job satisfaction and employee retention rate for the organization they are

hired into [36]. Therefore, it is crucial to use this information when looking at a worker’s

career pathway and optimizing for the best sequence of occupations.
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Furthermore, not only is person-job fit a factor in assessing a better career transition,

but accounting for the changing world of work is necessary. Certain occupations may have a

lower demand in the future, making it an inadequate choice for the user in the future. Fur-

thermore, with changes in environmental protection and the push towards energy efficiency,

some occupations will be lower in job demand, and new occupations may arise that have a

brighter outlook.

Currently, there is a lack of a tool for workers to plan their career pathway considering all

these elements. Therefore, we propose an approach to search for the optimal career pathway,

while considering the several factors needed to accurately provide the best options for the

worker. Our contributions and approach to solving this problem are described next.

5.2 Contributions

In this work, we seek to provide a worker-based solution for career pathway search and

planning, by using the criteria of person-job fit and occupation outlook. The approach

to solving this problem consists of a genetic algorithm (GA) to search for the best career

pathway for the individual worker, where an optimal path is characterized as the lowest cost

path. The representation used for each individual solution captures the worker’s KSAOs, the

transferability of competencies as determined in Chapter 4, and a wide range of occupations

using O*NET. The details of our method are further described next.

5.3 Method

We present a genetic algorithm to search for the optimal career pathway for an end-user

given their KSAOs. An overview of the structure and benefits of genetic algorithms for

optimization problems, and its use in this Chapter is provided next.
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5.3.1 Genetic Algorithms

Genetic algorithms are a metaheuristic optimization or search method inspired by Darwin’s

theory of evolution [145]. First introduced in 1960 by John Holland, genetic algorithms

provide the benefits of evolution and natural selection, wherein a population of solutions

is generated, and go through generations of selection and crossover of their genotypes (i.e.,

traits describing the solution). Natural selection contributes in this method, with more fit

individuals (i.e., solutions closer to the optimal solution) in the population surviving into

the next generation [145].

There are five phases in a genetic algorithm: population initialization, fitness evaluation,

selection, crossover, and mutation. Population initialization is the creation of an initial set

of solutions for the problem to solve, characterized by a set of parameters, known as a gene.

Next, fitness evaluation consists of determining how fit each individual in the population is

using a pre-defined fitness function (i.e., objective function). Then, each genetic operator

is run including selection (i.e., selecting individuals from the population based on their

fitness), crossover (i.e., recombination of genes to create offspring for the next generation),

and mutation (i.e., probability-based change of one or more genes in an individual). These

steps are repeated until this stop criteria is reached, or when the population converges to a

fit solution. We use a genetic algorithm for this problem to efficiently search a large solution

and as seen in previous performance of a GA in graph-based problems [146, 147].

The overall workflow for the GA is shown in Figure 5.1, where the input user KSAOs

would typically be extracted from a resume or assessment data, and the output is the most fit

career pathway for their desired career outcome (i.e., the pathway with the shortest distance,

as further described below). In creating this GA, custom operators were created to mimic

a realistic career pathway traversal and the cost of transitioning between occupations. This

allows the end-user to achieve the best results that can be applied in the real world.

The first path of the career planning GA is the creation of the genotype using O*NET,

that has been used to create a large graph of occupations. Then, an initial population
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Figure 5.1: The overall architecture of the career pathway planning system, and the GA
(wrapped in the box). The inputs are the end-user’s KSAOs (typically extracted from a
resume through natural language processing), the desired occupation from O*NET, and
the occupation space provided by O*NET. The output is the most fit solution from

O*NET, or the best fitting career pathway for the end-user.

of individual solutions (i.e., career pathways) is generated for the GA. The population is

evaluated using a unique fitness function which closely models a realistic career pathway.

Next, the selection and crossover operators are applied to create the next generation. Two

mutation operations also occur, and are specific to the career pathway representation used.

Finally, the GA will run until the stop condition is reached, which is by number of generations

until there is no further increase in fitness. Each of these is further described next.

5.3.2 Path Representation

Each individual solution (i.e., career pathway), is represented as a sequence of occupations

traversed through the occupation graph, that was created from the O*NET 24.0 content

model. The user starts at a given occupation based on their KSAOs, and a desired occupation

is provided and marks the end of the career path. Each occupation and KSAO is encoded

as an integer, or unique identifier, in the range of occupations and KSAOs from O*NET.

One key difference between this career pathway GA and typical graph traversal problems,

is accounting for the time spent in each node in the graph. A worker will typically spend

anywhere from months to years working in a job, and their knowledge, skills, abilities, and
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other worker characteristics will change in that time. Therefore, this was a crucial part for

the pathway representation.

The representation for the nth occupation On from O*NET is given by the following

tuple,

On = (Sn, Cn, Rn, En, Bn, Zn) (5.1)

where {n ∈ Z : 1 ≤ n ≤ 974}, Sn is the SOC encoded career cluster number, Cn is a list of

the competencies associated with the occupation, Rn is a list of the occupational require-

ments associated with the occupation, En and Bn are the green and bright occupation flags,

respectively, and Zn is the job zone number.

Competencies Cn for an occupation On is represented as a set, where each competency

is either a knowledge, skill, or ability from the O*NET content model, as represented in

Equation 5.2 below,

Cn = {c1, c2, . . . , ck} (5.2)

where ck is an individual competency and its level associated with the occupation, and

{k ∈ Z : 1 ≤ k ≤ 119}.

Occupational requirements Rn for an occupation On is represented as a list where each

requirement is either an interest, work style, or work value from the O*NET content model,

as represented in Equation 5.3,

Rn = {r1, r2, . . . , rk} (5.3)

where rk is an individual requirement and its importance associated with the occupation,

and {k ∈ Z : 1 ≤ k ≤ 42}. The reason for separating the competencies and occupational re-

quirements, though together in the O*NET content model, is to account for their differences

in calculating occupational distance in the fitness function, as later described in Section

5.3.3.
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Next, the green occupation flag En from O*NET is used to indicate if an occupation will

be changed by the green economy [113], and is represented in the solution as,

En → {0, 1} (5.4)

where 1 indicates the flag as present, and 0 is missing. Similarly, the bright outlook flag On

from O*NET is used to indicate if an occupation is expected to have a large number of job

openings in the near future [114], and is represented as,

Bn → {0, 1} (5.5)

where 1 indicates the flag as present, and 0 is missing. These can be used by the worker to

observe occupations in their final path that may be better to apply to in the future.

Furthermore, the occupation representation contains the job zone category Zn to repre-

sent the amount of experience and time required to enter the occupation, that is represented

by,

Zn → {1, 2, 3, 4, 5} (5.6)

where job zone 1 indicates little to no preparation required, and job zone 5 indicates extensive

preparation of four or more years. This is used in the path when calculating the distance

between two occupations.

Each individual solution in the population is then represented as a sequence of occupation-

time pairs as each gene G, given by the tuple,

Gi = (Oni, ti) (5.7)

where ti is the time (in months) the worker stayed in the occupation, and {t ∈ Z : 1 ≤ t ≤ 60}.

Then the entire path P is given by,

P = (G1, G2, . . . , Gx) (5.8)

wherein x is the number of occupations in the path where {x ∈ Z : 1 ≤ x ≤ 13}, and 13 is

the rounded average number of jobs an individual will hold in their lifetime [148].
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5.3.3 Fitness Function

The fitness of each individual was determined using the total distance of the career path-

way. The overall distance is the sum of the costs from one occupation and time to another.

Therefore, a more fit individual would be a lower costing path (i.e., shorter distance). How-

ever, unlike typical graph traversal problems, transitioning from one job to another is not

the same for all workers. There are several factors that need to be considered such as past

work experience, skills, time spent in past work, and their future goals. Therefore, there

are several factors that influence how the fitness function was designed for this problem, as

described next.

5.3.3.1 Occupation Distance

The distance between occupations is calculated using the euclidean distance between the

end-user’s current state and the occupation. As the end-user traverses through the path,

they acquire the competencies needed for that occupation, as further described in Section

5.3.3.3. This allows the distance between each occupation to be custom to each end-user and

their career. Furthermore, competencies and requirements that are of higher importance for

the occupation, and those which the user has a higher level for (i.e., more experience), are

accounted for in the distance calculation.

Consider a worker Wx in state x of the pathway,

Wx = (Sx, Cx, Rx, Zx) (5.9)

where Sx is the SOC encoded career cluster number of their last occupation, Cx is a list

of the competencies associated with the worker, Rx is a list of the worker’s requirements,

and Zx is the job zone number of their last occupation. The distance between the worker’s

profile and the occupation Ox is given by D(Wx, Ox), where the distance D is defined as the
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following function,

D(q, p) = wZ(Zp − J(q, p)) + wC

√√√√√||Cp||∑
k=1

(qck − pck)2 + wR

√√√√√||Rp||∑
k=1

(qrk − prk)2 (5.10)

where a weight wZ is given to the job zone difference between q and p, and a weight of wC

is given to the distance for competencies and wR for requirements. The value of the weights

for requirements and competencies need to be of equal size to properly consider the worker’s

characteristics and the required competencies for being hired. The value for the job zone

factor wZ was determined looking at the distribution of the occupation distances. Figure 5.2

shows the distribution of occupation to occupation distances using only competencies (i.e.,

wR = 0, wZ = 0, wC = 1), and Figure 5.3 shows the distribution of occupation to occupation

distances using only requirements (i.e., wC = 0, wZ = 0, wR = 1). We can see a normal

distribution for both competencies and requirements, where a maximum value of 400 and

300 are found, respectively. Therefore, for the weight for job zone, we set WZ = 50, where

wC = .25, and wR = .25. This will allow the result of the job zone function to be properly

accounted for in the overall distance function (i.e., objective function). The function J(q, p)

used to represent the job zone of the worker, is further described next.

5.3.3.2 Job Zone and Career Clusters

To properly represent the time and experience needed to enter an occupation, we use the job

zone and career cluster when calculating distance between two occupations, or the worker

transitioning from an occupation to another. When a worker transitions to a new field (i.e.,

career cluster), they should enter in an entry-level position (i.e., job zone 1). Therefore,

the job zone is “reset” if the career cluster number changes when transitioning between two

occupations.

The equation to assign job zone J is given by,

J(q, p) =

 Zq ||Sq − Sp||≤ 0

1 ||Sq − Sp||> 0
(5.11)
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Distribution of Competency Distances Between Occupations

Figure 5.2: Distribution of the distances between every occupation to occupation pair in
O*NET, using only competencies to calculate the distances (i.e., wC = 0).

Distribution of Requirement Distances Between Occupations

Figure 5.3: Distribution of the distances between every occupation to occupation pair in
O*NET, using only requirements to calculate the distances (i.e., wR = 0).

where Zq is the job zone of the input user q and is the career cluster code for q is different

than the career cluster code for p, the job zone is reset to 1, otherwise the job zone Zq, or

the job zone of the last occupation the worker was in, is used. With this value, we can see
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the overall distribution of distances with the weights defined earlier and the result of the

job zone function in Figure 5.4. We can see the change in occupation cost from occupations

in different career clusters being in a majority of higher-costing occupation to occupation

distances, than occupations in the same cluster.

Distribution of Distances Between Occupations

Figure 5.4: Distribution of the distances between every occupation to occupation pair in
O*NET, using weights WR = 0.25, WC = 0.25, and WZ = 50.

5.3.3.3 Competency Growth and Decay

In addition to job zone, we also consider how competencies of a worker will change as they

transition between occupations. Depending on how long a worker stays in a job, the cost of

the overall path should change. At the beginning of the career path, the user has a set of

competencies and their level. Next, the user will transition to an occupation in the path,

and stay in that occupation for a period of time specified in the representation. This will in

turn modify the end-user’s competencies for the next occupation hop. Figure 5.5 shows this

overall process.

In a real-world scenario, workers adapt to new environments and gain new competencies

when transitioning to jobs [149, 150]. If they do not use old competencies in their new
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Figure 5.5: The overall structure used to represent the time in an occupation, and the
competencies of the user through each occupation. The user starts with a list of

competencies, and these grow or decay depending on the occupation they spent time in.
Furthermore, each individual has a list of occupation-time pairs that are used to reference

this information.

job, they may forget or become less proficient in them [149, 150]. Therefore, a growth a

decay function are implemented in our approach when traversing the career path. When the

user reaches a new occupation, their competencies will change based on growth and decay

functions as adapted from work in training [151] and learning [152] where growth is the

following sigmoid-based function,

fgrowth : ckx → L0 +
Lkn

1 + e−
Ikn
100 (λ+tx−Zx)

(5.12)

and decay is defined as the following,

fdecay : ckx → L0 −
Lkn

1 + e−
Ikn
100 (λ+tx−

1
2Zx)

(5.13)

where L0 is the initial level of the user for the kth competency c in state x of the path,

Lkn is the level associated with the competency for the nth occupation, tx is the time in

the occupation-time pair from the pathway in state x, and Ikn is the importance level for

the competency. We weigh the decay as half of the SVP time in months, and growth as the

entire SVP time in months, to account for on-the-job training to allow the worker to learn

63



at a quicker rate than decay. Furthermore, λ is provided to allow growth when the initial

value is 0, the value of which is provided in Table 5.1.

However, to prevent the level of the user from growing beyond the occupation’s level for

the competency, we use the following to saturate the growth, Lkx Lkx ≤ Lkn

Lkn Lkx > Lkn

(5.14)

and similarly for the decay we use the following to prevent a skill from decaying below zero, 0 Lkx ≤ 0

Lkx Lkx > 0
(5.15)

where Lkx is the level associated with the competency ck for the user, and Lkn is the level

associated with the competency for the nth occupation.

Previous work have observed growth and decay at an occupation level [149, 150, 151].

However, for this approach, we use a similar method but with O*NET’s importance and level

scales for each competency [108]. First, looking at the distribution of the importance and

skill for each competency (i.e., knowledge, skill, and ability) for the first occupation in each

career cluster, we can see that as the importance of a competency changes, the level changes

in a similar fashion. This can be observed from the results in Figure 5.6 for knowledge,

Figure 5.7 for skills, and Figure 5.8 for abilities.

This allows a more realistic growth and decay of each competency for the occupation,

such that a less important competency that is not exercised as often in the job will grow

at a slower pace. Furthermore, if the user starts at a higher level, the decay will be slower

if they move to an occupation that does not use that competency. This can be observed

in a sample growth and decay of the skill “Mathematics” from O*NET for the occupation

“Singer” and “Software Developer” in Figure 5.9. In this demonstration, the two occupations

are largely different, and require different levels for the skill Mathematics. We can observe

how a user with a starting level of 100 in Mathematics, and enters the Singer position, will
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Level and Importance for Knowledge of Occupations

Figure 5.6: The distribution of level and importance for knowledge in O*NET.

Level and Importance for Skills of Occupations

Figure 5.7: The distribution of level and importance for skills in O*NET.

decay at a faster rate than when entering the position of Software Developer since the skill

is more important for that occupation. Furthermore, a user with a level of 0 entering the

position of Software Developer grows much faster than for entering the occupation Singer,

that requires a lower level for the skill.
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Level and Importance for Abilities of Occupations

Figure 5.8: The distribution of level and importance for abilities in O*NET.

Figure 5.9: The growth and decay functions implemented on the skill “Mathematics” for
two highly different occupations.

5.3.3.4 Competency Transferability

Next, we include the results from Chapter 4 to capture how other competencies the user has

can transfer between occupations. This will capture a more accurate representation of the

worker and the distance in the occupation transfer in the pathway. Even if one competency
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is not present in the user’s profile, others may contribute if they have a high transferability

score.

For a given occupation and worker, if the worker’s competency ck in step x of the pathway

is 0, then the transferred score is determined with the following,

Lkx =
1

k
(
k∑
i=0

cki) (5.16)

where the new level for the kth competency is the mean of of the transferable competencies

cki, where a competency is considered transferable if it is larger than the threshold cki > 0.85.

A score of 85% or higher would indicate the competency could transfer to the other.

5.3.3.5 Final Representation

The overall fitness function can be represented as the following,

F (P ) =
x∑
i=1

D(Wi−1, Oi) +D(Wx, A) (5.17)

where the fitness, or cost of the pathway, is equal to the total distance between each occu-

pation hop, and the final end-goal occupation A, where the time provided to the growth and

decay function is 0. The pseudocode for the algorithm to calculate the distance incorporating

the earlier discussed elements is presented in Algorithm 1.
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Algorithm 1: Calculating the cost of a pathway
Input : The worker W

Individual P = [(O1, t1), (O2, t2), . . . , (Oi, ti)]
End-Goal Occupation A

Output: Pathway Cost
distance = 0
// Set the last occupation to compare to as the worker’s past
prevOccupation = W
// loop through all occupation-time pairs in path
for x← 0 to i− 1 do

distance += occupationDistance(prevOccupation, P [x][0])
for k ← 0 to W.competencies do

if W.competencies[k] ∈ P [x][0].competencies ∧W.competencies[k] ≤
P [x][0].competencies[k] then
growF(W.competencies[k]) // Grow the competency

else
decayF(W.competencies[k]) // Decay the competency

end
end

end
distance += occupationDistance(W,A)
return distance

5.3.4 Mutation

Two mutation operators were included in the genetic algorithm to introduce randomness in

the population. These are further described next.

5.3.4.1 Random Occupation Assignment

The first mutation operator will switch the occupation ID in one occupation-time pair in

the career pathway with another. This will allow variability of occupations and modified

competencies and requirements in the career pathway. The index of the occupation-time

pair in the pathway is randomly selected.
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5.3.4.2 Time Perturbation

The second mutation operator will modify the time spent in an occupation in the pathway.

The time will be increased or decreased by 1 month each mutation. In developing this

operator, we found that it provided a more fine-grained representation of the time for each

occupation. Furthermore, if the solution mutates past the time limited for an occupation,

or below the job zone minimum time requirement, we prevent the mutation from going past

these values. This way, the solution cannot mutate to become infeasible in the real world

(e.g., working in an occupation for less than a month, or entering a job that requires a

four-year degree without the required education and/or experience).

5.3.5 Selection

To create the new generation, tournament selection was used. However, we experiment

with two different selection approaches to find the best result, and compare against random

selection. These are further described next.

5.3.5.1 Tournament

Selection operators are designed such that the probability of selecting an individual for the

new population is based on their fitness [153]. In tournament selection, a random pre-

defined number of individuals T is selected from the population of size K, and from this

the probability s of selecting an individual r, as defined in [154], can be represented by the

following,

s(Pr) =
F (Pr)∑K
w=1 F (Pw)

(5.18)

where the probability is inversely proportional to an individual’s cost, or the fitness function

[153, 154].
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5.3.5.2 Lexicase

Though tournament selection is a commonly applied selection operator for genetic algo-

rithms, a more recent development is Lexicase selection, proposed in 2014 for genetic pro-

gramming problems [155]. This selection method is used to select individuals from the

population, based on the test cases [155] present in the solution space. First, when selecting

a parent, the algorithm will randomly arrange the test cases, and remove individuals in the

population with poor performance on the first case. Next, if there is more than one indi-

vidual, it iterates through the next test case and repeats. Once there is only one individual

in the pool or all test cases have been used and it randomly selects an individual from the

pool.

The advantage of Lexicase is the diversity it brings to the population by considering dif-

ferent cases. For our application, we consider cases of: (1) job zone distance, (2) competency

difference, and (3) requirements difference.

5.3.6 Crossover

To create the next part of the population, crossover was applied from the selected parents. We

experimented with several different crossover mechanisms including one-point, two-point, and

uniform. In these crossover mechanisms, the occupation-time pair was exchanged between

the two parents, depending on the randmly selected crossover points.

5.3.6.1 One-Point and Two-Point

The first two experiments with crossover were with one-point and two-point crossover opera-

tors. A one-point crossover strategy consists of randomly selecting an index in the pathway,

and the pairs G to the right of the index are swapped between the two parents. A two-point

crossover strategy consists of randomly selecting two indices in the pathway, and swapping

the pairs between both indices. Furthermore, due to the different lengths in pathways, if one
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selected parent is longer than the other, the individual with the smaller length is used as

the first parent for deciding the indices for crossover. This is an approach similar to the one

used in [156]. The probability of crossover for this experiment is further covered in Table

5.1.

5.3.6.2 Uniform

In uniform crossover, each individual occupation-time pair is swapped between the parents

with equal probability. The probability used for this experiment is further covered in Table

5.1. The advantage this approach presents compared to one-point and two-point crossover

is the ability for more diverse offspring in comparison to the parents.

5.4 Evaluation and Results

The overall configuration for the GA is shown in Table 5.1. These parameters were

determined after several runs and experiments with the GA. We start with a population

size of 100 individuals, and run about 100 generations, or until there is no further change

in the minimum fitness in the population after 10 generations. The mutation rates for

the occupation mutation and time perturbation are 25% and 50%, respectively. Crossover

was performed in each generation, and the selection size for tournament selection was 5

individuals. Lastly, the maximum length of a path is set to 13, as described earlier in 5.8,

and the maximum time to be spent in a job is 60 months, as described in 5.7.

We used Python 3.7 and the genetic algorithm library DEAP [157] to implement the

career pathway GA. O*NET version 24.0 was used to reference the different occupation data,

and the data files “knowledge”, “skills”, “abilities”, “interests”, “work styles”, “work values”,

“job zones”, and “green occupations”. We also use the bright occupations exported from the

O*NET site [114]. Furthermore, sample configuration files representing worker profiles were

setup with the competencies, requirements, job zone, and SOC code for each worker being

represented in the problem. The worker profiles used were those discussed in Chapter 3,
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and the worker profiles are the characteristics described in O*NET. In a real application,

these characteristics would be extracted through an assessment by the worker, but for the

experiments we use the data from O*NET.

Property Value
Starting Population Size 100
Number of Generations 100
Occupation Mutation Rate 0.25
Time Mutation Rate 0.5
Crossover Rate 1
Uniform Crossover Rate 0.5
Tournament Size 5
Growth & Decay λ 0.001
wC 0.25
wR 0.25
wZ 50
Transferability Threshold 0.85
Maximum Path Length 13
Maximum Job Time 60

Table 5.1: Parameters used for the genetic algorithm.

5.4.1 Crossover Experiments

We first run three experiments with different crossover operators: two-point, one-point, and

uniform crossover. For uniform crossover, we used a 50% chance of crossover occurring for

each occupation-time pair. Furthermore, a tournament selection was used consistently for

all three experiments. The worker profile for occupation “41-2011.00”, or “Cashier” was used

for all these experiments, since this was classified as an occupation with a poor outlook, and

we look at the results to the bright and green outlook occupations. The results for two-

point crossover is presented in Figure 5.10, one-point crossover in Figure 5.11, and uniform

crossover in Figure 5.12.

We can see from these results the results were similar across the three crossover opera-

tions, though the one-point crossover provided better results (i.e., reached a more fit solution
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GA Run with Two-Point Crossover

Figure 5.10: Fitness (i.e., cost) results for the two-point crossover mechanism for bright
and green occupations.

GA Run with One-Point Crossover

Figure 5.11: Fitness (i.e., cost) results for the one-point crossover mechanism for bright and
green occupations.

quicker) for more of the occupations. Therefore, one-point crossover was used in each of the

selection experiments, as described next.
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GA Run with Uniform Crossover

Figure 5.12: Fitness (i.e., cost) results for the uniform crossover mechanism for bright and
green occupations.

5.4.2 Selection Experiments

Using the one-point crossover operator described above, we ran experiments with two se-

lection methods: lexicase selection and tournament selection. For tournament selection, we

used a selection we used a tournament size of 5 individuals. The results can be compared to

random selection presented in Figure 5.13. The results for lexicase selection can be seen in

Figure 5.14, and the results for tournament selection can be seen in the previous section in

Figure 5.11.

We can see from these results, both selection mechanisms outperformed random selection.

Between these, the tournament selection mechanism provide slightly better results than

lexicase, reaching the stop criteria faster. Therefore, for the final results, we use tournament

selection with one-point crossover.

5.4.3 Discussion

Figure 5.11 shows the overall final results. Each generation with the GA took 1.8 seconds,

with about 145 seconds for achieving a solution, using a PC with an 8th generation Intel Core
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GA Run with Random Selection

Figure 5.13: Fitness (i.e., cost) results with a random selection mechanism for bright and
green occupations.

GA Run with Lexicase Selection

Figure 5.14: Fitness (i.e., cost) results for the lexicase selection mechanism for bright and
green occupations.

i7 with 16 GB RAM. Looking at the final results, the population converges to a better solution

within the range of 60 to 100 generations. We select the lowest costing path from the final

population as the final pathway solution. For a better understanding of the solutions provided
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by our approach, using the occupation “41-2011.00” we determine pathways between all other

occupations in O*NET. The results, or distribution of the solution costs are presented in

Figure 5.15, where the cost of pathways to occupations outside of the cluster of the starting

occupation and those in the same cluster and highlighted. The distribution of the solution

costs separating green and bright outlook occupations are shown in Figure 5.16.

From these results, we can see the resulting solutions where the goal occupation was in

the same cluster (i.e., “41”) had overall lower costs, than those in other clusters. Since there

are more occupations in clusters outside of cluster 41, there are more solutions from these

clusters in the distribution.

Figure 5.15: The distribution of pathway costs from the occupation “41-2011.00” to all
others in O*NET.

From the results in Figure 5.16, we can see that the distribution between green and bright

outlook occupations in O*NET are similar. The goal occupation is not labeled as green or

bright outlook, and instead has a poor outlook, and so from this we can see no affect of

green or bright outlook occupations to this occupation. However, we can see that there

are a slightly higher number of pathway costs between 150 and 300 for green and bright

occupations, in part because occupations with these flags typically have a higher job zone.

76



Job zone weight can also be seen in Figure 5.15, where pathways with a cost greater than

200 have job zones higher than that of “41-2011.00”, that has a job zone of 1.

Figure 5.16: The distribution of pathway costs for green and bright occupations in O*NET
from “41-2011.00” to all others in O*NET.

To outline typical and atypical pathways, and compare advantages and limitations of the

current approach, we present sample pathways from the results in Figure 5.18. This shows

pathways for the starting occupation “41-2011.00” Cashier, and we also provide solutions for

two starting occupations with a bright outlook and a green flag. The cost of these pathways

for the Cashier “41-2011.00” occupations are highlighted on the distribution graph in Figure

5.17.

From Figure 5.17, we can see a variety of costs for pathways. However, we can see the

occupations with a higher job zone such as “17-2199.00” and “27-3031.00” with a job zone

of 4, have a slightly higher cost than “35-3041.00” with a job zone of 1. However, there is

still an impact on the cost through the fit of requirements and competencies for the worker,

which can be seen in occupation “51-9199.01”, that has a job zone of 2, but largely different

competencies and requirements than the starting occupation.

Looking at the pathways in Figure 5.18, the pathways seem feasible for a real world user,
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Figure 5.17: Path costs highlighted from Figure 5.18.

with occupations with similar skills and knowledge between each other in the pathway. we

can see that there are three common patterns in the solutions: (1) shorter pathways overall,

(2) repeats in the occupation-time pairs in the path, (3) and multiple occupations in a similar

career cluster. Overall, the GA tended to return shorter pathways for each worker profile.

Even though the permissible range for pathways was up to 13 occupations, a majority of the

most fit solutions at the end of the run was anywhere from two to four occupations. This is

in part due to the distance measurement used between occupations. Since O*NET has such

a wide range of competencies and requirements, there will be a large amount of variation

between each competency and occupation, resulting in a non-zero value for each occupation

hop in the career pathway. Furthermore, we can see repeats in the pathway where the user

can return a previously held occupation, as seen in path 6 in Figure 5.18, which may occur

in a real-world scenario. Last, we can see a pattern in all pathways where the transition is to

an occupation in a different cluster, where a majority of the pathway would be in the same

career cluster. Again, this is due to the cost of transferring outside to a different cluster.

We also look at two paths, one with a starting green occupation “17-2141.00” Mechanical

Engineers with a job zone of 4, and one with a bright outlook occupation “15-1132.00”
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Figure 5.18: Sample paths to show different examples of results illustrating different
aspects from the approach. Nodes in the pathway are color coded according to different
career clusters. The sun symbol indicates an occupation with a bright outlook. The leaf
symbol indicates an occupation that is green. Each node between the start and end

occupation have the time spent in the occupation in months (m).

Application Software Developers with a job zone of 4. Both of these resulted in reasonable

pathways. However, we can see for occupations with higher job zone, the experience and
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time spent in intermediate occupations in the path are not properly captured. For instance,

for the sixth pathway in Figure 5.18, the transition back to Software Developers occurred,

after Database Architectures “15-1199.06”, and last to Biostasticians “15-2041.01”, that is

a job zone of 5. However, this transfer may not be needed in a real world scenario. This

may be in part due to the division of job zones, where job zone 4 and above have a very

wide time range (i.e., 4 years of preparation, experience, education, or more). Therefore, for

future work, we can see that a more fine-grained approach is necessary, with additional data

sources for education and experience.

GA Run Compared Against Djikstra’s Algorithm Results

Figure 5.19: Comparing the results of the GA with modifications against common shortest
path algorithms such as Djikstra’s. The green line is the cost of the path found by the

shortest path algorithm.

To further evaluate our approach, we compare the distance measurement used against

common shortest path algorithms, such as Djikstra’s algorithm. To do this, we remove any

time-based aspect of our approach including growth and decay of competencies, and the

time in the occupation-time pair. The results for this can be seen in Figure 5.19, where the

green dotted line is the cost of the shortest path found by Djikstra’s. It can be seen that the

cost of the path found by Djikstra’s is near 20 - 70 for each goal occupation, and that the
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algorithm has converged to that minimum cost path.

Overall, we can see our approach provides promising pathway solutions between a wide

variety of occupations using the pathway representation and GA operators. Users could

use this approach to determine paths that may fit best with their current profile. However,

there are areas of improvement where the solutions found could be more realistic, as further

described next.

5.5 Conclusion and Future Work

In this chapter, we present a genetic algorithm for career pathway planning. The algo-

rithm uses new operators for mutation and a fitness function to mimic a real-world career

pathway traversal. Furthermore, several factors such as time spent in different occupations,

fit of competencies, and worker values and styles, were accounted for in the pathway rep-

resentation used. The results are promising, with the GA obtaining better results after

experimenting with different selection and crossover operators. However, there are still areas

where this approach can be improved and where there were limitations.

We plan to try additional worker profiles (including real example resumes to evaluate our

approach) to observe the different outcomes. Due to the time taken for one run of the GA,

it is infeasible to attempt every possible worker profile/occupation to occupation pathway.

Furthermore, the representation of the problem, where job zone was included in calculat-

ing the cost, may need to be reconsidered after including additional data sources. Better

accounting for credentials and experience, such as degrees, prior to entering an occupation,

would change the cost of transition from one occupation to another and the time spent in

the occupation itself, making the pathway more realistic. Furthermore, another area of im-

provement would be to include other data sources outside of O*NET and courses, such as

BLS statistics on salary, unemployment rates, job satisfaction, and job location, along with

NAICS codes, could be taken into account for a more personalized career planner. Last,

the growth and decay functions could be further improved by using models specific to each

81



occupation in O*NET, and accounting for how individuals in those occupations are able to

learn or retain information.

Overall, a career pathway planning tool will assist workers in achieving a higher job

satisfaction and employee retention for companies they work in. A GA to optimize the career

pathways for individuals, is a step forward to data-driven approaches for career planning and

helping students, job seekers, and career advisors.
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CHAPTER 6

CONCLUSION

The aim of this thesis is to address two key problems faced by organizations and workers in

the future of work. First, an overview of how advances in AI applications for recruitment

have been made is presented, along with the implications of bias in these models, methods

for bias mitigation, and the work that has been done in model interpretability and post-

processing methods for achieving fairness. Next, an approach is presented to address the

worker problem of searching and optimizing their career pathway. For this, the dataset used

by our approach, the Occupational Information Network (O*NET), is covered along with

its different components. Next, O*NET is extended by creating links between the worker’s

knowledge, skills, and abilities (i.e., competencies), using a natural language processing-based

approach with competency descriptions. This is then used in defining and implementing an

approach to career pathway optimization, using a genetic algorithm to mimic a realistic

worker career traversal. Results for this approach were shown to provide its feasibility for

real workers.

Future work in this area, in addition to those described by the specific problems addressed

in previous chapters, include other applications for workers and organizations for the future

of work. For organizations a solution to fair recruitment is needed, by providing a hiring

approach that explains decisions made in the process and identifying bias. This would mean

using fairness toolkits described in Chapter 2 to explain features fed to the hiring model, and

providing a method to determine the cause of bias given the metrics presented. For workers, it

is necessary to not only assist in optimization of their career pathway, but assist in reaching

each step in the pathway. Therefore, future work also includes a more detailed pathway

representation and better recommendations with an enhanced occupation network, using

other data sources to extend O*NET. We believe there is also room for further improvement

in the problems addressed in this thesis, as discussed in earlier chapters. This includes
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improvement of calculating competency transferability, through fine-tuning of BERT and a

sentence level representation to capture variance of terms. Implementing these could assist

people in future decision-making in regards to their career and organization.
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