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ABSTRACT 

SIMULATING THE CHELATE EFFECT 

AND THE MOLECULAR DYNAMICS 

OF TRANSITION METAL IONS 

By 

Anthony Joseph Seitz 

Transition metal ions are of great significance in biological processes, with a presence in 

approximately one third of known human proteins.  Computational modeling of transition metal 

ions, however, has remained limited.  Using molecular dynamics simulations, very large 

chemical systems can be studied due to the use of a ‘force field’ which simplifies atomic 

interactions to an easily calculable form.  Unfortunately, ‘traditional’ force fields used in 

molecular dynamics fail to accurately portray the properties of transition metal ions.  By 

modifying the 12-6 Lennard-Jones potential to include an r-4 term, the Lennard-Jones type 12-6-4 

potential has shown to be a successful replacement for the 12-6 potential, with an accurate 

portrayal of important properties of solvated transition metal ions (hydration free energies, 

coordination number, ion-oxygen distance).  We have built on the foundation of the 12-6-4 

potential by applying it in the field of small molecule coordination chemistry.  The 12-6-4 

potential is parameterized for accurate binding energies in the reaction of ethylenediamine with 

various divalent transition metal ions.  In comparing these results with the similar reaction of the 

same metal ions with methylamine ligands, we demonstrate that the 12-6-4 model naturally 

reproduces the chelate effect.  Therefore, continued use of the 12-6-4 potential is proposed for 

the use in modeling coordination chemistry reactions.
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CHAPTER 1: INTRODUCTION 

1.1 Motivation 

 

The significance and importance of transition metals in biological processes cannot be 

overstated.  As I type this, the world’s peoples and economies are being ravaged by the Covid-19 

Novel Coronavirus, which contains several zinc-bound sites as primary structural features.1  It is 

estimated that one third of known human proteins contain transition metal ions.  If one virus, 

with structural dependence on transition metal ions, can cause such a large impact on human life, 

the importance of this field of study is inarguable.  However, even with the breadth of 

computational tools available, the interactions between metal ions and biological systems have 

remained elusive in the realm of computational chemistry and molecular modeling, due largely 

to the computational expense of accurate methods, such as the various quantum mechanical tools 

available.2  Computationally inexpensive methods often either fail to represent important 

processes involved in these interactions, such as ligand exchange, which cannot be properly 

modeled with bonded models that are typically used, or they simply give inaccurate results, due 

to the high polarizability of metal ions that cannot accurately be represented with typical 

Lennard-Jones potentials used in molecular dynamics simulations.3  Therefore, it would be 

desirable to obtain an accurate computational model of these polarizability effects, specifically in 

the context of metal-ligand interactions, that does not incur the high computational cost of 

quantum mechanical models. 
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1.2 Molecular Dynamics 

 

 The core concept of molecular dynamics is a simple one, but even the simplest concepts 

can quickly grow to be impossibly complicated if left unchecked.  Molecular dynamics 

simulations use computers to simulate the movement of atoms and molecules by solving 

Newton’s equations of motion.  For a simple system of one or two particles, this problem is easy.  

However, for anything beyond that, non-iterative solutions do not exist and approximations must 

be made, especially after increasing the complexity from three particles to a protein consisting of 

thousands of atoms.  The heart of molecular dynamics lies in two fundamental ideas, being the 

development and sampling of an energy landscape. 

The aim of molecular dynamics is to solve Newton’s equations, 𝐹(𝑟𝑖) = 𝑚𝑎(𝑟𝑖) for a 

many-particle system evolving in time (where 𝑖 = 1, … , 𝑁 for an N-particle system and 𝑟𝑖 

represents the position coordinates for any particle) .  Knowing additionally that 𝐹(𝑟𝑖) =

−∇𝑉(𝑟𝑖) where V is assumed to be a pairwise-additive potential, independent of velocity and 

time (ex: [ 𝑉123(𝑟𝑖) = 𝑉12(𝑟𝑖) + 𝑉13(𝑟𝑖) + 𝑉23(𝑟𝑖)] ) we can evolve our system in time simply by 

knowing initial positions, velocities, and our potential function (which will be discussed later).  

An important aspect of Newton’s equations is that they are time-reversible, and the potential 

functions used will be analytic (although the hard-sphere potential is solvable). This will allow 

the use of a discrete finite-difference method to solve the equations.  A finite difference method 

will estimate the infinitesimal time of evolution 𝛿𝑡 as a discrete time-step. It is important to 

consider the timescale of the chemical processes in question when choosing a time-step length 

(femtosecond scale for bond vibrations).  A typical MD calculation will proceed as follows: 
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1. Solve for the positions, velocities, and accelerations at time 𝑡 + 𝛿𝑡 

2. Solve 𝐹(𝑟𝑖) = 𝑚𝑎(𝑟𝑖) and 𝐹(𝑟𝑖) = −∇𝑉(𝑟𝑖) at new positions 

3. Correct positions, velocities, and accelerations with new accelerations 

4. Calculate interesting chemical properties 

5. Repeat 

This general algorithm applies for most methods in molecular dynamics, but will vary 

slightly between choices in integrators, being the methods for predicting and correcting the 

positions, velocities, and accelerations of the system in question.3  

The most common integration algorithms are all based on the idea that the positions, 

velocities, and accelerations of the particles can be expressed accurately in a Taylor series 

expansion.  For any given coordinate, this is as follows: 

𝑟𝑖(𝑡 + 𝛿𝑡) = 𝑟𝑖(𝑡) + 𝑣𝑖(𝑡)𝛿𝑡 +  
1

2
𝑎𝑖(𝑡)𝛿𝑡2 + ⋯ 

𝑣𝑖(𝑡 + 𝛿𝑡) = 𝑣𝑖(𝑡) + 𝑎𝑖(𝑡)𝛿𝑡 +  
1

2
𝑎̇𝑖(𝑡)𝛿𝑡2 + ⋯ 

𝑎𝑖(𝑡 + 𝛿𝑡) = 𝑎𝑖(𝑡) +  𝑎𝑖̇ (𝑡)𝛿𝑡 + ⋯ 

 The Verlet integration algorithm was first introduced into molecular dynamics in 1967 by 

Loup Verlet although the history of the algorithm goes back much further.  Verlet examined a 

system of 864 argon atoms interacting through Lennard-Jones potentials and using periodic 

boundary conditions.  In a single line, Verlet expressed his algorithm which has become one of 

the most popular integration methods in molecular dynamics.4 
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𝑟𝑖(𝑡 + ℎ) =  −𝑟𝑖(𝑡 − ℎ) + 2𝑟𝑖(𝑡) +  ∑ 𝐹(

𝑖≠𝑗

𝑟𝑖𝑗(𝑡))ℎ2 

Where 𝑟𝑖𝑗 is the distance between any two particles and 

𝑚𝑖

𝑑2𝑟𝑖𝑗

𝑑𝑡2
=  ∑ 𝐹(𝑟𝑖𝑗)

𝑖≠𝑗

 

Noting that ℎ is the length of the time-step, this equation can be derived from our Taylor 

expansion, truncating after the acceleration term. 

𝑟𝑖(𝑡 + 𝛿𝑡) = 𝑟𝑖(𝑡) + 𝑣𝑖(𝑡)𝛿𝑡 +  
1

2
𝑎𝑖(𝑡)𝛿𝑡2 

𝑟𝑖(𝑡 − 𝛿𝑡) = 𝑟𝑖(𝑡) − 𝑣𝑖(𝑡)𝛿𝑡 +
1

2
𝑎𝑖(𝑡)𝛿𝑡2  

Adding these equations will give the result: 

𝑟𝑖(𝑡 + 𝛿𝑡) = 2𝑟𝑖(𝑡) − 𝑟𝑖(𝑡 − 𝛿𝑡) + 𝑎𝑖(𝑡)𝛿𝑡2  

Multiplying the acceleration term by the mass 𝑚𝑖 will make this equivalent to the 

algorithm proposed by Verlet.  The algorithm’s popularity can be attributed to its simplicity.  

The algorithm only requires the input of positions and is quick because the force is calculated 

only once per iteration.  Its basis in forward and backward Taylor expansions makes it reversible 

in time (within the realm of round-off error) and it is conservative of both energy and phase-

space volume.  The Verlet algorithm is fairly accurate but does allow for error in the order of 𝛿𝑡2 

which can be significant for large time-steps. 

A mathematically equivalent algorithm is the velocity Verlet method, which predicts 

velocities instead of positions.  From the expression for the Verlet method, we can obtain: 
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𝑟𝑖(𝑡 + 2𝛿𝑡) = 2𝑟𝑖(𝑡 + 𝛿𝑡) − 𝑟𝑖(𝑡) + 𝑎𝑖(𝑡 + 𝛿𝑡)𝛿𝑡2 

This will now be substituted into our expression for the velocity, given by rearrangement 

and addition of our forward and backward Taylor expansions. 

𝑣𝑖(𝑡) =
𝑟𝑖(𝑡 + 𝛿𝑡) − 𝑟𝑖(𝑡 − 𝛿𝑡)

2𝛿𝑡
 

𝑣𝑖(𝑡 + 𝛿𝑡) =
𝑟𝑖(𝑡 + 2𝛿𝑡) − 𝑟𝑖(𝑡)

2𝛿𝑡
 

𝑣𝑖(𝑡 + 𝛿𝑡) =
𝑟𝑖(𝑡 + 𝛿𝑡) − 𝑟𝑖(𝑡)

𝛿𝑡
+ 

1

2
𝑎𝑖(𝑡 + 𝛿𝑡)𝛿𝑡 

Noting the original forward Taylor expansion, we get our final result, which is simply the 

Verlet algorithm, predicting velocities instead of positions. 

𝑣𝑖(𝑡 + 𝛿𝑡) =  𝑣(𝑡) +  
1

2
[𝑎𝑖(𝑡) + 𝑎𝑖(𝑡 + 𝛿𝑡)]𝛿𝑡 

Another commonly used integration scheme is the ‘leap-frog’ scheme, popularized by 

Hockney and Eastwood, which is named after the way it operates.  Velocities will be calculated 

at half-steps, followed by position calculations at the whole step.  This method eliminates some 

numerical error by removing the subtraction step from the velocity calculations.5 It can be 

derived by defining the velocities at half time-steps.6 

𝑣𝑖 (𝑡 −
1

2
𝛿𝑡) =

𝑟𝑖(𝑡) − 𝑟𝑖(𝑡 − 𝛿𝑡)

𝛿𝑡
 

𝑣𝑖 (𝑡 +
1

2
𝛿𝑡) =

𝑟𝑖(𝑡 + 𝛿𝑡) − 𝑟𝑖(𝑡)

𝛿𝑡
 

This gives a new expression for the positions and velocity. 
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𝑟𝑖(𝑡 + 𝛿𝑡) = 𝑟𝑖(𝑡) + 𝑣𝑖 (𝑡 +
1

2
𝛿𝑡) 𝛿𝑡 

𝑣𝑖 (𝑡 +
1

2
𝛿𝑡) = 𝑣𝑖 (𝑡 −

1

2
𝛿𝑡) + 𝑎𝑖(𝑡)𝛿𝑡 

𝑣𝑖(𝑡) =  
1

2
[ 𝑣𝑖 (𝑡 +

1

2
𝛿𝑡) + 𝑣𝑖 (𝑡 −

1

2
𝛿𝑡) ] 

Issues with the leap-frog integration scheme may occur with variable time-steps in an 

MD calculation, as the half time-steps will not line up properly.  This could quickly lead to 

accumulated error and the method will be ‘destabilized.’  Unfortunately, since the positions and 

velocities are not generally defined at the same time in this method, an expression for the total 

energy is meaningless until the end of the calculation unless an explicit 𝑣(𝑡) calculation is 

performed.  The similarities to the Verlet method should be noted, as it is also time-reversible 

and conserving in energy, momentum, and phase space volume.  

The last integration method to be discussed will be Beeman’s algorithm.  Many other 

methods exist, including (among many) the Euler method (and Euler-based methods), 

trapezoidal rule, the midpoint method, and the Runga-Kutta method, but only Verlet-based 

methods are discussed here due to their popularity in molecular dynamics.  Beeman’s algorithm 

is more complex than the Verlet algorithm, but ultimately gives a more accurate expression of 

the velocities, eliminating some round-off error, and consequently it has a more accurate 

conservation of energy. By continuing the Taylor expansion in time to the 𝑎̇ term, we can obtain 

Beeman’s Algorithm, which should result in the same particle positions as the Verlet algorithm, 

subject to computer error.  Unfortunately, the velocities are no longer time reversible, but the 

expression is more physically accurate in the forward direction. 7 
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𝑟𝑖(𝑡 + 𝛿𝑡) = 𝑟𝑖(𝑡) + 𝑣(𝑡)𝛿𝑡 + 
2

3
𝑎𝑖(𝑡)𝛿𝑡2 −

1

6
𝑎𝑖(𝑡 − 𝛿𝑡)𝛿𝑡2 

𝑣𝑖(𝑡 + 𝛿𝑡) = 𝑣𝑖(𝑡) + 
1

6
[2𝑎𝑖(𝑡 + 𝛿𝑡) + 5𝑎𝑖(𝑡) − 𝑎𝑖(𝑡 − 𝛿𝑡)] 

 

 

Constraint Methods: SHAKE and RATTLE 

Whether to ensure physical accuracy or for computational efficiency, it may be necessary 

to apply a series of constraints in an MD calculation.  The most obvious constraints on a system 

are simply its conservation laws (conservation of energy, momentum, phase space volume, and if 

possible angular momentum), but these should automatically be satisfied by a good choice of an 

integrator. 

One of the most popular methods of constraints is called SHAKE.  If, for example, the 

bond vibrations were not of interest in a particular calculation, the calculation could be sped up 

significantly by increasing the time-step to longer than the vibrational frequency (but shorter 

than the frequency of any other important degrees of freedom).  In order to keep any sort of 

physical accuracy in this case, the bond lengths must be defined at a fixed distance.  The 

Newtonian equations of motion must now be solved for a system under constraints of fixed bond 

lengths. 

Assuming a situation like the one just described, where all constraints being applied are 

holonomic, we can solve the equations of motion using the method of Lagrange multipliers.  We 

will assume the situation of fixed bond lengths and express the constraint as follows. 
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𝜎[𝑟(𝑡)] = (𝑟𝑖 − 𝑟𝑗)2 − 𝑑𝑖𝑗
2 = 0 

For bond 𝑖𝑗 of length 𝑑𝑖𝑗 we can express the force on particle 𝑖 as 

𝑚𝑖𝑟𝑖̈ =  −∇𝑖𝑉 − ∑ 𝜆∇𝑖𝜎

𝑖

1

 

where the −∇𝑉 term is the standard gradient of the potential, used to describe the force 

between particles, and the sum shows the Lagrange multipliers related to constraints of the 

particle in question.8  In the SHAKE method, all constraints are treated as being decoupled.  The 

Lagrange multipliers will be solved using the Newton-Raphson method, which will solve for the 

multipliers by approximating for them and iteratively correcting based on the constraints. 

𝜆𝑘 = − 
𝜎𝑘

𝜕𝜎𝑘
𝜕𝜆𝑘

⁄
 

Due to the decoupling of the constraints, the SHAKE method converges fairly quickly, 

with the Lagrangian multipliers being evaluated in linear time.9 This method is built to work with 

the Verlet integration scheme and implementation into the Verlet algorithm gives the general 

result: 

𝑟𝑖(𝑡 + 𝛿𝑡) = 𝑟𝑖
′(𝑡 + 𝛿𝑡) + 𝑔(𝑟) 

where 𝑟′ is the position result without constraints and 𝑔(𝑟) is the deviation from that 

position due to the forces of constraints.3 The low computational cost of SHAKE can be 

attributed to the decoupling of constraints, which also introduces a primary source of error.  

Many forms of SHAKE exist, all dealing with different aspects of the constraints, whether it be 
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different degrees of freedom or the iterative procedure.  All versions, however, do incorporate 

the Newton method for solving Lagrange multipliers. 

The most notable of these other methods is called RATTLE.  RATTLE is based on the 

velocity form of the Verlet equations.  From the velocity equation and our forces due to the 

potential and constraints, we can write: 

𝑣𝑖(𝑡 + 𝛿𝑡) = 𝑣𝑖(𝑡) +
 𝐹[ 𝑟(𝑡)]𝛿𝑡 +  𝑔𝑅𝑅(𝑡) + 𝐹[𝑟(𝑡)]𝛿𝑡 +  𝑔𝑅𝑉(𝑡)

2
 

This equation shows the primary difference between SHAKE and RATTLE, being that 

RATTLE uses two separate approximations for the constraints, which allows for both the 

velocities and the positions to satisfy the constraints.  It is notable that no prior knowledge of the 

system is required for RATTLE and only the current coordinates are necessary.  The more 

complex expression does increase computational time, but RATTLE will be comparable to 

SHAKE in most cases because calculating forces is generally the most expensive step of any MD 

calculation.10 

Boundary Conditions 

A problem exists about the ‘edges’ of a system, where instead of being surrounded by 

other molecules, the environment is the vacuum.  In reality, we know that the environment is 

rarely, if ever, vacuum and that we must simulate the environment around the edges of the 

system in order to give any accurate representation, especially if we wish to simulate any sort of 

condensed phase. 

One of the simplest approaches to dealing with the boundary of the system is with 

periodic boundary conditions.  The original system is taken as a cubic cell and copied across 
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many different cells.  One interesting property resulting from this is that particle number is 

always conserved.  As particles are moving throughout the system, some may leave the original 

cubic cell, but the periodicity guarantees that as a particle leaves the original cell, a new particle 

enters from the opposite side. 11 

Periodic boundary conditions allow for more physical accuracy around the boundaries, 

but drastically increase the computational time unless some effort is made to reduce it.  For 

example, if there are 1000 particles in the center cell we would want some method that would 

allow us to calculate forces for only the 1000 particles and not any others.  The minimum image 

convention allows for this by placing each particle at the center of its own cubic cell for its force 

calculations.  The force applied from only the particles within that new cell will be calculated.  

For a system of 1000 particles, this means that each particle would have forces calculated from 

the nearest ‘copies’ of each of the 999 other particles. 12 This can lead to some inaccuracies, as 

charged ions (generally next to each other in the original box) may be spread to opposite sides of 

the new cell.  However, total charge is guaranteed to be conserved, as each ‘image cell’ will have 

the same charge as the original cubic cell.3  

In many cases, such as a protein in solution, periodic boundary conditions may not be 

desired, and instead one may want to simulate the direct environment of the solution.  In the case 

of a protein, this would usually be water.  However, if a solvent of many water molecules is 

added, the computational can increase significantly, so other methods are often sought out.  One 

common method is implicit solvation, where the solvent molecules are represented as a 

continuum instead of individual molecules.  In these cases, instead of finding the force applied 

on the system from each individual solvent molecule, the force is averaged across the implied 

molecules as a ‘potential of mean force.’13   
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1.3 Force Fields 

 

 The energy surface is a model of the different interactions between all atoms and 

molecules and is the main aspect of the force calculations, ultimately determining the motion of 

all particles and most of the interesting properties of the system.  All potentials will be assumed 

to be pairwise additive.  The total potential energy in any system will be modelled as a sum of all 

bonded and non-bonded interactions in the molecules. 

𝐸𝑡𝑜𝑡𝑎𝑙 = (𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑎𝑛𝑔𝑙𝑒 + 𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙) + (𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 + 𝐸𝑣𝑎𝑛 𝑑𝑒𝑟 𝑊𝑎𝑎𝑙𝑠) 

Typically the vibrational and angle terms will be modelled as harmonic oscillators (where 

𝑘 is the force constant for the bond/angle/dihedral in question) while the dihedral angles will be 

represented with a periodic function (showing steric repulsion effects in an eclipsed 

conformation, where n is the periodicity of the angle). 14 

𝑉 =  
1

2
∑ 𝑘𝑖𝑗

𝑏𝑜𝑛𝑑𝑠

(𝑟𝑖𝑗 − 𝑟𝑒𝑞)
2

+  
1

2
∑ 𝑘𝑖𝑗𝑘

𝑎𝑛𝑔𝑙𝑒𝑠

(𝜃𝑖𝑗𝑘 − 𝜃𝑒𝑞)
2

  

+ 
1

2
∑ ∑ 𝑘𝑖𝑗𝑘𝑙

𝑛𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠

[1 + cos(𝑛∅𝑖𝑗𝑘𝑙 − ∅𝑒𝑞)] 

Although this equation is written in a decoupled form, the degrees of freedom will 

typically be coupled with many different cross-terms.  Electrostatic terms between charged 

particles will be modelled with Coulomb’s law, where 𝐹 is the force between particles and 𝐶 is 

Coulomb’s constant. 
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𝐹 = 𝐶
𝑞2𝑞1

𝑟2
 

This equation integrates to the Coulomb potential. 

𝑉 = 𝐶
𝑞1𝑞2

𝑟
 

The 1 𝑟⁄  dependence introduces certain difficulties with the periodic boundary conditions 

that will be discussed briefly at the end of this section.  One of the most important aspects of 

molecular dynamics is the ability to model large systems.  Many of the bulk properties of 

systems are determined by the long-range van der Waals effects.  These effects between two 

particles can be modelled as two charged oscillators.  The electric field for each oscillating 

dipole can be modeled as 

𝐸(𝑟) =
−2𝑢

4𝜋𝜀0𝜀𝑅3
 

where 𝑢 is the dipole moment.  The interaction energy is proportional to the square of the electric 

field strength and therefore this can be further approximated as a two-body problem, dependent 

on the separation of the two oscillators as  

−
𝜎

𝑅6
 

where the 𝜎 value is dependent on the frequency of the oscillators: ℏ𝜔0𝛼2.  This effect is 

quantum in nature and would approach zero as ℏ approaches zero.  However, it is completely 

necessary for the modeling of bulk systems as this term is responsible for most of the long-range 

effects.  The repulsive terms in this model are more difficult to evaluate (and are representative 

of the electron-electron repulsion terms, one of the primary difficulties in quantum calculations), 
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but experimental data on noble gases fits well to an inverse 𝑅12 potential.  This allows simple 

evaluation of the repulsive portion of the potential, as it is the square of the dipole-attraction 

calculated above.  Combining these terms gives the well-known Lennard-Jones potential. 15 

𝑉 = 4𝜀[(
𝜎

𝑅
)

12

− (
𝜎

𝑅
)

6

 ] 

 

Many variations on the Lennard-Jones potential exist, correcting for various aspects of 

the potential.  A few such alternatives are the Buckingham potential, which introduces an 

exponential term to replace the 𝑅−12 term in the Lennard-Jones potential, the Morse potential, 

which is highly accurate, but computationally expensive, and a ’10-12’ potential, which adds 

corrections to the Lennard-Jones form to account for hydrogen-bonding interactions.16   Many 

other potential forms exist, for modelling different degrees of freedom or different interactions 

but these all serve different purposes and their usefulness can vary depending on the complexity 

of the problem at hand.  The development of these potentials ultimately reduces to fitting the 

parameters to either experimental data or high-level QM calculations. 

 The 1 𝑟⁄  dependence in the Coulomb term, discussed earlier, introduces difficulties when 

we account for periodic boundary conditions, due to an increasing particle density faster than the 

1
𝑟⁄  decrease in energy.  The consequence of this is a long-range Coulomb energy that is non-

convergent and increases with distance, instead of decreasing.  The modern solution to this is the 

Particle Mesh Ewald Method.  PME changes the Coulomb term from a sum of two-body 

interactions, written as 

𝐸 = ∑ 𝐶
𝑞𝑖𝑞𝑗

𝑟𝑖𝑗
𝑖𝑗  
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to a two-part sum of the short-range two-body coulomb potentials and a long-range component, 

which creates a grid across the unit cell of the simulation and evaluates the coulomb potentials 

and charge densities in reciprocal Fourier space. 

 

𝐸 = 𝐸𝑠𝑟 + 𝐸𝑙𝑟 

𝐸𝑠𝑟 = 𝜑𝑠𝑟(𝑟𝑖𝑗) 

𝐸𝑙𝑟 = 𝜑̃𝑙𝑟(𝑘)|𝜌̃(𝑘)|2 

 This approximation allows the Coulomb term to converge to a finite energy.  The 

potentials and methods described have been the basis for molecular dynamics simulations for a 

good portion of the field’s lifetime due to the large amount of success in modeling proteins.  

However, the field has historically struggled with coordination chemistry, as the LJ 12-6 

potential, while being very successful in modeling the induced dipole-induced dipole interactions 

and repulsions between atoms, fails to model both the charge-induced dipole and dipole-induced 

dipole interactions.  In the case of transition metal ions, these effects are significant, due to the 

highly polarizable electron clouds, often providing an even stronger influence on the energy than 

the LJ r-6 term.3    
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1.4 Lennard Jones 12-6-4 Potential 

 

The ‘standard’ molecular dynamics force field described above describes a potential 

energy surface that ultimately determines the motion and all interesting properties of the 

chemical system being described.14  However, in the field of coordination chemistry, this leaves 

a lot to be desired as some very important effects are ignored entirely.  The Coulomb term will 

describe all charge—charge interactions, as well as dipole—dipole and charge—dipole 

interactions, while the LJ 12-6 potential is parameterized to describe induced dipole—induced 

dipole interactions and electron—electron repulsions.15  The typical LJ potential usually suffices 

for proteins and organic molecules but will give terribly inaccurate predictions when used to 

describe systems containing transition metals.  In particular, the 12-6 potential can be fit to 

reproduce either structural or energetic effects for transition metal ions, but never both, as their 

highly polarizable electron clouds will require charge—induced dipole and dipole—induced 

dipole interactions for proper modeling.  In fact, when present, these effects are typically 

stronger than the induced dipole—induced dipole term described in the LJ 12-6 potential.   

As a solution, Li and Merz proposed a modified Lennard Jones potential, adding an 

additional r-4 term to mimic the charge-induced dipole interaction,17 leaving the long-range 

interactions in the force field as follows:   

𝑈𝑖𝑗(𝑟𝑖𝑗) =
𝐶12

𝑖𝑗

𝑟𝑖𝑗
12 −

𝐶6
𝑖𝑗

𝑟𝑖𝑗
6 −

𝐶4
𝑖𝑗

𝑟𝑖𝑗
4 +

𝑒2𝑄𝑖𝑄𝑗

𝑟𝑖𝑗
 

where  
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𝐶4
𝑖𝑗

(𝑎𝑡𝑜𝑚 𝑡𝑦𝑝𝑒)  =
𝐶4(𝐻2𝑂)

𝛼0(𝐻2𝑂)
× 𝛼0(𝑎𝑡𝑜𝑚 𝑡𝑦𝑝𝑒) 

This additional attractive 
𝐶4

𝑖𝑗

𝑟𝑖𝑗
4  (C4) term provides a scalable means of including the 

charge-induced dipole term into the force field description of a chemical system.18  By following 

a parameterization process and scaling the 𝛼0 (polarizability) value for a given metal-ligand 

interaction to fit experimental data, any pairwise interaction with a metal ion can be reproduced.  

In the initial development of this potential, Li has scaled the 𝐶4(𝐻2𝑂) terms for 55 metal ions to 

reproduce hydration free energies, as well as structural features for ion-water interactions, in 3 

different water models for the AMBER molecular dynamics software package.18  This leaves the 

process of parameterizing a transition metal—ligand interaction to determining the 

𝛼0(𝑎𝑡𝑜𝑚 𝑡𝑦𝑝𝑒) polarizability value for a given atom type (as it occurs in the interaction).  This 

can be accomplished through a fitting procedure to experimental data (which will implicitly 

allow for inclusion of typically unattainable many-body effects).  The natural choice in which to 

reproduce for the parameterization of any force field would be the binding energy for the given 

metal—ligand interaction.  Therefore, free energy methods must be used to calculate the binding 

energy for any fitting procedure to succeed. 
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1.5 Free Energy Methods 

 

 Free energy is the central quantity in thermodynamics, as free energy changes drive the 

vast majority of interesting processes in nature.  It is no surprise that calculating free energy 

changes is a fruitful area of study in the field of statistical mechanics.  Predicting accurate free 

energies allows for the understanding and creation of new chemical processes, especially in the 

development of new drugs and materials.  The design of these new molecules would amount to 

mere luck if the understanding of the reaction pathways is ignored.  Without reference, free 

energies are only useful for very specific applications, so the focus will be free energy 

differences, which are much more interesting in the context of chemical reactions.  Specifically, 

potential of mean force (via umbrella sampling) and thermodynamic integration will be 

discussed. 

Potential of mean force and umbrella sampling 

 Umbrella sampling is a method of sampling states in a molecular dynamics simulation 

that samples the entirety of a reaction coordinate by use of a bias potential along the reaction 

coordinate and “free MD” throughout the rest of the system.  This bias potential will drive the 

reaction from the ‘reactant state’ to the ‘product state,’ all the while collecting sampling data 

throughout the simulation.  After collecting sampling data from each ‘window’ of the simulation, 

a probability distribution of the entire reaction coordinate is obtained as a Boltzmann 

distribution.  The Boltzmann distribution is then used to calculate a potential of mean force, 

using methods such as the Weighted Histogram Analysis Method.19,20   
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 In a Boltzmann distribution, the probability of any state is given by the following 

equation, where P is the probability, k is Boltzmann’s constant, T is temperature, and 𝜀 is the 

free energy. 

𝑃𝛼𝑒
−𝜀
𝑘𝑇 

Therefore, the difference in free energy between the ‘reactant’ and ‘product’ states of a 

given system is related to the probability of each state by: 

𝑃𝑟

𝑃𝑝
𝛼𝑒

𝜀𝑝−𝜀𝑟

𝑘𝑇  

This allows us to calculate the free energy of a reaction by determining the probability 

distribution of the reaction coordinate through the use of a bias potential, that samples every state 

along a reaction pathway.  Then the free energy difference between each set of windows in the 

umbrella sampling calculation is determined by solving for the free energy difference in the 

Boltzmann distribution, using the obtained probability distribution of the reaction coordinate. 

Thermodynamic Integration 

 Thermodynamic Integration is a method very similar to umbrella sampling, but in the 

limit of an infinite bias potential.21  Through the usage of a nonspatial parameter defined as 𝜏, the 

free energy difference between two states can be calculated by coupling τ to a known physical 

potential that contributes to the free energy (usually the coulomb or LJ potential).22  The free 

energy difference is then calculated as: 

∆𝜀 = ∫
𝜕𝑉(𝜏)

𝜕𝜏

1

0

𝑑𝜏 
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 By varying the value of 𝜏 and integrating through the TI windows, we get the free energy 

contribution of a potential.  This can be especially useful in binding energy calculations (such as 

the metal—ligand simulations performed in our work), as it allows for the determination of free 

energy contributions from the ligand—solvent, metal—solvent, and metal—ligand interactions.  

Being able to split the solvent—system interactions from the metal—ligand interactions is 

especially interesting, as it would normally be an enormously complicated task due to the sheer 

number of solvent molecules in a typical molecular dynamics simulation.  Additionally, TI 

allows for parameterization of important properties of atoms, as it directly relates the potentials 

for each atom to the free energy.  Therefore, the parameterization process amounts to changing 

the potentials and recording the free energy change.23,24 
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CHAPTER 2: SIMULATING THE CHELATE EFFECT 

2.1 Purpose 

 

Despite the rich history of experimental studies focusing on the thermochemistry and 

kinetics associated with the chelate effect, molecular-level computational studies on the chelate 

ring opening/ring closure are scarce. The challenge lies in an accurate description of both the 

metal ion and its aqueous environment. Herein, we demonstrate that an optimized 12-6-4 

Lennard-Jones (LJ) model can capture the thermodynamics and provide detailed structural and 

mechanistic insights into the formation of ethylenediamine (en) complexes with metal ions. The 

water molecules in the first solvation shell of the metal ion are found to facilitate the chelate ring 

formation. The optimized parameters further simulate the formation of bis and tris(en) 

complexes representing the wide applicability of the model to simulate coordination chemistry 

and self-assembly processes.  
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2.2 Computational Methods 

 

All simulations were carried out using the CUDA version of the AMBER18 molecular 

dynamics package, the GAFF force field, and the TIP3P water model.25 Quantum calculations 

for torsion profile analyses were carried out using the Gaussian16 suite of programs.26 

Simulation Protocols 

All simulations were carried out with the AMBER 18 suite of programs while the 

modeling and data analyses were performed using programs contained within the AmberTools 

suite of programs. For all simulations, periodic boundary conditions (PBCs) were employed 

together with PME to model long-range interactions with a 12 Å cut off. Complexes Cd(en), 

Cd(en)2, and Cd(en)3 and other metal ions complexes were solvated in cubic truncated 

octahedron with a minimum 24 Å distance between the atom of the solute and the edge of the 

periodic box. In total, there were 3743, 4506, 4876 water molecules for [Cd(en)(H2O)4]
2+, 

[Cd(en)2(H2O)2]
2+, and [Cd(en)3]

2+ respectively for the TIP3P water model. Chloride ion 

counterions were also treated with the 12-6-4 LJ nonbonded model. The compromise 12-6 LJ 

model was used as the representative 12-6 nonbonded model representing a good balance 

between structure and thermodynamics. We performed minimizations involving 2000 steps of 

steepest descent followed by 8000 steps of conjugate gradient. A 2 ns NPT heating procedure 

was performed to heat the system from 0 K to 300 K using a Langevin thermostat at 1atm. This 

was followed by an 8 ns NVT production simulation run. An integration time step of 1 fs was 

used in the equilibration step and 2 fs in the production studies. Snapshots for analysis were 

taken after every 10ps. Langevin dynamics temperature control was employed in the heating and 
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the production runs with a collision rate equal to 1.0 ps. SHAKE was utilized for the water 

molecules for all simulations. The reaction coordinate R was between the center of mass of 

ethylenediamine and the metal ion and used a step size of 0.05 Å moving from 1.8 Å to 5.0 Å 

and 0.1A thereafter till 11.0 Å. While the simulations were performed at constant volume, the 

obtained Helmholtz energies can be viewed as Gibbs free energies due to the expected negligible 

differences between the two under the simulation conditions used. 

Ethylenediamine parametrization 

In our investigation we found the default GAFF force field parameters in a box of explicit 

water molecules overestimates the intramolecular hydrogen bonding in ethylenediamine, 

favoring the gauche conformer of ethylenediamine (en) by 1 kcal/mol. This restricted the 

availability of the lone-pairs on Nitrogen to interact with the metal ions, leading to inaccurate 

representation of metal-ligand binding. A constrained optimization of ethylenediamine was 

performed at the MP2/6-311+G(d,p) level of theory using the implicit solvation model SMD to 

obtain the torsion (N–C–C–N) profile. At an interval of every 15° the N–C–C–N dihedral was 

fixed, while the rest of the ligand was allowed to optimize. The MP2 energies of both gauche 

and anti conformers were found to be equally stable (as shown in Figure 1) with the cis 

conformer being 7 kcal/mol relative to both anti and gauche conformers.  

 To resolve this issue, similar to the GLYCAM force field for the glycols the 1-4 

electrostatic scaling factor was optimized to access both the anti and gauche conformers at room 

temperature. A scaling factor of 1.1 achieved our goal (the default scaling factor of 1.2) of an 

equal stability of the anti and gauche conformers. Figure 1 represents the torsion profile of 

ethylenediamine at the MP2/6-311+G(d,p) and the scaled 1-4 model from the GAFF force field. 
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CM5 Charges 

Since we compared the binding energies of the metal ion bound to en and the requisite 

number of methylamine molecules to measure the chelate effect, different charge models were 

assessed to provide an alpha value that is transferable across the ligands. Table 1 lists the 

calculated binding energies for en bound complexes of Cd2+ using different charge models and 

alpha parameters optimized to reproduce the experimental binding energy of the MeNH2 

complex of Cd2+. We find similar order of magnitude in error in the calculated binding energies 

of [Cd(en)(H2O)4]
2+ using the pairwise parameters optimized to reproduce experimental binding 

energies of [Cd(MeNH2)(H2O)5]
2+ using CM5 and AM1BCC charge models. However, we find 

CM5 charge model resulted the lowest calculated error in solvation energy for en against 

experiment value of –6.1 kcal/mol (see Table 2). Hence, we used the CM5 charge model for the 

present study. The ligand was first optimized at the M062X/6-311+(2df,2p) and then Hirshfeld 

charges were calculated using Pop=CM5 in Gaussian. 

The potential functional form for the 12−6−4 ion parameters consists of both electrostatic 

and van der Waals interactions. The former is modeled using Coulomb pair potentials, qiqj/r
2, 

where i and j represent two particles, qi and qj are the charges belonging to the particles, and rij is 

the distance between the particles. The latter expands upon the classic Lennard-Jones (12−6) 

potential by including an extra attractive term that falls off as r–4, denoted as a 12−6−4 potential. 

The 12−6–4 potential for nonbonded interactions is given by:  

 

𝑈𝑖𝑗(𝑟𝑖𝑗) =  
𝐶12

𝑖𝑗

𝑟𝑖𝑗
12 −

𝐶6
𝑖𝑗

𝑟𝑖𝑗
6 −

𝐶4 
𝑖𝑗

𝑟𝑖𝑗
4 +  

𝑒2𝑄𝑖𝑄𝑗

𝑟𝑖𝑗
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where e represents charge of the proton, Qi and Qj are partial charges of atoms i and j. To 

circumvent the tedious process of the parameterization of C4 parameters between the different 

metal ions and ligands, we used a scaling factor, κ against 𝐶6
𝑖𝑗

 to represent the C4 term resulting 

in:  

𝑈𝑖𝑗(𝑟𝑖𝑗) = 𝜀𝑖𝑗 [(
𝑅𝑚𝑖𝑛,𝑖𝑗

𝑟𝑖𝑗
)

12

− 2 (
𝑅𝑚𝑖𝑛,𝑖𝑗

𝑟𝑖𝑗
)

6

− 2𝜅𝑅𝑚𝑖𝑛,𝑖𝑗
2 (

𝑅𝑚𝑖𝑛,𝑖𝑗

𝑟𝑖𝑗
)

4

] +
𝑒2𝑄𝑖𝑄𝑗

𝑟𝑖𝑗
 

where εij = √𝜀𝑖 × 𝜀𝑗 represents the well-depth and rij represents intermolecular distances. 

Rmin,ij = 
𝑅𝑚𝑖𝑛,𝑖𝑖 +𝑅𝑚𝑖𝑛,𝑗𝑗 

2
  is the distance at which the LJ potential has its minimum value. 

The κ parameter has units of Å–2. The additional attractive term, Cij/rij
4, implicitly accounts for 

polarization effects by mimicking the charge-induced dipole interaction.  

Optimization of C4 parameters 

Divalent ion model parametrization for the interaction with ethylenediamine was 

performed to optimize the pairwise term, 𝐶4
𝑖𝑗

, between the metal ion and the nitrogen atom sites 

to reproduce the experimental binding free energies. We have computed binding free energies for 

Ni2+, Fe2+, Zn2+, and Cd2+ interacting directly with the nitrogen atoms of en. Since we are only 

interested in the interaction between the metal ion and the ligand, the pairwise parameters 

corresponding to these are optimized based on the following equation:  

C4(atom type) =  
C4 (H2O)

α0 (H2O)
 ×  α0 (atom type) 

where α0 is an atom type dependent polarizability.  The optimized α0 values to obtain the 

experimental binding energies of en complexes of different metal ions are listed in Table 3.  
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2.3 Simulating the Chelate Effect 

 

The concept of the chelate ring is a natural outgrowth of Werner’s coordination theory of 

1893.27 However, even Werner took eight more years to explicitly assign a cyclic structure to 

metal ion complexes of acetylacetone.28,29 Later, the initial observation of the preferential 

association of bidentate ligands relative to monodentate ligands to metal ions was termed the 

“chelate effect” derived from the Greek word chela, referring to the great claw of lobsters.30 The 

thermodynamics of these ring systems was quantified in the seminal work of Schwarzenbach in 

1952.31 The stability constant of ethylenediamine (en) complexes was found to be 10 orders of 

magnitude higher than that of the corresponding ammonia complexes. Over the past century, 

inorganic chemists have harnessed the chelate effect for controlled ligand design in various fields 

ranging from pharmacology32 to material science (e.g., MOFs).33,34 However, the mechanistic 

details of this widely employed reaction remain fully to be elucidated.  

A quick perusal of the literature spanning over 60 years will reveal, in contrast to the 

exhaustive list of experimental studies, computational studies of the chelate effect are rare. With 

both thermodynamic and kinetic aspects of this macrocyclic effect depending on the surrounding 

solvent molecules, it is essential to include explicit solvent molecules in mechanistic studies.35,36 

The detailed ab initio study by Vallet et al. demonstrate the importance of microsolvated clusters 

in order to maintain the particle number, thus avoiding spuriously large contributions from 

translational entropies.37 However, the effectiveness of using a few explicit water molecules with 

a continuum solvation model is often debated.25,38 Nonetheless, when explicit water molecules 

are subjected to ab inito based molecular dynamics (MD) using, for example, Car−Parrinello MD 
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(CPMD), the steep scaling of these methods restricts them to shorter time scales as seen in the 

study of Buhl et al. on the binding modes of oxalate to UO2(oxalate) that can result in poor 

convergence.39 

Beyond quantum based approaches classical modeling can afford an effective strategy, 

but the accuracy of these methods using the traditional Lennard-Jones potential (so-called 12-6 

potential) has not been effective due to inaccuracies of the model in replicating the 

thermodynamics of solvation and structural details (e.g., ion-oxygen distances).  Figure 2 shows 

a conventional MD calculation using the 12-6 potential simulating the formation of the chelate 

complex to be a thermodynamically less stable state than the separated species. Alternatively, we 

can employ our newly developed 12-6-4 LJ nonbonded model that can simultaneously reproduce 

thermodynamic and structural properties of broad range of aqueous ions.17,40 The model includes 

a r −4 term tuned to incorporate the ion-induced dipole interactions (Figure 2, green). Prior 

studies demonstrated this term reproduced the induction contribution but was never incorporated 

in a generalized model to simulate the reactivity of metal ions with diverse ligands.41,42 Important 

contributions from manybody interactions toward the solvation energy of metal ions further 

preclude the use of conventional 12-6 LJ nonbonded model.43,44 While sophisticated force fields 

like SIBFA (sum of interactions between fragments ab initio computed),45 NEMO (nonempirical 

molecular orbital)46 and CTPOL include local polarization effects and charge transfer,47 the 

lengthy parametrization and higher computational cost of the methods restrict their applicability. 

However, Panteva et al. found the 12-6-4 model to be a more accurate model over 12-6 models 

in simulating the interactions between the Mg2+ ion and nucleotide bases in aqueous solution.48 

Subsequent application of the model provided an improved understanding of metal ion transfer 

in the hammerhead ribozyme catalytic reaction.49 These initial studies provide a strong rationale 
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toward the applicability of the 12-6-4 model to study solvent effects in metal complexation 

reactions.  

Herein, we apply our 12-6-4 LJ nonbonded model for metal ions along with TIP3P water 

model to study the ion complexation of Zn2+, Ni2+, Cu2+ and Cd2+ with en. MD calculations over 

8 ns were performed along the reaction coordinate between the metal ion and the center of mass 

of the ligand to study chelate ring formation. We present the reaction between Cd2+ and en as a 

representative example for the study of this process. The conventional 12-6 LJ model (Figure 2, 

red) suggests the chelate complex to be thermodynamically unfavorable relative to the solvated 

metal ion by 8.8 kcal/mol. The default 12-6-4 LJ model provides similar results with a small 

additional stability for the complex owing to some of the charge-induced dipole interaction being 

picked up by the default parameters (see Figure 3). Furthermore, both 12-6 and the default 12-6-

4 depict the presence of only one minimum corresponding to the absence of any stable structure 

involving monocoordination of en with Cd2+. This figure cautions against the use “off the shelf” 

ion parameters because they will likely be unable to model processes they were not designed to 

represent. At a minimum, careful validation is called for when using available metal ion models 

on new problems. Upon optimizing the 12-6-4 LJ (called m12-6-4) parameters between the metal 

ion and the nitrogen atoms of en to reproduce the experimental binding energies of the 

[Cd(en)(H2O)4]
2+ complex, the obtained potential of mean force (PMF) plot (Figure 2, green) 

captures two different minima corresponding to the ligand bound to the metal ion in monodentate 

(1Cd) as well as in a bidentate mode (2Cd, chelate complex).  All reaction profiles with the m12-

6-4 parameters can be viewed in Figure 4. 

Figure 5 represents snapshots of different stationary points in the energy profile for Cd2+ 

interacting with en obtained with the m12-6-4 ion model. It should be noted that the highlighted 
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water molecules around the metal ion only represent a snapshot of the structural features around 

the ion that are, in reality, constantly undergoing exchange with the bulk water molecules. In 

Figure 5, we start from the solvated metal ion (at 8 Å, Figure 5a) and describe the reaction 

process associated with the formation of the chelate ring complex (at 2.4 Å, Figure 5f). The en 

ligand was parametrized to access both the gauche and anti conformers (for further details, see 

Figure 2). The free ligand itself can act as a hydrogen bond donor or acceptor in interactions with 

water molecules, while the Cd2+ ion is bound to six water molecules in an octahedral geometry.  

The association of the metal ligand proceeds from the first minima (ΔGmin1 = 7.8 ± 0.3 

kcal/mol relative to the chelated complex) corresponding to the fully solvated hexacoordinated 

metal ion and unbound ligand at R = 4.80 Å (see Figure 5b). The minimum corresponds to the 

solvent separated ion ligand pair, wherein en engages in intermolecular hydrogen bonding with a 

water molecule present in the first solvation shell of Cd2+. As the ligand approaches closer to the 

metal ion, at R = 4.35 Å we have transition state TS1 (ΔG1 † = 8.4 ± 0.1 kcal/ mol) 

corresponding to the state where the ligand starts associating with the metal ion while 

concomitantly one of the water molecules begins to depart from the ion coordination sphere. 

Note that the small barrier height of 0.6 kcal/mol relative to the separated ion ligand pair is 

similar (1.1 kcal/ mol) to the one found in formation of [Cd(MeNH2)- (H2O)5]
2+ when the 

pairwise parameter was optimized to reproduce the experimental binding energy of the MeNH2 

complex (Figure 6). We find the coordination number of the metal ion increases from 6 to 7 in 

these transient states (see Figure 5c) corresponding to an associative mechanism. The average 

bond lengths Cd−Owat and Cd−N distances for the outgoing water and the incoming amine are 

found to be 2.40 and 2.61 Å respectively. The reaction then proceeds to form 1Cd at R = 3.80 Å 

(see Figure 5d) corresponding to the ligand in the anti conformation coordinating with Cd2+ in a 
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monodentate fashion. The average Cd−N distances were found to be 2.36 and 5.18 Å for the 

bound and unbound nitrogen atoms. A further decrease in the intermolecular distance (R < 3.50 

Å) results in the ligand losing its conformational flexibility and being present more in the gauche 

conformer allowing both of the nitrogen atoms to interact with the ion. At R = 3.23 Å (see Figure 

5e), we obtain transition state TS2 (ΔG1 † = 7.9 kcal/ mol) corresponding to a ligand exchange 

between the second amine end of en and a water molecule. The average Cd−Owat and Cd−N 

distances for the outgoing water and the incoming nitrogen atom are found to be 2.40 and 3.96 

Å, respectively. We observe that while the lone pair of incoming nitrogen still faces the metal 

ion, the water molecules closer to this nitrogen end reorient themselves to hydrogen bond with 

this nitrogen atom and interact with the metal ion simultaneously. This bridging interaction likely 

reduces the free energy barrier for the formation of the second Cd−N bond. The gradual decrease 

in intermolecular distance to R = 2.40 Å results in chelate ring closure forming the final 

complex. Among the different metal ions, we find the highest barrier heights for Ni-en 

complexes corresponding to the stronger Ni−N bonds. Detailed information on the Cd-en 

reaction, including structures, can be seen in Figures 7-9. Detailed information on all metal-en 

reaction profiles, including comparisons in binding distance with quantum calculations, can be 

seen in Tables 4-10. Additionally, the Zn-en reaction scheme can be viewed in Figure 10, along 

with its reaction profile in Figure 11. 

A 12-6-4 parameter set was then specifically built to reproduce the experimental binding 

energy of methylamine complexes of different metal ions. These parameters were then used to 

calculate the free energies of formation for bis(methylamine) and compare against prior obtained 

energies of en complex of Cd2+ (see Figure 12). The global minimum as expected for the en is 

deeper than the one for bis- (methylamine) where the free energy difference corresponds to the 
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chelate effect. Further, the constrained 2D PMF contour plots highlights the involvement of a 

rotational movement of the en for ring closure relative to the sole translational motion associated 

with the formation of Cd(II) complex of bis- (methylamine). Ab initio DLPNO-CCSD(T) 

calculations on model systems considering first solvation shell overestimate the chelate effect by 

8 kcal/mol. Additional calculations with the pairwise parameters for Cd en interactions 

reproduced the experimental binding energies of bis(en) and tris(en) complexes of Cd(II) 

highlighting the transferability of the parameters in a different environment. The excellent 

agreement with experimental reaction energies is partly due to cancellation of errors in the 

incomplete representation of charge-transfer and many-body effects across the reactants and 

products. We recommend the present model for simulating metal ligand complexes with 

structural features (bond distances and coordination numbers) similar to that of the solvated 

metal ion. A comparison between the Cd-en complexation reaction scheme and the Zn-en 

reaction scheme, using the described level of quantum theory can be viewed in Tables 11-15, 

along with snapshots from the reaction scheme in Figures 13 and 14. 

The present parameter sets allowed us to perform real time simulations on 10 Cd2+ and 30 

en ligand molecules in a box of water to form mono-, bis-, and tris(en) complexes of Cd2+ (see 

Figure 15). We find that a 0.1 M system is saturated by the bis(en)Cd2+ after 100 ns of 

simulation, while higher concentrations (0.15 M) are required to observe the formation of 

tris(en)Cd2+ in a similar time-scale. We note that the present calculations are obtained from a 

single trajectory for each concentration but that an ensemble of such trajectories would afford a 

better comparison with experiment.  
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2.4 Conclusions 

 

Overall, our model effectively simulates the chelate effect and provides molecular-level 

mechanistic details of the solvent assisted chelate ring opening/closure exchange reaction. The 

hydrogen bonding interactions between water molecules near Cd2+ and en facilitates the ring 

closure. Finally, the present model can be readily applied to studies of related metal ion 

complexation processes in condensed phases.  Future work would be expected in the 

development of a robust set of LJ 12-6-4 nonbonded parameters for simulations of transition 

metals and biological ligands, based on experimental binding data.  Ultimately, the goal of 

parameterization would be to create a metal-associated force field for organic ligands and 

proteins that allows for prediction of experimental properties, such as binding energies and 

docking sites.  Many challenges will occur in the development and parameterization process, 

especially with the normalization of parameters between similar functional groups in different 

systems, and the search for accurate experimental data, but these challenges are to be expected.  

Just a few years ago, simulating the chelate effect seemed nearly impossible using molecular 

dynamics simulations, but it is done, and it is only a small step in expanding the application of 

the LJ 12-6-4 potential to encompass a vast amount of metal-ligand interactions.  
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APPENDIX A: Tables 

 

Charge m12-6-4 (α0) ∆Gcalc Error 

AM1-BCC 1.92 –2.9 –4.8 

RESP 1.52 NA –7.7 

CM5 3.16 –12.7 5.0 

 NA= solvent separated ion ligand pair is more stable than the metal ligand complex 

 

Table 1: The calculated energies (in kcal/mol) of [Cd(en)(H2O)4]
2+ using different charge models 

and alpha values optimized to reproduce experimental binding energies of [Cd(MeNH2)(H2O)5]
2+ 

at the respective charge model.  

 

The experimental Gibbs free energy for formation is –7.7 kcal/mol value. 
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Charge ∆Gcalc Error 

AM1-BCC –12.4 –6.3 

RESP –22.0 –15.9 

CM5 –6.8 –0.7  

 

Table 2: Calculated solvation energies for en using different charge models. 

 

Solvation energies are measured in kcal/mol.  The experimental ∆Gsolvation = –6.1 kcal/mol.  



 35 

 

Table 3: Comparison of default and modified α0 values and the corresponding C4 in the formation 

of ethylenediamine complexes of different divalent ions. 

 

1The experimental binding energies were obtained from the database: Paoletti, P. Pure & Appl. 

Chem. 1984, 56, 491–522. Individual references: aBjerrum, "Metal Animine Formation", P. Haase 

and Son, Copenhagen (1941). b Bjerrum, J. and Anderson, P. Kgl. Danske Videnskab, Selskab . 

Mat-Phys. Medd 1945, 22, 7. 

  

Ion 
12-6-4 m12-6-4 Experimental1 

binding energy 

(kcal/mol) α0 C4
𝑖𝑗

 α0 C4
𝑖𝑗

 

Ni2+ 1.09 160.632 2.35 346.316 –10.5a 

Fe2+ 1.09 123.040 2.47 278.816 –5.8a 

Zn2+ 1.09 174.822 2.16 347.400 –8.1b 

Cd2+ 1.09 140.099 2.59 332.897 –7.7b 
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Table 4: Comparison of structural and energetic features in the association profiles (reverse scan, 

discussed in main text) of ethylenediamine complexes [M(en)(H2O)4]
2+ for different metal (M) 

ions using the corresponding m12-6-4 model.  

 

Rmin1 - intermolecular distance (Å) in the solvent separated ion ligand pair. ∆Gmin1 is the free energy 

(kcal/mol) relative to chelate complex for the solvent separated ion ligand pair. 𝑅1
†
- intermolecular 

distance (Å) in transition state TS1. ∆𝐺1
†
 - activation free energy (kcal/mol) of TS1 relative to the 

chelate complex, ∆G1M corresponding to the free energy (kcal/mol) of 1M. R1M - intermolecular 

distance (Å) R in 1M, 𝑅2
†
- intermolecular distance (Å) R in transition state TS2, ∆𝐺2

†
 - activation 

free energy (kcal/mol) corresponding to TS2, R2M - intermolecular distance, R (Å) in 2M. Standard 

deviations come from three independent 8 ns segments of data.  

 

 

  

Ion Rmin1 ∆Gmin1 𝑅1
†
 ∆𝐺1

†
 R1M ∆G1M 𝑅2

†
 ∆𝐺2

†
 R2M ∆G2M 

Fe2+ 5.12 5.1±0.4 3.95 7.4±0.4 3.59 5.8±0.1 3.30 6.6±0.1 2.06 0.0 

Ni2+ 5.12 9.7±0.5 4.10 11.0±0.5 3.52 8.5±0.1 2.57 9.8±0.1 2.06 0.0 

Zn2+ 5.09 7.6±0.4 3.98 9.4±0.2 3.53 7.4±0.1 3.30 8.1±0.0 2.03 0.0 

Cd2+ 5.17 7.6±0.2 4.35 8.4±0.2 3.82 7.0±0.2 3.23 7.8±0.2 2.41 0.0 
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Table 5: Comparison of structural and energetic features in the dissociation profiles (forward scan) 

of the monoethylenediamine complexes [M(en)(H2O)4]
2+ for different metal (M) ions using the 

m12-6-4 model.  

 

The scan along the opposite direction was done to probe the possible hysteresis. For consistency, 

the notations used in this Table are same as the ones used in Table 4. Standard deviations come 

from three independent 8 ns segments of data.  

 

  

Ion Rmin1 ∆Gmin1 𝑅1
†
 ∆𝐺1

†
 R1M ∆G1M 𝑅2

†
 ∆𝐺2

†
 R2M ∆G2M 

Fe2+ 5.27 5.4±0.1 3.95 7.5±0.1 3.59 5.7±0.1 3.30 6.6±0.1 2.06 0.0 

Ni2+ 5.27 10.3±0.3 4.02 8.5±0.3 3.52 9.1±0.2 2.57 10.0±0.2 2.06 0.0 

Zn2+ 5.09 7.9±0.4 3.98 9.6±0.3 3.53 7.4±0.2 3.30 8.1±0.1 2.03 0.0 

Cd2+ 5.17 7.7±0.1 4.27 8.5±0.2 3.82 7.1±0.2 3.23 7.9±0.2 2.41 0.0 
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Table 6: Comparison of structural and energetic features obtained from free energy profiles of 

ion dissociation of bisethylenediamine complexes [M(en)2(H2O)2]
2+ for different metal (M) ions 

using the m12-6-4 model.  

 

Rmin1 - intermolecular distance (Å) in solvent separated ion ligand pair. ∆Gmin1 is the free energy 

(kcal/mol) relative to the chelate complex for the solvent separated ion ligand pair. 𝑅1
†
- 

intermolecular distance (Å) in transition state TS3. ∆𝐺1
†
 - activation free energy (kcal/mol) of 

TS3 relative to the chelate complex, ∆G3M corresponds to the free energy (kcal/mol) of 3M. R3M - 

intermolecular distance (Å) R in 3M, 𝑅2
†
- intermolecular distance (Å) R in transition state TS4, 

∆𝐺2
†
 - activation free energy (kcal/mol) corresponding to TS4, R4M - intermolecular distance, R 

(Å) in 4M. Standard deviations come from three independent 8 ns segments of data.  

  

Ion Rmin1 ∆Gmin1 𝑅1
†
 ∆𝐺1

†
 R3M ∆G3M 𝑅2

†
 ∆𝐺2

†
 R4M ∆G4M 

Fe2+ 5.41 4.1±0.1 3.88 6.8±0.1 3.59 5.6±0.1 3.30 6.6±0.1 2.13 0.0 

Ni2+ 5.34 10.3±1.0 3.22 8.9±0.3 2.93 8.2±0.2 2.49 10.3±0.2 2.06 0.0 

Zn2+ 5.17 5.7±0.3 3.90 8.2±0.2 3.60 6.6±0.1 3.30 7.6±0.1 2.03 0.0 

Cd2+ 5.32 6.4±0.1 4.34 7.6±0.1 3.82 6.7±0.1 3.23 7.7±0.0 2.41 0.0 
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Table 7: Comparison of structural and energetic features obtained from free energy profiles for 

the formation of the trisethylenediamine complexes [M(en)3]
2+ for different metal (M) ions using 

the m12-6-4 model.  

 

Rmin1 - intermolecular distance (Å) in the solvent separated ion ligand pair. ∆Gmin1 is the free 

energy (kcal/mol) relative to the chelate complex for the solvent separated ion ligand pair. 𝑅1
†
- 

intermolecular distance (Å) in transition state TS5. ∆𝐺1
†
 - activation free energy (kcal/mol) of 

TS5 relative to the chelate complex, ∆G5M corresponds to the free energy (kcal/mol) of 5M. R5M - 

intermolecular distance (Å) R in 5M, 𝑅2
†
- intermolecular distance (Å) R in transition state TS6, 

∆𝐺2
†
 - activation free energy (kcal/mol) corresponding to TS6, R6M - intermolecular distance, R 

(Å) in 6M. R7M - intermolecular distance, R (Å) in 7M. Standard deviations come from three 

independent 8 ns segments of data.  

  

Ion 
Rmin

1 

∆Gmin

1 
R5M ∆G5M 𝑅1

†
 ∆𝐺1

†
 R6M ∆G6M 𝑅2

†
 ∆𝐺2

†
 

R7

M 

∆G

7M 

Fe2

+ 
5.58 

1.9±0

.1 
3.59 

4.7±0.

2 
3.88 

5.9±0.

1 
NA NA 3.29 

5.0±0.

1 

2.1

3 
0.0 

Ni2

+ 
5.58 

7.8±0

.1 
3.59 

7.1±0.

6 
3.30 

8.4±0.

6 
3.00 

7.4±0.

6 
2.49 

10.8±

0.5 

2.0

6 
0.0 

Zn
2+ 

5.17 
4.3±0

.5 
3.60 

6.3±0.

2 
3.30 

7.5±0.

2 
2.93 

6.4±0.

2 
2.56 

7.5±0.

1 

2.1

1 
0.0 

Cd
2+ 

5.24 
4.0±0

.2 
3.90 

5.4±0.

2 
4.35 

5.9±0.

2 
NA NA 3.30 

7.0±0.

1 

2.4

1 
0.0 
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Table 8: Comparison of calculated 12-6-4 and DFT structural features against experimentala,b 

observations of bond lengths (in Å). DFT = PBE0-D3BJ/def2TZVPP. 

 

a Pham, D. N. K.; Roy, M.; Golen, J. A. and Manke, D. R. Acta Cryst. 2017, C73, 442–446. b Ma, 

G.; Fischer, A.; Nieuwendaal, R.; Ramaswamy, K.; Hayes, S. Inorg. Chim. Acta 2005, 358, 

3165–3173. 

 

  

 Fe Cd Zn 

DFT 2.12 2.42 2.22 

12-6-4 2.15 2.37 2.13 

Expt. 2.21 2.37 2.18 
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Table 9: Comparison of structural and energetic features obtained from free energy profiles for 

ion dissociation of methylamine complexes [M(CH3NH2)(H2O)5]
2+ for different metal (M) ions 

using the m12-6-4 model.  

 

NA= solvent separated ion ligand pair is more stable than the metal ligand complex.  Rmin1 

intermolecular distance in solvent separated ion ligand pair, 𝑅1
†
- intermolecular distance (Å) in 

transition state corresponding to formation of methylamine complex. ∆𝐺1
†
 - activation free 

energy (kcal/mol) corresponding to transition state, Rmin2 - equilibrium direct contact distance 

(Å), Standard deviations come from three independent 8 ns segments of data. Note the 12-6-4 

pairwise parameters used here are the ones optimized to reproduce experimental binding energies 

of metal ion complexes of en. 

  

Ion Rmin1 ∆Gmin1 𝑅1
†
 ∆𝐺1

†
 Rmin2 ∆Gmin2 

Fe2+ 4.76 0.8±0.0 NA NA NA NA 

Ni2+ 4.25 2.0±0.2 2.64 9.8±0.2 2.13 0.0 

Zn2+ 4.27 1.6±0.1 2.71 6.9±0.1 2.11 0.0 

Cd2+ 4.65 1.2±0.0 3.23 3.2±0.0 2.33 0.0 
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Table 10: Comparison of structural and energetic features obtained from free energy profiles for 

ion dissociation of bis(methylamine) complexes [M(CH3NH2)2(H2O)4]
2+ to 

[M(CH3NH2)(H2O)5]
2+ for different metal (M) ions using the m12-6-4 model.  

 

Rmin1 intermolecular distance in solvent separated ion ligand pair, 𝑅1
†
- intermolecular distance 

(Å) in transition state corresponding to formation of bis(methylamine) complex. ∆𝐺1
†
 - activation 

free energy (kcal/mol) corresponding to transition state, Rmin2 - equilibrium direct contact 

distance (Å), Standard deviations come from three independent 8 ns segments of data. Note the 

12-6-4 pairwise parameters used here are the ones optimized to reproduce experimental binding 

energies of metal ion complexes of en. 

 

  

Ion Rmin1 ∆Gmin1 𝑅1
†
 ∆𝐺1

†
 Rmin2 ∆Gmin2 

Fe2+ 4.32 0.3±0.0 2.71 6.2±0.0 2.13 0.0 

Ni2+ 4.25 1.5±0.9 2.64 10.2±0.7 2.13 0.0 

Zn2+ 4.27 1.8±0.2 2.71 8.1±0.2 2.11 0.0 

Cd2+ 4.65 0.8±0.0 3.00 2.6±0.0 2.33 0.0 
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Reaction Model A Model B Expt. 

R1 –9.0 –1.6 –3.75 

R2 –7.0 0.7 NA 

R3 –8.2 2.0 0.9 

R4 –25.6 –9.3 –7.7 

R5 –17.1 0.4 –2.8 

R6 –8.4 –9.6 –1.4 

 

Table 11: Binding free energies (kcal/mol) calculated at DLPNO-CCSD(T)/DKH-TZVP//PBE0-

D3BJ/def2-TZVP of reactions involved in various step in formation of bis(methylamine) and 

ethylenediamine bound complex of Cd2+. 
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Table 12: Reaction Schemes for DLPNO-CCSD(T) calculations for the chelate effect with the 

Cd2+ ion. 

 

Herein we perform some high level QM calculations considering model systems of 

[Cd(MeNH2)2(H2O)4]
2+ and [Cd(en)(H2O)4]

2+. Additional calculations with [Cd(MeNH2)2 

(H2O)4]
2+(H2O)2 and [Cd(en)(H2O)4]

2+(H2O)2 with same number of water molecules as that in 

[Cd(H2O)6]
2+ consistent to the models used by Vallet et. al. [J. Am. Chem. Soc., 2003, 125, 

14941]. 

 

  

Cd(H2O)6]
2+  + MeNH2              [Cd(H2O)5(MeNH2)]

2+ + H2O  R1 

 

[Cd(H2O)6]
2+  + en                         [Cd(H2O)5(en-uni)]2+ + H2O  R2 

 
 

[Cd(H2O)5(MeNH2)]
2+ + MeNH2              [Cd(H2O)4(MeNH2)2]

2+ + H2O  R3 

  

[Cd(H2O)6]
2+  + en                         [Cd(H2O)4(en)]2+ + 2 H2O                         R4 

  

[Cd(H2O)6]
2+  + 2 MeNH2                   [Cd(H2O)4(MeNH2)2]

2+ +2 H2O               R5 
 
 

[Cd(H2O)4(MeNH2)2]
2+ + en              [Cd(H2O)4(en)]2+ + 2 MeNH2            R6 

Cd(H2O)6]
2+  + L ! Cd(H2O)5L]2+  + H2O ! Model A 

Cd(H2O)6]
2+  + L ! Cd(H2O)5L]2+

!
 H2O ! Model B 
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Table 13. Binding free energies (kcal/mol) calculated at DLPNO-CCSD(T)/DKH-TZVP//PBE0-

D3BJ/def2-TZVP of reactions involved in various step in formation of bis(methylamine) and 

ethylenediamine bound complex of Zn2+. 

 

  

Reaction Model A Model B Expt. 

R7 –10.3 –3.1 NA 

R8 –8.8 –1.6 NA 

R9 –19.0 –2.7 NA 

R10 –27.7 –14.6 NA 

R11 –8.7 0.3 NA 

R12 –8.7 –11.9 NA 
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Table 14: Reaction Schemes for DLPNO-CCSD(T)/DKH-TZVP//PBE0-D3BJ/def2-TZVP 

calculations for the chelate effect with the Zn2+ ion.   

Zn(H2O)6]
2+  + MeNH2              [Zn(H2O)5(MeNH2)]

2+ + H2O  R7 

 

[Zn(H2O)6]
2+  + en                         [Zn(H2O)5(en-uni)]2+ + H2O  R8 

 
 

[Zn(H2O)5(MeNH2)]
2+ + MeNH2              [Zn(H2O)4(MeNH2)2]

2+ + H2O  R9 

  

[Zn(H2O)6]
2+  + en                         [Zn(H2O)4(en)]2+ + 2 H2O                        R10 

  

[Zn(H2O)6]
2+  + 2 MeNH2                   [Zn(H2O)4(MeNH2)2]

2+ +2 H2O              R11 
 
 

[Zn(H2O)4(MeNH2)2]
2+ + en              [Zn(H2O)4(en)]2+ + 2 MeNH2           R12 

Zn(H2O)6]
2+  + L ! Zn(H2O)5L]2+  + H2O ! Model A 

Zn(H2O)6]
2+  + L ! Zn(H2O)5L]2+

!
 H2O ! Model B 
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[Cd(H2O)6]
2+ [Zn(H2O)6]

2+ 

Gcorr = 0.105670 Gcorr = 0.109463 

EDLPNO-CCSD(T) = – 6048.4175016 EDLPNO-CCSD(T) = –2252.803331 

Cd     0.000002   -0.000005   -0.000058 Zn     0.000030    0.000021   -0.000162 

O      1.607322    0.606510    1.552589 O      1.487474    0.497265    1.432056 

O     -0.666608    2.166001    0.355858 O     -0.684905    1.964818    0.206623 

O      0.666699   -2.166004   -0.355861 O      0.684818   -1.964923   -0.206544 

O     -1.607443   -0.606809   -1.552556 O     -1.487516   -0.497236   -1.432096 

O     -1.559325   -0.608959    1.579994 O     -1.397389   -0.605727    1.457967 

O      1.559242    0.609064   -1.580189 O      1.397419    0.605542   -1.458212 

H      2.232219    0.061910    2.044517 H      2.094530   -0.109995    1.870630 

H     -1.455941    2.395852    0.860531 H     -1.433699    2.233840    0.751458 

H      0.447369   -2.933841    0.184882 H      0.411838   -2.728736    0.314421 

H     -2.232325   -0.062182   -2.044477 H     -2.094543    0.110027   -1.870705 

H     -1.463670   -0.689455    2.535750 H     -1.290164   -0.680871    2.412912 

H      2.401105    1.016222   -1.344394 H      2.256220    0.980193   -1.229885 

H     -0.447251    2.933892   -0.184798 H     -0.411952    2.728823   -0.314078 

H      1.463590    0.689516   -2.535948 H      1.290188    0.680892   -2.413140 

H     -1.545302   -1.450205   -2.016252 H     -1.490593   -1.318569   -1.937329 

H      1.456051   -2.395897   -0.860482 H      1.433520   -2.234179   -0.751389 

H      1.545091    1.449875    2.016329 H      1.490578    1.318577    1.937323 

H     -2.401173   -1.016129    1.344165 H     -2.256205   -0.980406    1.229748 

    

[Cd(H2O)5(MeNH2)]
2+ [Zn(H2O)5(MeNH2)]

2+ 

Gcorr = 0.146268 Gcorr =  0.149439 

EDLPNO-CCSD(T) = –6067.774915 EDLPNO-CCSD(T) = –2272.16226622 

Cd    -0.107000    0.065041   -0.025175 Zn    -0.136875   -0.001104    0.000535 

O     -1.390998    1.476398    1.357553 O     -1.158519    1.370432    1.321610 

O     -2.213387   -0.291443   -0.822737 O     -2.070659   -0.208963   -0.850188 

O      0.135022    1.880636   -1.570433 O      0.083488    1.709367   -1.325219 

O     -0.846812   -1.623688    1.522596 O     -0.842800   -1.561579    1.334208 

H     -1.691424    1.214645    2.235198 H     -1.473798    1.175906    2.211058 

 

Table 15: Cartesian Coordinates of the optimized geometries of various species in the formation 

of mono(en) and bis(methylamine) complexes of Cd(II) and Zn(II) using Model A and Model B. 

Single point electronic energy in the solvent phase (in a.u) calculated at DLPNO-CCSD(T) with 

SMD solvation model along with thermal corrections to the Gibbs free energy at PBE-0D3BJ are 

provided for each species.  
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H     -2.462812   -0.784592   -1.612454 H     -2.301456   -0.726626   -1.629749 

H      0.908178    2.419150   -1.772071 H      0.872092    2.211491   -1.560367 

H     -0.408230   -2.219591    2.139566 H     -0.411899   -2.148681    1.965124 

H     -1.727282   -1.992554    1.383861 H     -1.740118   -1.895340    1.217336 

H     -2.967007    0.252448   -0.566915 H     -2.838835    0.317236   -0.600911 

H     -1.439458    2.438352    1.321891 H     -1.164122    2.328599    1.216783 

H     -0.548963    2.157983   -2.189872 H     -0.581284    1.924878   -1.989179 

N      1.890464    0.171385    0.979047 N      1.720189    0.177221    0.884689 

H      1.907623   -0.524854    1.719610 H      1.784614   -0.482704    1.656116 

H      1.984566    1.062100    1.459858 H      1.762431    1.088183    1.335793 

C      3.064434   -0.041276    0.099399 C      2.926789    0.005819    0.037092 

H      3.002265   -1.030925   -0.350433 H      2.953922   -1.010834   -0.350831 

H      3.066058    0.701065   -0.696895 H      2.890542    0.695969   -0.804397 

H      3.995965    0.039738    0.659644 H      3.837262    0.194016    0.605670 

O      0.433046   -1.548276   -1.662687 O      0.419810   -1.475598   -1.484938 

H      0.394187   -2.505670   -1.557671 H      0.388807   -2.429516   -1.349359 

H      0.809716   -1.385505   -2.534928 H      0.868566   -1.327607   -2.324926 

    

[Cd(H2O)5(MeNH2)]
2+
H2O [Zn(H2O)5(MeNH2)]

2+
H2O 

Gcorr = 0.168519 Gcorr =0.1741825 

EDLPNO-CCSD(T) = – 6144.1755774 EDLPNO-CCSD(T) = –2348.5655780290 

Cd    -0.164375    0.157013    0.032397 Zn    -0.250375   -0.201092    0.161589 

O     -1.473138    1.617068    1.312781 O     -1.453775    1.465122    0.822110 

O     -2.048183    0.057062   -1.341810 O     -2.096715   -1.201628   -0.228080 

O      0.201570    1.804273   -1.610175 O     -0.248598    0.853760   -1.675258 

O     -0.716288   -1.432995    1.674851 O     -0.518311   -1.464821    1.942761 

H     -1.833144    1.427784    2.185530 H     -1.858787    1.631969    1.678812 

H     -2.242791   -0.715736   -1.883787 H     -2.155437   -1.882938   -0.908176 

H      0.941358    2.366373   -1.861724 H     -0.275255    0.493509   -2.566568 

H      0.009153   -1.714146    2.274067 H     -0.038858   -1.623067    2.762741 

H     -1.541814   -1.791324    2.014722 H     -1.331526   -1.980268    1.985533 

H     -2.895329    0.448433   -1.099171 H     -2.908384   -0.683644   -0.274744 

H     -1.572328    2.564876    1.169307 H     -1.518649    2.278863    0.285694 

H     -0.455916    1.881536   -2.310413 H     -0.579798    1.774589   -1.716516 

N      1.852933    0.462291    0.972046 N      1.498140    0.548325    0.969659 

H      1.952522   -0.257914    1.689663 H      1.963656   -0.179430    1.506059 

H      1.855731    1.346057    1.473589 H      1.225697    1.247088    1.656125 

C      3.025324    0.406308    0.072101 C      2.497854    1.150564    0.054325 
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H      3.060718   -0.569753   -0.410454 H      2.900405    0.378656   -0.599767 

H      2.941465    1.167444   -0.701535 H      2.018387    1.907361   -0.561996 

H      3.954898    0.567026    0.619153 H      3.319945    1.603284    0.609029 

O      0.314259   -1.863442   -1.058670 O      0.643389   -1.903209   -0.873565 

H      0.081894   -2.680411   -0.604718 H      0.827278   -2.730976   -0.414701 

H      0.740818   -2.106789   -1.887244 H      1.235226   -1.875824   -1.633607 

O      1.629977   -1.863591    2.981083 O     -1.275976    3.378220   -1.206162 

H      2.109837   -2.690046    2.850088 H     -2.070017    3.692986   -1.656253 

H      1.728989   -1.664116    3.919939 H     -0.692314    4.145192   -1.158050 

    

[Cd(H2O)5(en-uni)]2+ [Zn(H2O)5(en-uni)]2+ 

Gcorr =0.188765 Gcorr = 0.1923894 

EDLPNO-CCSD(T) = –6162.32055945 EDLPNO-CCSD(T) = –2366.709076 

Cd    -0.245705   -0.005670   -0.087980 Zn    -0.224755   -0.006050   -0.040388 

O     -0.910788    1.666476    1.443913 O     -1.058877    1.446234    1.330398 

O     -2.441134   -0.567434   -0.673824 O     -2.225275   -0.178557   -0.700132 

O     -0.318297    1.686873   -1.839076 O      0.003594    1.604849   -1.467981 

O     -0.876866   -1.612477    1.572845 O     -0.892327   -1.547028    1.371812 

H     -1.300657    1.473175    2.304119 H     -1.411109    1.255693    2.206597 

H     -2.580915   -1.098006   -1.466421 H     -2.502920   -0.678019   -1.476509 

H      0.355634    2.333937   -2.075210 H      0.809686    2.062198   -1.732104 

H     -0.390399   -2.111520    2.238139 H     -0.471323   -2.060421    2.069647 

H     -1.718789   -2.068186    1.461082 H     -1.778416   -1.910094    1.259047 

H     -3.294991   -0.209822   -0.407088 H     -2.956482    0.386262   -0.426795 

H     -1.104349    2.591561    1.256490 H     -1.044966    2.404262    1.227226 

H     -1.137293    1.998086   -2.240991 H     -0.691464    1.902863   -2.064893 

N      1.805493    0.149362    0.821748 N      1.661344   -0.012257    0.754399 

H      1.847681   -0.503614    1.601867 H      1.783142   -0.884677    1.265721 

H      1.856189    1.065937    1.263595 H      1.707597    0.706518    1.474976 

C      3.027262   -0.054882   -0.004821 C      2.854390    0.137562   -0.126990 

H      2.958853   -1.041875   -0.467610 H      2.780812   -0.603796   -0.925106 

H      3.023382    0.688224   -0.805133 H      2.818259    1.129840   -0.583162 

C      4.313471    0.055326    0.823309 C      4.165671   -0.034922    0.647921 

O     -0.024124   -1.236294   -2.085929 O      0.122545   -1.473238   -1.594821 

H      0.319728   -2.128847   -2.210422 H      0.194394   -2.424904   -1.459460 

H      0.208479   -0.736974   -2.876996 H      0.505642   -1.284495   -2.458871 

N      5.530309   -0.130124    0.101351 N      5.361082    0.092682   -0.116441 

H      4.269649   -0.680807    1.635957 H      4.157322   -1.022692    1.126272 

H      4.337137    1.038789    1.307814 H      4.187444    0.696194    1.465154 
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H      5.666795   -1.052629   -0.282078 H      5.513455   -0.624617   -0.807667 

H      5.735218    0.580746   -0.583220 H      5.542502    1.009948   -0.492418 

    

[Cd(H2O)5(en-uni) ]2+
H2O [Zn(H2O)5(en-uni) ]2+

H2O 

Gcorr = 0.21063746 Gcorr = 0.216159 

EDLPNO-CCSD(T) = –6238.720335 EDLPNO-CCSD(T) = –2443.111548 

Cd    -0.166139   -0.173713    0.287471 Zn    -0.195315   -0.074758    0.215555 

O     -0.717098    1.473640    1.897559 O     -1.081085    0.835323    1.998229 

O     -2.107349   -0.158439   -0.817933 O     -2.175421   -0.416920   -0.338990 

O     -0.013688    1.810334   -1.064992 O     -0.441448    1.791397   -0.824843 

O     -0.814552   -1.786964    1.980957 O     -0.524049   -1.985273    1.270154 

H     -1.069686    1.344556    2.784320 H     -1.435508    0.303769    2.718574 

H     -2.405014   -0.952534   -1.271087 H     -2.284583   -0.901602   -1.164504 

H      0.690633    2.430320   -1.280436 H      0.157787    2.457387   -1.174303 

H     -0.290016   -2.145892    2.704667 H      0.027329   -2.586571    1.782045 

H     -1.721285   -2.066688    2.149957 H     -1.409215   -2.366724    1.248140 

H     -2.868041    0.485494   -0.763747 H     -2.768675    0.361866   -0.372684 

H     -0.972632    2.360400    1.621332 H     -1.022940    1.741275    2.318547 

H     -0.682869    1.914273   -1.749746 H     -1.349012    2.146133   -0.862310 

N      1.988185    0.020437    0.879342 N      1.757309    0.148764    0.850691 

H      2.263878   -0.726823    1.512118 H      1.905477   -0.441803    1.667039 

H      2.059238    0.870576    1.435240 H      1.864803    1.093675    1.216354 

C      2.974589    0.075980   -0.233577 C      2.869875   -0.103366   -0.107098 

H      2.901593   -0.861841   -0.788414 H      2.770782   -1.125749   -0.477560 

H      2.678239    0.879283   -0.911561 H      2.740483    0.569124   -0.958445 

C      4.409668    0.291982    0.252247 C      4.252862    0.096523    0.521877 

O     -0.055712   -2.264163   -0.912504 O      0.152116   -1.204766   -1.629779 

H     -0.095748   -3.091953   -0.421873 H      0.437052   -2.125696   -1.633306 

H      0.313052   -2.475405   -1.777231 H      0.467783   -0.815390   -2.452655 

N      5.408599    0.322487   -0.769723 N      5.359346   -0.134023   -0.347717 

H      4.657857   -0.503103    0.965443 H      4.342023   -0.566469    1.391473 

H      4.453878    1.229651    0.818412 H      4.318187    1.118843    0.914271 

H      5.515287   -0.534715   -1.289805 H      5.480802   -1.085131   -0.657974 

H      5.362742    1.115277   -1.391156 H      5.459626    0.518724   -1.108430 

O     -4.001092    1.639085   -0.633168 O     -3.273588    2.095563   -0.606930 

H     -4.687948    1.600619    0.040588 H     -3.723400    2.563495    0.105967 

H     -4.421588    2.033797   -1.404789 H     -3.798000    2.283415   -1.396000 
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[Cd(H2O)4(MeNH2)2]
2+ [Zn(H2O)4(MeNH2)2]

2+ 

Gcorr = 0.1873059 Gcorr = 0.188861 

EDLPNO-CCSD(T) = –6087.131487 EDLPNO-CCSD(T) = –2291.518042 

Cd    -0.275715   -0.070817   -0.161426 Zn    -0.284612    0.036561   -0.150656 

O     -0.995847    1.624821    1.505421 O     -1.035198    1.524584    1.306020 

N     -2.210261   -0.227165   -1.254087 N     -2.061901   -0.295979   -1.121585 

O      0.416051    1.634398   -1.804388 O      0.333851    1.628487   -1.568148 

O     -0.806615   -1.821193    1.491913 O     -0.804384   -1.614685    1.451911 

H     -1.369957    1.392385    2.363102 H     -1.875613    1.488138    1.776019 

C     -3.468806   -0.421640   -0.498643 C     -3.344320   -0.408868   -0.386132 

H      1.197021    1.614146   -2.367565 H      1.232616    1.798517   -1.871542 

H     -0.274142   -2.595749    1.705635 H     -0.966578   -1.445022    2.387097 

H     -1.663310   -1.992362    1.899300 H     -1.051034   -2.536180    1.313624 

H     -2.080829   -1.002715   -1.899818 H     -1.891225   -1.164671   -1.623617 

H     -1.211635    2.555504    1.378634 H     -0.736122    2.439475    1.364977 

H      0.024750    2.503755   -1.945501 H     -0.199373    2.358444   -1.902403 

N      1.614180    0.136868    0.992416 N      1.511532   -0.048330    0.842131 

H      1.667246   -0.628024    1.659145 H      1.488951   -0.954844    1.302936 

H      1.466266    0.967824    1.560391 H      1.467478    0.624359    1.604558 

C      2.901111    0.249027    0.273627 C      2.811947    0.104926    0.150144 

H      3.026204   -0.606081   -0.388088 H      2.859659   -0.578054   -0.695171 

H      2.902549    1.163301   -0.316687 H      2.920432    1.128352   -0.207367 

H      3.738137    0.284346    0.971869 H      3.641135   -0.109807    0.824874 

O      0.428863   -1.782438   -1.794520 O      0.431220   -1.541602   -1.755048 

H      0.516087   -2.729856   -1.640484 H      0.794386   -2.422170   -1.606365 

H      0.859356   -1.621621   -2.641620 H      0.674095   -1.313394   -2.659687 

H     -4.334858   -0.368755   -1.159523 H     -4.146598   -0.729578   -1.050659 

H     -3.561019    0.345289    0.267853 H     -3.610061    0.559121    0.036688 

H     -3.457839   -1.402258   -0.024758 H     -3.240836   -1.131925    0.419286 

H     -2.301868    0.593268   -1.846769 H     -2.174331    0.398404   -1.856454 

    

[Cd(H2O)4(MeNH2)2]
2+
(H2O)2 [Zn(H2O)4(MeNH2)2]

2+
(H2O)2 

Gcorr = 0.2337067 Gcorr = 0.236968 

EDLPNO-CCSD(T) = –6239.930246 EDLPNO-CCSD(T) = –2444.320513 

Cd    -0.285767   -0.037425   -0.074939 Zn    -0.299771   -0.251914   -0.103341 

O     -1.396936    1.023844    1.912391 O     -0.987935    1.283841    1.592810 

N     -2.065254    0.196023   -1.400529 N     -2.127952   -0.073339   -1.029109 

O      0.472178    1.710804   -1.848941 O      0.266255    1.271406   -1.850668 
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O     -0.797706   -1.693477    1.612617 O     -0.762290   -1.556087    1.588866 

H     -1.864902    1.829732    2.153744 H     -1.358460    0.790842    2.332787 

C     -3.418493    0.437382   -0.862836 C     -3.392096   -0.304402   -0.300050 

H      1.020360    1.404763   -2.579574 H      0.902650    0.930121   -2.487070 

H     -0.026433   -1.979550    2.148064 H     -0.007047   -1.908945    2.110514 

H     -1.372335   -2.459010    1.519870 H     -1.475938   -2.198064    1.651441 

H     -2.098728   -0.604751   -2.032779 H     -2.111042   -0.661078   -1.863960 

H     -1.742976    0.320564    2.471924 H     -1.322172    2.183726    1.672423 

H      0.565814    2.669855   -1.842877 H      0.311287    2.231046   -1.924609 

N      1.523938    0.511085    1.125280 N      1.523956    0.140811    0.756824 

H      1.692987   -0.259530    1.773450 H      1.705079   -0.582197    1.454109 

H      1.186377    1.273874    1.706733 H      1.358231    0.985110    1.299251 

C      2.807718    0.899015    0.499893 C      2.740411    0.312777   -0.061463 

H      3.214758    0.054003   -0.053415 H      2.863357   -0.541503   -0.724878 

H      2.650110    1.721581   -0.192949 H      2.651403    1.212429   -0.665396 

H      3.533329    1.208787    1.253054 H      3.626184    0.404507    0.568149 

O      0.344039   -1.669702   -1.729403 O      0.349304   -1.701406   -1.558373 

H     -0.350958   -2.058498   -2.298457 H      0.922025   -2.465660   -1.453092 

H      1.142993   -2.188009   -1.860109 H     -0.192075   -1.826174   -2.369181 

H     -4.147297    0.535518   -1.668760 H     -4.255233   -0.092510   -0.932565 

H     -3.423984    1.350627   -0.272028 H     -3.434988    0.337723    0.576626 

H     -3.713832   -0.391521   -0.222584 H     -3.448507   -1.344056    0.021773 

H     -1.784592    0.982395   -1.981824 H     -2.131134    0.872507   -1.401264 

O      1.566983   -2.017913    2.948358 O     -1.438690   -1.621240   -3.576422 

O     -1.924206   -2.321834   -3.156843 H     -1.889975   -2.414848   -3.888284 

H     -1.930798   -2.204387   -4.114011 H     -1.269020   -1.101788   -4.370520 

H     -2.445347   -3.116148   -2.996320 O      1.582746   -2.106969    2.848377 

H      2.167784   -2.758087    2.808031 H      1.671947   -1.836689    3.770185 

H      1.581813   -1.857415    3.899342 H      2.079882   -2.929514    2.775502 

    

[Cd(H2O)4(en)]2+ [Zn(H2O)4(en)]2+ 

Gcorr = 0.170176 Gcorr = 0.174694 

EDLPNO-CCSD(T) = –6085.943403 EDLPNO-CCSD(T) = –2290.333389 

Cd     0.289071    0.176861   -0.017453 Zn     0.247997    0.035881    0.004896 

N     -1.538632    0.313660   -1.414735 N     -1.332834    0.257093   -1.381176 

N     -1.462340   -0.206503    1.450255 N     -1.316811   -0.243424    1.393953 

C     -2.760163    0.320996   -0.579496 C     -2.582941    0.412923   -0.599548 

C     -2.612052   -0.603851    0.611449 C     -2.547949   -0.495049    0.609895 

H     -1.532300    1.121017   -2.030279 H     -1.227241    1.036966   -2.023428 
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Table 15 (cont’d) 

 

H     -1.273992   -0.933056    2.133847 H     -1.184107   -0.995399    2.063442 

H     -2.929027    1.344912   -0.237228 H     -2.654941    1.456100   -0.281509 

H     -3.542647   -0.600323    1.183135 H     -3.445957   -0.345180    1.212087 

H     -1.554406   -0.490405   -2.036356 H     -1.406062   -0.560984   -1.980331 

H     -1.696794    0.624248    1.987691 H     -1.429447    0.602223    1.947820 

O      1.973957   -0.313228    1.548816 O      1.896844   -0.289102    1.385675 

O      2.079488    0.315836   -1.520032 O      1.905769    0.318551   -1.342218 

O      0.853976    2.411657    0.560379 O      0.546753    2.120174    0.578835 

O      0.628422   -2.168486   -0.555321 O      0.619379   -2.070909   -0.501947 

H      2.908034   -0.346436    1.312725 H      2.803920   -0.227612    1.064660 

H      2.502345    1.100399   -1.884546 H      2.223516    1.151374   -1.708072 

H      0.505383    3.259518    0.265091 H      0.162394    2.947953    0.270141 

H      0.198814   -2.778303   -1.165085 H      0.130433   -2.704381   -1.039101 

H      2.375720   -0.437216   -2.042795 H      2.183268   -0.382141   -1.943220 

H      1.149496   -2.719556    0.039884 H      1.193474   -2.592389    0.071220 

H      1.531390    2.605774    1.216753 H      1.225625    2.351283    1.222210 

H      1.926884   -0.425401    2.504809 H      1.937145   -0.470976    2.331198 

H     -3.635596    0.023291   -1.160258 H     -3.464409    0.194961   -1.204977 

H     -2.439004   -1.628973    0.273582 H     -2.537790   -1.541502    0.294325 

    

[Cd(H2O)4(en)]2+
(H2O)2 [Zn(H2O)4(en)]2+

(H2O)2 

Gcorr = 0.21662147 Gcorr = 0.21823073 

EDLPNO-CCSD(T) = – 6238.742148 EDLPNO-CCSD(T) = –2443.134320 

Cd     0.779507    0.172443    0.009310 Zn     0.625292    0.233334   -0.022265 

N     -1.184668    0.732791   -1.077424 N     -1.030169    0.591916   -1.300425 

N     -0.892502   -0.569767    1.498909 N     -0.869932   -0.281026    1.392836 

C     -2.292616    0.659122   -0.110995 C     -2.240413    0.572949   -0.449815 

C     -2.166774   -0.579632    0.755237 C     -2.110373   -0.495656    0.615793 

H     -1.122342    1.676571   -1.454530 H     -0.960832    1.492411   -1.767589 

H     -0.676805   -1.506674    1.831656 H     -0.636676   -1.118750    1.918146 

H     -2.251477    1.553231    0.517327 H     -2.334523    1.554169    0.021725 

H     -3.024959   -0.643186    1.428439 H     -2.995642   -0.492257    1.255211 

H     -1.359804    0.119651   -1.867534 H     -1.116040   -0.099223   -2.039605 

H     -0.976293    0.014662    2.324957 H     -1.014847    0.456148    2.076901 

O      2.428460    0.534091    1.644266 O      2.260601    0.167446    1.425245 

O      1.943238    0.351039   -2.036645 O      2.170294    0.371380   -1.541991 

O      1.372642    2.502868   -0.316861 O      0.793537    2.316734    0.312683 

O      1.656668   -2.000039    0.090638 O      0.997741   -1.878405   -0.370320 
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Table 15 (cont’d) 

 

H      3.000409   -0.196956    1.900969 H      3.161125    0.024863    1.115766 

H      2.304771    1.238407   -2.139781 H      2.494803    1.165756   -1.977239 

H      0.683254    3.135020   -0.620071 H      0.319314    3.032404   -0.175287 

H      2.297567   -2.403034   -0.500707 H      0.808945   -2.392075   -1.160964 

H      2.402544   -0.224541   -2.654914 H      2.624462   -0.381213   -1.933278 

H      1.181781   -2.723212    0.564684 H      0.974998   -2.509426    0.390271 

H      2.043700    3.009582    0.149211 H      1.436357    2.706985    0.910124 

H      2.509424    1.203173    2.331309 H      2.246183   -0.048060    2.362784 

H     -3.263919    0.659788   -0.611250 H     -3.145314    0.405795   -1.037705 

H     -2.185265   -1.472772    0.125286 H     -2.047167   -1.481279    0.148414 

O      0.151381   -3.737655    1.435974 O      0.808515   -3.417223    1.813009 

H      0.506025   -4.215527    2.194265 H      1.592190   -3.782740    2.237729 

H     -0.389911   -4.378225    0.961486 H      0.144634   -4.112870    1.878936 

O     -0.741661    3.878412   -1.300646 O     -0.623546    3.968187   -1.195171 

H     -0.645026    4.367589   -2.125996 H     -0.213987    4.510367   -1.878470 

H     -1.287076    4.442812   -0.740781 H     -1.319256    4.519387   -0.819664 
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APPENDIX B: Figures 

 

 

 

Figure 1: The torsion profiles for the N–C–C–N dihedral angle in en at MP2/6-311+G(d,p) and 

revised SCEE_1.1. 
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Figure 2: Comparison of PMF profiles for 12-6 (red) and m12-6-4 (green) Cd2+ ion parameters 

interacting with ethylenediamine. 
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Figure 3: Comparison of binding energies of en complexes of divalent metal ions (a) Ni2+, (b) 

Fe2+, (c) Zn2+, and (d) Cd2+ calculated using the compromise 12-6 non-bonded model and the 

default 12-6-4 model. 
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Figure 4: Potential of mean force profiles for the m12−6−4 Ni2+, Fe2+, Zn2+, and Cd2+ ion 

parameters interacting with en.  

 

The profiles shown here are obtained from umbrella sampling. Figure 4 represents PMF plots 

corresponding to the formation of mono(ethylenediamine) complexes of different divalent ions 

using the m12−6−4 LJ non-bonded model. The C4 terms were optimized till the binding energies 

were within 0.3 kcal/mol of the experimental binding energies. The larger metal ion, Cd was 

found to have a longer intermolecular distance with the ligand in the chelate complex (2Cd). 

Among the different metal en complexes, we find the barrier heights to be the highest for Ni2+. 

Prior studies with divalent metal ion ammonia complexes have reported the most stable complex 

corresponds to the Ni complex,1,2 indicating the strongest M–N bond when M = Ni. Hence the 

dissociation of each Ni–N bond in the en complex was significantly higher than the other metal 

en complexes. As the en bound to metal ion in monodentate fashion (1M) approaches closer to 

the solvated metal ion, the unbound amine end starts interacting with one of metal bound water 

molecules. This intermolecular hydrogen bond between the ligand and solvent reduces the 

barrier height and lead to a smoother peak (barrierless process for Fe2+ and Zn2+) corresponding 

to TS2 rather than a sharp one as seen in TS1. The hydrogen bond (Figure 8) compensates for 
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the rotational penalty and the loss of configurational entropy in the ligand towards formation of 

the chelate complex (2M). This feature is more prevalent in the [Ni(en)(H2O)4]
2+ complex, 

wherein the bridged hydrogen bond structure corresponds to a minimum before chelate ring 

closure. Moreover, we observe a sharper peak for TS2 in the [Ni(en)(H2O)4]
2+ complex relative 

to the other metal ion complexes owing to the stronger Ni–N bond. 
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Figure 5: Snapshots at (a) intermolecular distance R = 8.00 Å, (b) R = 4.80 Å, (c) R = 4.35 Å 

(TS1), (d) R = 3.80 Å (1Cd), (e) R = 3.23 Å (TS2), and (f) 2.40 Å (2Cd) in the formation of 

[Cd(en)(H2O)4]2+. R is the intermolecular distance between the center of mass of the ligand and 

ion. 
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Figure 6: PMF plot for the formation of [Cd(MeNH2)(H2O)5]
2+ obtained with pairwise 

parameters optimized to reproduce the experimental binding energies.  

 

The optimized alpha values to reproduce the experimental binding energies of en complex of 

Ni2+, Fe2+, Zn2+, and Cd2+ were used to derive the binding energies of methylamine complexes. 

Among the different metal complexes, only experimental binding energy of 

[Cd(MeNH2)(H2O)5]
2+ is known and we find the calculated binding energy (1.2 kcal/mol) is 

underestimated compared to experimental binding energy (3.7 kcal/mol).56 Furthermore, the 

calculations predict the thermodynamic unstability of Fe2+ MeNH2 complex (Table S9), with the 

solvent separated ion ligand pair to be more stable. We should note here that the alpha was 

optimized to reproduce the en complexation energies. In contrast to the translational motion 

involved in methylamine binding, additional terms corresponding to a rotational penalty and loss 

of configurational entropy are involved in en binding. Hence, the underestimations in the binding 

energies of methylamine binding using alpha parameters of en binding are justified. While the 

transferability of alpha parameters across different ligands is a subject of our future 

investigations, in such cases where the binding processes of different ligands differs with each 

other we recommend optimization of alpha parameter for each ligand. 

The optimized alpha value of 3.16 was used to derive m12-6-4 pairwise parameters for Cd2+ and 

MeNH2 ligand to reproduce the experimental binding energy of [Cd(MeNH2)(H2O)5]
2+. The 

same parameter was used to model bis(methylamine) complex of Cd2+. A bound state of Cd2+ 
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with two methylamine ligands was considered as the starting point and using a step size of 0.05 

Å each of the methylamine was moved from 1.8 Å to 5.0 Å away from the metal ion. Energies at 

each of the points were calculated to derive a 2D PMF plot of bis(methylamine) binding (Figure 

5b). The reaction coordinate R was between the methylamine nitrogen and the metal ion. 

Subsequently for the en complex, distances between each nitrogen and Cd2+ were varied from 1.8 

Å to 5.0 Å and energies at each point were calculated. We find in en complex, with one nitrogen 

end already bound to metal ion, the ion can recognize the second nitrogen end from a farther 

distance than in bis(methylamine) complex. The intermolecular distances between the ligands 

and Cd2+ for transition states leading to chelate ring closure (Table S3) and formation of 

bis(methylamine) complex from monomethylamine complex (Table S10) are 3.30Å and 3.00Å 

respectively. The thermodynamic stability of the chelate complex over the bis(methylamine) 

complex and the presence of less solvent molecules between the metal ion and second nitrogen 

atom contributes towards this difference. 
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Figure 7: One of the snapshot at R = 3.30 Å (TS2) in formation of [Cd(en)(H2O)4]
2+ 

representing the intermolecular hydrogen bonding between one of bound water molecules and 

the unbound nitrogen end of en, reducing the barrier height for chelate closure.  
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Figure 8: Variation of (a) average of number of bonds (with bond lengths <2.40 Å) and (b) 

dihedral N–C–C–N (°) during the formation of en complex of Cd2+. Note the conformational 

flexibility in the ligand increases with the increase in Cd–N bond length. 
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Figure 9: Snapshots of various stationary points (a) R = 5.50 Å (c) R = 4.35 Å (TS3) (d) R = 

3.80 Å, (e) R = 3.25 Å (TS4) , and (f) 2.40 Å in the formation of [Cd(en)2(H2O)2]
2+. R is the 

intermolecular distance between the center of mass of the ligand and ion. 
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Figure 10:  Snapshots at (a) intermolecular distance R = 5.10 Å (b) R = 3.80 Å, (TS5) (c) R = 

3.60 Å (5M), (d) R = 3.30 Å (TS6), (e) R = 2.95 Å (6M), and (f) 2.55 Å (TS7), (g) 2.11 Å (7M) in 

the formation of [Zn(en)3]
2+. R is the intermolecular distance between the center of mass of the 

ligand and ion. 

 

The pairwise parameters corresponding to the ligand en binding to each of the four respective 

metal ions were used in the reaction of bis(en) metal complex with en towards formation of 

tris(en) complex. The first minimum (7M) at 2.11 Å corresponds to the chelate complex where 

both the nitrogen ends of the en ligand are bound to the metal ion. The second minimum at 2.95 

Å (6M) corresponds to structure where one of the en nitrogen atoms engages in intermolecular 

hydrogen bonding with one of amine hydrogens of a bound en. The third minimum (5M) 

corresponds to the intermediate where one of the nitrogen atoms of the outgoing en ligand is still 

bound to the metal ion. Figure 10 represent snapshots of various minima and transition states 

along the reaction coordinate. The additional minimum at 2.95 Å (6M) is only seen in the 

formation of the tris(en) complexes of Zn2+ and Ni2+ . With Cd2+, as a larger metal ion, the 

intermolecular distances between the metal ion and the nitrogen of en is 2.40 Å compared to 

~2.10 Å for the other three metal ions. Hence, the en ligands gets farther away from each other in 

the formation of [Cd(en)3]
2+ and fails to interact with each other to stabilize the transition state 

leading to the chelate ring closure (TS7 in Figure 10b ). We find that the calculated reaction 

energy for the formation of the [Cd(en)3]
2+ complex from [Cd(en)2(H2O)2]

2+ and en is -4.0 

kcal/mol compared to the experimental value of –2.8 kcal/mol. Furthermore, we find excellent 

(a) (b) (c) (d) 

(f) (e) (g) 
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agreement between the calculated and experimental structural features of the tris(en) complexes 

of metal ions as shown in Table 8. 
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Figure 11: PMF plot for the reaction of [Zn(en)2(H2O)2]
2+ with en towards formation of 

[Zn(en)3]
2+.  

 

Note the minimum at 2.95 Å corresponds to structure where one of the en amine engages in 

intermolecular hydrogen bonding with one of bound en. Such feature is observed only in the 

formation of Zn2+ and Ni2+ complexes of tris(en). 
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Figure 12: Comparison of 2D PMF contour plots toward formation of (a) en and (b) 

bis(methylamine) complexes of Cd2+. 
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Figure 13. Optimized geometries of different species involved in the formation of 

mono(ethylenediamine) and bis(methylamine) complexes. 

 

The Model A and Model B reactions for Cd(II) were used here.  Geometry optimizations of all 

species were carried out at the PBE0-D3BJ/def2-TZVP level. All geometries were confirmed to 

be minima. Single-point DLPNO-CCSD(T) calculations were done with DKH-TZVP basis set 

using continuum solvation SMD model. The calculated free energies for the different reaction 

involving formation of bis(methylamine) and ethylenediamine complexes of Cd2+ and Zn2+ are 

listed in Table 11 and Table 13 respectively. The calculations are carried out with limited 

conformers so they exclude the true conformational contributions. The lack of explicit water 

molecules beyond first solvation shell restricts the accuracy. However, we find the presence of 

equal number of water molecules associated within the complexes across the reactants and 

products (Model B) results in energies that have better agreement with experiment.  The loss of 

water in Model A results in large errors associated with translational entropy.  

[Cd(H2O)6]
2+ [Cd(H2O)5(MeNH2)]

2+ [Cd(H2O)5(MeNH2)]
2+
!H2O 

[Cd(H2O)4(en-uni)]2+ [Cd(H2O)5(en-uni) ]2+
!H2O

 [Cd(H2O)4(MeNH2)2]
2+ 

[Cd(H2O)4(MeNH2)2]
2+
!(H2O)2 

[Cd(H2O)4(en)]2+ [Cd(H2O)4(en)]2+
!(H2O)2 
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Figure 14. Optimized geometries of different species involved in the formation of 

mono(ethylenediamine) and bis(methylamine) complexes. 

 

The Model A and Model B reactions for Zn(II) were used here.    

[ZnH2O)6]
2+ [Zn(H2O)5(MeNH2)]

2+ [Zn(H2O)5(MeNH2)]
2+
!H2O 

[Zn(H2O)4(en-uni)]2+ [Zn(H2O)5(en-uni) ]2+
!H2O

 [Zn(H2O)4(MeNH2)2]
2+ 

[Zn(H2O)4(MeNH2)2]
2+
!(H2O)2 [Zn(H2O)4(en)]2+ [Zn(H2O)4(en)]2+

!(H2O)2 
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Figure 15: Variation of number of molecules of different species in real time simulation for (a) 

0.10 M and (b) 0.15 M ethylenediamine (en) solutions. 

 

 

The 30 en molecules were arranged in a rectangular box with 3, 5 and 2 en molecules along x, y 

and z axis respectively. The molecules were in a periodic arrangement with each en separated by 

a distance of 8.11 Å, 9.77 Å and 8.176 Å along x, y and z axis respectively. The Cd(II) ions were 

added in random positions by the tleap tool in AmberTool16. The systems were solvated with 

subsequent additions of chloride ions to neutralize the system.  

For all simulations, periodic boundary conditions (PBCs) were employed together with PME to 

model long-range interactions with a 12 Å cut off. The ligand molecules, metal ions and 

counterions Cl– were solvated in cubic truncated octahedron with total volume of 489.1Å3 and 

334.0Å3 corresponding to form the 0.1M and 0.15M en solutions. In total, there were 14,431 and 

9600 water molecules respectively in 0.1M and 0.15M en solutions with the same number of en 

ligands and metal ions. Chloride ion counterions were also treated with the 12-6-4 LJ nonbonded 

model. The compromise 12-6 LJ model was used as the representative 12-6 nonbonded model 

representing a good balance between structure and thermodynamics. We performed 

minimizations involving 12000 steps of steepest descent followed by 8000 steps of conjugate 

gradient. A 125ps NPT heating procedure was performed to heat the system from 0 K to 300 K 

followed by a 25 ps equilibration at 300K with constant NPT conditions using a Langevin 
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thermostat at 1atm. The equilibrated geometries were read for the NPT production simulation 

runs each of 200ns. An integration time step of 1 fs was used in the heating step and 2 fs in the 

production studies. Langevin dynamics temperature control was employed in the heating and the 

production runs with a collision rate equal to 1.0 ps. SHAKE was utilized for the water 

molecules for all simulations. 
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APPENDIX C: Copyright Notice 

 

 Chapter 2 and appendices of this thesis are adapted from and reproduced in part with 

permission from Arkajyoti Sengupta, Anthony Seitz, and Kenneth M. Merz, Jr. Journal of the 

American Chemical Society 2018 140 (45), 15166-15169 DOI: 10.1021/jacs.8b09371 Copyright 

2018 American Chemical Society. 
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