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ABSTRACT

CONSTRAINING THE PROTON/NEUTRON EFFECTIVE MASS SPLITTING THROUGH HEAVY
ION COLLISIONS

By

Sean Robert Sweany

Heavy ion collisions are used for probing the momentum dependence of the nuclear symme-

try energy. This momentum dependence causes an apparent reduction in the inertial mass of

nucleons lying within the mean field potential. Because the actual masses remain unchanged,

apparent mass is termed an effective mass that describes the acceleration under the influence

of a momentum independent potential. Along with a reduction in effective mass there is also a

splitting between the effective masses of protons and neutrons. Currently theoretical models do

not agree as to which particle, protons or neutrons has the larger effective mass and, in particu-

lar, how these effective masses decrease with density. Observables that can be used for probing

this effective mass splitting include both n/p single and double ratios of neutron energy spectra

divided by proton energy spectra. The end result of this dissertation is not to obtain a final an-

swer to these questions regarding the effective mass splitting. However, it lays the ground work

for creating accurate ratios of neutron energy spectra over proton energy spectra needed for this

purposes. In doing so, it demonstrates how to create charged particle energy spectra and cor-

rected them for background coming from punch-through events and for reaction losses within

the CsI(Tl) crystals. After producing background corrected energy spectra it studies isoscaling

phenomenon in several of the studied reaction systems. Using that knowledge, it goes on to

demonstrate how to obtain coalescence invariant neutron/proton spectral ratios.

To probe the effective mass splitting we ran an experiment at the NSCL that measured colli-

sions between calcium beams on nickel and tin targets. For this experiment a new set of charged

particle energy loss telescopes were constructed called the High Resolution Array 10 (HiRA10).

Each of the 12 telescopes in this array are constructed using a 1.5 mm thick silicon detector

backed by a pack of four 10 cm long CsI(Tl) crystals that are used to measure the energy and



identifying the species of the particle. These new crystals are longer than the 4 cm long CsI crys-

tals in its predecessor HiRA device. This increased length of the crystals allows the new HiRA10

to detect higher energy particles (Protons up to 200 MeV, Deuterons up to 264 and Tritons up

to 312). While the increased length of the crystals increased the range of energies that can be

detected it also increased the backgrounds present within the HiRA10 charged particle energy

spectra. Therefore one of the goals of this work was to apply corrections for background within

the HiRA10 CsI crystals.

After correcting these spectra, the other goal of this work is to create isoscaling ratios for two

of the measured systems. Isoscaling ratios are created by dividing the energy spectra of a par-

ticle species coming from two reaction systems. Isoscaling ratios provide several observations

which can be compared to theoretical models. The first of these is the grouping of isoscaling

ratios for different particle species based on that particles proton and neutron numbers. Sec-

ond, assuming the reaction system is at local thermal and chemical equilibrium we use these

isoscaling ratios to determine the difference between proton and neutron chemical potentials

in these two systems.

The final goal of this work will be to extract preliminary N/P double ratios using pseudo

neutron spectra created by combining charged particle spectra. These pseudo neutron spec-

tra are extracted with two different methods, one based on a thermodynamic method and the

other based on charged particle coalescence. The extracted double ratio is then compared to

simulations using two Skyrme interaction potentials, one with the effective mass of the proton

greater than that of the neutron and the other where the neutron effective mass is greater.
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CHAPTER 1

INTRODUCTION

Over the course of the past century the field of nuclear physics has seen momentous growth

since the discovery of radioactivity in Uranium containing materials by Henri Becquerel in 1896.

Soon thereafter alpha scattering experiments, performed by Ernest Rutherford’s students, pro-

vided evidence of the nucleus [1]. The next step in the evolution of our knowledge came in 1932

with James Chadwick proposing the existence of the neutron [2]. In 1949 the closed shell struc-

ture of atom was proposed by Maria Goeppert-Meyer, wherein protons and neutrons filled what

are known as shells based on certain conserved intrinsic quantities. This shell structure of the

atom was fundamental in the evolution of the field and is still used today [3].

Along with our increased understanding in the structure of nuclei was our understanding

of their macroscopic properties. For understanding these properties state equations are essen-

tial, which are a way of relating the state variables of a system like volume, pressure, energy and

temperature. Of these equations of state or EOS as they are called the most famous is the Ideal

Gas Law which relates the pressure and volume of a gas to its temperature. Illustrated by equa-

tion 1.1, where P and V are the pressure and volume of the gas respectively, n corresponds to

the amount of material, R is the ideal gas constant and T is the temperature.

PV = nRT (1.1)

A way to describe the macroscopic properties of nuclei was the Liquid Drop model origi-

nally proposed by George Gamow. The semi empirical mass formula proposed by C. F. von

Weizsacher is an extension of this model and produces reasonable estimates of the binding

energy of nuclei. The semi empirical mass formula is shown in Equation 1.2 and describes the

binding energy of the nucleus by breaking it up into its constituent components. Here Z is the

number of protons, N is the number of neutrons, A is the sum of neutrons and protons and

ax s are all scale-able parameters. Each term represents a different contribution to the binding
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energy based on different properties of the nucleus. The first term which contains avol is a

first order estimate of the binding energy being dependent on the volume of the nucleus. The

second term containing asur f describes the reduction in binding energy that occurs at the

surface of the nucleus due the reduction of the number of neighboring nucleons surrounding

each nucleon in this region. The third term with aCoul omb describes the Coulomb repulsion

between protons within the nucleus, causing a reduction in binding energy. The term with

aSymm describes the asymmetry of neutrons and protons within the nucleus. A mismatch in

the number of neutrons and protons will cause a further reduction in the binding energy of the

nucleus. In this asymmetry term A−2Z
A = N−Z

N+Z is known as the mass asymmetry and typically

written as δ.

Eb = avol A−asur f A
2
3 −aCoul omb

Z (Z −1)

A
1
3

−aSymm
(A−2Z )2

A
+ ...... (1.2)

In its current state the Semi Empirical Mass formula is limited, missing dependence on the

temperature, density and momentum of the system. An extension of these ideas to consider

the density dependence of the nuclear part of the equation of state without Coulomb is shown

in Equation 1.3. Here the EOS is separated into two separate parts, one describing symmetric

nuclear matter and the second which describes asymmetric nuclear matter. S(ρ)δ2 is known

as the symmetry energy and it’s this symmetry energy term that is the interest of study in this

research.

ε(ρ,T,δ) = ε(ρ,T,δ= 0)+S(ρ)δ2 (1.3)

The symmetry energy portion of the nuclear equation of state is important in the under-

standing different aspects of nuclear astrophysics, structure and reactions [4]. In the case of

nuclear astrophysics the symmetry energy is important for understanding highly asymmet-

ric nuclear systems such as neutron stars. For these systems the symmetry energy will affect

things such as the neutron star cooling, mass-radius relationship and internal pressure [5] [6]

[7] [8]. At this point I would be remiss if I didn’t mention the observation of Neutron Star Bi-

nary Merger GW170817 in 2017 by the LIGO collaboration [9]. The gravitational waves detected
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by LIGO provide an observable with which we can probe the structure and in turn symmetry

energy of neutron stars [10] [11] [12]. In nuclear structure the symmetry energy affects things

such as the neutron skin thickness of nuclei [13] [14], Giant Dipole Resonance [15] and Pygmy

Dipole Resonance [16] [17]. While in nuclear reactions the symmetry energy affects observables

like isoscaling properties [18–20] and ratios of protons and neutrons driven out by the elevated

pressures described by the EoS in the dense interior of the nuclear matter compressed by the

nuclear collision. [21] [22] [23].

One way to probe the symmetry energy is through studying heavy ion collisions [24] [25]

[23] [21]. During heavy ion collisions the region of overlap between the two participating nuclei

is compressed to densities greater than the "saturation" density that characterizes the central

density of stable nuclei. After the collision the regions of the nuclei which did not overlap known

as the spectator regions will continue to be relatively unaffected while the compressed region

will begin to bounce back, expelling fragments [26]. During expulsion particles will initially be

ejected perpendicularly to the reaction plane due to blocking from the spectator regions, where

at later times in plane emission will begin to increase [24]. Due to the high density at the center

of the reaction measuring the fragments expelled from within provide a probe that can be used

to study the EOS for dense nuclear matter.

The isovector mean fields that contribute to the symmetry energy in neutron-rich matter

has been shown to be repulsive for neutrons and attractive for protons [27] [28]. An increase

or decrease in the repulsiveness (attractiveness) felt by neutrons (protons) from the symmetry

potential will cause more or less particles to be expelled from the reaction center. Therefore one

observable that can be used from heavy ion collisions to study the symmetry energy is the ratio

of neutron and proton energy spectra produced in heavy ion collisions, also called n/p spectral

ratios [21] [22] [23]. One problem with pure n/p spectral ratios is that experimentally speak-

ing neutrons and protons are detected in very different ways and have very different detection

efficiencies. The uncertainty in these efficiencies can be largely removed by constructing dou-

ble n/p spectral ratios obtained by dividing the n/p spectral ratios for two different reaction
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systems [29] [23] [30]. Along with removing the uncertainty that comes from the detector effi-

ciency it also helps to remove the sensitivity to the low energy portions of the energy spectra

that are sensitive to the later stages of the nuclear disassembly that reflect details of the sec-

ondary decays and the Coulomb repulsion of any slow moving heavy fragments [30], which can

influence the single n/p ratios at low kinetic energies [28].

1.1 Effective Mass Splitting

Currently constraints have been placed on the symmetric matter portion of the nuclear

equation of state up to densities 5 times that of nuclear saturation density [24]. However, con-

straints on the symmetry energy are not as well known since they require an understanding

of the interplay between the density and momentum dependence of the nuclear mean field

potential [31]. One such constraint that needs to be placed on the symmetry potential is that

of the effective mass observed for neutrons and protons in asymmetric systems. This largely

comes from non-localities in the interaction and also in the exchange term, both of which can

be modeled by a momentum dependence of the mean field potential [21]. The momentum de-

pendence can be shown simply by using the definition of the effective mass Equation 1.4 [32]

and the Hamiltonian Equation 1.5. Solving the Hamiltonian for the potential V and then solving

Equation 1.4 you come to Equation 1.6. This illustrates how the effective mass can arise as a

result of the momentum dependence of the mean field potential.

m̂

m
= 1− dV

dE
(1.4)

E = k2

2m
(1.5)

1

m̂
= 1

k

dE

dk
(1.6)

Shell model calculations based on empirical data from scattering and deeply bound single

particle states of 40C a and 208Pb indicate that the effective mass m*/m is around 0.7 for both
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positive and negative large energy values and close to 1 near the separation energy [32]. Addi-

tional support for a value of 0.7 was obtained through the analysis of transverse and elliptic flow

of particles in heavy ion collisions using transport codes [24]. More recently values of around

0.7 for the effective mass were further confirmed by comparing neutron/proton particle ratios

from tin on tin heavy ion collisions to values extracted from Improved Quantum Molecular Dy-

namic code using several different Skyrme interactions [21].

The problem with understanding the effective mass though comes from the difference in the

values of effective mass for protons and neutrons in very asymmetric nuclear matter, this differ-

ence is known as effective mass splitting. This splitting comes from coupling between the scalar

and vector mesons within the isovector channels of the nuclear mean field potential [33]. The

problem however is that different theoretical models disagree on whether protons or neutrons

have the greater effective mass with Landau Fermi liquid theory and non-relativistic Brueckner

Hartree-Fock theory predict that mn > mp and relativistic mean field (RMF) theory and rela-

tivistic Dirac-Brueckner theory predict mp > mn [34] [35].

For constraining the effective mass physical observables that can be used are single and

double neutron/proton spectral ratios (n/p) obtained from heavy ion collisions. Most sources of

momentum dependence lead to effective masses that are smaller than the bare mass. A particle

with a smaller effective mass will therefore experience a larger acceleration in response to a

given momentum independent potential. This will change the dynamics in ways that could

make it appear the same as if the mass is unchanged but the momentum independent potential

is larger. Therefore a smaller effective mass can be to a more repulsive potential. Depending

on whether neutrons or protons have the larger effective mass will cause the n/p ratio to be

larger or smaller, these ratios can then be compared with simulations to place constraints on

the effective mass splitting.

In the work by D.D.S. Coupland et. al. [30] two different Skyrme models were used to con-

strain the effective mass using heavy ion collisions between 124Sn +124 Sn and 112Sn +112 Sn

systems at 50 and 120 MeV/u. Figure 1.1 shows the n/p double ratios for both the experimen-
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Figure 1.1: n/p Double Ratios n/p double ratios from [30] for 112Sn +112 Sn and 124Sn +124

Sn collisions. The red and blue bands show results from ImQMD calculations using Skyrme
interactions Sly4 (m∗

p > m∗
n) and SkM* (m∗

n > m∗
p ) respectively.

tal data and the two Skyrme interactions for both beam energies. For the two Skyrme interac-

tions SLy4 uses m∗n < m∗p and SkM uses m∗p < m∗n . The experimental data at both en-

ergies seems to favor the simulations ran using the SLy4 parameterization, this implies that

m∗n < m∗p [30].
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1.2 Isoscaling Properties

Ratios created from the spectra of a particular isotopes ejected from two separate reactions

exhibit exponential scaling properties [18, 20, 36–39] . These isoscaling ratios show an exponen-

tial dependence on the neutron (N) and proton (Z) number of the ejected isotope being com-

pared for the two systems shown in Equation 1.8 where the factors α and β are known as the

isoscaling parameters and C is simply a normalization constant[18–20]. The isoscaling parame-

tersα andβ can be related to the proton and neutron chemical potential respectively. Assuming

that the system is at equilibrium the yields can be approximated by the grand canonical ensem-

ble and the yields of a given particle species are governed by Equation 1.7. Here µn and µp are

the neutron and protons chemical potential, B(N,Z) is the binding energy of the fragment and

F(N,Z) is a factor which accounts for secondary decay of the fragments. For a given fragment

B(N,Z) will be the same for both so this term simply falls out of the ratios [18, 36]. Additionally it

has been shown that the effect of sequential decay on isoscaling parameters is very small [38],

meaning that it is reasonable to assume F(N,Z) for the two systems being compared is the same,

causing them to cancel out. Using this assumption at equilibrium α and β can be related to the

difference in chemical potential where α= ∆µn
T and β= ∆µp

T [40].

Y (N , Z ) = F (N , Z )e
B(N ,Z )

T e
Nµn

T +Zµp
T (1.7)

R21(N , Z ) = Y2(N , Z )

Y1(N , Z )
=CeNα+Zβ (1.8)

Many sources show this isoscaling behaviour described above, as an example of these scal-

ing properties for fragments ejected from 112Sn+112 Sn and 124Sn+124 Sn collisions are shown

in Figure 1.2 from [36]. Here it is clear to see when plotting the isoscaling ratios on a log plot

that the dependence of neutron and proton number create distinct lines for a given Z.

Simulations using different statistical models indicate that the isoscaling ratios are inde-
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Figure 1.2: Isoscaling Ratios Isoscaling ratios from [36] show the exponential scaling properties
of fragments ejected from 112Sn +112 Sn and 124Sn +124 Sn collisions.

pendent of sequential decay in the systems, meaning that these ratios primarily depend only

on the asymmetry of the system [36]. The lack of dependence on sequential decays means that

isoscaling ratios can be used to probe the chemical potential difference of the two systems.

This difference in chemical potentials can be used for constraining the symmetry energy and

can provide a benchmark for theory calculations that as of yet cannot accurately produce coa-

lesced particle clusters ejected from the center of a reaction. Therefore, accurate scaling ratios

created from experimental data are needed for testing models of heavy ion collisions.

Recent work by Chajecki et. al. [19] has been done to investigate these isoscaling ratios and

to determine their properties. Two separate experiments were looked at in this study, the first

used beams at 80 MeV/u of 40,48C a on 40,48C a targets with the HiRA array being used for mea-

8



Figure 1.3: Isoscaling Ratios [19] Top Panels: Isoscaling ratios for calcium isotopes. Bottom Pan-
els: Isoscaling ratios for tin isosopes. Left: Number of neutrons doesn’t equal the number of
protons. Right: Number of neutrons equals the number of protons.

suring charged particle fragments and the MSU 4π array for impact parameter determination.

The other experiment ran 50 MeV/u beams of 112,124Sn on 112,124Sn targets. This experiment

used LASSA for detecting charged particles, LANA for detecting neutrons and the MSU Miniball

for impact parameter determination [19].

Figure 1.3 shows the isoscaling ratios obtained from these two experiments. What this figure

shows especially for the Sn systems is a strong dependence on the isoscaling, with the ratios

being nearly equal for similar values of N-Z. Along with these fundamental scaling properties

it also shows the possibility of creating a pseudo neutron spectra for experiments where direct

neutron detection is not possible. This can simply be done by multiplying the proton energy

spectra by the t
3He

isoscaling ratio[19]. Equation 1.9 shows how this pseudo neutron spectra

can be obtained.
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d M(n)pseudo

dE
= d M(p)

dE

e2α+β

eα+2β
= d M(p)

dE
eα−β = eα (1.9)

1.3 Experiment

To probe the effective mass splitting two separate experiments were performed at the NSCL.

Experiments 14030 and 15190 ran beams of 40,48C a at 56 and 140 MeV/A on 112,124Sn and

58,64Ni targets. Central collisions involving these asymmetric nuclei are sensitive to the effec-

tive mass splitting. Charged particle and neutron spectra extracted from the data will be used to

create both single and double n/p ratios. These ratios will be used to place constraints on trans-

port models used for extracting symmetry energy and effective mass splitting. (Pac Proposal

39)

1.4 Structure of Dissertation

The structure of this thesis will be as follows. Chapter 2 will discuss the manufacture and

testing of the HiRA10 detectors. Chapter 3 will describe the the experimental setup and the de-

tectors used in the experiment. Chapter 4 will discuss the calibration of the HiRA10 telescopes.

Chapter 5 will describe the process for corrections to both reaction losses and punch-through

contamination in the HiRA10 detectors. Finally chapter 6 will present charged particle ratios

extracted from the corrected HiRA10 spectra.
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CHAPTER 2

HIRA10 DESIGN AND TESTING

2.1 HiRA10

2.1.1 HiRA

The High Resolution Array (HiRA) is an array of charged particle detecting telescopes [41]. Using

the dE-E technique each of the HiRA telescopes is able to extract the energy, mass and charge of

various charged particles. All of the telescopes can be outfitted with a thin 32 strip single sided

silicon strip detector (SSD) that acts as a dE detector, and a thick 32x32 strip double sided silicon

strip detector (DSSSD) that acts as a E detector for for particles that stop in it or a dE detector for

particles that pass through it. These are then backed by a pack of four thallium-doped cesiuim

iodide crystals (CsI(Tl)) each of which is 4 cm long and acts as an E detector for particles that

stop in it. Energies of events in the crystals are read out using photodiodes attached to the back

of each crystal with RTV optical cement. Signals coming from the photodiodes pass through a

preamplifier box located in the rear of the telescopes before traveling to the logic electronics.

The first part of this section will compare the design of the original HiRA and the new HiRA10

telescopes. Later, we will go into crystal treatments and testing of the new detectors [41].

The 4 cm long CsI(Tl) crystals of HiRA are well suited for experiments with low energy

charged particles. In the past the HiRA Array has been used in experiments measuring nuclear

reaction and structure properties. However for the energetic particles measured in the experi-

ments discussed in this document the 4 cm crystals of the HiRA are too thin to stop the range

of energies for particles emitted from the reaction systems we are studying. Many of the high

energy protons, deuterons and tritons we want to measure will punch-through the CsI crystals,

depositing only a small portion of that particles energy in the crystal. These punch-through

events will also create a source of contamination in the charge particle spectra of lower energy
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charged particles as well. Therefore, for this experiment it was decided that a new detector sys-

tem was needed that could handle the high energies of the emitted light fragments. The solution

was to simply create a new version of the HiRA telescopes, involving 10 cm long CsI(Tl) crystals

instead of the 4 cm long crystals. These 10 cm long crystals are able to stop protons up to 200

MeV while the 4 cm crystals can only handle energies up to 116 MeV.

2.1.2 Design Similarities

Early on in the design process it was decided that as many components from the original HiRA

telescopes should be carried over to the HiRA10 as possible. For example, we planned to use

all components dealing with the silicon detectors from the HiRA telescopes. This includes the

silicon detectors themselves, the chip electronics and the silicon detector mounting structure.

We used preamplifiers of the same design for the CsI(Tl) detectors of the HiRA10 as were use for

HiRA, but the circuit boards and mounting structure that services them had to be completely

redesigned. The length of the telescopes was also kept constant between the two designs, al-

lowing for the HiRA10 detectors to be used in the same scattering chambers as the old HiRA

telescopes.

As with the original HiRA telescopes water cooling was used to cool the preamp boards in-

side of the telescopes. Due to the reduced space in the back of the telescopes caused by the

longer crystals care had to be taken to be sure that there was enough physical contact between

the grounding plane of the preamp boards and the copper cooling plate on each of the preamp

boxes. Simple calculations showed that the surface area of 6 aluminum spacers placed in con-

tact with the preamp board grounding plain and copper plate of the preamp box was enough to

adequately cool the preamp boards.

2.1.3 Design Differences

Overall the mechanical design of the HiRA10 is much more simple than that of the original

HiRA. Where the original HiRA telescopes were mechanically speaking separated into two
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halves. The front consisting of the silicon detectors and CsI(Tl) crystals and the back containing

the preamp electronics and silicon distribution boards. This is not the case in the HiRA10

where the side panels of the telescopes are a single machined piece. The main advantage of this

design choice is that it makes assembly of the telescopes much more simple as well as being

more difficult to lose any one individual piece. The disadvantage of this is when accessing any

component inside of the can at least one entire side of the detector has to be removed which

presents the opportunity for more wear and tear on the tapped holes in the sides of the can.

Where as for the old design the front and back of the telescopes can be accessed independently.

This problem in the design of the HiRA10 is somewhat mitigated by the fact that a opening on

the side of the telescopes was machined to allow access to the preamp wires.

Since the length of the crystals were increased but the length of the telescopes were kept the

same, we redesigned the preamp and silicon distribution boards to accommodate the reduction

in space at the back of the telescopes. During the redesign of the preamp electronics an spare

preamp was added as a precautionary measure so that it could be used in place of a preamp

that failed during an experiment. To swap the preamp,the wire connecting the photodiode to

the preamp board would simply have to be moved from the bad preamp to the spare. Adding

this additional preamp also meant that a new distribution board had to be placed between the

signal output of the telescopes and the signal distribution boards.

Measures also had to be taken with the HiRA10 to account for the increased weight of the

telescopes. In the previous telescopes a single CsI(Tl) crystal weighed approximately 12g, with

the HiRA10 the crystals now weigh 35g. Excluding the weight of the rest of the telescope then the

HiRA10 will weigh roughly three times as much as the original HiRA telescopes. This increase in

weight means that care be taken when designing the mounting structure for the HiRA10 tele-

scopes. This increase in weight was taken into account by using a more robust rail system for

the towers and by using reinforced keys made of stainless steel for mounting the telescopes.
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2.2 CsI

As in the original HiRA telescopes, HiRA10 used CsI(Tl) crystals to detected energetic charge

particles. The properties of CsI(Tl) make it a good choice for charged particle detection. Me-

chanically, it is relatively easy to machine; it can be cut into different shapes to fit the design

geometry requirements for different detector systems. This property also makes it relatively

simple, though somewhat tedious to make some repairs to crystals that were damaged dur-

ing operation by simply sanding off the damaged portion of the crystal and then polishing the

sanded surface. CsI(Tl) crystals also scintillate at wavelengths that matches well to the response

of silicon photodiodes and CsI crystal are less hydroscopic than Sodium iodide, which is an-

other scintillator commonly used in nuclear physics experiments. The light output of CsI(Tl)

is dependent on a number of different factors, these include but are not limited to the doping

gradient of the thallium, surface treatment, wrapping, temperature and even the position of

the photodiode. These factors have been investigated in [42], [43] and [44]. The work in these

studies have been used to guide the crystal treatment and testing of the HiRA10 CsI(Tl).

In the work by [42] three separate cylindrical CsI(Tl) crystals were studied. All of the crystals

were 10 cm long and 3.8 cm in diameter. The faces of the crystals were polished, on one of the

faces the crystal had a 12mm thick light guide attached with RTV silicon rubber. Attached to the

back of the light guide was a photodiode for light collection. The treatment of their crystals was

to have the sides sanded with fine grit sand paper (320-400). The motion of the paper against the

crystal was from the front of the crystal to the back, resulting in groove that ran in the direction

that is parallel to the long axis of the crystal. The sides were wrapped with Teflon tape and the

front face was wrapped with 15 micron thick aluminum foil. In [43], we found that a cellulose

membrane produced a more even light output over the crystal face the same treatment was to

be applied to the HiRA10 crystals.

The CsI(Tl) crystals used in the HiRA10 telescopes were produced by Scionix, a scintillator

manufacturer based out of the Netherlands. HiRA10 is the 4th charged particle detection array

that the HiRA group has constructed. The HiRA10 array was the first such array was largely con-
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structed by a vendor. Previous arrays were constructed at MSU using CsI(Tl) material supplied

by vendors, of which Scionix was one.

The purchase agreement for the HiRA(10) contained the following provisions. 1) the crystals

were to be fabricated according with the dimensions that we provided to them and were to be

assembled within aluminum cans that we supplied to them. To optimize the light collection in

the crystal: 1). The front faces of the crystals were to be polished to a mirror finish. 2) Following

the advice of Scionix, the remaining surfaces were to be a fine machined surface. 3) A 1 cm thick

light guide was to be glued with Silicon optical grade RTV to the opposite end of the crystal and

a 300 um thick Hamamatsu photodiode of 28x28 mm2 area is attached to that. We originally

specified that the 4 sides of the crystals were to be sanded and wrapped with diffuse reflective

filter paper was done for the original HiRA [41]. This sanding procedure was first developed by

us and described in [42], where it was explained that sanding with a motion that runs parallel to

the long axis of the CsI(Tl) crystal allows for more even diffuse reflection of light and a greater

uniformity of the light collection over the solid angle subtended by the crystal.

The contract specified that Scionix would deliver a test crystals to test their uniformity and

the wrapping. The performance of these test crystals is now described.

2.2.1 CsI Test Crystals

Two CsI(Tl) crystals were sent to us by Scionix for testing purposes. These crystals were used

for determining the light output uniformity of CsI(Tl) crystals produced by Scionix. Along with

determining the quality of the CsI crystals a second use of these test crystals was to test their

proposed wrapping and surface treatments and see how they affected the light output. Two test

crystals were provided by Scionix, of which all critical measurements were preformed on the

second. The basic treatment applied to the crystals was to sand the sides of the crystals and

polish the ends. The crystals were then wrapped (Look up what Scionix used for wrapping) Un-

like the design of our final crystals, the photodiode was directly connected to the back surface

of the crystal without a light guide attached.
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We use a method used for testing both the test crystals and the HiRA10 crystals that was

pioneered for the HiRA array and described in ref. [44]. The purpose of this study was to test the

light output uniformity of CsI(Tl) crystals produced under different conditions. In this earlier

work, CsI(Tl) crystals were scanned with an 241 Am source at MSU and also with different light

charged particle beams at the K500 Cyclotron at Texas A and M. For our testing only a colli-

mated 241 Am source was used because the majority of decays emit a 5.486 MeV alpha particle.

Measuring the peak position of this single energy alpha particle made it easy to determine if

there was a shift in light output across the face of the crystal. Two quantities that are extracted

from the alpha peak positions across the face of the crystals are the relative light output defined

as

µi

µave
(2.1)

and the percent shift defined as

100
(µi −µave )

µave
(2.2)

where µave is simply the average of the light output µi scanned in a given row of points. Both

quantities are ways of quantifying how far the light output of a crystal is from its mean light

output. Where the relative light output gives how the value at any one point differs from the av-

erage while the percent shift gives a measure of how much the light output is above or below the

mean. It also allows a direct comparison of the performance of the crystal to the specifications.

For these tests it was specified that the percent shift in light output be +/- 1% over a 9 point

cross scanned over the face of the crystal.

These tests were preformed in a vacuum chamber specially designed for testing the original

HiRA telescopes, this chamber is shown in Fig. 2.1. Two arms within the chamber are attached to

the outside by way of aluminum rods that passed through o-ring vacuum seals. An attachment

on the rod allows for them to be moved back and fourth along the arm by using a threaded rod.

Inside the chamber one of the arms has a holder for the source while the other has a holder

for the HiRA telescopes. Rotating the threaded rod will move the source or the crystal located
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Figure 2.1: Testing Setup Setup used for testing both Scionix test CsI(Tl) crystals and the HiRA10
telescopes. Left: Outside of the testing chamber. Right: Inside of the testing chamber

inside of the chamber in perpendicular directions . This allows for a two dimensional scan of

each crystal with the alpha source. For the test crystal scans a holder which would hold the

test crystal was designed to be inserted into an empty HiRA telescope. Inside of the chamber

a copper braid was attached to the preamp box of the HiRA telescope which touched the side

of the vacuum chamber. This braid was used for cooling the single preamp used during these

tests.

For the rectangular crystal a grid was scanned over the surface with a spot size of 3 mm

and the distance between adjacent points was 1 cm. The scanning pattern and relative light

output measured by Scionix are shown in figure 2.3, while the scanning pattern used at MSU

is shown in figure 2.4. The only difference between the two patterns is in the labeling, where

the MSU measurement color codes the points for different rows that were scanned over the

crystals surface. Figure 2.2 shows that after scanning the crystal it was found that even though

the results were within specifications the fact that the points are all so spread out could indicate

non-uniform light collection.
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Figure 2.2: Rectangular Test Crystal Initial Scan Left: Percent Shift. The scan point in the x
direction is shown on the x axis while the different color points show the scan positions in the y
direction. Right: Relative Light output

To investigate this permission was given to us by Scionix to unwrap the crystal where we

found the sides had been sanded using far to fine a grit sand paper, being 800 instead of the

400 used in Gong [42]. To correct for this the sides were resanded and by a simple miscommu-

nication 240 grit paper was used instead of the 400 prescribed by Gong. However, it was found

that actually using the more coarse grit caused the crystals to preform better than what was

seen in Gong. Therefore for the actual HiRA10 crystals 240 grit paper was used, figure 2.5 shows

the scan results after resanding the test crystal. Comparing figures 2.2 to 2.5 it can be seen that

the spread has decreased significantly. With only a slight downward slope visible in the relative

light output over the different scan points. This downward trend would seem to indicate a slight

temperature drift over the coarse of the measurements.

2.2.2 HiRA10 Testing

All of the HiRA10 CsI(Tl) were tested upon delivery from Scionix to determine the light out-

put uniformity across the entry face of the crystals. Once again an 241 Am source was used for
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Figure 2.3: Scionix test Crystal Results Left: Scanning pattern that Scionix used for their testing
of the rectangular test cyrstal. Right: Relative light output from the Scionix tests.

Figure 2.4: Rectangular Test Crystal Scanning Pattern MSU

the testing. The acceptance criteria for the crystals was set to be +/- 1% shift in light output

across the face of the crystal in a 9 point scan pattern shown in figure 2.6. In our tests however

a much finer scanning pattern was used, a grid of 8 points over the face of the crystal. For some

crystals, the light output non-uniformity was exceeded near the edge of the crystal, but these

non-uniformities were outside of the region specified in the contract. For testing the HiRA10

CsI(Tl) crystals Scionix scanned a 9 point cross pattern across the surface of the crystal shown

in figure 2.6.

The same vacuum chamber was used for testing the HiRA10 detectors as was used for testing
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Figure 2.5: Rectangular Test Crystal Results Left: Percent Shift. The scan point in the x direction
is shown on the x axis while the different color points show the scan positions in the y direction.
Right: Relative Light Output

Figure 2.6: HiRA10 Scionix Scan Pattern
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the test crystals. To reduce the scanning time, the position was varied by use of a stepper motor

which was computer controlled via a Galil DMC-4342 controller. This controller controlled two

stepper motors, and turned them on and off. The CsI crystals were scanned in a grid pattern by

independently moving the telescope and source. 16 points were scanned over each crystal, in

a 8x8 rectangular grid was scanned with each point spaced from one another by 2.5 mm. The

center of each telescope could be determined to within 1 mm by scanning in the x and y direc-

tions until the signal disappeared. The locations halfway between where the signal disappears

in x and y gives an estimate of the center of the telescope. Once the center of the crystal is found

it is easy to determine a corner from which to start the scanning. Limit switches were imple-

mented into the system to make sure that if the source or telescope ever goes above or below a

set distance then the system kills the run and returns the telescope to its home position. This

fail safe makes it so that a situation where a telescope would runs into the side of the chamber

cannot occur.

Another important part of the testing setup was cooling the different components of the

system. The preamplifiers (or preamps) inside of the telescopes heat up while under vacuum.

As they heat up, the gain of the preamps will decrease causing a downward shift in the channel

number of the center of the peak. Normally, the HiRA10 will be cooled using chilled water, but

due to space constraints inside of the test chamber and to avoid water leaks, we decided not

to use water cooling. Instead a copper braid was attached to the outside of the preamp box

and attached to the lid of the chamber, this turned the entire chamber into a giant heat sink.

The other component of the test setup that needed to be cooled were the stepper motors. Air

cooling was also employed to cool the stepper motors which stall if they get hot. To prevent this,

fans were attached to the arms of the chamber to blow air over the motors to cool them.

The procedure for scanning the telescopes was to first place the telescope onto the telescope

holder inside of the vacuum chamber and attach the cooling braid to the telescope. Pump the

chamber down to a pressure of 10-5 torr. After this the preamp boards are turned on and an

hour is given to allow the temperature of the preamp boards to reach equilibrium, the run is
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Figure 2.7: HiRA10 MSU Scan Pattern Scanning pattern used for testing the HiRA10 telescopes.
The distance between the points is each 2.5 mm. The hashed out region shows where a portion
of the HiRA10 detector frame covers the crystals.

then started. A tcl scrip was written to initialize the grid size to be ran, run number, time of each

run and the dead time between runs so as to allow the telescope to move to the next position.

The tcl script then goes to a C++ script that is used to bridge between the tcl code and the Galil

motion controller script. The telescope and source would then move to the home position and

the run would begin. In a single run 256 points were scanned over the surface of the CsI.

Pulser runs were preformed after the scanning to find the zero point pedestal for each crys-

tal. This was done by ramping the pulser from 0.01V to 0.08V, the ramp would give a comb tooth

pattern, from which the means of the peaks would be found. From there the values of those

means would be fit with a straight line. The y-intercept of this fit would then give us the offset

from zero for each crystal. Across telescopes the corresponding crystals in each telescope had
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Figure 2.8: Percent Shift Telescope 5 Each panel shows the percent shift for points scanned over
the face of the HiRA10 telescope. The X-axis is in terms of points scanned along the X-axis with
an 241 Am source while rows indicated by different colors of the points taken along the Y-Axis.
In terms of distance each point is spaced 2.5 mm from one another.

very similar offsets, this is because the value of the offset comes from the ADC so corresponding

channels between telescopes would be very similar.

Figures 2.8 2.9 and 2.10 show the percent shift for the scans of three telescopes. Results in-

dicate that most of the points measured are within specifications, though it was noticed that

during the runs there was a time dependent spread in the percent shift for most crystals. This

spread was attributed to an increase in temperature of the system. To show the increase in tem-

perature a thermo-couple was attached to the telescope after waiting an hour for the tempera-

ture to equilibrate the temperature was taken every several minutes for the length of a normal

run. Fig. 2.11 shows the temperature as a function of time, from this it is clear that the temper-

ature never came to equilibrium, actually increasing by around 5C over the coarse of the run.

An increase in temperature will cause a drift in the position of the alpha peak towards lower
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Figure 2.9: Percent Shift Telescope 7 Each panel shows the percent shift for points scanned over
the face of the HiRA10 telescope. The X-axis is in terms of points scanned along the X-axis with
an 241 Am source while rows indicated by different colors of the points taken along the Y-Axis.
In terms of distance each point is spaced 2.5 mm from one another.

channel numbers. An additional set of runs were taken using a single telescope to extract a

correction factor for the percent shift. For this test a spot at the center of each of the four crystals

within the telescope was scanned in a counterclockwise pattern. After a single circuit the time

and temperature were recorded. Measuring the same points over the coarse of the run allows for

the percent shift to be determined as a function of temperature (Fig. 2.12) and more importantly

as a function of time (Fig. 2.13). Fitting figure 2.13 with a straight line a correction is made to

the percent shift of every point since the time at which each point is taken is known.

After this correction was made points taken at the beginning of the scan were shifted down

and those taken at the end were shifted up. This helps to compress the percent shift into a

more narrow range of values centered around 0. Fig. 2.14 shows the percent shift in telescope 7

after the temperature correction has been applied. After all of the scanning was complete it was

determined that even before the temperature correction all of the crystals preformed within our
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Figure 2.10: Percent Shift Telescope 13 Each panel shows the percent shift for points scanned
over the face of the HiRA10 telescope. The X-axis is in terms of points scanned along the X-axis
with an 241 Am source while rows indicated by different colors of the points taken along the
Y-Axis. In terms of distance each point is spaced 2.5 mm from one another.

specifications. Fig. 2.15 shows the percent shift for all points measured in this study and places

them in a histogram. The dashed lines show the boundary for our acceptance criteria, from this

it is clear that the vast majority of measured points lie withing the boundaries of our criteria.

Therefore the HiRA10 CsI(Tl) were determined to preform within our specifications.

2.2.3 Gamma Source Scan

When we performed the calibrations of the CsI(Tl) detectors, we observed that the light output

of the of the HiRA10 CsI(Tl) crystals illuminated with an alpha source is useful for determining

the existence of any thallium doping gradient across the surface of the crystals. This test is lim-

ited however by the penetrating power of the alpha particles emitted by the 241 Am source, only

being able to penetrate the crystal to a depth of about 29 um (LISE). To be able to determine if
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Figure 2.11: Preamplifier Temperature The temperature of the HiRA10 preamps over the
course of a scanning run. The temperature steadily increases over the entire run. This implies
that the cooling that was implemented in the system was ineffective

Figure 2.12: Percent Shift in light output for a single telescope Each panel shows how the per-
cent shift in light output changes with increasing preamp temperature. As the temperature of
the preamps increases their gain in turn decreases.
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Figure 2.13: Time vs Per Shift Using the previous figures it is possible to get the percent shift as
a function of time. Fitting this with a straight line gives a correction to the telescope scan data.

any gradient exists in the longitudinal direction of the crystal a 137C s gamma source was used

to probe for any light output shift along the length of the crystal. For a direct comparison to

the previous testing a 241 Am source would have been ideal to use, however when received the

crystals were wrapped together in a pack and attached to a backing aluminum frame by way

of a circuit board. So to be able to perform this test the crystals would have had to be removed

from the telescopes and disassembled, this process could easily cause the crystals to be dam-

aged. Another problem with using the 241 Am source for scanning the longitudinal direction of

the crystals is the fact that the sides of the are sanded leading to a nonuniform surface for the

alpha particle to enter the crystal, this nonuniform surface could skew the results of the test-

ing. Therefore to avoid these complications a gamma source was chosen instead since it easily

penetrates the aluminum can deposit its full energy into the crystals.

The gamma source was collimated such that it would only illuminate a centimeter wide

band in the perpendicular direction across the HiRA10 detector, Fig. 2.16 shows the setup used

for the gamma scanning. Measurements were taken in one centimeter intervals along the crys-

tal where z=0 is defined to be at the entrance window and z=10 cm is defined to be the end near

the photodiode. Fig. 2.17 shows how the light output changes in terms of ADC channel. What

this figure shows is that over the length of the crystal the light emitted by the crystal actually de-
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Figure 2.14: Percent Shift The four panels show the percent shift in light output in telescope 7
after temperature corrections have been applied.
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Figure 2.15: Percent Shift Percent shift for all points in all telescopes. It can be seen from this fig-
ure that nearly every point lies within the +/- 1.5 percent shift that was specified for the HiRA10
crystals.
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Figure 2.16: Gamma Test Setup Left: Gamma source collimator setup. Right: HiRA10 in gamma
testing setup. The telescope is placed on top of the collimator. The note card beneath the tele-
scope has been marked such that then one of the delineation on the card is lined up with the
edge of gap in the collimator a 1 cm wide section of the CsI(Tl) crystals is illuminated with the
gamma source.

creases, indicating a decrease in the thallium doping and light output with z. This is useful for

confirming the doping gradient that has been inferred from the charged particle calibrations

discussed in the next chapter. Unfortunately this test simply shows the direction of the thal-

lium gradient. It does not provide an accurate light output correction for the energy signal from

charged particles in the detector since the light response in CsI(Tl) to thallium doping gradients

is different for gammas and charged particles. This could be addressed by a future experiment

at another accelerator facility in which proton and alpha beams are injected into the crystal

from the side.
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Figure 2.17: Longitudinal Energy Shift Light output for a HiRA10 telescope when scanned along
the longitudinal direction with a 137Cs source. Though not leading directly to a quantative cor-
rection to the response of the CsI(Tl) crystals to charged particles it shows how the the thallium
gradient varies along the length of the HiRA10 crystals. This figure was taken from [45]
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CHAPTER 3

EXPERIMENTAL SETUP

3.1 General Overview

For this experiment all permutations of 48,40C a beams at 56 and 140 MeV with 124,112Sn and

64,58Ni targets were studied. These different systems exhibit a wide range of mass asymmetry,

making their comparison useful for probing the symmetry energy. Seven different detector sys-

tems were utilized during this experiment. The HiRA10 array was used for detecting charged

particles emitted from collisions. The Large Area Neutron Array (LANA) was used for detect-

ing free neutrons emitted from the reaction. The Washington University Microball was used for

placing multiplicity cuts on the charged particles for the purpose of determining the centrality

of a collision. A neutron veto wall placed in front of LANA was used to remove charged particles

from the neutron spectra. A forward array was used for measuring the start time for time of flight

measurements to the neutron wall. Finally a piece of plastic scintillator placed downstream of

the Microball was used for beam rate determination.

3.2 HiRA10

The HiRA10 is an array of 12 energy loss telescopes that can outfitted with various silicon

energy loss (dE) detectors. For this experiment each telescope contained a 1.5 mm thick 32x32

Double Sided silicon Strip Detector (DSSSD) backed by a pack of four 10 cm long CsI(Tl) crys-

tals. Depending on the needs of the present experiment the HiRA10 telescopes can be rear-

ranged into different geometries. The HiRA10 was a new detector array developed specifically

for this experiment. The first component of the HiRA10 is the 1.5 mm DSSSD. Each DSSSD used

in this experiment had 32 1.95 mm wide front and 32 1.95 mm wide back strips perpendicular

to each other, allowing for the position of a particle entering the detector to be measured. The

silicon detectors used in the HiRA10 Array are the same that were used in its predecessor, the
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Figure 3.1: HiRA10 Telescope Left: HiRA10 mechanical drawing. Right HiRA10 Telescope pic-
ture. Discoloration to the can comes from the basic nature of the cleaning detergent used to
clean the parts. (If you use a basic cleaner (ph >9), aluminum parts may acquire dark brown
and black splotchy marks. For aluminum parts a neutral cleaner with ph 7 is needed.)

HiRA Array [41]. Details on the testing and performance of the silicon detectors can be found in

[41] and [46]. Behind the DSSSD is a pack of four 10 cm long CsI(Tl) crystals. These crystals are

used to measure the remaining energy or E of a particle which has passed through dE detector.

Each of the four crystals are tapered being 35x35 mm at the front to 44.6x44.6 mm at the back.

The tapering of the crystals allows for constant angular coverage throughout the length of the

crystals. At 10 cm the HiRA10 crystals can detect protons, deuterons and tritons up to 198, 263

and 312 MeV respectively. Heavier clusters such a helium or lithium isotopes were all found to

stop in the CsI before punch-through, even for the 140 MeV/A runs. The front strips had their
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long dimensions in vertical direction (providing the x position), and the back strips had their

long dimensions in the horizontal direction (providing the y position) for the charged particle

traversing this detector. Pictures of both the mechanical drawing and telescope of the HiRA10

can be seen in Fig. 3.1

Each crystal had its beam parallel sides sanded using a 240 grit sand paper. An acrylic light

guide was attached to the back of each crystal using RTV optical cement, using the same optical

cement a Hamamatsu Photodiode was then attached to the back of the light guide. The exposed

surface of the light guide was then painted using a titanium oxide based paint for the purpose of

light collection. Each crystal was then wrapped in a cellulose membrane before creating packs

of four crystals, the crystal packs were held together using silver tape. Finally a layer of mylar

foil was placed in front of the crystals. All of these treatments are done so as to optimize the

light collection in the photodiodes [42] [43] [44].

All 12 HiRA10 telescopes were used in this experiment, being arranged into 3 towers of four

telescopes, with each telescope being set at 30 cm from the target. The towers were placed be-

tween 27-75 degrees right of the beam line to correspond with the same angular coverage as that

of the neutron walls. The three towers were placed on a rotating plate that allowed for precise

angular positioning of the array using the standard laser alignment system at the NSCL.

In this experiment the purpose of the HiRA10 is to measure the position, energy and species

of charged particles coming from the reaction. Plotting the dE from the silicon detector against

the E deposited in the CsI(Tl) will produce lines for different particle species based on their

mass and charge as described by the Bethe equation [45]. This allows for particle identification

and energy determination of particles incident on the detector.

34



Figure 3.2: HiRA10 Array Left: Top shows the position of the HiRA10 arrays position inside of
the chamber. Bottom shows the complete HiRA10 array. Right: Angular coverage map of the
HiRA10.

3.3 Microball

The Washington University "reactions" Microball is a 4π light-charged particle detector. It

consists of 95 CsI(Tl) crystals separated into 9 rings. Each containing between 6 and 14 trape-

zoidal CsI(Tl) crystals.(There is also a nuclear structure Microball used in measurements with γ

ray arrays that has a somewhat different geometry.) With the rings at the center of the detector

having more CsI(Tl) crystals than those on the ends, giving the Microball an oblong shape. Each

crystal has a plastic light guide attached to the back of it using Bicron BC-600 epoxy. A photodi-

ode is then attached to the back of the light guide using RTV optical cement. Each ring is made

of a hard plastic which attach to an aluminum rail. The Microball was placed on an aluminum

plate in the center of the scattering chamber. More in-depth information about the Microball

including the ring structure, crystal geometry and general performance can be found in [47].

For this experiment adjustments had to be made to the Microball rings. Ring 6 was removed
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Figure 3.3: Microball

to make space for the target ladder, which was positioned in the center of the detector. Rings 1

and 9 were also removed from the ends of the detector. So as not to shadow the HiRA10 array

CsI crystals, additional Microball scintillators had to be removed from rings 3, 4 and 5 to create

a window in the Microball. After the experiment had ended it was found that the Microball

had still caused some minimal shadowing of the HiRA10 array for the most forward angles.

This is somewhat unavoidable because this latter shadowing is influenced by the location and

dimensions of the beam spot on the target.

For the purpose of this experiment the Microball was primarily used as a multiplicity

counter of charged particles for determining the centrality of collisions. Since the average

charged particle multiplicity in the Microball decreases monotonically with impact parameter,

we can use the Microball multiplicity to gate on the impact parameter of each reaction. Events

that have a low multiplicity in the Microball will correspond to a large impact parameter while
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events that have a high multiplicity will correspond to a small impact parameter. From the

cross section values for different Microball multiplicities, we can obtain a measure for the

impact parameter of each event. This is discussed in the following section [40] [48] [49].

3.3.1 Downstream Scintillator

The purpose of the Microball in this experiment was for setting gates on the impact parameter

for the measured events. This utilized the fact that the mean multiplicity decreases monoton-

ically with impact parameter. To be able to determine the cross section, and the impact pa-

rameter, an additional detector is needed that can count the number of beam particles passing

through the target. This is done with the DownStream Scintillator (DSS).

The DSS consisted of a thin square piece of plastic scintillator attached to a photomultiplier

tube via optical grease and was placed downstream of the Microball. Due the high intensity of

the beam the DSS was only used during reduced beam intensity runs called ramping runs dur-

ing which we determined the cross section for various Microball multiplicities. Ramping runs

were measured for all beams, targets and energies. During these runs the beam intensity, Mi-

croball multiplicity threshold, and reaction targets were varied and runs were performed with

both the DSS in and out of the beam. Runs with the DSS in the beam line were used for beam

counting while those with DSS out allowed for a determination of the backscattering into the

Microball of particles produced in reactions of the beam with the the DSS. Runs that had no

target were also used for determining a general background due to cosmic rays traversing the

Microball.

3.4 Neutron Walls

The Large Area Neutron Array or LANA consists of a pair of neutron detecting walls. Each

wall contains 25 pyrex bars filled with Xylene liquid scintillator. These bars are stacked horizon-

tally on top of one another within the wall. The ends of each 2 meter long bar tapers to a 3" di-

ameter circular endcap to which a 3" diameter Philips Photonics XP4312D/04 photomultiplier
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tube is attached. For the purpose of this experiment the walls were running in a stacked con-

figuration with one wall behind the other which should help improve the detection efficiency

of the walls at the cost of giving up some angular coverage. Unless they are being serviced, the

bars are mounted within a light tight aluminum box. More information about the LANA neu-

tron walls can be found in [50]. One of the neutron walls is shown in Fig. 3.4 with the cover to the

light tight box removed. One thing that should be noted is that due to the age of the detectors

some of the scintillator had leaked out over time meaning several of the bars had air bubbles in

them which can decrease the efficiency of the detector. The performance of the bars had also

deteriorated due to gas (probably Oxygen) contamination,leading to a shorter light attenuation

length of the order of a meter.

Liquid scintillator was chosen for the wall because of its pulse shape properties. For an ion-

izing particle in the bar the pulse created will be composed of two parts. A fast part which has

a quick rise in the signal and a slow part which is seen as a long tail. For different particle types

the ratio of the fast and slow components of the signal will be different. What this means is that

for two different particles that enter the wall that deposit the same amount of energy the ratio

of the peak to tail in the signal will be different. This method is used for separating the gammas

from the neutrons in the energy spectrum [51]. To be able to estimate the base level of back-

ground for a subset of runs four shadow bars are placed in front of the neutron walls. These are

three dimensional trapezoidal brass bars. When they are set at the correct distance, the long

dimension of the shadow bar points towards the target and there will be 4 sides that are nearly

perpendicular to the neutron flight path. If neutron enters the near end of the bar, its trajectory

is on a path to go through the entire length of the bar. If they miss the front end of the bar, they

will miss the bar completely. Neutrons that enter the bar, however, have nearly a 100% proba-

bility of suffering a nuclear reaction and will be scattered elsewhere. So the neutrons that are

measured behind the shadow bar must have originate from a reaction of a neutron or a gamma

ray with the floor, the beam dump or some other massive object. These contributions behind

the shadow bar represent a background should be subtracted from the neutron data without
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Figure 3.4: Neutron Wall Single LANA neutron wall with the light tight front cover off. The glow
of the bars comes from a black light illuminating the detector. Standing next to the wall is Zhu
Kuan.
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shadow bars. By comparing the shadowed region for runs with and without the shadow one ob-

tains a good estimate of this background across the area of the detector. More information on

the neutron walls and their analysis can be found in the thesis of Zhu Kuan [52].

3.4.1 Charged-Particle Veto Wall

One problem with the LANA neutron walls comes from contamination of the neutron spectra

with charged particles. The neutron walls do not directly measure neutrons. Instead they mea-

sure charged particles that are produced inside the scintillator by the interactions of neutrons

with the scintillator fluid. A big contribution comes from the recoil of hydrogen nuclei (protons)

that are part of the chemical makeup of the NE213 scintillator fluid and are elastically scattered

by the incident neutrons. Other charge particles come from the reactions of incident neutrons

with carbon in the fluid. Thus, it should not be surprising that the neutrons will also register

the signals of charged particles that are produced in the reaction target and go directly into the

neutron walls.

In previous experiments different designs were used for detectors that would intercept these

charged particles and veto their interactions with neutron walls. However these designs were in

general used small scintillator paddles that were placed close to the target in an attempt to

shadow the neutron walls. The problem with this idea was that charged particles can scatter in

the chamber wall or the veto detectors hit a different part of the neutron wall than expected so

it difficult to correlate the veto signal with a particular interaction in the neutron walls.

To correct for this problem a charged particle Veto Wall was constructed by Western Michi-

gan University for the purpose of this experiment Fig. 3.5 This Veto Wall consists of 25 thin

plastic scintillator bars each 1 cm thick and 2.5 meters long. Each bar was slightly overlapped

by its neighboring bars to remove all gaps in the wall. On the end of each of the bars is a Photon-

ics XP3462 PMT. Unlike in the previous experiment where the charged particle veto was placed

close to the reaction center the veto wall placed directly in front of the Neutron Walls. This has

the advantage of complete coverage of the entire neutron wall. For these thin bars the probabil-
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Figure 3.5: Western Michigan University Neutron Veto Wall This figure shows the Veto Wall set
up in front of the LANA neutron wall stack.
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ity of detecting a neutron is relatively low while all charged particles will interact with the bars.

Therefore there is a strong spatial correlation between these charge particle interactions with

the Veto Wall and its subsequent interaction with the neutron wall, enabling the clean removal

of charged particles from the neutron wall spectrum. More information on the construction

and analysis of the Veto Wall can be found in the thesis of Zhu Kuan [52].

3.4.2 Forward Array

The Forward Array is an annular detector made up of 18 thin plastic scintillator wedges Fig. 3.6.

Attached to each scintillator wedge is a small photomultiplier tube for light collection. The

wedges are attached to a 3D printed plastic disk. Part of the disk is cut out to allow for mounting

of the Forward Array downstream of the Microball. The array was placed directly downstream

of the Microball.

To measure the energy of neutrons the time of flight of particles from the reaction center to

the neutron wall needs to be known. In this experiment the Forward Array is used as the start

timer while the Neutron Wall is used for the stop timer. The start time is not triggered by neu-

trons hitting the Forward Array. Instead, the Forward Array is triggered by charged particles that

come out of the reaction target. Since the Forward Array is placed close to the target, many beam

velocity particles are produced in the target and go to the forward array. The variations in the

flight times for these particles between the target and the veto wall is well below a nanosecond,

enabling the neutron flight time to be measured with a resolution of the order of nanosecond.
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Figure 3.6: Forward Array

3.5 Setup

Inside of the S2 vault scattering chamber the Microball, Forward array and DSS were cen-

tered on the beamline. While the HiRA10 array was placed on the right side of the beamline

covering an angular range of 27-75 degrees in theta and 30 cm away from the target. On the

outside of the chamber the Veto Wall backed by the two Neutron walls were placed beam left

and downstream of the S2 scattering chamber at an angle centered 39.37 degrees off of the

beam line. The two neutron walls and the veto wall are stacked together such that the veto wall

sits 393.3 cm from the target and the two neutron walls sit 441.6 and 517.5 cm from the tar-

get. The angular coverage of all detectors is shown in Fig. 3.7 while a picture of the entire setup

is shown in Fig. 3.10. The positions of the detectors were measured in two different ways. For

the neutron walls, veto wall and S2 scattering chamber a laser measurement system was used.
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Figure 3.7: Coverage Map Theta-Phi Coverage for all detector systems. Red shows the coverage
of the Microball, green the coverage of the forward array, light purple the coverage of the LANA
neutron walls and dark blue the coverage of the HiRA10 detectors.

This system measures the relative positions of objects in the laboratory using a global reference

frame created with in the laboratory itself. For the detectors within the S2 scattering chamber

the Romer arm measurement system was used. This system uses an arm like device to measure

the positions of points on a detector by simply touching the probe at the end of the arm to the

place that is to be measured. For the HiRA10 four dimples on the frame of the silicon detector

act as reference points for these measurements. Pictures showing the inside of the scattering

chamber are shown in Figures 3.9 and 3.8. Figure 3.8 shows the opening window on the side of

the Microball.

The logic diagram for the master trigger is shown in figure 3.11. During both experiments

44



Figure 3.8: Setup for NSCL Experiments 14030 and 15190 Microball (To the left) and Forward
array (To the right) setup inside of the S2 vault scattering chamber.

Figure 3.9: Setup for NSCL Experiments 14030 and 15190 Microball, Forward array and HiRA10
array setup inside of the S2 vault scattering chamber.

several different trigger conditions were implemented. The most commonly used were a coin-

cidence between the HiRA10 and the Microball or the Neutron walls and the Microball. For the

Microball the trigger usually required that at least three crystals had fired.
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Figure 3.10: Setup for NSCL Experiments 14030 and 15190 Foreground: The inside of the scat-
tering chamber is shown with the HiRA10, Microball and Forward Array. Background: The alu-
minum rectangle directly behind the scattering chamber is the shadow bar holder. Directly be-
hind that is the veto wall (Black) and behind that the outline of the first neutron wall can be
seen.
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Figure 3.11: Experiments 14030 and 15190 Master Trigger
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CHAPTER 4

CALIBRATIONS

4.1 Impact Parameter Extraction

Nucleons emitted in central collisions will more strongly reflect the density dependence of

the symmetry energy than those emitted in peripheral collisions. Therefore it is important to

be able to obtain an estimate on the impact parameter in the collision events being studied.

The multiplicity of an event is defined to be the number of charged particles detected in the

microball in that event. The impact parameter of an event can be extracted using the simple

concept that if two nuclei collide and they have a large impact parameter then the blow will

be glancing and very few light charge particles will be knocked loose and the multiplicity of

charged particles detected in the microball will be small. On the other hand if the impact pa-

rameter is small, the collision will be more violent sending out a larger multiplicities of light

charged particles and fragments. This means is that the impact parameter of an event can be

directly related to the charged particle multiplicity Nc detected in the microball. Fig. 4.1 shows

a cartoon illustrating how the impact parameter can be related to the multiplicity.

Several assumptions are made when extracting the impact parameter. The first is that the av-

erage charged particle multiplicity at a given impact parameter decreases monotonically with

the impact parameter. This reasonable assumption is supported by most transport theoretical

calculations. However most calculations generally overestimate the charged particle multiplic-

ity because most calculations assume most of the energy is taken away by nucleon emission. At

the bombarding energies explored in this dissertation, much of the energy is removed by emit-

ting clusters such as alpha particles and intermediate mass fragments, each of which counts

as just one particle. This means that there are multiple ways that the nuclear system can disas-

semble. Reflecting these possible outcomes, the multiplicity of charged particles at each impact

parameter will fluctuate about the average value for that impact parameter. Using the strong de-
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Figure 4.1: Impact Parameter Cartoon Top: Effect of a large impact parameter on the multiplic-
ity of an event. Bottom: Effect of a small impact parameter on the multiplicity of an event.

pendence of the average charged particle multiplicity on impact parameter, one can nonethe-

less still preferentially select impact parameter by gates on the multiplicity. We need, however,

a relation between the mean multiplicity and the impact parameter. To do this, we neglect the

fluctuation of the multiplicity at fixed impact parameter. We then determine the cross section,

σ(Nc ) for events with a multiplicity of Nc or greater and we define the maximum impact pa-

rameter b(Nc ) for such events by the geometric relationship σ(Nc ) = πb(Nc )2. Fig. 4.2 shows a

cartoon representation of how σ(Nc ) is related to b(Nc )and to the multiplicity. Each concentric

ring represents the cross sectional area corresponding to having events with charged particle

multiplicities σ(Nc ) greater than some set value Nc . The total number of events in a ring di-

vided by the total number of events gives the probability of an event having a specific impact

parameter, written as an equation [40] [49] [48] [53] [25].

P (Nc ) = N (Nc )∑∞
Nc (bmax ) N (Nc )

(4.1)

Where bmax is the largest impact parameter considered for analysis. For this dissertation work,
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we measured events with Nc > 4. This choice of Nc corresponds to a choice of this bmax that will

be explained in detail. From here Equation 4.1 can be related to the cross section. Sinceσ(Nc ) =
πb(Nc )2 and the target thickness dictates the probability that a beam particle will result in an

event with multiplicity greater than or equal to Nc , we can measure relationship between Nc

and b(Nc ). The assumption that the impact parameter varies monotonically with multiplicity

leads to the following expression:

σ(x) =σ(Nc,mi n)
P (Nc & x)

P (Nc & Nc,mi n)
(4.2)

Using the fact that σ(x) =πb(x) means b(Nc ) can be related to Equation 4.2. By taking the ratio

of b(Nc ) to some chosen bmax will then change the proportionality of Equation 4.2 to equality

and produce the following:

b̂ = b(Nc )

bmax
=

√∑∞
Nc

P (Nc )√∑∞
Nc (bmax ) P (Nc )

(4.3)

Where b̂ is known as the reduced impact parameter. The reduced impact parameter can be

useful as a comparison for different reaction systems, especially those of different sizes.

The final step for extracting the impact parameter is finding bmax . This can be done simply

however by using the classic definition of cross section being the number of events per some

given area divided by the total number of beam particles:

σ(Nc & xmi n) = N (Nc & xmi n)

Nbeam ˆNt ar g et
(4.4)

Where Nbeam is the total number of beam particles and ˆNt ar g et the areal density of the target.

If ˆNt ar g et is given in units of target nuclei/cm2, the cross section will be in units of cm2. Then,

bmax can then be calculated using:

bmax =
√
σ(Nc & xmi n)

π
(4.5)

With bmax Equation 4.3 can be used to calculate the impact parameter of an event given the

events multiplicity.
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Figure 4.2: Cross Section Cartoon Cartoon showing the relation between the impact parameter
and multiplicity. Each ring can correspond to a chosen bmax where once chosen rings of lesser
Nc are excluded from the analysis. Once a bmax has been chosen then the cross section can be
extracted by summing over all events with a multiplicity equal to or greater than the multiplicity
of the corresponding bmax .

This procedure neglects the role of multiplicity fluctuations at fixed impact parameter. Mul-

tiplicity fluctuations introduce uncertainties that can presently only be assessed theoretically

within the context of a transport theoretical approach. Such fluctuations are relevant to this

dissertation to the extent that the shape of the single and double ratios of neutron and pro-

ton spectra at large transverse momenta depend very strongly on impact parameter. Previous

studies by Youngs [48], however, indicate that this impact parameter dependence is not very

strong.

The rest of this section will be discussing the process used for extracting the impact param-

eters. Impact parameters for different beam/target combinations were extracted from a set of
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Figure 4.3: Ramping Run Setup This figure shows a cartoon representation of the ramping run
setup within the S2 scattering chamber. The beam travels from left to right where it first enters
the Microball before hitting the target. (The Microball has openings through the beam passes.)
After exiting the Microball it hits the downstream scintillator.

reduced beam intensity runs in which the beam intensity its ramped up and down. An illustra-

tion of the setup used for these ramping runs is shown in Fig. 4.3. The multiplicity is measured

using the Wash U Microball and a plastic scintillator paddle downstream (DSS) of the Microball

is used to measure the beam intensity. In these ramping runs, the multiplicity of particles emit-

ted from the reaction center by simply counting the number of CsI crystals with charged particle

signals (hits) during an event, this gives us our Nc discussed above. In each ramping run, the

DSS is used to count the number of beam particles during that ramping run; both Microball hits

and beam event totals will be used for extracting the values of bmax for the different reaction

systems. Reduced beam intensities of less than 106 particles/s are required for extracting the

impact parameter. Under normal running conditioned with beam rates in excess of 106 parti-

cles/s, the count rate could not be accurately measured, and the DSS would quickly burn out

due to the high beam rates.

Ramping runs were performed for all combinations of beam particle, energy and targets.

Also, additional runs were preformed with DSS in/out and runs with a blank target. These addi-

tional runs were used for the purpose of background subtraction from the multiplicity spectra

which can be contaminated by background radiation from radioactivity and cosmic rays. Runs
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with the DSS in and target out are used to determine the background that comes from back

scattering off the DSS into the Microball. We use runs with the DSS out and the blank target in

are used to determine the level of general background radiationt that can trigger the Microball

for the runs. Since all runs were the same duration this general background can be subtracted

from all the runs. It should be noted however that the background is of no consequence in the

actual analysis since it is only present in events with multiplicity less than or equal to 3. In the

general analysis a higher multiplicity threshold is placed on the data.

The multiplicity for the ramping runs are extracted from the Microball’s Fast/Slow spectra.

Two cuts are made on these spectra, one that encompasses most of the data and another around

the noise signal that appear at low channels. This noise cut is then subtracted from the data and

the spectra is then used to extract the multiplicity for events.

During the ramping runs two different multiplicity triggers were used, one was set on their

being at least 1 event in the Microball and the other being at least 3 events in the Microball.

There multiplicity trigger is on amplitude of an electronic signal and the multiplicity numbers

used in the impact parameter selection results from a gate on the integrated signal. Due to noise

and fluctuations variations in signal shape, the trigger may selected events in which the corre-

sponding integrated signals do not fall in the gates we set on the spectra. Consequently, the

multiplicity 3 trigger can still register some events that the integrated signals in the data register

as being below multiplicity 3. Also, it can be that the discriminator may not fire on a multiplicity

3 event because of time jitter in the discriminator signals precludes the overlap of the 3 logic sig-

nals from the 3 scintillators being hit. So to choose a multiplicity cut the normalized multiplicity

1 and 3 runs are compared to one another. A cut is then chosen based on where the multiplicity

spectra sufficiently match one another. Fig. 4.4 shows the normalized multiplicity spectra for

the 124Sn systems at both 56 and 140 MeV/A. In this figure the red points show the multiplic-

ity spectra using the multiplicity 1 trigger and the blue showing with the multiplicity 3 trigger.

Comparing the multiplicity 1 and 3 spectra it can be seen that they match fairly well for events

with multiplicities higher than 3. A cut was placed at multiplicity 5 for the purpose of impact
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Figure 4.4: Normalized Multiplicity Spectra for 124Sn Systems This figure shows the multiplic-
ity distributions for the 124Sn target and both 48,40C a beams at 56 and 140 MeV/A as indicated
in the upper center of each panel. N (Nc ) is corrected for electronics dead time and corrected
for several background effects, after which it is normalized by counts in the DSS.

parameter determination, since by this point the multiplicity 1 and 3 data match sufficiently

well. It should be noted however that for the 56 MeV/A data fluctuations still exist in the spectra

after the multiplicity cut, to account for this the average N(Nc ) for the multiplicity 1 and 3 data

was taken. This helped to remove the roughness in these curves for events below multiplicity

10. We note that in calculating bmax , we need to make a correction to the total number of beam

particles in the DSS to account for the electronic dead time of the system. To this, we computed

the electronic dead time using the observed signal generation times in the electronics.

Using the normalized multiplicity spectra: cross sections, impact parameters and reduced

impact parameters were extracted for all systems. Tables 4.1 and 4.2 show the values of bmax
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Beam Target: 48C a Target: 40C a
124Sn 8.1 fm 8.2 fm
112Sn 8.3 fm 8.4 fm
64Ni 7 fm 6.9 fm
58Ni 6* fm 6.8 fm

Table 4.1: bmax 140 MeV/A Beams bmax for 140 MeV/A calcium beams with a multiplicity
threshold set at 5 hits in the Microball.

Beam Target: 48C a Target: 40C a
124Sn 8.4 fm 8.6 fm
112Sn 8.7 fm 9 fm
64Ni 7.2 fm 7.2 fm
58Ni 6.9 fm 7.2 fm

Table 4.2: bmax 56 MeV/A Beams bmax for 140 MeV/A calcium beams with a multiplicity
threshold set at 5 hits in the Microball.

for all reaction systems. Fig. 4.5 and Fig. 4.6 show the correlation between Nc and the impact

parameter for all systems, Fig. 4.7 and Fig. 4.8 the reduced impact parameters and finally Fig. 4.9

and Fig. 4.10 the cross sections. In all of the figures the leftmost panel shows the 56 MeV/u data

and the right panel shows the 140 MeV/u data. An interesting observation seen in Fig. 4.5 is that

for systems that are more neutron rich the extracted impact parameters for given values of Nc

are smaller than those of systems that are less neutron rich, such as the 48C a +124 Sn system as

compared to the 48C a +112 Sn system for a given multiplicity. This reflects the increased roles

that neutron emission and cluster emission plays in taking away the excitation energy neutron-

rich systems.

For the 48C a beam on the 58Ni target at 140 MeV it was observed that the bmax for this

system differs from the other nickel systems by around 15%. This is quite large when compared

to all other systems where bmax differs by no more than a couple percent. The reason for the

discrepancy was never discovered, so for this system the impact parameter from the 48C a beam

on the 64Ni target at 140 MeV was used instead.
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Figure 4.5: Impact Parameter for Tin Isotopes

Figure 4.6: Impact Parameter for Nickel Isotopes
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Figure 4.7: Reduced Impact Parameter for Tin Isotopes

Figure 4.8: Reduced Impact Parameter for Nickel Isotopes
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Figure 4.9: Cross Sections for Tin Isotopes

Figure 4.10: Cross Section for Nickel Isotopes
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4.2 HiRA10 Calibrations

The starting point for calibrating the silicon and CsI detectors inside of the HiRA10

telescopes is essentially the same. For calibrating the detectors two pieces of information

are needed. First is a correction for nonlinearities in the amplification of the electronics and

second are energy reference points that allow for the conversion of the raw channel signals into

energies. In the case of the CsI(Tl) detectors a further correction for nonlinearities in the light

output of the detector is made. For both calibrations, electronic nonlinearities are corrected by

applying a fine pulser ramp over the dynamic range of the individual detectors. During these

ramps the pulsing step that occurs at the midpoint of the ramp has twice as many counts as

the rest of the ramping values to provide a reference peak differentiates it from other other

peaks to avoid possible confusion. After ramping the peaks are fit with Gaussian Functions to

obtain the peak centers in terms of channels. Fitting the plotted channels vs voltages gives the

conversion from one to the other and at the same time allows corrections for the nonlinearities

in the electronics to be made.

4.2.1 Silicon Calibration

For the energy calibration of the HiRA10 silicon detectors a 238U source was used. Alphas in the

decay chain of 238U produce 5 distinct peaks that are used for calibrating the silicon detectors,

an example showing the alpha energy spectra for a single strip is shown in Figure 4.11. Between

the source and silicon detectors there are several materials that will cause a reduction in energy

of the alpha particles. These include a window covering the source, a layer of SnPb and alu-

minized mylar foil covering the front of the telescopes and a dead layer that exists at the front

of the silicon detector. After the energy losses in these materials are accounted for using LISE

then the energy calibration of the silicon detectors can be obtained by fitting the alpha peaks

with Gaussian Functions applying a linear fit to the means of the Gaussian functions.
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Figure 4.11: 238U Alpha Energy Spectrum

4.2.2 CsI Calibration

To obtain energy calibrations for the HiRA10 CsI(Tl) crystals data using several different cali-

bration methods must be combined due the large dynamic range of these detectors. The meth-

ods used are dE-E energy loss tables, proton elastic scattering points, charged particle punch-

through points and low energy charged particle beams.

Low energy calibration points were obtained by performing a separate experiment at the

Western Michigan University Tandem Van de Graff accelerator. A 12C target was used to elas-

tically scatter beams of proton, deuteron and alpha particles into a single collimated HiRA10

telescope offset from the beamline by 24 degrees. A copper collimator with 4 holes centered

on each crystal was placed in front of the detector. The two holes closer to the beam line were

0.317 cm and those farther away were 1.27 cm in diameter. The different hole sizes were used to

normalize the counts in each crystal, making them approximately the same. A ramping of en-

ergies at 1, 3, 5, 7 and 9 MeV were used for the proton and deuteron beams while for the alphas
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Figure 4.12: Low Energy Calibration Points CsI light output as a function of incident energy.
Proton are shown as red squares, deuterons as green squares and alphas as pink triangles.[45]

a ramping of 2,4,6,8,10,12 and 14 MeV was used. Corrections were made for energy lost in both

the target and Mylar foil covering the CsI crystals. The results for one of the crystals is shown in

Figure 4.12. Nonlinearities are present for the light output of all the particle species described

by the parameterization in [54].

Low to mid energy light charged particles in the HiRA10 detectors can be calibrated through

the use of dE-E energy loss tables. Knowing the thickness and energy lost in the DSSSD means

that by simply inverting the energy loss tables the precise energy deposited in the CsI can be

determined. As was said this technique is limited to the low and mid energy region for particles

in the HiRA10 detectors, since with increasing energy the PID line begins to flatten out. This

flattening of the PID lines leads to a wide range of possible CsI energies for a given value of dE.

Therefore at some point this method becomes unreliable being at 60 MeV for protons, 110 MeV

for deuterons, 150 MeV for tritons and 200 MeV for both helium 3 and alpha particles [45].
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Additional calibration points in the low to mid region of the energy spectra were obtained

during the commissioning run of the HiRA10 detectors through the elastic scattering of protons

from a CH2 target using 40,48Ca beams at energies of 28, 39, 56.6 and 139.8 MeV/u. Depending

on the angle of the recoiling proton different amounts of energy will be deposited in the CsI.

Since the energy of the elastically scattered proton is known it is simple to convert from chan-

nels in the detector into energy. For this technique to work it is essential to have very accurate

measurements of the angles of the HiRA10 array with respect to the target. Position measure-

ments of the target were done using a laser position measurement system which used fixed

points within the NSCL to determine the absolute position of the target. For the position of

the HiRA10 detector the ROMER arm measurement instrument was used. By measuring 4 ma-

chined dimples on a frame at the front of the HiRA10 telescopes the position of each telescope

can be determined. Finally, the granularity of the silicon detectors gives a fine position resolu-

tion for each individual hit. The angle of an individual hit in a telescope can be measured with

in rms uncertainty of 0.31 deg. Figure 4.13 shows the elastic scattering points for one telescope

in the HiRA10 array at energies of 28 39 and 56.6 MeV/u. A reduction in statistics for the higher

energy beam particles is due the decrease in scattering angle with increasing energy.

The final method which was used in the extraction of the HiRA10 calibration data was

through the use of punch-through points for different light charged particles in the HiRA10

CsI crystals. Punch-through points are the minimum energy for a particle to pass all the

way through the CsI. The punch-through energy being 198.5 MeV for protons, 262.6 MeV for

deuterons and 312.4 MeV for tritons. Fitting the end of the HiRA10 CsI energy distributions

with a Fermi function and linear term the punch-through point can then be extracted using on

of the parameters in the Fermi function. Figure 4.14 illustrates the punch-through points in

the HiRA10 data.

Fits are made to the extracted calibrations points of all isotopes appearing in the HiRA10

PID lines. An overview of the fitting will be given here however a more in depth discussion is

given in the work by Dell’Aquila et.al [45]. Due to the length of the HiRA10 CsI crystals consid-
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Figure 4.13: Proton Kinematic Lines a) 48C a +1 H at 28 MeV/u b) 40C a +1 H at 39 MeV/u c)
48C a +1 H at 56.6 MeV/u. Red points show the extracted calibration points [45]

erations with regards to their light output have to be accounted for when fitting the calibration

points. In general the light output of inorganic scintillators is described Birks formula, Eq. 4.6.

In this equation dL
dE is the light output per unit energy of a particle inside of the CsI, S describes

the amount of light produced by the scintillator, KB is called the quenching factor and dE
d x de-

scribes the energy deposited per unit length of the crystal. In the CsI crystals dE
d x is larger for

heavier or highly charged particles moving with the same energy as compared to protons. Thus,

the heavier or more highly charged particles will generally deposit more energy than a lighter

particle penetrating with the same energy. This in turn means that dL
dE will experience the oppo-

site effect, being larger for lighter mass particles as compared to heavier or more highly charged

ones. This trend holds for most of the particle species within the HiRA10 detectors, except for

when comparing Hydrogen to Helium isotopes.

During the calibrations it was found that there was a cross over point where this trend flips

not only when comparing hydrogen isotopes to helium ones but with the hydrogen isotopes
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Figure 4.14: Charged Particle Punch-Point Fits Left: HiRA10 PID spectra showing protons,
deuterons and tritons. Right: Projections of the end of the PID lines for pdt onto the x axis.
Red lines show the fits used for extracting the punch-through points.[45]

Figure 4.15: Charged Particle Punch-Point Fits Left: Proton, Center: Deuteron, Right: Triton.
PID lines show data after cuts have been placed. It should be noted that the proton PID line
has some punch-through contamination at low dE values which is visible. This indicates tighter
gates may need to be taken.

64



themselves with the light output of protons being less than deuterons being less than triton at

high energies. This trend can be mostly explained however by the non-uniformity of thallium

doping along the length of the HiRA10 crystals as was shown in chapter 2 of this document. For

highly penetrating particles this nonuniform doping will have a large effect on their respective

light output, so to account for this a special fitting equation had to be constructed to account

for these nonlinearities within the crystals when fitting the calibration points of the hydrogen

isotopes.

dL

dE
= S

1+K B |dE
d x |

(4.6)

L(E) = S
dE

d x
d x (4.7)

L(E) = a0E
a1+A
a2+A (4.8)

To construct a fitting equation first it was assumed that the effects of quenching are of no con-

cern then the light output can be described by Equation 4.7. However in this equation the scin-

tillator efficiency S is assumed to vary linearly with respect to the length of the crystal. Solving

the integral the equation describing the light output of hydrogen isotopes within the CsI crystals

is given by Equation 4.8. Where A is the particles’ mass, a1 and a2 describe the nonlinearities

within the crystal and a0 is simply a scaling factor. Using Equation 4.6 for fitting the calibration

points for Z greater than or equal to 2 and Equation 4.8 for hydrogen isotopes we can now ob-

tain the calibrations for the HiRA10 CsI data. Figures 4.16 through 4.18 show examples of the

calibration points and fits for several different isotopes.
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Figure 4.16: Calibration Points Z=1 Isotopes Red Points: Protons, Green Points: Deuterons, Blue
Points: Tritons. Different shaped points correspond to different methods of extracting the cali-
bration points. The insert shows the low energy calibration points. [45]

Figure 4.17: Calibration Points Z=2 Isotopes Grey: 3He, Pink: 4He, Blue: 6He [45]
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Figure 4.18: Calibration points for Lithium and Beryllium Isotopes [45]
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CHAPTER 5

SPECTRA CORRECTIONS

5.1 Reaction Loss Removal

5.1.1 Introduction

Charged particles (p,d,t,3He,alpha) entering a scintillator crystal can scatter elastically out of

the crystal or otherwise react with the Cesium or Iodine nuclei in the crystal as they traverse

its length. Either elastic scattering or a nuclear reactions can result in the incident particle to

deposit only a fraction of its total energy into the CsI crystal. This can destroy the correlation

between dE and E characteristic of the particle, thus removing it from its characteristic Particle

Identification (PID) line. Incomplete energy collection caused by either process becomes more

likely as higher energy particles penetrate deeper into the crystal increasing the probability of

a reaction or the particle being removed from the crystal by Multiple Coulomb Scattering. As

reported in Morfouace [55], reaction losses can be as high as 30-40% for hydrogen and helium

isotopes impinging upon 10cm CsI crystals.

The purpose of this chapter is to determine the reaction losses of light charged particles

in CsI crystals and directly test the detection efficiencies that were recently calculated by Mor-

fouace et al in [55]. There are several conceivable methods for accomplishing this objective.

While a straightforward method would involve the use a dedicated experiment with mono-

energetic beams of single isotopes, this would require a lot of expensive beam time. Here, we

show that it is possible to do this by analyzing light charged particle species in a normal ex-

periment by comparing the yield of particles that end up in the Particle Identification (PID)

lines that stem from exclusively electronic energy loss in a detector telescope to the yields of

particles that are detected outside of the PID lines. This analyses requires correcting for other

processes that also populate this background. We apply the resulting technique to analyze three
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beam/target combinations with varying proton/neutron asymmetries that were used in the ex-

periment. The systems that were studied for this project were 48C a beams on both 124Sn and

64Ni targets and 40C a beam on a 112Sn target at 140 MeV/u.

The dE-E spectra in figure 4.14 is created by plotting the energy deposited in the silicon

detector vs. the energy deposited in the backing CsI(Tl). The different lines that appear in the

spectra correspond to different light charged particle species with protons being the farthest left

being protons then follows deuterons, tritons, 3He, alphas and higher mass particles thereafter.

Beneath and between these PID lines we have background from reactions in the CsI(Tl) crystals.

Along with reaction losses and out-scattering processes several other forms of background

exist in the HiRA10 PID spectra that have to be accounted for and corrected before the final re-

action loss corrections can be determined. The first background source comes from high energy

particles that are not stopped in the CsI(Tl) crystal, these events are known as punch-through

events. In the PID these events will appear as a turnover at the end of the PID line, with the

punch-through of higher mass particles possibly underlying the high energy region of lighter

mass particles. The second type of background in the PID spectra are background events that

come from uncorrelated events in the HiRA10 detectors.

Uncorrelated background events come in two varieties, both involving a charged particle

and a neutron particle interacting with the same CsI(Tl) crystal. One could imagine that the

case of two charged particles in the CsI(Tl) could also be a problem. Fortunately, such events

can be eliminated by the determination that there are two charged particles in the silicon strip

detector which has a multi-particle detection capability.

We further break down the uncorrelated background events into two types. Type 1 uncor-

related background involves a low energy particle that cannot punch-through the silicon being

coincident with a neutral particle,such as a gamma or neutron, interacting with the backing

CsI(Tl) crystal. The background from this case is most prominent at low energies with a peak

at around 2.45 MeV with an exponentially decreasing tail. Type 2 uncorrelated background in-

volves a well detected particle that deposits energy in the silicon and CsI(Tl) crystal coincident

69



neutron or gamma in the same CsI(Tl) crystal. This will cause an apparent enhancement to the

energy of the charged particle, causing a widening and exponentially decreasing high energy

tail on the PID lines. To be able to analyze the reaction losses in the HiRA10 data, we needed to

develop methods to remove these types of background first.

For the analysis of reactions losses, we utilize the GEANT4 based NPTOOL simulation frame-

work [56]. Geant4 simulations using the NPTool framework were performed to simulate mul-

tiple scattering and reactions in the HiRA10 CsI(Tl) crystals. As in the experimental data, the

reaction losses appear as a haze to the left side of the PID lines for each of the particle species.

However, under closer inspection of the simulated proton PID line it is clear that the haze to

the right of the PID lines associated with the uncorrelated background is absent from the sim-

ulation. This is no surprise since the uncorrelated background would not appear in the simu-

lations. However what this means is that to accurately determine what percent of background

comes from reaction losses and multiple scattering an estimate must first be placed on the un-

correlated background so as not to overestimate the total amount of the former. Therefore, we

required the uncorrelated background to be taken into account before placing constraints on

the reaction losses.

This section will be split into three parts. The first will be concerned with the development of

and implementation of novel methods used to extract the reaction losses The second will be to

simulate and correct for the uncorrelated background in the HiRA10 telescopes. The third will

concern the overall process of combining this information to determine the reaction losses. It

should be noted that even though the methods developed were for the HiRA10 telescopes they

could be adapted to make similar corrections to other dE-E detector systems.

5.1.2 Reaction Loss Analysis Overview

This section goes into an in depth discussion of how reaction losses were extracted from the

experimental data. Due to the length and complexity of this analysis a brief overview of the

whole analysis process is presented here. First, Geant4 simulations are performed using the
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NPTool [56] framework to simulate spectra for light particles over an energy range similar to

what is observed in the experimental data. Next, a number of thin cuts are made on the energy

deposited in the dE detector on both the simulations and the experimental data, for p,d, and t

cuts on de energies range from 5 MeV down to around 1.2 MeV for protons, while for 3He and

alphas the cuts ranged from 20 MeV down to 7 MeV. These energy ranges were chosen because

they contain p, d, t, 3He and alpha particles in a energy regime where reaction losses are clearly

visible in the HiRA10 PID. CsI energies are then extracted from these cuts by making a projection

down onto the x-axis and taking the position of the peaks. After cuts have been placed on dE

reacted, non-reacted and punch-through particles are separated out in the simulated data to

be used later in the analysis.

For the analysis on protons, deuterons and tritons three reaction systems were studied at

E/A=140 MeV: 48C a +124 Sn, 48C a +64 Ni and 40C a +112 Sn. Even though reaction losses do

not depend on the beam or target, three systems with their differing N/Z asymmetries help us

to distinguish backgrounds from different origins and thereby address the asymmetry depen-

dence of the backgrounds. For the analysis of the 3He and alphas only the 48C a+124 Sn system

is used. The 48C a +124 Sn system with its greater asymmetry and higher statistical accuracy

produces more alphas and 3He, so this is cleanly the best system to use.

After all the cuts are made, three corrections must be applied to the simulated data before it

can be fit to the experimental data. The first of these corrections is a shift to the data in the sim-

ulated data cuts. This occurs because the CsI(Tl) energy calibrations are particle dependent.

Since the masses haven’t been assigned to charged particles at this point, all energies in the

CsI(Tl) are analyzed as if they are protons. Therefore, to model the background for other iso-

topes, the positions of the full energy deposition peaks in the simulated data need to be shifted

to match those seen in the experimental data. The second correction is a smearing that is placed

on the simulated data to correct for small differences and nonlinearities in the peak shape of

the simulated and experimental data. This correction is rather small, however while fitting the

simulated data these small differences can cause large variations in the estimated background,
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Figure 5.1: Reaction Loss Analysis Flow Chart

which is a small fraction of the total number of events in the neighborhood of the peak. The

final correction is one for the uncorrelated background. This is done by adding a small energy

shift to some number of events determined by the probability and uncorrelated background

energy distributions that are extracted from the experimental data. After corrections have been

made the simulated data is placed into separate histograms. These histograms are then fit to the

experimental data, from which efficiencies can be easily extracted. Basic forms of this analysis

can be found in [57] and [58]. To sum all of this up a flow chart showing the analysis process in

shown in Figure .5.1.
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5.1.3 Reaction Loss Analysis

The first step of the reaction loss analysis is to simulate individual spectra for all of the light

charged particle species using Geant4 simulations (version 10.04.02) for p, d, t, 3He and alphas.

These simulations were performed using the NPTool framework with the standard Geant4 EM-

PhysicList Option4 to simulate electromagnetic processes. In the work by Morfouace, different

cross section parameterizations were used for simulating the reactions in CsI(Tl) crystals. There

were Shen, Tripathi and intra nuclear cascade (INCL) for d,t,3He and alpha particles, while pro-

tons also included the Grichine parameterization.

For this study we use the same parameterizations that were determined to be the optimal by

Morfouace for our simulations of the light charged particles. We use the Grishine parameteriza-

tion for protons, the Shen parameterization for deuterons and tritons and the Tripathi parame-

terization for 3He and alpha particles. We obtain parameterizations for the energy distributions

fitting the experimental data for telescopes 4 and 5 with a decaying exponential function. In the

simulations, we require at least 0.3 MeV to be deposited by a particle in the silicon or the energy

of that particle will not be included in the event. We do this because gammas, electrons and

neutrons are emitted as a byproduct of the reaction in the CsI(Tl) and these can then scatter

back into the silicon detector, depositing a small amount of energy. These extra hits will cause

our NPTool analysis code to throw away the event. This essentially removes nearly all events

that come from reactions. Luckily, these reaction byproducts are at fairly low energies; this cut

is adequate to make NPTool completely ignore these events.

After the simulations are completed, we then select the appropriate dE values for proton,

deuteron, triton, 3He and alpha particles. Since the stopping power for a given isotope is in-

versely proportional of energy loss we can limit the ranges of energies in a given analysis by

cutting on the values for dE in the silicon detector. Due to the hyperbolic relationship between

dE and E for a given isotope, it is natural that the width of the dE cut must decrease with E in

order to make an effective selection on the incoming energy. Accordingly, we impose narrow dE

cuts on the order of 25 KeV wide for dE < 1.5 MeV, 50 KeV for 1.5MeV <dE< 3.5 MeV and 100KeV
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Figure 5.2: dE Cut Simulated PDT Data Panels show a dE cut from 3.4-3.5 MeV on the simulated
data. The red lines indicate particles considered to be in the peak and the blue the background.

dE>3.5 MeV. Subject to these cuts, we create experimental and simulated spectra of the energies

deposited in the CsI detectors according to these cuts.

For the simulated data the dE cuts are further separated into three spectra: 1) CsI(Tl) spec-

tra for p, d, t, 3He or alpha particles that lose their total energy via electronic energy loss in

the CsI(Tl) crystal, 2) CsI(Tl) spectra that deposit part of their energy in the in CsI(Tl) detec-

tor before reacting or scattering out of the detector, and 3) CsI(Tl) spectra for particles that

penetrate fully through the detector. In the following, we will refer to the latter particles as

“punch-through” particles. Thus, the simulated CsI(Tl) events are categorized as being either

a reacted, non-reacted or punch-through event. This is fairly straight forward to do by placing

some simple conditions on the simulated data. We identify reaction events by requiring that

a particle loses more than 1.5% of its initial energy. For the purposes of this analysis punch-

through events can be separated by simply placing a cut on the data requiring the initial energy

to be greater than the energy deposited in the detectors. This description of separating out the

punch-through is oversimplified and will be described in more detail in the next chapter which

goes into an in depth analysis of the punch-through removal. So at this point the data should

be in the following forms for each cut. Three histograms with the cuts on the experimental data,

and a tree with up to 3 branches with CsI energies for reacted, non-reacted and punch-through

for each simulated particle type. An example showing the separated peak and background is

shown in Figure .5.2.
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The next step is to apply a shift to the simulated data to match the peak positions in the

experimental data. During the calibration of the HiRA10 data cuts must be placed on the PID

lines so as to assign correct masses to the different particle species. The issue with this is that

making these cuts will cause all of the reacted particles to be removed from the PID. Therefore,

the analysis of the reaction losses must be done before particle masses are assigned. This will

cause the deuteron and triton lines to be stretched out to higher energies than they would be if

they had correct mass identification. Since in the simulation particles are correctly identified a

shift must be made to the simulated d, t, 3He and alphas. This is done by simply finding the po-

sition of like particle peaks in both simulation and experimental data and dividing the position

of the peaks to obtain a shifting factor. This factor is then multiplied by the energy for each of

the simulated reacted and non-reacted events, this shifts the simulated peaks and background

to the correct higher energy values. During this step three additional corrections are made to

the simulated data, these are 1) a correction for what we call "type 2 uncorrelated background",

2) a smearing to matching in the simulated peak shapes to the measured ones and 3) a shift to

be applied to punch-through events.

5.1.4 Peak Smearing

One problem we encountered in the fitting of the simulated to the experimental data is that

the simulated and measured full energy peaks differ slightly in their shapes. Differences in peak

shape can come from several sources, such as different CsI crystals having slightly different

resolutions than the simulated data and uncorrelated background events. This problem of peak

shape differences can be quite detrimental when it comes to trying to fit the simulated reactions

to the data. Underestimating the peak width in the simulation will cause the simulated reactions

to increase the background in order to fit to the data, causing an nonphysical enhancement to

the number reacted particles. The opposite is also true, if the simulation over predicts the peak

width then the fit will decrease the number of reacted particles to better reproduce the data

near the peak
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To correct for discrepancies in peak shape we randomly add a "noise" number obtained

randomly from a noise distribution to each energy in the spectra. A sum of what’s known as

modified gaussians is used for the smearing, these functions are the product of an exponential

and the complement error function. Functions of this type have been previously used for fitting

extremely asymmetric peaks [59] [60]. One property of this function that makes advantageous

for smearing the simulated peaks is that many of these functions can be added together in a

linear combination which allows for more control over how the peaks are smeared out. To add

these modified Gaussians we require that all of the functions in the sum have the same standard

deviation, mean and each function is weighted such that the sum of the weights must equal 1.

As long as these requirements are met different tail parameters can be chosen to adjust the

asymmetry of the distribution. An example of a single modified Gaussian is shown in Equation

5.1, where µ is the mean of the peak, σ is the standard deviation and τ is the tail parameter.

f (u −µ;σ,τ) = A

2τ
exp(

U −µ

τ
+ σ2

2τ2
)er f c(

1p
2

(
U −µ

σ
+ σ

τ
)) (5.1)

For this work a sum of three of these modified Gaussians were used to create smearing dis-

tributions for each of the simulated particle species. The sum of the three modified Gaussians

included two with a right handed tailing parameter and one with a left handed tailing parame-

ter. For each set of 10 or fewer cuts on dE parameters for the modified Gaussians, it was neces-

sary to adjust by hand the Gaussian smearing of 3 of the cuts in that set. Though tedious this was

necessary to do an adjustment "by hand" of these three cuts because there was insufficient data

constrain the smearing parameters in these three cases because the minimum process tended

to put an unreasonably long tail on the energy peaks that would overwhelm the reaction losses.

Figure 5.3 shows an example of a fit on a proton peak in a dE cut centered around 3.5 MeV, with

and without smearing applied to the simulated data. Since this problem was never able to be

resolved the above method was used. For these three problematic cases, the peak shape was

first obtained and then the reaction losses were obtained for all of the dE cuts in that set. Within

a relatively small range on dE this method of parameter estimation works fairly well with the

76



Figure 5.3: Proton Peak Before and after Smearing The two plots show a proton energy peak
in a dE cut centered on 3.5 MeV, where the black line shows experimental data and the red
line shows simulated data. Left: Shows the peak without smearing, Right: Shows the peak with
smearing.

smeared peaks matching that in the experimental data very well. Figure .5.4 shows the effect of

the shifting and smearing procedure before and after on a dE cut.

5.1.5 Punch-Through Correction

At higher energies corresponding to lower dE cuts, it becomes necessary to take punch-through

events into account. We did this prior to the punch analyses described in section 5.2. In retro-

spect, it would have been better to perform that punch through analysis prior to this reaction

loss analysis as it would have simplified both analyses and make them somewhat cleaner. For

the scope of this study, the punch-through complications to the reaction loss determination

were applied only to the protons. The reason for this is that the triton punch-through is little

to nonexistent and for the case of deuterons a clearly defined punch-through peak never man-

ifests in the spectra due to lack of statistics, therefore no shift can be made. So the final punch-

through species left is that of protons, at high energies in the CsI(Tl) these punch-through

events will account for the majority of the background, covering up most of the reaction losses.

The problem is that at these high energies it was found that the simulated and experimental

position of the punch-through peak differ from one another, reflecting details in the energy

calibration. Therefore a shift similar to that applied to the rest of the simulated data must also
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Figure 5.4: dE Cut Before and After Shifting and Smearing are Applied Data is for a dE cut
from 3.4-3.5 MeV in the silicon. Top: Black Line show the experimental data in the cut while
the red shows the simulated data before the shifting and smearing. Bottom: Black Line show
the experimental data in the cut while the red shows the simulated data after the shifting and
smearing.
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be applied to the simulated proton punch-through data. Where punch-through particles like

deuterons lie beneath the proton PID line, checking this shift becomes difficult. This issue will

become more clear in the following.

To be able to shift the simulated punch-through peaks the position of these peaks in dE cuts

in the experimental data must first be extracted. Like before to estimate the position of the pro-

ton punch-through peaks for different dE cuts a comparison is made between the position of

punch-though peaks for protons at high enough energies such that the punch-through peak

is clearly visible in the dE cut. The punch-through peaks in the simulated and experimental

data are then fit with Gaussians to get their positions. A final shifting point is obtained from

the punch-through point for protons, being 198.485 MeV in the CsI. The punch-through peak

positions are then fit to obtain a functional form for punch-through points in both the simu-

lated and experimental data. The energy values of the two fits are then divided by each other

and plotted against the simulated CsI energy, this gives shifting factors for the simulated energy

with respect to the energy deposited in the CsI, not only for very high energy particles but those

punch-through particles which lie beneath the proton PID line.

5.1.6 Uncorrelated Background

Before the simulations can be fit to the experimental data corrections must be made to account

for uncorrelated background in the PID spectra, and for discrepancies in peak shapes between

simulated and experimental data. The first problem that will be discussed is that of uncorre-

lated background. For a dE-E telescope it is expected that some number of events will either be

affected by or be completely uncorrelated background events. In this experiment, uncorrelated

background in a detector occurs because two different particles, one charged and the other

neutral, interact with the CsI(Tl) during the same event. Such background occurs mainly in the

CsI(Tl) crystals because the CsI(Tl) crystals have large solid angles and do not have any capabil-

ity to determine whether more than one charged particle hits given CsI(Tl) crystal. One could

imagine a similar uncorrelated background problem involving two charged particles, but that
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is suppressed by the granularity of the silicon detector. The area of a silicon detector is actually

four times large, but it is subdivided into strips with effective areas that are about one eighth

that of the CsI(Tl). If different strips are hit, we know it and can reject that event so the pile up

events are correspondingly reduced.

Uncorrelated background is often ignored because it has a negligible effect on the analy-

sis of most experiments. For our case though understanding this uncorrelated background is

important for being able to place constraints on the reaction losses of light charged particle

species. We need to take this carefully into account because between 3-6% of events can come

from or be affected by this type of background for each given dE cut we apply to determine the

reaction losses. If ignored, this background could change our estimation of the reaction losses

by about 20-25%.

Uncorrelated background could be of two types. Type 1 uncorrelated background refers to

the case where there is a low energy charged particle unable to punch through the silicon in

coincident with a neutral in the backing CsI. Type 2 uncorrelated background refers to the case

where a neutral in the CsI is coincident with charged particle deposits energy in both the silicon

and CsI(Tl) crystal. As mentioned earlier, the case of two charged particles in the CsI does not

cause a problem because, with few exceptions, we know when events occur with two charge

particles in the silicon detector and we reject them in the following analysis.

Type 1 uncorrelated background is the case where a low energy charged particle below the

silicon punch-through energy stops and deposits all of its energy in the silicon and some neutral

particle, such as a gamma ray or a neutron, is detected in the backing CsI. This situation of a low

energy charged particle in the silicon detector and a uncorrelated particle in the CsI results in a

completely uncorrelated event and will appear in the PID with a low probability in the spectra.

The majority of these Type 1 uncorrelated events are at fairly low energies, between 2-4 MeV,

above which the numbers of such events decrease exponentially. This suggests that most of the

neutral particles in Type 1 events are gamma rays. This type of background only accounts for

a fraction of a percent of events over 4 MeV and has little to no effect on the fitting of reacted
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Figure 5.5: dE Energy Cut 4.9 MeV This figure shows a cut at 4.9 MeV in dE for the 48C a on 124Sn
system. From left to right the three peaks are uncorrelated background, protons and deuterons.
Though much smaller thatn the proton and deuteron peaks the uncorrelated background peak
observed in this figure is used as a check to determine how well our methods for removal of the
uncorrelated background work.

and scattered charged particles. Figure 5.5 shows the CsI(Tl) spectrum subject to a cut on dE

detector on which we have labeled the type 1 uncorrelated background peak.

Type 2 uncorrelated background consists of a good Si/CsI event made by one charged par-

ticle in coincidence with an extra hit in the same CsI from an uncorrelated particle. When this

happen the CsI(Tl) signal for the uncorrelated neutral particle will be added to that of the good

charged particle, enhancing the particles energy and pushing it out of the PID line into a high

energy tail. Of all events hitting the detector between 2-4% can be affected by this type 2 back-

ground, however most of these events are below 4 MeV, suggestive again that these are gamma

rays,so in the end fewer than 1% of events will actually be kicked out of the PID line. Type 2

uncorrelated background will have a much larger effect on estimating the reaction losses since

it is responsible for the high energy tails that lay under the reaction loss background between

PID lines. Understanding the type 2 background is critical for estimating the reaction loss back-

ground for 3He and alpha particles. The background created by protons, deuterons and tritons

kicked out of their respective PID lines is on the same order of magnitude as the reaction losses
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coming from 3He and alphas.

It should also be noted that these are not the only sources of uncorrelated background in

the PID spectra. Some examples of additional sources are when during a good beam event a low

energy charged particle hits the same silicon pixel as the good event, what this does is cause a

smearing of particles in the PID lines to higher energies. However, due to the high granularity

of the silicon detectors it was found that with just a rough estimate these events are fairly rare,

only accounting for a small percent of events.

5.1.7 Type 1 Background

The first correction to be discussed will be the type 1 uncorrelated background. For this cor-

rection the goal is to create an energy distribution which is representative of the type 1 uncor-

related background and then include this spectra in the fitting procedure later in the analysis.

Along with this the uncorrelated energy spectra is used later for generating the tail to the left of

the proton, deuteron and triton PID lines. The problem which now arises is how to estimate the

uncorrelated background since it cannot be measured directly. Therefore an indirect method

must be constructed for extraction of the type 1 energy distribution. Now, even though the type

1 uncorrelated background will have little effect on the fitting of the reaction losses it is nec-

essary for two reasons. The first is the majority of the type 1 uncorrelated background events

are in a peak at 2.45 MeV, therefore this correction provides a good test to check the validity

of the developed methods, allowing us to see if the assumptions that were made in this analy-

sis are correct. The second reason that it is important to obtain a good estimate on the type 1

background is that it gives the energy distribution for uncorrelated particles, which will become

important when trying to correct for the type 2 background.

To create this uncorrelated energy distribution we searched for a situation which was anal-

ogous to the case of a low energy particle failing to punch through the silicon with an uncor-

related event in the backing CsI(Tl). A situation that fits this description is when within a tele-

scope there is a hit in a silicon detector without the backing CsI(Tl) having a signal and a hit in
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Figure 5.6: Type 1 Uncorrelated Background Hit Pattern This cartoon illustrates how events
are chosen for the case of a single uncorrelated particle (Neutral) in the CsI.

the CsI(Tl) which lies in quadrant diagonal to that with the signal in the silicon. Choosing the

diagonal quadrant to look for uncorrelated CsI(Tl) events is the optimal choice since the chance

of a particle scattering from the silicon into a non-backed CsI(Tl) is less for the diagonal crystal

than those which are adjacent. In fact it was found that when choosing the crystal adjacent to

the quadrant with the hit in the silicon very faint PID lines would appear when plotting dE-E.

This hit configuration will not only give an initial estimate of the number of uncorrelated events

but also the silicon and CsI(Tl) distributions of uncorrelated particles. Similar estimations are

made for the cases with two and three uncorrelated particles in a CsI(Tl) crystal. Below an exam-

ple showing the configuration for extracting events with a single uncorrelated particle is shown

in Figure 5.6, while Figure 5.7 shows the uncorrelated background energy distribution in the

CsI(Tl).

The case of a single uncorrelated events is the simplest and accounts for the majority of the

uncorrelated background. Additional efforts were made to apply additional corrections involv-
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Figure 5.7: Uncorrelated Particle Energy Distribution CsI energy distribution for a single un-
correlated event in the CsI. Later on in the analysis once normalized this histogram can be used
as a generating function for determining the smearing that comes from the type 2 uncorrelated
background.

ing cases with both 2 and 3 uncorrelated particles in the same crystal as well as understanding

the effects attributed to multiple scattering between the crystals. Even though these effects are

important to accurately describe the uncorrelated background the main effect comes from the

single uncorrelated background, where depending on how the other cases are handled will ac-

count for between 80-90% of the uncorrelated events. Therefore so as not over complicate the

issue the analysis of these cases will not be discussed further.

After extracting the type 1 background for single, double and triple multiplicity events the

final consideration is how the actually count these events. For counting the background it was

found that simply using the values extracted for the uncorrelated background peak underes-

timated the background peak located at 2.45 MeV in CsI energy. In the end it was found that

this underestimation simply comes from a miscounting of the uncorrelated background for the

cases of 1 and 2 uncorrelated particles in a crystal. For these cases great efforts were made to

account for only the background where there was exactly 1 or 2 uncorrelated events in the tele-

scope. The problem with this is that for events in the HiRA10 telescopes the only restriction on
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it recording an event is that their is a hit in both the silicon and backing CsI. Therefore events

measured as two uncorrelated events in a single CsI can additionally be counted as two pos-

sible situations with a single uncorrelated event being in a crystal. Using this idea the overall

counts for the uncorrelated background were corrected using equations 5.2, 5.3 and 5.4. Fig-

ure .5.8 shows the uncorrelated background peak which is situated at 2.45 MeV showing 3 ex-

amples. The solid line shows the case where the uncorrelated background hasn’t been removed,

the small dashed line shows the case before correcting for counting and the thick dashed line

shows the case after the correction for counting has been applied. The fact that the uncorre-

lated background seems to have been almost entirely removed indicates gives credibility to the

developed methods for estimating the uncorrelated background.

NSi ng leTot al = NSi ng le +2NDoubl e +3NTr i pl e (5.2)

NDoubl eTot al = NDoubl e +2NTr i pl e (5.3)

NTr i pl eTot al = NTr i pl e (5.4)

5.1.8 Uncorrelated Background Type 2

Knowing both 1) The relative amounts of single, double and triple uncorrelated events to one

another and 2) The uncorrelated background energy spectra extracted from the analysis of the

type 1 background it is now possible to extract and correct for the type 2 uncorrelated back-

ground. Type 2 background events come from the situation where there is a good CsI/Si event

and a neutral particle in the same CsI, causing an enhancement of the energy. Extracting the

type 2 background for a single uncorrelated event in a crystal is done in a similar way to how

the type 1 uncorrelated background was extracted. This time though good events with a uncor-

related CsI event diagonal to said good event are looked for. After extracting the events with a
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Figure 5.8: Type 1 Uncorrelated Background Peak Figure showing the uncorrelated back-
ground peak with two different subtraction methods. Solid Line: No background subtraction
applied. Small Dashed Line: Uncorrelated background subtraction using the extracted back-
ground without any modifications. Large Dashed Lines: Uncorrelated background is estimated
using Eq 5.2 Eq 5.3 Eq 5.4
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single uncorrelated particle coincident with a good event the number of events with 2 and 3

uncorrelated particles coincident with a good event is very simple to extract. By making the as-

sumption that the relative amount of uncorrelated events with one, two or three uncorrelated

particles in a crystal is the same for the type 1 and 2 background we can instantly extract the

double and triple multiplicity events for the type 2 background since the single events have

already been extracted.

Two separate corrections are made to account for the type 2 uncorrelated background. The

first is to simply normalize and use the energy spectra in figure 5.7 as a generating distribution

to apply a smearing to a fraction of the simulated events. The fraction of events affected by

this smearing is simply determined with the ratio of the number of uncorrelated counts by the

total counts within a dE cut NUncor r /N (Tot al ). If the event is determined to be affected by an

uncorrelated event the next step is to determine if the uncorrelated event has multiplicity 1, 2

or 3. Finally, an energy is generated based on the multiplicity of the uncorrelated events, given

by Equation 5.5. This generated energy is then added to the energy of the simulated particle

deposits in the CsI.

EUncor r =ΣNc
i Ei (5.5)

The second and most important correction that has to be made is to actually construct the

composite uncorrelated energy spectra coming from the protons, deuterons and tritons to in-

clude in the fitting of reaction losses for 3He and alpha particles. To to this three separate uncor-

related energy spectra are created for each dE cut to model the uncorrelated background com-

ing off of the proton, deuteron and triton peaks. The first step in this procedure is to count the

number of proton, deuteron and tritons within each peak. The fraction of uncorrelated back-

ground to total number of events within a peak is assumed to be the same as the fraction of

uncorrelated background to total counts within a given dE cut. Next, separate uncorrelated en-

ergy spectra are generated for protons, deuterons and tritons. A shift is then applied to the 3

uncorrelated spectra, forcing the means of the peak for the hydrogen isotope and uncorrelated
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Figure 5.9: dE Cut with Total Uncorrelated Background Spectra Plotted dE cut from 10-10.25
MeV. The black line shows the experimental data while the red shows the estimated uncorre-
lated background. The uncorrelated background is created by adding the Type 1 uncorrelated
background to the Type 2 uncorrelated background

background spectra to match. Finally, Gaussian smearing is applied to the uncorrelated back-

ground using the sigma of the corresponding proton, deuteron or triton peak. Figure 5.9 shows

a cut on the PID line at 10 MeV in dE. The black line shows the experimental data while the

red shows the newly created uncorrelated background spectra. Agreement between the created

uncorrelated background and that within the experimental data is very good, with the created

spectra slightly underestimating the background which is expected since some of the back-

ground in this region comes from reaction losses coming from 3He and alpha particles.
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5.1.9 Fitting

After corrections have been made to the simulated spectra to make the energies the same as the

measured spectra, the next step is to combine histograms for all the simulated effects involving

the reacted and non-reacted particles and fit the observed spectra to determine the reaction

losses in the crystals and also the punch through corrections. These fits are made for each of

the individual dE cuts and involve the experimental data that are selected with same dE cuts.

This will allow the efficiencies to be extracted. For the discussion of the fitting there are several

different areas to discuss. The first discussion will address how to extract the efficiencies for

the hydrogen and helium isotopes. We will follow this with the discussion of high energy light

charged particles that punch-through the CsI(Tl) crystals.

The calculated histograms for different light charged particle species are parameterized as

follows. There is an overall normalization constant for each isotope normalizes the calculated

full energy peak. This normalization constant is multiplied by second parameter and the prod-

uct of these two factors is use to adjust the overall magnitude of the associated calculated reac-

tion loss background spectrum. It is this second normalization constant that is the main point

of doing the fit because it corrects the simulated reaction loss correction. The equation below

illustrates this scaling, where A is the overall scaling factor and Â the background scaling factor

for the different charged particle species.

f (dE) =Σn
i Ai (Pi + Âi Bi )+Uncor r B ack (5.6)

For this method to work some constraints on the deuteron, triton 3He and alpha back-

ground are needed. Without such constraints, we found it difficult to constrain all of the back-

ground scaling values of these species even when there is a clear, well defined separation be-

tween the energy peaks. In fact it was found that during fitting one species would attempt to

over compensate in terms of the background scaling while the other species would be under

compensated. In particular, the deuteron and triton reaction losses were strongly correlated
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because the deutron and triton lines are rather close to each other and the main region where

they can be seen lies in the region between the deuteron and proton PID lines.

To correct for these erratic scaling values some sort of constraint had to be enforced on the

triton background scaling, relating it to the deuteron background scaling. Perhaps this could

arise from simultaneous global to all data, but instead we looked at the individual fits for differ-

ent cuts on dE. This indicated that requiring a stable ratio of the triton over deuteron reaction

loss could provide a stable and understandable result. First, for dE cuts which correspond to

high energy tritons the spacing between the deuteron and triton peaks is nonexistent, while

in the region between the proton and deuteron peaks a clear spacing exists which is primarily

dominated by reaction loss background. Secondly, deuterons are much more abundant than

tritons, meaning that they will contribute to the overall background more than tritons will. To

this end it was decided that simply constraining the two by a constant scaling factor was the

best option as illustrated by Equation 5.7. Where ÂDeuter on is the deuteron background scal-

ing factor, ÂTr i ton is the triton background scaling factor and "c" is the constraint. Where c is

simply the ratio of the average values for triton and deuteron background scaling factors, which

is equivalent to a stable ratio of the triton reaction cross section on CsI over the deuteron reac-

tion cross section on CsI. We find that a constant scaling worked reasonably well at reproducing

the background between the peaks in the dE cuts and helped to remove the fluctuations in the

background scaling factors. The points in Figure 5.10 show the background scaling parame-

ters for deuterons and tritons before any constraint is applied to the tritons, while the straight

lines show the average background scaling factor averaged over all dE cuts after the triton back-

ground has been constrained.

ÂTr i ton = c ÂDeuter on (5.7)

After constraining deuteron to triton and 3He to alpha background the rest of the analysis

is fairly straight forward if not tedious. For the majority of dE cuts the analysis procedure is

automatic. However for dE cuts corresponding to energies near a particles punch-through point
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Figure 5.10: Deuteron/Triton Scaling Parameters as a Function of dE Scaling factors extracted
from fitting dE cuts ranging from 5 MeV down to 2 MeV. When plotting these scaling factors for
deuterons and tritons a clear linear relation emerges indicating that when allowed to freely vary
during fitting one will attempt to over compensate for the other.

special care has to be taken to extract the smearing factors and peak positions by hand. In these

regions the broadness and non-gaussion character of the peaks make the peak finding routines

in both ROOT and those developed inadequate at determining the position of the peaks. Along

with this in these dE regions parameters used for the peak smearing need to be extracted by

hand for each of the dE cuts due the swiftly changing shapes of the energy spectra towards the

end of its PID line. Figure .5.11 shows the fits for a dE cut in an energy region dominated by

hydrogen isotopes and Figure .?? shows the fits for a dE cut in the energy region containing

helium isotopes.
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Figure 5.11: dE Cut 3.45 MeV Showing Fits for Hydrogen Isotopes Cut showing background
histograms fit to the experimental data for hydrogen isotopes. The thick black line shows the
overall fit to the data in the cut. The three solid lines which are not the overall fit show the
simulated background after fitting.

The final consideration that has to be taken with regards to scaling is how to account for pro-

ton punch-through which lies within the dE cuts. Later on in this chapter an in depth analysis

of the punch-through is preformed on the HiRA10 data however here a small analysis specific

method was built to account for this problem. The goal of this correction is to simply apply

a dE dependent correction factor to the punch-through, causing it to match the experimental

punch-through peak. For these few cuts were punch-through is considered in this analysis the

fitting equation 5.6 used to fit the spectra is slightly adjusted to 5.8, where Punch is the simu-

lated punch-through and Ã is the dE dependent correction factor.

92



Figure 5.12: dE Cut 10.125 MeV Showing Fits for Helium Isotopes Cut showing background
histograms fit to the experimental data of for helium isotopes. The thick black line shows the
overall fit to the data in the cut. The three solid lines which are not the overall fit show the
simulated background after fitting.

f (dE) = APr ot (PPr ot + ÂPr ot BPr ot + ÃPunch)+Uncor r B ack (5.8)

At this point the overall idea for extracting a scaling for the proton punch-through is based

on the assumption that if the simulated data in a dE cut matched perfectly with the experimen-

tal data then the scaling factor used for fitting punch-through events would just be APr ot and

Ã would equal 1. However the energy distributions used to create the simulated spectra didn’t

perfectly match the experimental data. Instead, case Ã and consequently the ratios of the ob-

served over the calculated reaction rates appear to be somewhat larger than 1. So the first step

of this analysis is to create proton spectra for the telescope being studied that uses a generating

function that matches as closely as possible to the experimental data. To this end a Modified
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Gaussian function was chosen for fitting the energy spectra.

With the old and new simulations Ã is easy to extract by making the assumption that within

a dE cut both APr ot and ÂPr ot are equal for both simulations. Now, f(dE) describes the total

counts within a dE cut, so when fitting even if the generating functions used to create the sim-

ulated spectra differ when fitted to the experimental data f(dE) should be the same. Therefore

since APr ot and ÂPr ot are assumed to be equal for both simulations if Equation 5.8 is set equal

for the two simulations then all terms cancel out leaving Ã equal to the ratio of punch-through

events within the dE cut for the original simulation divided by the punch-through events for the

new simulation.

Figure .5.13 shows three separate dE cuts in the region where for this analysis the proton

punch-through is prevalent. The top panel shows the dE cut where the proton punch-through

begins to enter the spectra while the final panel shows a cut on dE that is at the very limit of

where the reaction loss is valid. As can be seen in this final panel the line corresponding to

the proton punch-through does an adequate job at replicating the punch-through seen in the

experimental data. This would seem to indicate that even if not perfect this method does a

reasonable job at recreating the punch-through.

After the simulated histograms have been fitted to the experimental data efficiencies are

extracted over the full energy range of the different particle species by dividing the total number

of counts in the scaled peak by the sum of the counts in the scaled peak and background. A

small caveat to this is for the 3He and alpha efficiencies, extracting the efficiencies past 375 and

500 MeV for 3He and alphas respectively is not possible due to the lack of statistics. Therefore

for these species after this point the simulated efficiencies are used. Figure .5.14 shows the

efficiency curves for both the fitted experimental and simulated data. This figures shows that

the measured efficiencies for protons and for the helium isotopes are well reproduced by the

efficiency simulations of Morfouace et al. [55]. However,the simulated efficiencies for deuterons

and tritons overestimate the measured values by about 5% at the punch-through point. For the

most part, these differences are within the 3% uncertainty estimated be Morfouace et al. in their
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Figure 5.13: dE Cuts on the Proton Punch-Through Region Three separate cuts on the proton
PID line for large energies deposited in the CsI. Right: Shows the end of the Proton PID line
where the horizontal black lines indicate the positions of the 3 cuts. Left: Each panel shows the
cut on the Proton PID line with the fit components. The top panel has the smallest amount of
punch though with the amount increasing as one goes down to cuts corresponding to smaller
amounts of energy deposited in the silicon detector.

paper [55].

After efficiency curves have been extracted for the different particle species a change of vari-

ables is preformed using the energy vs depth plots in LISE, the efficiency curves are now plotted

in terms of penetration depth in the CsI. This change of variables is used since outscattering

and reaction losses should increase exponentially with penetration depth [55] this allows for

the efficiency curves to be fit with an exponential function shown in Eq .5.9. Figure .5.15 shows

the efficiency curves once the change of variables has been applied. The left panel shows the
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Figure 5.14: Light Charged Particle Efficiencies Simulated and fit energy vs efficiency plots for
protons, deuterons, tritons, 3He and alpha particles.

efficiency curves for hydrogen isotopes while the right panel shows the curves for helium iso-

topes. After fitting the range vs efficiency curves the last step is to convert these fits from being

in terms of range back to being in terms of energy. At this point the analysis is essentially com-

plete, all that is left to do now it to verify the methods used in this analysis.

E(d) = e Ad2+Bd (5.9)

5.1.10 Method Verification

To verify the validity of the methods that were developed for extracting the reaction losses an

additional analysis was preformed on simulated data. The goals of this analysis are to show that
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Figure 5.15: Light Charged Particle Efficiencies Range vs efficiency plots for protons,
deuterons, tritons, 3He and alpha particles.

Particle Type A B
Proton −1.12∗10−5 −1.77∗10−4

Deuteron −6.19∗10−6 −4.94∗10−4

Triton −4.94∗10−6 −2.48∗10−4

3He −7.45∗10−7 −9.82∗10−5

Alpha −5.98∗10−7 −8.95∗10−5

Table 5.1: Percent Difference in Punch-Through Quantity
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the: 1) Shifting of the simulated spectra works correctly 2) Show that the scaling of the simulated

spectra works correctly 3) Show that relating the background spectra for deuterons and tritons

is a reasonable assumption 4) Apply the entire reaction loss analysis to two different energy

distributions. For this analysis energy spectra for protons, deuterons and tritons were created

using both a uniform and an exponential distributions as the generating functions were used.

The uniform distribution will provide a benchmark to show that the shifting and scaling pro-

cedures applied to the simulated data work properly. The exponentially decaying distributions

were extracted by fitting the high energy region of the light charged particles in the experimen-

tal data. This case will be able to show the validity of the efficiency extraction method in the

case where the simulated and experimental energy distributions are different and expose any

issues that arise from the method.

Proton, deuteorn and triton spectra created using the above mentioned energy distribu-

tions in NPTool were added together to create proxy experimental data. The spectra being fit

to these proxy spectra are created using the same uniform distribution. After the spectra have

been created cuts are placed on dE as before and the reaction loss analysis is applied. For the

sake of convenience the proxy experimental data created using the exponentially decaying dis-

tribution will be known as EXP Dist and that which used the uniform distribution will be called

UNIF Dist.

The first aspect of the analysis method to be investigated is with regards to the shifting of the

simulated data. For this the data created using the uniform energy distribution is very useful.

Using UNIF Dist will show the point at which the energy peaks become too indistinguishable for

the shifting procedure to identify them anymore, giving the point at which the peak positions

have to be extracted by hand. For this analysis there were two different PID spectra used. One

was the normal PID created from the simulations using UNIF Dist and to the other a 10% shift

was applied, pushing the data to higher energies. Figure .5.16 shows the shifting values as a

function of dE that were extracted by the analysis code for protons, deuterons and tritons with

the shifted and non-shifted data. The closed points show the shifting with no shift applied to
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Figure 5.16: Hydrogen Isotope Shifting Values Shifting values obtained when running the reac-
tion loss analysis on simulated data. Closed points used simulated spectra with no additional
shift and open with a 10% shift.

the proxy experimental data while the open points show the extracted shifting values with the

10% shift applied. Failure occurs at the point where the stability of the shifting value fails, which

occur at the same place for both the unshifted and shifted proxy data. For protons this happens

for dE values around 1.1-1.2 MeV, deuterons 1.7-1.8 MeV and tritons at 2-2.1 MeV.

The next check of the analysis method is to determine the accuracy of the fitting procedure

and more importantly the scaling of the simulated data. Using the simulated spectra created

using UNIF Dist two cases are looked at. The first is to simply apply the analysis method to the

data, in this case the cuts being fit to the proxy experimental data should be the exact same

and no scaling should occur. The other case is to simply scale the proxy experimental data by a

factor of 2. Using a scaling of one is the first and obvious check since UNIF Dist is the same as
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the fitting histograms, therefore all of the scaling factors during the fit should just be one. The

choice of the scaling value of two was arbitrary, the main point of this is to see that if during the

fitting there is a problem with mismatching of the scaling parameters for the different fitting

histograms.

Figure 5.17 shows the different scaling values for the peak and background for pdt. With

the left side column showing the case where there is no restriction on the background scaling

and the right side shows the case where the deuteron and triton background scaling factors

are forced to be the same. Looking at the differences between the scaling one and two lines we

see that for dE values of the different charged particle species all of the scaling fails at dE ener-

gies which correspond to CsI energies close to the punch-through point. This implies that the

scaling works over nearly the entire dynamic energy range of the detector. The more interest-

ing result that this figures shows is where deuterons and tritons are allowed to vary freely and

the the case where they constrained. Comparing these two is very interesting because it shows

that when constrained the failure point of scaling for these two particle species is pushed down

to lower values in dE, allowing us to extract triton efficiencies over nearly their entire dynamic

range within the detector.

The final check was to apply the analysis to the proxy data created using EXP Dist. This case

should closely resemble the actual situation of the analysis and be the final check of whether

the method works or not. Figure 5.18 shows the efficiency curves obtained from running the

analysis. What it shows it that for simulated data using the uniform and exponential generating

distributions the efficiency curves match nearly perfectly. Overall these checks help to validate

the reliability of the developed analysis methods when applied to ideal data, as well as the limits.

Showing the best this analysis can do to extract the reaction losses.

5.1.11 Reaction Loss Contamination

Up until now the reaction loss analysis has been focused on determining what percent of events

have been removed from the PID lines by reaction losses and out-scattering so that they may
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Figure 5.17: Scaling Value Check This figure shows the scaling values extracted from the anal-
ysis preformed on simulated data. Closed points show the case where no initial scaling was
applied to the simulated data being fit. This acts as a control case. Open points show the case
where the simulated data being fit was first scaled by a factor of 2. Horizontal Panels: Show
the scaling extracted from the reaction loss analysis for non-reacted events on top and reacted
(background) on bottom. Vertical Panels: The left panels show the case where the deuteron and
triton background scaling is allowed to freely vary. The Right Panels show the case where the
deuteron and triton background was forced to be equal to one another.

be added back into the energy spectra. However, along with adding back these lost events a

small subtraction must be made to the HiRA10 energy spectra as well to account for reaction

loss events that lie beneath the PID lines of other particle species. Of the events that have un-

dergone either a reaction loss event or out-scattered from the CsI crystal some of these events

will lie under the PID lines of lighter mass particles as compared to the contaminating particle

as shown in Figure .5.11 where some amount of the triton reaction loss events lie beneath the

deuteron and proton PID lines and some amount of deuterons lie beneath the proton PID line.

Therefore the final step in the reaction loss analysis is to not only add back events that were

lost but to remove the contaminating species from the energy spectra. This contamination is
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Figure 5.18: Light Charged Particle Efficiencies Charged Particle Efficiencies extracted by ap-
plying the reaction loss analysis to simulated data. Blue points show efficiencies extracted from
simulations using the Shen cross section parameterization while green points used the Gris-
chine parameterization. Black and red points show efficiencies extracted using simulated data
which was treated like experimental data. The black squares were created using a uniform en-
ergy distribution as the generating function while the red triangles used an exponential distri-
bution as the generating function. For deuterons and tritions both black and red points used the
Shen parameterization while for protons the black points used the Grischine parameterization
and red used Shen.

relatively small only on the order of at most a few percent of events for a given energy.

The first step in removing the contamination from reaction loss events is to determine which

energy spectra have a significant amount of contamination. Not all energy spectra are affected

by this form of contamination in a significant way. One example of this would be the 3He and

alpha contamination beneath the proton, deuteron and triton energy spectra. This contamina-

tion accounts for at most only a fraction of a percent of the data for these species at low energies.

In the end it was determined that this type of contamination mostly comes from Alphas beneath

the 3He spectra, tritons beneath the proton and deuteron spectra and deuterons beneath the

proton spectra. For these cases the contamination can be on the order of several percent of the
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data in certain energy regions.

The procedure for removing contamination caused by reaction losses is fairly simple and

similar to the rest of the analysis methods used for extracting the reaction losses. The overall

idea of this analysis is that for a given energy of a contaminated species find the corresponding

dE value of the contaminating species and determine what percent of reaction loss events lie

beneath the contaminated PID line. Since it was already shown that NPTool simulations do a

reasonable job at producing reaction losses and outscattering this correction is extracted di-

rectly from the simulated data. First, 1D energy spectra are created by placing dE cuts on the

NPTool simulated data for p,d,t, 3He and alphas. Next, the positions of the peaks correspond-

ing to the different particle species are identified within the different dE cuts by fitting them

with a Gaussian, using the mean as the peak position. After the locations of the energy peaks

have been found in the dE cuts relations are created between the locations of the contaminat-

ing species energy peak and the energy peaks of the species that they contaminate. Plotting the

location of the energy peak for the contaminated particle vs the energy of the contaminating

species gives the energy relation between these two particles in a given dE cut. A straight line is

then fit to the data. An example of this is shown for the 3He and alpha energy spectra in Figure

.5.19.

After finding the locations of the energy peaks the next step is integrating over the energy

peak of the contaminating species and the background from this species that lies beneath the

peak of the contaminated species. Regarding the bounds of integration the most obvious choice

would be to simply use the width of the PID gate for a cut on dE. However, the PID gates, espe-

cially for protons were found to be too wide post analysis. Therefore, when integrating over the

contamination in the proton peak coming from deuterons or tritons additional background will

be included in the limits of integration that does not lie beneath the proton PID line, causing an

apparent enhancement in the amount of estimated background beneath the proton PID line. It

should be noted this background enhancement is present for all particles affected, it is however

more pronounced for protons.
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Figure 5.19: 3He Total Energy vs Alpha Total Energy The relation of 3He and alpha peaks within
a dE cut.

Since the obvious choice for integration limits doesn’t work it was decided that the simplest

solution would be to integrate around the peaks within the dE cuts by a for all dE cuts. Though

not optimal it was found that when checking integration limits of +/- 2, 3, 4 and 8 that the

relative amount of contamination to contaminator was the the same from 40 MeV/A onward.

Taking the amount of background beneath the contaminated peak and dividing it by the counts

in the contaminator peak gives a ratio describing the absolute quantity of background lying

beneath the contaminated peak as a function of dE. The energy is then converted from being in

terms of dE to being in terms of total energy. The plots are then fit using Equation 5.10, where

A,B,C and D are fitting parameters.

R = A+ B

1+e(ETot−C )/D
(5.10)

The final step of this analysis is for a given energy bin of the experimental data how much of
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Figure 5.20: Remaining Protons Ratio of Protons left after removing deuterons and tritons com-
ing from reaction losses and out-scattering to protons before the subtraction in an angular cut
from 40-45 Degrees for the 48C a +64 Ni system at 140 MeV/A.

that data comes from this form of contamination. To apply this correction the punch-through

corrected energy spectra are needed for both the contaminator and contaminated species. Next

for a given energy bin in the contaminator species the amount of contamination is extracted

by simply multiplying the bin content by Equation 5.10 at an energy value corresponding the

center of the bin. After the amount of contamination has been determined the energy of the

contaminated species is determined by using energy the relation which was extracted earlier.

After the energy has been converted the background can then be subtracted. Figures 5.20, 5.21

and 5.22 show the relative amount of protons, deuterons and 3He remaining after after con-

tamination has been removed in an angular cut from 40-45 Degrees in theta. Unsurprisingly

the particle species most affected by this contamination are the protons since they are receiv-

ing contamination from both deuterons and tritons. For protons at most 6% of events under the

PID line around 100 MeV in the CsI come from this contamination while for deuterons and 3He

only have a contamination of at most 3%.
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Figure 5.21: Remaining Deuterons Ratio of Deuterons left after removing Tritons coming from
reaction losses and out-scattering to Deuterons before the subtraction in an angular cut from
40-45 Degrees for the 48C a +64 Ni system at 140 MeV/A.

Figure 5.22: Remaining 3He Ratio of 3He left after removing alphas coming from reaction losses
and out-scattering to 3He before the subtraction in an angular cut from 40-45 Degrees for the
48C a +64 Ni system at 140 MeV/A.
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5.1.12 Final Results and Conclusions

After extracting the efficiencies it was found that protons match well with the Grichine cross

section parameterizations at high energies. Both deuterons and tritons have lower efficiencies

than the Shen parameterization predictions by a couple percent. This is however expected for

deuterons since in the work by Morfouace et. al. [55] it was shown that all of the parameteri-

zations under estimated the cross section for deuterons. Finally, 3He and alphas both seem to

match with the Tripathi parameterization very well. What this study has found is that overall

Geant4 simulations do a relatively good job at simulating reaction losses in CsI(Tl). Yet, we be-

lieve these corrections to be correct and that few percent corrections are essential for achieving

the accuracy goals required for the effective mass analyses.

5.2 Punch-Through Correction

The final correction that has to be made to the HiRA10 data is the removal of events which

pass through the entire length of the CsI(Tl) crystals, depositing a fraction of their total energy.

In CsI(Tl) crystals there exists a mass dependent maximum energy for each particle species

where said particle will exit the far side of the detector, from here on out these events will be

classified as punch-through events. For energies above the punch-through point the amount

of energy deposited in the CsI crystal will continue to decrease. These punch-through events

will appear in the PID spectra as a turning over of the PID lines upon themselves with ener-

gies in both E and dE trending downwards, creating a low energy tail. Fig. 5.23 illustrates the

punch-through tail in the proton PID line. The problem these punch-through events pose is

that for a given particle species some amount of the punch-through events will lie under the PID

line itself, causing some amount of self contamination of the spectra. Along with this self con-

tamination the PID lines for lower mass particles like protons will have further punch-through

contamination coming from higher mass particles like deuterons and tritons. Simulations ran

using the NPTool framework indicate that for forward angle HiRA10 telescopes this contami-

nation under the proton line can be on the order of between 20-30% in the high energy region
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Figure 5.23: HiRA10 PID Proton PID line with its punch-through tail.

of the spectra. The bottom line is that these punch-through events will cause an enhancement

to the total number of counts within the PID gates, leading to the energy spectra for charged

particles to have more particles in them than they should have.

5.2.1 Motivation

To get an idea of how much punch-though is present in the HiRA10 energy spectra NPTool sim-

ulations were performed using energy distributions similar to those observed in the HiRA10

data, details on the extraction of these distributions will be explained later. For now however all

that is necessary to know is that simulated proton, deuteron and triton spectra have been cre-

ated with energy distributions similar to those of the experimental data. Fig. 5.24 shows an ex-

ample of the proton energy distribution for one of the HiRA10 telescopes to show the agreement

between the simulated and experimental energy distributions. Since the scaling parameters are
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Figure 5.24: Telescope 5 Energy Distributions: Proton energy distribution for telescope 5 with
Red: Energy distribution extracted from experimental data using dE+E, and Black: Simulated
energy distribution

extracted from a region of the PID lines where there is no punch-through the simulated data

will underestimate the number of counts from around 120 MeV to the punch-through point,

where the difference in counts is on the order of 25%.

Simulated PID spectra for different telescopes can give us an idea of how much punch-
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through we should expect to find over the angular range of the HiRA10 detectors. Figure 5.25

and 5.26 show the simulated PID spectra with and without punch-though for both telescopes 2

and 9, with telescope 2 being at relatively forward angles and telescope 9 covering backward an-

gles. The PID plots for each telescope use the same scaling across all panels allowing for the di-

rect comparison of the figures with and without punch-through. Fig. 5.25 doesn’t provide much

in the way of quantitative understanding of the punch-through contamination in the PID spec-

tra however by comparing the far right and left panels it shows how the PID spectra changes af-

ter punch-through subtraction. Showing that at energies above a particles punch-through most

of the data to the left of that particles PID line are punch-through events coming from the PID

line directly to the right of it.

Knowing the location of the punch-through for higher mass particles such as deuterons

and tritons is important for identifying where punch-through contaminations exists in the PID

spectra. To better understand the punch-through contamination landscape in the HiRA10 ar-

ray the simulated data for telescope 2 is used as an example. Fig. 5.31 shows the simulated PID

spectra containing contours that correspond to the half maximum level of the different punch-

through species. The color scaling below the graph shows for a given color what percent of the

data comes from punch-through within a given contour. To obtain a rough estimate as to frac-

tional contamination of punch-through events within the contours ratios of punch-through to

total events were take for several bins corresponding to the different colors on the graph. Sim-

ply taking the ratio of events which are punch-through to those that are not in the chosen bins

gives a general idea of how the different colors within a given contour relate to the total punch-

through contamination. As as example it was found that within the deuteron punch-through

contour bins which were colored yellow were between 13-25% punch-through. What can be

taken away from this figure is that the punch-through contamination at the higher energies to

the right of a PID line come mostly from higher mass particles while looking to the left of the

PID lines shows that the majority of punch-through comes from self contamination.

Having shown the location in the PID spectra at which punch-through is present the next
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Figure 5.25: Simulated PID Spectra: Top Row: Telescope 2 Simulated Data for particles that
punch through the CsI(Tl) crystals. Bottom Row: Telescope 9 Simulated Data,In both upper
and lower panels, we have on the Left: PID Spectra including stopped particle and those that
punched through the CsI(Tl) crystals, Middle: Spectrf of particles that Punch-Through the
CsI(Tl) crystals, and Right: PID Spectra -PID spectra for particles that stop in the CsI(Tl) crystals.

step is to see how the punch-through affects the charged particle energy distributions the next

step is to focus in on how punch-through affects the cuts on PID lines. For this analysis cuts

were placed around the PID lines for protons, deuterons, and tritons. These cuts matched those

placed on the data, shown in 4.15, however these cuts excluded low energy particles. This choice

was made because for this analysis only about half of the dynamic range of the PID lines are

relevant. Figures 5.28 through 5.30 show the cuts around the proton, deuteron and triton PID

lines.

Simulated data representative of the experimental data in HiRA10 telescopes 2 and 9 were
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Figure 5.26: Simulated Punch-Through Spectra: Top Row: Telescope 2 Simulated Data for par-
ticles that stop in the CsI(Tl) crystals. Bottom Row: Telescope 9 Simulated Data, Columns go-
ing from Left to Right are Proton Punch-Through data, Deuteron Punch-Through data, Triton
Punch-Through and Total Punch-Through data.

studied. Using the cuts placed on the PID lines in the experimental data the fractional contami-

nation of punch-through can be determined beneath the PID lines. Figures 5.32 and 5.33 show

the relative amount of punch-through contamination under each PID line when compared to

the total number of counts at a given total energy for telescopes 2 and 9. Looking at all of the

telescopes within a single tower it was found that within the given cut on the PID line that for

forward angle telescopes (Tower 1) the maximum fractional punch-though contamination was

on the order 22.9% +/- 1.2% around 160 MeV and for backward angle telescopes the value is
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Figure 5.27: Punch-Through Half-Max Contour Map: Simulated PID spectra for telescope 2.
Each of the contours indicates the half maximum region of each punch-through species, solid
for protons, large dashes for deuterons and small dashes for tritons. The below scaling indicates
for within a contour what percent of the counts are punch-through for a given color.

on the order of 9.1% +/- 0.1%. These large numbers are an artifact of the PID gate drawn on

the protons in Figs. 5.29, which is two wide so that it include a large amount of punch-through

events that are observed as a yellow band that is located in the vicinity dE=1.2 MeV and E=135

MeV in the left panel of Fig. 5.29. This contamination can be largely eliminated by raising the

lower bound of the PID to exclude this region. In the following, we will show the consequences

of the this unfortunate choice of gate, which can be corrected with a few weeks of effort.

5.2.2 Analysis: Proton Punch-Through

Having shown that the punch-through contamination is a significant portion of the charged

particle energy spectra in the high energy region the next step is to demonstrate a method with

which one can remove these events from the HiRA10 data. Ideally, since we ran the simulations

using generating spectra extracted from fits made to the experimental data it is not unreason-
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Figure 5.28: Proton PID Gate Left: PID gate around experimental data. Right: PID gate around
simulated data.

Figure 5.29: Deuteron PID Gate Left: PID gate around experimental data. Right: PID gate
around simulated data.
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Figure 5.30: Triton PID Gate Left: PID gate around experimental data. Right: PID gate around
simulated data.

able to assume that one might be able to make a direct subtraction of the simulated punch-

through from the experimental data. This is unfortunately not the case. Figure 5.34 shows the

same simulated PID as in Figure 5.31 except in the right panel the PID from the 48C a +124 Sn

system is shown with the same half-max contours. Just as a general note until stated other-

wise what is referred to as the experimental data or experimental punch-through comes from

the 48C a +124 Sn system at 140 MeV/A. Comparing the proton punch-through tails in the two

panels it can be seen that significant differences exist between the two. First, the proton punch-

through tail in the right hand panel appears to be much broader in both dE and E than in the left

hand panel. This would seem to indicate that the resolution in both E and dE used in the sim-

ulations is incorrect. This however in not new information since it is a problem that had to be

addressed during the reaction loss analysis. The second problem is the apparent enhancement

in the amount of punch-through in the experimental data as compared to what is predicted by

the simulations. The final problem is that the position of the punch-through tail in the simu-
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Figure 5.31: Punch-Through Half-Max Contour Map: Simulated PID spectra for telescope 2
for the 48C a +124 S system at E/A=140 MeV. Each of the contours indicates the half maximum
region of each punch-through species, solid for protons, large dashes for deuterons and small
dashes for tritons. The below scaling indicates for within a contour what percent of the counts
are punch-through for a given color.

lated PID spectra is different than in the PID spectra created from the experimental data.

To investigate the discrepancy in the quantity of punch-through between the simulated and

experimental data an example will be used to determine whether large variances between the

quantity of simulated and experimental punch-through is expected. Taking the proton energy

distribution for telescope 5 that was shown in Fig. 5.24 it will shown that effect of varying the fit-

ting parameters used to fit the energy distributions have a large effect on the amount of punch-

through produced. First, looking at the general form of the fitting equation used for extracting

the energy distributions:

Nep0E+p1E2
(5.11)

N is the normalization constant, E is total energy and p0 and p1 are the fitting parameters for

the linear and squared terms respectively. For this example I will be using the simulated protons
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Figure 5.32: Simulated Punch-Through Contamination Telescope 2 Top: Fractional punch-
through contamination beneath the proton PID line, Middle: Fractional punch-through con-
tamination beneath the deuteron PID line, Bottom: Fractional punch-through contamination
beneath the triton PID line
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Figure 5.33: Simulated Punch-Through Contamination Telescope 9 Top: Fractional punch-
through contamination beneath the proton PID line, Middle: Fractional punch-through con-
tamination beneath the deuteron PID line, Bottom: Fractional punch-through contamination
beneath the triton PID line
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Figure 5.34: Punch-Through Half Max Contour Maps Telescope 2 Left: Simulated PID spectra
with half max contours for the 48C a +124 S system at E/A=140 MeV. Right: Corresponding ex-
periment PID spectra with half max contours. The half-max contours used in this figure are the
same as from Fig. 5.31

in the second HiRA10 tower, the energy distributions in this tower all fit quite nicely as can be

seen in Fig. 5.24, which shows the energy distribution for telescope 5. For this tower the fitting

parameters are p0 = 0.0011 and p1 =−0.000082.

To illustrate the sensitivity that the fit parameters p0 and p1 have on the punch-through

both will be varied from the nominal fit values by plus and minus 1%, 5% and 10% for several

cases. These include 1) One of the parameters is changed while the other is held constant and

2) Both parameters are changed. Next, to determine how changing the parameters affects the

punch-through the energy distribution is integrated from 204 MeV (slightly past the punch-

through point) to 1000 MeV. Taking the integral in this range gives an estimate of the total

amount of punch-through produced by the distribution. Finally, the fraction of events which

are punch-through can be extracted by simply dividing the integral in the punch-through con-
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% Change +p0,+p1 +p0 +p1 −p0,−p1 −p0 −p1 +p0,−p1 −p0,+p1
1% -3.88% +0.25% -4.12% +4.05% -0.25% +4.3% +4.56% -4.36%
5% -17.8% +1.36% -18.89% +22.18% -1.12% +23.57% +25.26% -19.8%

10% -32.45% +2.51% -36.68% +49.29% -2.45% +53.1% +56.96% -38.22%

Table 5.2: Percent Difference in Punch-Through Quantity

taining region by the integral over the entire distribution.

Finally, the percent difference in the fractional punch-through is taken between the

case using the nominal fit parameters and those that were adjusted. Comparing fractional

punch-through for the two to one another can show how sensitive the punch-through to slight

changes in the fitting parameters. Table. 5.2 shows the results of varying the fitting parameters

on punch-through production. What this table indicates is that changing the linear term

causes the amount of punch-through produced to change very little, being on the order of a

couple percent from the fitted amount produced. On the other hand varying p1 from the fit

value seems to cause very large changes to the amount of punch-through produced by the

simulations, being on the order of 50% for a 10% change in the parameter. This indicates

that the amount of punch-through produced in the simulations is extremely sensitive to the

generating distribution used in the simulations. Problems with the fitting will be addressed

later.

Going back to Fig. 5.34 the final problem which is evident is that the position of the punch-

through tails in the two panels appear to be different in both E and dE. The difference in po-

sition of the punch-through tails between the simulated and experimental data is concerning

since where as the first two problems are fairly easy to correct for through the use of Gaussian

smearing and scaling, correcting for the position of the tails is more challenging. There are sev-

eral reasons that could explain why the proton punch-through tail appears to be at a different

E,dE value when comparing the simulated to the experimental data, several of which are pre-

sented here. The first is that the position of the punch-through tail in the right panel (simulated

data) is simply at higher dE values. This could partially come from the fact that in the simula-

tion the thickness of the silicon detectors is assumed to be the optimal value of 1500 µm while
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in reality we know that this is not the case and there is some variation in thickness between all

of the silicon detectors, causing some amount of variance in the punch-through tail position.

Second is that a nonlinear broadening of the punch-through tail exists in both dE and E that

is not accounted for in the NPTool simulations. The third option is that their is a "stretching"

towards lower E values in the experimental data. The final option that could cause the discrep-

ancy between the position in the simulated and experimental punch-through tails is that the

slope of the energy distribution near the punch-through point us too steep. This would cause

the punch-through containing tail to the distribution to die out too early, leading for the sim-

ulated punch-through tail to prematurely truncate. It is not possible to definitively say which

option is correct or as is most likely some combination of all the presented effects.

The validity of the idea that the difference comes in part from a shift in CsI energy is en-

hanced by Fig. 5.35 which shows a cut made on dE energies between 1.1-1.15 MeV, where the

red line show data from the experiment and black the simulation. The shoulder to the left of

the sharp peak is the punch-through. Comparing the two punch-through peaks for simulation

and experiment it is clear that their positions do not match. This figure also shows that in the

given dE cut the amount of punch-through predicted is less than what is observed in the exper-

iment with the height of the punch-through peaks differing by about 10%. In the end what can

be concluded is that to be able to use the punch-through simulated using NPTool some com-

bination of stretching, scaling and broadening is going to have to be applied to the simulated

punch-through.

To be able to remove the punch-through from the experimental data a new method was de-

veloped, an overview of which is now presented. First, fits of the initial energy distributions for

protons, deuterons and tritons are made using the energy distributions created by summing to-

gether all distributions within a single HiRA10 tower. Though not ideal it was found that within

a tower the overall shapes of the energy distributions were relatively similar. Next, these energy

distributions are used in NPTool to generate simulated data that closely matches the exper-

imental data. After this the simulated punch-through is separated from non-punch-through
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Figure 5.35: Silicon Cut Cut in silicon energy between 1.1-1.15 MeV, red being the data from the
experiment and black the simulation

events to create spectra that consist purely of punch-through. The simulated punch-though

data is then scaled separately to each crystal in the HiRA10 array by using scaling factors that

are extracted in regions of the PID lines that are free of punch-through contamination. Next,

stretching is applied in both E and dE for the protons to make the punch-through tail in the

simulations match what is observed in the experimental data. After stretching is applied to the

proton punch-through the stretching factors are mapped to both the deuterons and tritons. Af-

ter this a second angular dependent scaling is applied to the punch-through. Finally, ratios are

created by dividing the number of punch-through events by the total number of events in cuts

placed on the total energy and theta. These ratios are then fit for each particle type, creating

equations that describe the punch-through landscape of the HiRA10 detectors in terms of total
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energy and theta. Once obtained for one system these equations for protons, deuterons and

tritons can be scaled based on the relative population of these species to one another to create

punch-through removal equations for the other systems studied in the experiment. Once cre-

ated these equations are used to remove the punch-through from the HiRA10 energy spectra.

The first step in the punch-through subtraction procedure is to extract functional forms

of the energy distributions for protons, deuterons and tritons to be used as generating distri-

butions in the NPTool simulations. Energy distributions used for the simulations are created

by fitting the energy distributions of the charged particles from the experimental data. The is-

sue that arises with extracting the generating distributions in this way is that the experimental

data especially at the more forward angles has a significant amount of punch-through con-

tamination which makes it difficult to acquire a realistic fit. In an effort to create generating

distributions that were as accurate as possible the fits were applied to two regions of the en-

ergy distributions. These two regions included a mid energy region which contained little to

no punch-through as determined by the NPTool simulations and a high energy region at the

very end of the energy distribution as illustrated in figure 5.36 where the regions which are not

hashed out are those where the fitting is preformed. It should be mentioned that this method

of extracting the energy generating functions is not perfect due to the presence of significant

amounts of punch-through from higher mass particles in the high region of the energy spectra.

Energy distributions for different particle species are dependent on the theta angle in the

lab frame so to accurately simulate these hydrogen isotopes multiple simulations needed to be

performed using the energy distributions for these particles at different angles. Ideally simula-

tions would be performed for each individual crystal in the HiRA10 array using each crystals

unique energy distribution for the different particle species as well as for each of the different

reaction systems. Taking into account all of the different reaction systems and crystals in the

HiRA10 this would amount to 1152 different simulations. To simplify running the simulations it

was found that within a tower of HiRA10 telescopes that the shapes of the energy distributions

for the different telescopes all looked roughly the same. Using this fact simulations for PDT were
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Figure 5.36: Energy Distribution Exclusion Region Top: Proton total energy distribution for
HiRA10 tower 1. The PID line has had a fine cut placed around the PID line so as to remove
the largest quantities of punch-through. The hashed out regions are the regions excluded from
fitting because either 1. They contain too much punch-through or 2. At low energies and not
useful in the punch-through analysis. Bottom: Simulated proton punch-through using an ex-
ponential as the generating function.
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performed using composite energy distributions created by adding together the distributions

for the four telescopes within a single tower. The differences in the appearance of the energy

distributions after the initial scaling are slight, being most prevalent for the most forward angle

telescopes. Differences are corrected by applying a small scaling factor to the energy distribu-

tion in each telescope. Energy distributions for the telescopes at more forward angles within a

tower were slightly under predicted by the simulation while those at backward angles were over

predicted. As far as the topic of scaling and different reaction systems goes the handling of this

will be discussed later.

After running the simulations, the next step is to separate out the punch-through and non-

punch-through events. One possible way to remove the punch-through from the simulated data

is to tag the event as punch if the energy of the particle exceeds the average punch-through en-

ergy for the crystal. Taking into account energy lost in the silicon detector then the initial energy

values that correspond to the punch-through point are 199.75, 265.32 and 314.41 MeV for pro-

tons, deuterons and tritons respectively. However some particle that have an energy slightly be-

low the punch-though energy may still end up punching through the crystal. Similarly, a particle

with energy slightly above the punch-through energy may be stopped in the crystal. This cre-

ates a region around the punch-though point where there is a mix of both punch-through and

non-punch-through events. To address this, we put hard cuts on the energy spectrum slightly

above the punch-through point when extracting the punch-through spectra. To determine the

location of these hard cuts short simulations were performed at single energy values around the

punch-through points for protons, deuterons and tritons. In addition, particles that deposit less

than 98.5% of their energy in the CsI are separated out and counted as background. This value

was chosen for consistency since it is the same energy cutoff used in the reaction loss analysis

to separate reactions and outscattering events from the data. Finally, the ratio of particles that

fall below this threshold are divided by the total number of particles and plotted against the ini-

tial energy. Figures 5.37 through 5.39 show these ratios. For energies below the punch-through

point the background will come mostly from reaction losses and particles scattering out of the
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Figure 5.37: Simulated Proton Background/Total Counts as a Function of Initial Energy Shows
the ratio of background to total counts from multiple NPTool simulations. Each simulation was
ran using particles of a constant initial energy. The ratio of background to total counts was then
extracted as a function of the initial energy. The transition between background consisting of
reaction losses and outscattering to punch-through appears as a sharp increase in the back-
ground to total count ratio. The region bounded by the vertical lines indicates the region where
their is ambiguity between whether a particle is stopped or punches through the detector.

CsI crystal. Punch-through begins to enter the spectra at energies that are few MeV before the

punch-through point and causes a sharp increase in the background to total counts ratio, with

the punch-through totally taking over when the line flattens out. In this center region ambigu-

ity exists between whether a particle punches through or stops in the detector. So to adequately

separate out the punch-through a cut is placed after the background to total count ratio flattens

out again.

After separating punch-through and non-punch-through events the simulated punch-

through is stretched and smeared to attempt and make it match the punch-through observed

in the experimental data, during these two steps punch-through counts are conserved. After

stretching and smearing is completed a second scaling is applied. This analysis is first applied
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Figure 5.38: Simulated Deuteron Background/Total Counts as a Function of Initial Energy
Shows the ratio of background to total counts from multiple NPTool simulations. Each simula-
tion was ran using particles of a constant initial energy. The ratio of background to total counts
was then extracted as a function of the initial energy. The transition between background con-
sisting of reaction losses and outscattering to punch-through appears as a sharp increase in
the background to total count ratio. The region bounded by the vertical lines indicates the re-
gion where their is ambiguity between whether a particle is stopped or punches through the
detector.

to protons, after which it can be expanded upon to include both deuterons and tritons. As

discussed previously, the first step of the punch-through analysis is to extract an initial scaling

for the simulated punch-through. Since the predicted amount of punch-through depends on

our assumptions about the energy spectra at energies above the punch-through energy, it

is essential to constrain our assumptions about the spectra at such energies to be relatively

close to what is observed in the experimental data. To obtain this initial scaling value a cut is

placed on the simulated and experimental PID lines in a region of the PID where there is no

punch-through. A scaling factor is then extracted by simply taking the ratio of counts in the cut

for the experimental data to that in the simulated data. An example of one of these cuts can be
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Figure 5.39: Simulated Triton Background/Total Counts as a Function of Initial Energy Shows
the ratio of background to total counts from multiple NPTool simulations. Each simulation was
ran using particles of a constant initial energy. The ratio of background to total counts was then
extracted as a function of the initial energy. The transition between background consisting of
reaction losses and outscattering to punch-through appears as a sharp increase in the back-
ground to total count ratio. The region bounded by the vertical lines indicates the region where
their is ambiguity between whether a particle is stopped or punches through the detector.

seen in Fig. 5.40.

After the initial scaling factors have been extracted stretching functions have to be created

for the simulated data so as to have the punch-through tail match what is observed in the pro-

ton PID line. The differences in energy deposited in the CsI was already presented in Fig. 5.35,

showing the downward shift in CsI energy for the punch-through peak in the experimental data

as compared to simulated data. Along with the difference in CsI energy there is also a difference

in the lowest energy deposited in the silicon. To correct this separate stretching functions are

extracted for both dE and E.

First stretching is applied to the punch-through in dE. The point of this stretch is to match

the dE position for the endpoints of the proton punch-through tail observed in the simulated
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Figure 5.40: Initial Scaling Cut The black box around the proton PID line shows an example
of the cut taken on the simulated and experimental data to get an initial scaling of the punch-
through.

and experimental data. Though not really necessary for proton understanding how far off the

proton punch-through tail is in dE gives an estimate which is used later in the analysis to esti-

mate how far off the simulated deuteron and triton punch-through tails are. For stretching the

punch-through in the dE direction the main goal is to simply have the dE values at the end of the

proton punch-through tails for the simulated and experimental data match. Stretching func-

tions in dE are created in terms of the simulated CsI energy by fitting a straight line between the

silicon energy corresponding to the CsI punch-through point and the CsI energy corresponding

to the lowest silicon energy visible in the punch-though tail. A line is made for both the experi-

mental and simulated data, with the CsI energy corresponding to the end of the punch-through

tail is taken to be that seen in the simulated data. Dividing the lines extracted from the exper-

imental data by the line extracted from the simulated data gives a stretching function for the

simulated silicon energy in terms of simulated CsI energy. Fig. 5.41 shows both of these lines for
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the stretching used and Equation 5.12 shows the functional form used for the stretching where

the parameters are as follows: d̂E Si m is the stretched simulated data in dE, dESi m is the simu-

lated dE energy, dEPunch is the dE value corresponding to the punch-through energy, ESi mTai l

is minimum CsI energy in the punch-through tail observed in the simulations, dESi mTai l is the

minimum Silicon energy in the punch-through tail observed in the simulations, dEE xpTai l is

the minimum silicon energy in the punch-through tail observed in the experimental data.

d̂E Si m = dESi m
(dEE xpTai l −dEPunch)ESi m +dEPunchESi mTai l −dEE xpTai l EPunch

(dESi mTai l −dEPunch)ESi m +dEPunchESi mTai l −dESi mTai l EPunch
(5.12)

After stretching the punch-through in the dE direction the next step is to extract the stretch-

ing function in E. To this end thin cuts are placed on dE energies in the region of the PID spectra

where the proton punch-through tail is visible in both the simulated and experimental data an

example of one of these cuts can be seen in Fig. 5.35. Since the position of the punch-through

tail cannot be seen around the punch-through point the value here is considered to be the same

for both the simulated and experimental data. To create the stretching function the position of

the punch-through peaks in the dE cuts are fit with Gaussians, from which the mean values of

the peaks for both the experimental and simulated data are extracted. The positions of these

mean values are then divided to extract stretching factors over the entire range in E where the

punch-through tail is present. These ratios are then fitted with a fourth order polynomial, hold-

ing the values at E equaling 0 and the punch-through point both to 1. Holding the value of

the stretching ratio at the punch-through point to be 1 is reasonable since comparing the sim-

ulated and experimental PID it is clear that the proton PID lines both terminate at the same

energy. The choice of holding the ratio at E=0 to be 1 is simply for convenience and does not

affect the analysis in any way. Multiple fitting functions were tried, however the flattening of the

ratio at around 0.88 over the energy range containing most of the punch-through tail meant all

that really mattered was to have a shifting function that was viable from around 80-200 MeV.

The second to last step in matching the simulated proton punch-through to what is ob-
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Figure 5.41: Simulated and Experiment Proton PID with Punch-Through Tail Right: PID for
experimental Proton data for telescope 2. The black line at the bottom indicated the lowest dE
point in the punch-through tail. Left: PID for simulated Proton data for telescope 2. The solid
black horizontal line indicated the minimum dE for the punch-through tail in the experimental
data. The vertical solid black line indicates the lowest value in E that the simulated punch-
through tail is observed at. The thick dashed line is the fit from (EC sI Punch ,ESi l i conPunch)
to (EC sI Mi nPunchTai lSi m ,ESi l i conMi nPunchTai lSi m). The thin dashed line is fit from
(EC sI Punch ,ESi l i conPunch) to (EC sI Mi nPunchTai lSi m ,ESi l i conMi nPunchTai lE xp ).

served in the experimental data is to apply Gaussian smearing to both the E and dE. A sigma for

the smearing function is chosen simply through trial and error, slowly varying the parameters

until the widths of the punch-through observed in the dE cuts match.

The final step in matching the simulated punch-through to that seen in the HiRA10 data is to

apply a second angular dependent scaling to the punch-though. Running the simulations based

on the energy distributions of the three separate HiRA10 towers did help to include some angu-

lar dependence in the simulated data. It was found however that at forward angles the punch-
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through was underestimated while at backward angles it was found to be overestimated. So sim-

ilar to the way the function for stretching the simulated punch-through tail in E was extracted

cuts were placed on dE after stretching but this time additional cuts were made in theta over

the entire angular range of the HiRA10 array. Taking the ratio of punch-through peak heights

for the simulated and experimental data an angular dependent scaling was extracted for the

simulated punch-through. It was found that at the most foreword angles the initial scaling ap-

plied to the punch-through underestimated the amount of punch-through by about 30%, while

for the farthest backward angle telescopes it was found that the punch-through peak height was

overestimated by roughly 75%. This may seem like a lot but it is unsurprising when realizing that

an error of 10% in the fitting parameters used to create the initial energy distributions can cause

a variation of 50% in the amount of punch-through produced. At the more forward angles in the

HiRA10 array punch-through in the energy distribution would cause the slope to steepen in the

energy distribution due to the larger relative concentration of punch-through at energies below

the punch-through point as compared to at the punch-through point. This over steepening of

the slope will lead to the premature truncation of the energy distribution. For backward angles

large discrepancies are not unsurprising either since too shallow of a slope will cause an over

estimation in the amount of punch-through. However, after fitting the punch-through peaks in

the different angular cuts it was found that the variation in the amount of punch-through over

the angular range was linear, allowing for it to be easily corrected. With this final correction

completed the punch-through can now be subtracted from the protons.

After applying the punch-through subtraction the validity of the method must be checked.

As was shown before in the reaction loss analysis NPTool simulations do a reasonable job of

reproducing the same amount of background coming from reaction losses and outscattering as

seen in the experimental data for protons at high energies using the Girshine parameterization.

Therefore, to check the validity of the punch-through subtraction it is reasonable to look at the

remaining background in the dE cuts after punch-through subtraction, most of which comes

from reaction losses and outscattered particles. Comparing the ratios of background counts to
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Figure 5.42: dE Cut 1.1-1.15 MeV with Punch-Through Removed This figure shows a dE cut
post punch-through subtraction. The dashed line indicates the boundary placed to distinguish
between what is considered background as compared to good events that fully deposit their
energy.

total counts for the simulated and experimental PID spectra, these ratios should be the same for

both within a dE cut. Figure 5.42 shows an example of one of these dE cuts and the region con-

sidered to be background. Cuts were placed on the experimental PID in both theta and dE, while

for the simulated data cuts were only placed on dE since the reaction losses are independent of

angle. Figure 5.43 shows three separate cuts placed on dE for the simulated data organized by

rows. The columns show from left to right, total counts, total punch-through and total counts

minus total punch-through. Figures 5.45 and 5.44 show cuts made on the experimental data

are arranged similarly to Fig. 5.43 except the rows being in terms of cuts on dE between 50-55
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Figure 5.43: dE Cuts on the Simulated Proton Data Rows: 1. dE cut from 1.2-1.25 MeV, 2. dE cut
from 1.1-1.15 MeV, 3. dE cut from 1-1.05 MeV, Columns: 1. All events, 2. Punch-through events,
3. All events minus the punch-through

degrees and cuts on theta between 1.1-1.15 MeV in dE respectively.

To check if reaction losses are preserved after punch-through subtraction the ratio of back-

ground counts to total counts are compared for the simulated and experimental data. Table

5.3 is split into two halves, with the first four columns showing how the ratio of reaction losses

to total counts for different dE cuts in an angular cut from 50-55 degrees and the second four

columns show the same thing except for different cuts on angle with the dE cut being held

from 1.1-1.15 MeV. Going in order the first and fifth columns show the cut on dE and angle re-

spectively, the second and sixth columns show the ratio of background to total counts for the

simulated data, the third and seventh columns show the ratio of background to total counts for

the experimental data and the fourth and eight columns show the percent difference between
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Figure 5.44: Theta Cuts on the Experimental Proton Data in dE cut 1.1-1.15 MeV Rows: 1.
Theta cut from 35-40 Degrees, 2. Theta cut from 50-55 Degrees, 3. dE cut from 65-70 Degrees,
Columns: 1. All events, 2. Punch-through events, 3. All events minus the punch-through

the ratios for the experimental and simulated data. From the first four columns we can see

that there exists some variance in terms of dE between the remaining background after punch-

through for the simulated and experimental data. Looking at the second for columns however

it is clear that for different angles the difference in remaining background is very small, with the

percent shift in the ratios created for the simulated and experimental data varying by less than

a percent.

Along with the check on the remaining background after subtraction the effects of the anal-

ysis on the punch-through handling is clear in Fig. 5.46. Where the first two panels are the exact

same as what was shown in Fig. 5.34. However the far right panel shows the same PID that is

in the middle panel except now the half-max contours are those extracted from the punch-
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Figure 5.45: dE Cuts on the Experimental Proton Data between 50-55 Degrees Rows: 1. dE
cut from 1.2-1.25 MeV, 2. dE cut from 1.1-1.15 MeV, 3. dE cut from 1-1.05 MeV, Columns: 1. All
events, 2. Punch-through events, 3. All events minus the punch-through

dE Simulation Experiment Per Diff Angle Simulation Experiment Per Diff
1.2-1.25 0.26 0.28 5.7% 35-40 0.28 0.28 0.34%
1.1-1.15 0.28 0.28 0.95% 50-55 0.28 0.28 0.95%
1-1.05 0.34 0.33 3.9% 65-70 0.28 0.28 0.95%

Table 5.3: Percent Difference in Punch-Through Quantity The ratios shown for simulation and
experiment are taken using background left after punch-through subtraction. The remaining
background should simply come from reaction losses and provides a good check for the punch-
through analysis.
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Figure 5.46: Telescope 2 PID with new Half-Max Contours

Figure 5.47: PID Spectra Before and After Punch-Through Subtraction
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through spectra after the analysis. The new half-max contour for the proton punch-through tail

is a great improvement on what was originally extracted from the simulations. Now the dE val-

ues for the proton punch-through tail lie right in the center of the contour as would be expected.

Figure 5.47 shows the PID spectra before and after punch-through subtraction for telescopes

2, 5 and 9. In this figure cuts were not placed on PID so as to illistrate that the proton punch-

through tail has been removed over its entire dynamic range. Comparing the panels on the left

and right it appears as though the majority of the punch-through has been removed from the

proton spectra, with only a small amount remaining to the far left of the PID line in telescope 2.

All things considered it appears that the developed method does a reasonable job at removing

the punch-through from the proton spectra.

5.2.3 Analysis: Deuteron and Triton Punch-Through

Having developed a method that adequately removes the punch-through from the proton en-

ergy spectra the next question is whether this method can be expanded upon and applied to

both the deuteron and triton punch-through as well. Unlike the protons where the punch-

through tail is clearly visible in the PID spectra and gives a measure of the success of the punch-

through correction, the punch-through tails for deuterons and triton are largely hidden beneath

the other PID lines and mixed in with other forms of background. This extra background makes

it hard to discern the deuteron punch-through tail and nearly impossible to discern the triton

tail just by looking at the PID spectra. Not being able to observe the deuteron and triton punch-

through tails makes the analysis difficult since all of the stretching and scaling that was done

before required direct observations of the proton punch-through tail. With this in mind an in-

direct method had to be developed to extract the punch-through spectra for the deuterons and

tritons.

We start the exercise by assuming tha the first and most important assumption is that the

deuteron and triton punch-through behave similarly to the proton punch-through. Meaning

that the same corrections that were made to the simulated proton punch-through will need
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to be applied to the deuteron and triton punch-through as well. Second, the same Gaussian

smearing parameters that were used for the protons can be used for the deuterons and tritons.

Third, the angular dependent scaling that was applied to the protons can be applied to both the

deuterons and tritons. Lastly, the stretching functions that were applied to the proton punch-

through can be mapped to the deuteron and triton punch-through.

Of these assumptions the first is both the most important but also the hardest to justify.

This is because the reasoning used before to apply the corrections to the protons began from

visual observations of the spectra. For the heavier hydrogen isotopes, a visual inspection is less

conclusive because portions of these punch-through tails lie beneath the PID spectra of lighter

hydrogen isotopes. There are however several pieces of evidence that do exist which indicate

that the deuteron and triton punch-through will behave similarly to that of the protons. The

first piece of evidence that can be used to justify applying the punch-through removal meth-

ods on deuterons and tritons that were used on protons comes from being able to observe the

deuteron punch-through tail crossing under the proton PID line. To illistrate this Figure 5.48

shows a simulated PID spectra on the left and a PID spectra from the experimental data on the

right. In both panels a horizontal line is draw at 1.2 MeV in dE. Comparing the two we can see

in the simulated data that right after the proton punch-through point their are essentially no

counts. However, looking at the same location in the experimental data their is some amount

of background not present in the simulated PID spectra. After checking that this background

past the proton punch-through point could not all come from uncorrelated background leads

us to conclude that it in part comes from deuteron punch-through. The fact that punch-though

is visible in this region for the experimental and not the simulated data would seem to imply

that it is reasonable to assume some amount of smearing is required to correct the simulated

deuteron punch-through.

Another reason as to why the deuterons and tritons will need the same corrections as pro-

tons comes from investigating the range of the punch-through tails in both E and dE. Figure

5.49 shows three separate panels with the simulated punch-through tails for telescope 2, going
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Figure 5.48: PID for Telescope 2 Left: Simulated PID, Right: Experimental PID, the horizontal
black line at 1.2 MeV in dE shows that past the end of the proton PID line there is punch-through
background coming from the deuterons in the experimental data but not in the simulated data.

from left to right the panels show the punch-through for protons, deuterons and tritons. The

bold black vertical lines in each of the panels indicate the energy of the punch-through point

E2 and the end of the punch-through tail E1. Taking the ratio of E1/E2 it was found that the

values were all very close together for the three particle species, being between 0.43-0.46. These

same ratios can be constructed for dE where in this case E2 will just be the punch-through value

in dE punch-through value in dE and E1 the point at which the tail dies out in dE. Once again

taking the ratio of E1/E2 shows a similar equality, this time however the values being between

0.61-0.65. So in both E and dE the percent difference of any of these ratios with respect to their

average is only between 2-3%. During the punch-through analysis of the protons the end of the

punch-through tail was stretched to lower energies, this changes the ratio from being around

0.44 to 0.38 after stretching, and thus breaking the equality. If it is assumed that this equality

holds after the stretching then this indicates that the deuteron and triton punch-through tails

will need similar stretching so as to preserve this ratio.

For analyzing the deuteron and triton punch-through all the same steps done in the analysis
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Figure 5.49: Simulated Punch-Through Tails The black vertical lines indicate the range in E
over which the simulated punch-through tails exist.

of the proton punch-through are applied, and in the same order. Of these steps those that are

the same are the initial scaling, the smearing and the second scaling. For the second scaling

of the simulated punch-through the same theta dependent function that was used for protons

was applied to the deuterons and tritons.

Having accounted for the smearing and scaling of the deuteron and triton punch-through

the last point of consideration is the stretching. As was already stated stretching functions can-

not be directly extracted for the deuteron and triton punch-through in the same way as with

the protons. Therefore, instead of directly extracting stretching functions for the deuteron and

triton punch-through a mapping from the stretching values for proton energies will be con-

structed for both the deuterons and tritons. As was already stated above when taking the ratio

of the energy at the punch-through point and the end point of the punch-through tails in both E

and dE an equality exists for all of the particle species. What this means is that the same stretch-

ing factors that were extracted to make the end point of the simulated protons punch-through

match the experimental data will be the same for both the deuterons and tritons so as to pre-
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serve the equality of the above mentioned ratios. Representing energies for the simulated data

with a hat then the above ratios would indicate that:

EDeutEnd

EDeutPunch
= EPr otEnd

EPr otPunch
(5.13)

Moving EDeutPunch to the other side and allowingEDeutEnd to vary with EPr otEnd then

gives a mapping from the proton punch-through tail energies to deuteron punch-through tail

energies. The stretching of the simulated proton punch-through is represented as:

EPr ot = A(ÊPr ot )ÊPr ot (5.14)

where A is the stretching factor. Combining Eq .5.14 and Eq .5.13 gives:

EDeut =
EDeutPunch

EPr otPunch
A(ÊPr ot )ÊPr ot (5.15)

This provides a direct mapping from the simulated proton energies to the stretched deuteron

energies. This of course can be generalized and applied to the triton punch-through as well.

Now, currently these equations only show that the simulated proton punch-through can be

mapped to the simulated deuteron punch-through after stretching. To implement this stretch-

ing into the analysis all that has to be done is simply use Eq. 5.13 to map the simulated proton

energies to either deuterons or tritons. The stretching factors for deuterons and tritons are then

just the values for the proton energies that were mapped to the corresponding deuteron and

triton energies. The mapped energies and stretching factors can then be fit and new stretch-

ing functions are obtained for the simulated deuterons and tritons. This method of stretching

the deuterons and tritons was applied to both E and dE. After the new stretching functions have

been extracted the deuteron and triton punch-through is treated exactly the same as the proton

punch-through. The main problem with this stretching is that it is difficult to confirm it for the

experimental data and the fact that we don’t understand why it holds for the simulated data.

One possible way that could be used to test this would be to use the reaction loss analysis to

remove the reaction loss and outscattering background in between the PID lines. This would
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allow us to then directly compare the location of the punch-through for deuterons and tritons

in the simulated and experimental data.

Figure 5.50 shows the PID spectra for three HiRA10 telescopes before and after punch-

through subtraction, this time however the correct PID gates have been applied. As was pre-

viously shown the punch-through tail coming from protons has been removed for all three tele-

scopes. Upon closer inspection however it can also be seen that when looking at the end of the

proton PID lines especially in telescope 2 some of the background that was coming from the

deuteron punch-through has been removed. Now, determining if the correct amount of back-

ground has been removed is difficult. In the ideal situation after subtraction the regions to the

right of the punch-through when summed over a cut should have around 0 counts. For the

experimental data this is difficult to do since in the PID created from the experimental data

the region to the right of the punch-through points not only has background coming from the

punch-through but also some amount of contamination coming from uncorrelated events. This

additional background makes it difficult to test the validity of the punch-through subtraction

after including deuterons and tritons.

Figures 5.51 through 5.53 show the relative contamination of punch-through for the differ-

ent particle species under the proton, deuteron and triton PID lines with each panel showing a

different angular cut. The error bars in these figures are the combination of both statistical and

a first attempt at extracting the systematic errors. Where the systematic errors come from apply-

ing the same analysis as before but removing the stretching that was applied before and instead

using much larger smearing values in both dE and E, on the order of 1.5 times as large for dE

and 3 times as large for E. By adjusting these parameters it was found that the proton punch-

through tail could be removed from the data in a similar way as applying a shifting and a smaller

smearing. This way of preforming the analysis is an extreme and represents what is believed to

be the farthest off this analysis could possibly be. To help remove some of the punch-through

from the energy spectra in the future tighter cuts will be placed on the PID lines. These tighter

cuts will help with removing a significant amount of the punch-through which will make the
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Figure 5.50: HiRA10 PID Lines Left: HiRA10 PID spectra before punch-through subtraction for
telescopes 2, 5 and 9. Right: HiRA10 PID spectra after punch-through subtraction for telescopes
2, 5 and 9.

job of extracting the systematic errors much more simple.

5.2.4 Generalized Punch-Through Removal to the HiRA10 Data

After creation of the modified punch-through spectra for a single reaction system the next step

is to find an easy way with which to apply this punch-through subtraction to the HiRA10 data. To

this end it was decided to create functions describing the relative amounts of proton, deuteron

and triton punch-through beneath a PID line for any given value of theta and the energy. Using

functions to remove the proton, deuteron and triton punch-through separately is advantageous

because it makes the job of generalizing the punch-through subtractions to other systems rela-

tively simple as will be shown later.

Equations describing the punch-through are built by first placing cuts on total energy and
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Figure 5.51: Relative Punch-Through Contamination: Proton PID Line Relative punch-
through contamination of each particle species under the proton PID line. Each panel shows
the relative contamination in the specified angular cut. The black points show the total relative
punch-through. Error bars shown on the black curve consist of both statistical and systematic
errors.

theta for the experimental data and the analyzed punch-through spectra that lies beneath the

PID lines. Separate ratios are then created, dividing the total number of punch-through counts

by the total number counts in the experimental PID in a given energy/theta cut gives the relative

amount of punch-through. These ratios are made separately for each of the punch-through

species that lie below a given PID line. Meaning, for example under the proton PID line there

are unique equations describing the proton, deuteron and triton punch-through. For a given

PID line these ratios give the probability of an event within a energy/theta cut being a punch-

through event. A global fit to the total energy using Gaussian functions is then applied to the

ratios for the different angular cuts. The general form is shown in Eq. 5.16. Where Ec is the
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Figure 5.52: Relative Punch-Through Contamination: Deuteron PID Line Relative punch-
through contamination of each particle species under the deuteron PID line. Each panel shows
the relative contamination in the specified angular cut. The black points show the total relative
punch-through. Error bars shown on the black curve consist of both statistical and systematic
errors.

mean energy, w is the width and A the scaling factor.

PPunch =
√

2

π

A

w
e( E−Ec

w )2
(5.16)

The use of a global fit was chosen so as to restrict the fitting parameter space, forcing the fits

on different total energy cuts to share as many of the fitting parameters as possible. Next the

parameters that were allowed to vary during the fit of the energy are themselves fit with respect

to theta using either first or second order polynomials. An example showing the fits with respect

to energy for the punch-through underneath the proton PID line are shown in Figure 5.54 with

each of the different fits being for a different cut in theta. The fitting parameters for each of the
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Figure 5.53: Relative Punch-Through Contamination: Triton PID Line Relative punch-through
contamination of each particle species under the triton PID line. Each panel shows the relative
contamination in the specified angular cut.

fits are presented below in Table. 5.4:

Energy distributions after punch-through subtraction has been applied are shown in Figures

5.55 through 5.57. The three panels in these figures show energy distributions both before and

after punch-through subtraction for different angular cuts. Two punch-through subtraction en-

ergy distributions are presented, the red which shows the distributions by directly subtracting

off the corrected punch-through spectra and the blue which removes the punch-through using

the punch-through equations. The inset in the upper right hand corner of each of the panels

show the red spectra divided by the blue spectra. Variations in this ratio hover around 1 indi-

cating the uncertainty introduced from the fitting is rather small, being on the order of only a

couple percent near the punch-through point.
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Figure 5.54: Fit on Relative Punch-Through 3 Panels show relative punch-through contamina-
tion within the proton PID cut at different angles for protons, deuterons and tritons. These fits
were used to create equations as functions of angle and energy for removing the punch-through
from beneath the proton PID line. Additional functions were made to describe deuterons and
tritons.

PID Line Fit Parameters Prot Punch-Through Deut Punch-Through Trit Punch-Through
Proton c 133.33 + 0.29θ 200.2 199.567

w 50.69 + 0.0084θ+0.00034θ 78.14 70.06

A 20.56 - 0.37θ+0.0023θ2 43.98 - 0.91θ+0.0054θ2 12.25 - 0.32θ+0.0022θ2

Deuteron c - 209.24 +0.189θ 232.89
w - 46.35 64.22

A - 12.37 - 0.19θ+0.0011θ2 21.6 - 0.47θ+0.0031θ2

Triton c - - 268.71
w - - 42.25
A - - 5.92 - 0.041θ

Table 5.4: Punch-Through Equation Fit Parameters
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Figure 5.55: Proton Total Energy Distributions Total energy distributions for protons before
(black) and after (red/blue) punch-through subtraction for three different angular cuts. The red
spectra shows the total energy distribution obtained by subtracting off the post analysis punch-
through spectra from the data directly. The blue spectra shows the total energy distribution
obtained by removing the punch-through using the fit equations described above. The inserts
in the upper right portion of each panel show the ratio of the red and blue lines.

Comparisons between the predicted and analyzed punch-through are shown for telescopes

2 and 9 in Figures 5.58 through 5.61. Comparing the relative amounts of the simulated to the

post analysis punch-through there are two main differences. The first is the width of energies

over which the post analysis punch-through occupies in the spectra as compared to the sim-

ulated punch-through. The second is the enhancement of the amount of higher mass particle

punch-through under low mass particles PID lines, such as deuteron punch-through under the

proton PID line. This is however unsurprising since the stretching of the punch-through tails

pulled them down towards lower energies, which would lead to an enhancement in punch-

through contamination for lower mass particles.
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Figure 5.56: Deuteron Total Energy Distributions Total energy distributions for deuterons be-
fore (black) and after (red/blue) punch-through subtraction for three different angular cuts. The
red spectra shows the total energy distribution obtained by subtracting off the post analysis
punch-through spectra from the data directly. The blue spectra shows the total energy distri-
bution obtained by removing the punch-through using the fit equations described above. The
inserts in the upper right portion of each panel show the ratio of the red and blue lines.

To check the validity of the estimate on the punch-through estimation a final check was

made to determine if the estimated punch-through totals make sense. For this a cut at 140 MeV

in CsI energy was made on the PID spectra for telescope 2 and then projected onto dE shown in

Figure 5.62. At a cut on 140 MeV in the CsI the punch-through analysis predicts that slightly un-

der 15% of the events in this cut come from the proton punch-through. The shoulder to the left

of the peak is assumed to be proton punch-through, indicated by the vertical black line. After

making a basic correction to account for reaction losses and deuteron punch-through which

was assumed to be to the right of the vertical line simply dividing the background counts by the

total gave a rough estimate of 13.8% of the data in this cut coming from proton punch-through.
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Figure 5.57: Triton Total Energy Distributions Total energy distributions for tritons before
(black) and after (red/blue) punch-through subtraction for three different angular cuts. The
red spectra shows the total energy distribution obtained by subtracting off the post analysis
punch-through spectra from the data directly. The blue spectra shows the total energy distri-
bution obtained by removing the punch-through using the fit equations described above. The
inserts in the upper right portion of each panel show the ratio of the red and blue lines.

Additional checks to estimate the punch-through in this cut gave similar answers, ranging from

13-15%, depending on how the punch-through is counted. What this means is that the devel-

oped methods produce a similar fractional punch-through contamination as can be extracted

using simple back of the envelope calculations.

With the punch-through removed from the 48C a +124 Sn system the next step is to expand

upon the punch-through analysis to incorporate other beam target combinations that were

studied during the experiment. Removing the punch-through using the same analysis would

be very time consuming therefore if possible a much more simple solution would be to scale

the already extracted punch-through equations by comparing the relative amount of protons,
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Figure 5.58: Fractional Punch-Through Contamination Protons Telescope 2 Top: Fractional
punch-through contamination within the proton PID line estimated by NPTool simulations.
Bottom: Fractional punch-through contamination with the proton PID line as estimated by the
above analysis.
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Figure 5.59: Fractional Punch-Through Contamination Deuterons Telescope 2 Top: Fractional
punch-through contamination within the deuteron PID line estimated by NPTool simulations.
Bottom: Fractional punch-through contamination with the deuteron PID line as estimated by
the above analysis.
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Figure 5.60: Fractional Punch-Through Contamination Protons Telescope 9 Top: Fractional
punch-through contamination within the proton PID line estimated by NPTool simulations.
Bottom: Fractional punch-through contamination with the proton PID line as estimated by the
above analysis.
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Figure 5.61: Fractional Punch-Through Contamination Deuterons Telescope 9 Top: Fractional
punch-through contamination within the deuteron PID line estimated by NPTool simulations.
Bottom: Fractional punch-through contamination with the deuteron PID line as estimated by
the above analysis.

155



Figure 5.62: E Cut Cut taken on E at 140 MeV for telescope 2 and projected onto dE. The vertical
line shows a boundary that was made where everything to the left is background and everything
to the right are good counts.

deuterons and tritons for the already analyzed system to the new system being analyzed. To this

end the punch-through removal equations show their merit. Since these equations are already

split up into protons, deuterons and tritons all that has to be done is to simply scale each of the

individual equations by the ratios of the relative amounts of pdt for the system that has already

been analyzed to the new system. For each system there will be three separate sets of scaling

values, this is because the scaling applied to the punch-through equations is with respect to the

PID line which the punch-through lies beneath.

APr otScale = 1, ADeutScale =
NDeut N̂Pr ot

NPr ot N̂Deut
, ATr i tScal e =

NTr i t N̂Pr ot

NPr ot N̂Tr i t
(5.17)

ADeutScale = 1, ATr i tScal e =
NTr i t N̂Deut

NPr ot N̂Deut
(5.18)

ATr i tScal e = 1 (5.19)
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Equations 5.17 to 5.19 show how the scaling factors that are applied to the punch-through

equations are extracted for the three different PID lines respectively. Where variables with a

hat are for the system that is being analyzed and those without hats are for the fully analyzed

system.

The validity of this scaling was tested on the 40C a +58 Ni system. This system was chosen

to test out the scaling because since it is the least mass asymmetric system where the 48C a on

124Sn system is the most mass asymmetric. This difference in mass asymmetry will lead to the

40C a on 58Ni system producing far fewer deuterons and tritons with respect to protons than

any of the other systems studied, with the difference in the amount of deuterons and tritons rel-

ative to protons being around 30 and 55% respectively for the two systems. This large difference

means that any issues that arise from the scaling would be the most easily seen in this system.

Energy distributions post punch-through subtraction for the 40C a on 58Ni system are

shown in Figures 5.63 through 5.65. As before the black lines in these spectra show the energy

distribution before punch-through subtraction. The red line shows the energy distributions

after punch-through subtraction using the punch-through equations for the 48C a +124 Sn

system but scaled for the different PID lines using Equations 5.17 through 5.19. The blue line

shows the energy distribution after direct subtraction of the punch-through spectra for the

40C a on 58Ni system. This punch-through spectra was created in the same way as the punch-

through spectra for the 48C a on 124Sn system except with an additional scaling to correct for

the difference between the energy distributions of the two systems. The agreement between

the red and blue spectra is very good, with relative difference between the two being similar

to that observed in the 48C a on 124Sn system. This indicates that punch-through removal for

the other systems can be easily applied by simply scaling the punch-through equations for the

48C a on 124Sn system. Knowing this is very useful for future experiments since it shows that

for multiple beam target combinations as long as the beam energy and setup are the same all

the punch-through can be removed by simply analyzing one of the systems and then applying

a scaling to that punch-through for the others.
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Figure 5.63: Proton Total Energy Distributions for the 40C a on 58N i system Total energy dis-
tributions for protons before (black) and after (red/blue) punch-through subtraction for three
different angular cuts. The blue spectra shows the total energy distribution obtained by sub-
tracting off the post analysis punch-through spectra from the data directly. The red spectra
shows the total energy distribution obtained by removing the punch-through using the scaled
fit equations. The inserts in the upper right portion of each panel show the ratio of the red and
blue lines.

5.2.5 Future Work

Currently we have shown that through a process of scaling, smearing and stretching simu-

lated punch-through spectra it is possible to remove punch-through events from experimen-

tal CsI(Tl) data. Some of the methods used in this analysis require multiple assumptions and

further work should be done to verify the validity of these assumptions mostly with respect to

the extraction of punch-through for deuterons and tritons. To this end I would suggest running

an experiment where a single HiRA10 telescope is illuminated with mono-energetic beams of

protons, deuterons and tritons. Ramping up the energy of these beams from near the punch-
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Figure 5.64: Deuteron Total Energy Distributions for the 40C a on 58N i system Total energy
distributions for deuterons before (black) and after (red/blue) punch-through subtraction for
three different angular cuts. The blue spectra shows the total energy distribution obtained by
subtracting off the post analysis punch-through spectra from the data directly. The red spectra
shows the total energy distribution obtained by removing the punch-through using the scaled
fit equations. The inserts in the upper right portion of each panel show the ratio of the red and
blue lines.

through point up as high as possible. Only through this will it be possible to actually know how

the deuteron and triton punch-through behaves in the HiRA10 telescopes. From the work done

in [45] we currently know that there is a nonlinearlity in the light output of the CsI(Tl) crystals

in the HiRA10 detectors. What this means is that as of right now it is actually impossible to know

how the punch-through for deuterons and tritons behaves without further study.

Any experiment to study the punch-through in the HiRA10 detectors would be difficult sim-

ply because of the length of the crystals and the energies needed to punch-through. Another,

and more simple possibility would be to run the above experiment but using one of the old HiRA
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Figure 5.65: Triton Total Energy Distributions for the 40C a on 58N i system Total energy dis-
tributions for tritons before (black) and after (red/blue) punch-through subtraction for three
different angular cuts. The blue spectra shows the total energy distribution obtained by sub-
tracting off the post analysis punch-through spectra from the data directly. The red spectra
shows the total energy distribution obtained by removing the punch-through using the scaled
fit equations. The inserts in the upper right portion of each panel show the ratio of the red and
blue lines.
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telescopes. The 4 cm long CsI(Tl) crystals in the HiRA have much lower punch-through points

than the CsI(Tl) in the HiRA10 detectors making this experiment more simple to run. Now, this

experiment would not be able to help obtain a quantitative understanding of the light output

past the punch-though point in the HiRA10 detectors however it would help to confirm or deny

if the assumptions made in the punch-through subtraction analysis are reasonable, mainly the

mapping of the proton stretching functions to deuterons and tritons.
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CHAPTER 6

RESULTS

6.1 HiRA10 Energy Spectra

One of the main goals for this work was to create background corrected energy spectra for

the different reaction systems that were studied in the experiment and then to show some the

capabilities of such spectra to do science. Energy spectra corrected for punch-through and re-

action losses are presented below for the 48C a +64 Ni and 40C a +58 Ni reaction systems at 140

MeV/A. Each plot shows the spectra for five evenly spaced angular cuts with a width of five de-

grees. The even spacing between the energy spectra in the log plot for different angular cuts

is expected due to the exponential decay of counts when moving from forward to backward

angles.

To illustrate the effect that the reaction loss and punch-through corrections have on the en-

ergy spectra in Figures 6.11 through 6.16 were created for protons, deuterons and tritons. Each

of the four panels in the figures show a different angular cut with the black solid circles showing

Figure 6.1: Proton energy spectra for 48C a +64 N i at E/A=140 MeV Corrections for geometric
efficiency, reactions losses and punch-through have been applied.
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Figure 6.2: Proton energy spectra for 40C a +58 N i at E/A=140 MeV Corrections for geometric
efficiency, reactions losses and punch-through have been applied.

Figure 6.3: Deuteron energy spectra for 48C a+64N i at E/A=140 MeV Corrections for geometric
efficiency, reactions losses and punch-through have been applied.
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Figure 6.4: Deuteron energy spectra for 40C a+58N i at E/A=140 MeV Corrections for geometric
efficiency, reactions losses and punch-through have been applied.

Figure 6.5: Triton energy spectra for 48C a +64 N i at E/A=140 MeV Corrections for geometric
efficiency, reactions losses and punch-through have been applied.
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Figure 6.6: Triton energy spectra for 40C a +58 N i at E/A=140 MeV Corrections for geometric
efficiency, reactions losses and punch-through have been applied.

Figure 6.7: 3He energy spectra for 48C a +64 N i at E/A=140 MeV Corrections for geometric ef-
ficiency, reactions losses and punch-through have been applied.

165



Figure 6.8: 3He energy spectra for 40C a +58 N i at E/A=140 MeV Corrections for geometric ef-
ficiency, reactions losses and punch-through have been applied.

Figure 6.9: 4He energy spectra for 48C a +64 N i at E/A=140 MeV Corrections for geometric ef-
ficiency, reactions losses and punch-through have been applied.
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Figure 6.10: 4He energy spectra for 40C a +58 N i at E/A=140 MeV Corrections for geometric
efficiency, reactions losses and punch-through have been applied.

the data without any corrections applied for reaction losses or punch-through. The red solid

squares show the data after punch-through has been removed. This figure is a little misleading

because fo the large value assigned to punch through correction. This large correction would

be much smaller if the PID gate for the particular isotope was drawn more closely to the PID

line. The blue open circles show the data after punch-through has been removed and reaction

losses have been added back. The correction take the data from red points to open ones is gate

independent. For both systems the correction for reaction losses are essentially the same, while

the correction coming from the punch-through subtraction will be a little different for different

reaction systems. This is because the more neutron rich systems will produce more deuterons

and tritons that will lead to a larger contamination of the proton and deuteron energy spectra.

Figures 6.11 and 6.12 show the proton energy spectra for 48C a +64 Ni and 40C a +58 Ni

systems respectively. Comparing the two, Fig. 6.11 shows much more punch-through contam-

ination especially for forward angles as compared to the energy spectra in Fig. 6.12, this is

unsurprising since the neutron rich system will produce more deuterons and tritons as com-

pared to the neutron poor system. However, for both systems the correction for reaction losses

will be about the same, therefore after both the punch-through and reaction loss corrections
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Figure 6.11: Comparison of proton energy spectra for 48C a+64N i The black points are for data
without the punch-through or reaction loss correction. Red points show data that has been cor-
rected for punch-through and blue points show the data after both punch-through and reaction
losses have been corrected.

have been applied to the data the overall net correction is greater for the neutron poor system

as compared to the neutron rich system. This behaviour holds for deuterons as well due to the

contamination from tritons under the PID line. For tritons however this behaviour doesn’t hold

since the contamination coming from a particles own punch-through is essentially constant.

Therefore the magnitude of the corrections applied to the tritons for the neutron rich and poor

systems are essentially the same.
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Figure 6.12: Comparison of proton energy spectra for 40C a+58N i The black points are for data
without the punch-through or reaction loss correction. Red points show data that has been cor-
rected for punch-through and blue points show the data after both punch-through and reaction
losses have been corrected.
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Figure 6.13: Comparison of deuteron energy spectra for 48C a +64 N i The black points are for
data without the punch-through or reaction loss correction. Red points show data that has been
corrected for punch-through and blue points show the data after both punch-through and re-
action losses have been corrected.
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Figure 6.14: Comparison of deuteron energy spectra for 40C a +58 N i The black points are for
data without the punch-through or reaction loss correction. Red points show data that has been
corrected for punch-through and blue points show the data after both punch-through and re-
action losses have been corrected.
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Figure 6.15: Comparison of triton energy spectra for 48C a+64 N i The black points are for data
without the punch-through or reaction loss correction. Red points show data that has been cor-
rected for punch-through and blue points show the data after both punch-through and reaction
losses have been corrected.

172



Figure 6.16: Comparison of triton energy spectra for 40C a+58 N i The black points are for data
without the punch-through or reaction loss correction. Red points show data that has been cor-
rected for punch-through and blue points show the data after both punch-through and reaction
losses have been corrected.

173



6.2 Isoscaling Ratios

One of the main goals of this work is to create isoscaling ratios using the background sub-

tracted HiRA10 spectra. From these isoscaling ratios the differences in proton and neutron

chemical potentials can be extracted. Due to the increased length of the HiRA10 crystals as

compared to those in the LASSA or HiRA telescopes makes the HiRA10 uniquely suited for ex-

tracting these isoscaling ratios over a wider dynamic range than was possible for these other

detector systems.

Before creating isoscaling ratios a change of variables is applied to the corrected energy

spectra, converting it to be in terms of transverse momentum and rapidity or Pt /A vs. y/ybeam ,

it should be noted that when used in equations and some figures y will replace y/ybeam to

make figures and equations less cumbersome. This choice of this variable change is chosen

over the more common choice of energy and theta in the center of mass frame due the prob-

lem of choosing the center of mass frame for these asymmetric beam target combinations. The

conversion of the punch-through subtracted energy/theta spectra to Pt /A vs. y/ybeam is done

by taking an energy/theta bin. The energy and angle are then determined by simply adding a

randomly generated number equal to plus or minus half of the bin size to the center values of

energy and theta. Next, using these values for energy and theta the rapidity and transverse mo-

mentum are calculated. After which a new histogram is filled with the converted data. Due to

the fact that bins in energy/theta and rapidity/transverse momentum are not simply 1 to 1 the

new spectra looks fairly patchwork and the spectra as a whole very uneven. This is corrected by

applying the same procedure 10 times to the data and averaging over the different spectra as

shown in equation 6.1. Figure 6.17 shows the 2D Pt /A vs. y/ybeam spectra with and without

averaging plotted using a linear scale. Without any kind of consideration this averaging will sup-

press the statistical error bars. Therefore, to correct for this error bars were simply multiplied by
p

N where N in the number of interactions over the spectra. When compared to the Pt spectra

created directly from the experimental data it was found the error bars were comparable to one

another. Figure 6.18 shows the Pt /A vs. y/ybeam spectra for protons, deuterons, tritons, 3He
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Figure 6.17: Proton Rapidity vs Pt/A for 48C a +64 N i Left: Spectra no averaging. Right: Spectra
with averaging.

and alphas plotted in a log scale. From here on out when the term rapidity is used it will refer to

y/ybeam .

Y (Pt , y) = 1

10

10∑
i=1

Y (Pt , y)i (6.1)

Isoscaling ratios are created by dividing the populations of a particular particle species for

two different reaction systems. To determine if isoscaling exists the isoscaling ratios for isotopes

and isotones should exhibit exponential behaviour as a function of either neutron or proton

number respectively. Figure 6.19 shows the isoscaling ratio as a function of neutron number

and 6.20 shows the isoscaling ratios as a function of proton number for three evenly spaced 20

MeV wide cuts on transverse momentum. The lines between the points are fits using equation

6.2, where N and Z are the neutorn and proton number and α,β are ∆µN ,Z /T . Since the fits

match well with the data points this implies that isoscaling exists for our system. Cuts placed

on either Pt or rapidity can be applied to the data, allowing for the observation of different

physical effects. Isoscaling ratios for protons, deuterons, tritons, 3He and 4He were created for

the 48C a +64 Ni and 40C a +58 Ni systems. Figure 6.21 shows the isoscaling ratios from these

two systems in a central rapidity cut from 0.4-0.6, the fits on the lines will be discussed later. As

was shown in the work by Chajecki [19] isoscaling ratios group together based on the value of
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Figure 6.18: y/ybeam vs Pt 2D rapidity/transverse momentum plots for protons, deuterons,
tritons, 3He and alphas for 48C a +64 Ni system plotted in a log scale.

N-Z, i.e.(-1,0,1), for the particle.

R21(N , Z ) = Y2(N , Z )

Y1(N , Z )
=CeNα+Zβ (6.2)

This isoscaling trend can be simply understood. Our selection of events by a selection based

charged particle multiplicity selects a statistical ensemble that can be described by a local equi-

librium. As the excited matter in a nuclear reaction expands and disassembles the clustering

phenomena occurs at subsaturation densities. Such a disassembly has been successfully in-
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Figure 6.19: Isoscaling as a Function of Neutron Number Isoscaling ratios created for protons,
deuterons, tritons, 3He and alpha particles as a function of neutron number for three different
Pt cuts shown in the three panels. The black points are for hydrogen and red for helium iso-
topes. The dashed lines are fit with Equation 1.8 using a global fit for all isotopes and isotones
in figures 6.19 and 6.20 with the same Pt cut.

terpreted within the context of statistical mechanics wherein the probability of a cluster being

formed is proportional to an exponential factor exp(µ(N , Z )/T ) involving its chemical poten-

tial µ(N , Z ) and the local temperature T . The chemical potential of a cluster comprised of N

neutrons and Z protons given by µ(N , Z ) = Nµn + Zµz , where µn and µz are the neutron and

proton chemical potentials, respectively. If two systems are comparable in mass, excitation en-

ergy and dynamics, the ratio R21 of the yields of this cluster at specific values of Pt and y , should

be given by the difference in chemical potentials illustrated in equation 6.3. Figure 6.22 shows

∆µN /T and ∆µP /T extracted by fitting the isoscaling ratios created for different cuts on Pt . To

check the isoscaling ratios ∆µN /T and ∆µP /T were both fit using second order polynomials.

The results of these fits are the solid lines shown in Figure 6.21. Overall the functional forms of

the isoscaling ratios match fairly well to the data, however there is a clear discrepancy between
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Figure 6.20: Isoscaling as a Function of Proton Number Isoscaling ratios created for protons,
deuterons, tritons, 3He and alpha particles as a function of proton number for three different
Pt cuts shown in the three panels. The black points are for N=1 and red for N=2 isotones. The
dashed lines are fit with Equation 6.3 using a global fit for all isotopes and isotones in figures
6.19 and 6.20 with the same Pt cut.

Figure 6.21: Isoscaling Ratios Shows Isoscaling ratios created for P,D,T, 3He and alphas. The
lines over the different isoscaling ratios come from the extracted chemical potentials. Where in
this case the chemical potentials were created by fitting both the measured particles and their
combinations.
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Figure 6.22: ∆µ/T ∆µN /T and ∆µP /T extracted from isoscaling ratios created using 48C a +64

Ni and 40C a +58 Ni systems for a rapidity cut from 0.4-0.6.

the functions for particles with N-Z = -1. With the functional form extracted for protons under-

estimating and 3He overestimating the isoscaling ratios when compared to the experimental

data.

R21 = exp(∆µ(N , Z )/T ) = exp((N∆µN +Z∆µZ /T ) (6.3)

After ∆µN /T and ∆µP /T are obtained we can go a step further and get ∆µN and ∆µP pro-

vided we obtain the temperature from another observable. In order to remove the temperature

dependence, we use a method to obtain the temperature proposed by S. Albergo [61] that ex-

tracts the temperatures from ratios of isotopic abundances. In their paper, [61], S. Albergo et al.

suggested that one extracts the system temperature from a double ratio of isotopic yields. One

single ratio is Y(T)/Y(D) and another single ratio is Y(4He)/Y(3He). Combining these two ratios

constructs the "hydrogen-helium isotopic thermometer".

There are two versions of this thermometer; the other replaces Y(T)/Y(D) single ratio with

the Y(D)/Y(P) single ratio. Following S. Albergo et al [61] we use their preferred Y(T)/Y(D) single

ratio. This temperature relies on the strong temperature dependence of the Y(4He)/Y(3He) ra-
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tio that stems from the 20.6 MeV difference between the binding energies of 4He and 3He. The

Y(T)/Y(D) ratio serves to cancel out the chemical potential difference between the two Helium

isotopes, leaving the Boltzmann factor in the isotope ratios as the dominant term. From the de-

pendence, the double isotope ratio can be used to determine the temperature. The temperature

is therefore determined from isotopic abundances by Equation 6.4.

T = 14.3

1.6l n( Y (D)Y (4He)
Y (T )Y (3He)

)
(6.4)

Figure 6.23 shows the PT dependence of the temperature for a rapidity cut from 0.4-0.6. The

final temperature curve was created by averaging the temperature curves for 3 of the studied

Calcium on Nickel systems. Until this point in the analysis the corrections made to account for

punch-through and reaction losses have had very little effect because most of these corrections

accidentally cancel out when taking isoscaling ratios because they are of similar magnitude in

the neutron rich and neutron deficient systems. This cancellation depends on the width of the

large PID gates for the hydrogen isotopic gates and would be less evident for narrower gates

around the PID lines. These corrections are not cancelled out when extracting the temperature

because the ratios that are taken from the particles within the individual systems, which has the

consequence that the reaction loss and punch-through corrections do not cancel out. Figures

6.24 and 6.25 show the temperature curves before and after corrections have been applied to

the spectra for the 48C a + 64Ni and 40C a + 58Ni reaction systems respectively. The insert in

the lower right hand corner of both figures shows the ratio of the corrected by uncorrected

temperatures. For both systems this ratio starts near 1 for low Pt values and increases with

increasing increasing Pt . These figures show that without the background corrections extracted

temperatures can be off by a factor of at least 10% for values of Pt around 300 MeV. The trend

with energy mainly occurs because of the logarithmic dependence of the Temperature on the

isotopic ratios, which has that consequence that temperatures are not strongly influenced by

uncertainties in the yields when the temperatures are small.
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Figure 6.23: System Temperature Temperature curve created in a rapidity cut from 0.4-0.6 by
averaging the temperatures for 48C a + 64Ni , 40C a + 58Ni and 48C a + 58Ni

Figure 6.24: System Temperature Temperature curves extracted for the 48C a + 64Ni system for
a rapidity cut from 0.4-0.6. The black curve shows the temperature with corrections for reaction
losses and punch-through included and the red curve shows the temperature without these
corrections.
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Figure 6.25: System Temperature Temperature curves extracted for the 40C a + 58Ni system for
a rapidity cut from 0.4-0.6. The black curve shows the temperature with corrections for reaction
losses and punch-through included and the red curve shows the temperature without these
corrections.

After extracting the temperature it is then very simple to extract∆µ for protons and neutrons

by simply multiplying Figure 6.23 by Figure 6.22. The final chemical potential curves are shown

in Figure 6.26.

To show how the isoscaling evolves with rapidity Figure 6.27 shows isoscaling ratios created

using 4 different cuts on rapidity of width 0.1. As cuts on rapidity go from 0 (target like) to 1

(beam like) isoscaling ratios for particles of like N-Z values appear to separate more from one

another. Though not shown here this effect is generally observed when isoscaling ratios are

constructing using measured yields involving systems of similar beams and similar targets. This

probably reflects the dependence in the asymmetry of the system on rapidity. Higher rapidities

reflect more the asymmetry difference between the two projectile with δ= 0 at higher rapidities

182



Figure 6.26: ∆µ ∆µN and ∆µP extracted from isoscaling ratios created using 48C a +64 Ni and
40C a +58 Ni systems for a rapidity cut from 0.4-0.6.

for 40C a and δ = 0.17 at high rapdities for 48C a and δ = 0.34 for 58Ni and δ = 0.09 for 64Ni at

low rapidities.

Along with extracting the isoscaling ratios for charged particles, we might expect behavior

similar to that of neutrons by combining the Pt spectra for different particle species with the

same charge but differing in the neutron number by one neutron. Provided that the production

mechanism is consistent with a coalescence production mechanism, one may expect for such

ratios that the proton chemical potential cancels out and all that is left is the neutron chem-

ical potential. Ratios of Pt spectra that can create these neutron like isoscaling ratios in the

HiRA10 data set are D/P, T/D and 4He/3He. An example showing how to extract the neutron

like isoscaling ratio for D/P is shown in Equation 6.5. Figure 6.28 and 6.29 show these neutron

like isoscaling ratios using the same rapidity cuts that were used for the isoscaling ratios created

using charged particles.
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Figure 6.27: Isoscaling Ratios Isoscaling ratios for 48C a +64 Ni and 40C a +58 Ni systems. Each
panel shows the isoscaling ratios for a different rapidity cut of width 0.1.

RNeutr on = RD

RP
= e

∆µP+∆µN
T

e
∆µP

T

= e
∆µN

T (6.5)

For a rapidity cut from 0.4-0.6 the neutron like isoscaling ratios created using the T/D and

4He/3He spectra are relatively similar as would be expected, but the alphas are a little larger

below 250 MeV/s. In comparison, the isoscaling ratio created using the D/P spectra is signifi-

cantly lower than the T/D isoscaling ratio, as shown in Fig. 6.28. These differences disappear

with momentum and all isoscaling ratios become similar at around Pt > 300 MeV/A. This could

be concerning since it could mean that the proton chemical potential difference of the two

systems for singular protons is different than the proton chemical potential difference in a

deuteron or other clusters. However, the more likely explanation is that both the proton and

the alpha spectra have evaporative contributions at lower momenta below 300 MeV/c that the

deuterons and tritons don’t have. This general trend is also seen at other rapidities as shown in
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Figure 6.28: Neutron Like Isoscaling Ratios Neutron like isoscaling ratios created using
48C a +64 Ni and 40C a +58 Ni systems with a central rapidity cut from 0.4-0.6 and beam energy
of 140 MeV/A.

Figure 6.29. This latter figure shows the neutron like isoscaling ratios for different rapidity cuts

of width 0.1 in rapidity. Again, the T/D and 4He/3He isoscaling ratios are more similar at low

momentum than the D/P isoscaling ratios. However, with momentum and appear to merge at

PT /A ≈ 300MeV /C . Additional studies are needed to characterize the divergence in the isoscal-

ing ratios at lower PT /A, including some effort to identify the amount of later stage evaporative

emission that is present in the proton and α spectra at low PT /A.

Figures 6.28 and 6.29 show the existence of a possible problem with the isoscaling. This

being the discrepancy between the isoscaling ratios created using the ratios of D/P at low Pt/A

and at midrapidities as compared to the ratios created using the yields of T/D and 4He/3He.

At chemical equilibrium ∆µP and ∆µN should be the same for all light charged particles. Since

the isoscaling ratio created using the yields of D/P differ from those created using T/D and

4He/3He this could suggest that ∆µP for a single proton may differ from the ∆µP for other

clusters. To check this additional values of ∆µP /T and ∆µN /T were extracted except this time

both protons and all composites created using protons were left out of the fitting. By leaving

out the free protons if the functional forms of the isoscaling ratios more closely match what

is seen in the experimental data than in figure 6.21. This implies that the proton and neutron
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Figure 6.29: Neutron Like Isoscaling Ratios Neutron like isoscaling ratios created using
48C a +64 Ni and 40C a +58 Ni systems at beam energy of 140 MeV/A. Each panel shows the
isoscaling ratios for a different rapidity cut of width 0.1.

chemical potentials are more accurately described by leaving out the isoscaling ratios which

include free protons from the fits for∆µP /T and∆µN /T . Figure 6.30 shows the isoscaling ratios

where the functional forms were extracted by excluding protons from the fits for ∆µP /T and

∆µN /T . When protons are excluded the functional forms for the isoscaling ratios of clusters

match the experimental data better while protons are worse, being lower than what is seen in

the experimental data.

A similar, though smaller discrepancy can be seen for the alpha particles. In both cases, it

appears that there are additional protons and alpha particles at low energies. This likely occurs

because protons and alpha particles are frequently emitted in the secondary decay of heavier

particle unbound nuclei. Previous measurements of heavier intermediate mass fragments have

shown that they are strongly excited in the center of mass frame [62–64]. The typical energies of

such fragments and their decay products are on the order of twice the nuclear temperature [64].
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Figure 6.30: Isoscaling Ratios Shows Isoscaling ratios created for P,D,T, 3He and alphas. The
lines over the different isoscaling ratios come from the extracted chemical potentials. Where in
this case the chemical potentials were created by fitting both the measured particles and their
combinations however protons and combinations created with protons were all left out.

The thermal velocity, however, decreases with the square-root of the particles mass. Adding the

Coulomb repulsion, the typical contributions for proton evaporation occur at Pt values of 150-

200 MeV/c and for alphas at 75-100 MeV/c, consistent with the locations of the discrepancies

in chemical potential values shown in these figures. Thus, one should remember to focus at

higher transverse momenta when we compare such spectra to non- transport theory later in

this dissertation.

6.3 Coalescence Particle Spectra

In the last section, we adopted a phenomenological approach based on the statistical

physics. This physics picture approximates the grouping of the original nucleons into nucle-

ons and clusters as occurring at a typical "freezeout" density of the order of one quarter of
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saturation density. Such a freezeout approximation has been applied to a variety of problems

ranging from big-bang nucleonsynthesis to the quark gluon - hadron phase transition. The

application of such models to heavy ion collisions at energies of a few hundred MeV/nucleon

to a few GeV/nucleon has been described by Das Gupta and Mekjian [26]. In application of

freeze-out, the density and temperature of freezeout is defined such that the probability of

a further interaction by a given particle species with its environment has decreased below

1. Then the properties of nucleons and clusters can be calculated by assuming local thermal

equilibrium. It can be that different particles freeze out at different densities or different times.

In the case of the emission of energetic hydrogen and helium isotopes in intermediate en-

ergy heavy ion collisions, it is not especially problematic to assume a common freezeout den-

sity. In the following, we will describe the clusterization of particles in our collisions with a sta-

tistical approach similar to that described in das Gupta [26] and using the chemical potentials

of protons and neutrons we have obtained to describe the production of hydrogen and helium

isotopes at freezeout. One of the advantages of using this thermodynamic description is that it

allows us to both create clusters from nucleons and also work backwards to deduce the nucle-

onic distributions. In particular, we will use it to create what we call "pseudo neutron" spectra.

Creating a pseudo neutron spectra can be advantageous for experiments which lack dedi-

cated neutron detectors or as with this experiment when the neutron data has not been fully

analyzed. From isoscaling we know that Y (T )/Y (3He Y (N )/Y (P ) e(∆µN−∆µZ )/T . If we follow

Chajecki et al [19] and neglect the effect of the Coulomb potential and equate the ratios of

yields this simply amounts to dividing the measure triton PT spectrum by the corresponding

3He spectrum and multiplying this ratio by the corresponding proton spectrum. This approach

was first used by Chajecki to great effect [19], creating the pseudo neutron spectra for Sn+Sn re-

actions that matched very well with the measured neutron spectra [19]. In the following, we will

apply this approach to spectra from the 48C a +64 Ni and 40C a +58 Ni reactions at 140 MeV/A

in a rapidity cut from 0.4-0.6 y/ybeam .
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Figure 6.31: Pseudo Neutron Pseudo Neutron spectra created by combining the proton, 3He
and tritons.

Y (P )Y (T )

Y (3He)
= eµp /T e(µp+2µn )/T

e(2µp+µn )/T
(6.6)

= e(2µp+2µn )/T

e(2µp+µn )/T
= eµn = Y (N ) (6.7)

Creating the pseudo neutron spectra through the manipulation of chemical potentials is

useful but also limited to the range of energies for which we have measured triton spectra. This

gives us triton spectra that extend to transverse momenta of about 300 MeV/c. This greatly lim-

its the range to which we can extract the pseudo neutrons, only reaching to half the dynamic

range of protons. This range for the tritons and therefore pseudo neutrons depend somewhat

on the cut size and location on the rapidity cut. Nevertheless, the dynamic range for protons

will always exceed that for tritons because protons more easily penetrate the CsI(Tl) crystals
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and punch-through at lower values of PT /A.

We can still extend the dynamic range of the extracted pseudo neutron by applying these

ideas to the relationship between nucleon and deuteron spectra being given by coalescence. In

this coalescence approach, which does not really differ much from what we have already done,

the spectra of a composite particle such as a deuteron can be described by simply scaling the

product of the proton and neutron spectra shown in Equation 6.8 [30, 65–69]. In this equation

ρP , ρD and ρN are simply the proton, deuteron and neutron momentum space densities. The

scaling term c consists of several constant factors and what is known as the coalescence radius.

This coalescence radius represents a radius within momentum space, and particles whose mo-

mentum less than this radius will coalesce to form a composite particle [65–67, 69].

This idea of creating the deuteron spectra as a coalesced proton and neutron was first intro-

duced 61 by S. T. Butler and C. A. Pearson [68], but it was employed to theoretically calculated

deuteron spectra. Here we use these ideas to make a relationship between measured deuteron

and nucleon spectra. Functionally, calculating particles from a thermodynamic view point or

coalescence view point differs in terminology but they both essentially use the same theoreti-

cal input to give the same answer, that being the momentum space density of the cluster being

equal to the some constant multiplied by the proton momentum space density to the power of

A, where A is the number of nucleons in the cluster [26].

ρD = cρPρN (6.8)

One advantage of using the coalescence model for this work is that it allows for the possi-

bility of extending the pseudo neutron spectra past the point achievable using thermodynamic

methods. This goes back to my example above where in the coalescence model deuterons can

be described by scaling the product of neutrons and protons so as to match the deuteron spec-

tra. If this equivalence between the two deuteron spectra can be shown by simply replacing the

neutrons with the pseudo neutrons extracted through the thermodynamic method then one

can simply use the extracted scaling constant and the proton and deuteron spectra to again
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extract a new pseudo neutron spectra. This time however over a dynamic range at least a third

larger than before since now the limiting factor comes from the deuteron spectra and not the

triton spectra. Where in the current rapidity cut the deuteron spectra extends out slightly past

400 MeV/A in Pt .

To determine the validity of using the coalescence method for pseudo neutron extraction

the first step is to determine if the deuteron spectra created using coalesced protons and

pseudo neutrons is the same as the measured deuteron spectra. Figure 6.32 compares the

normal deuteron spectra to the coalesced deuterons before any scaling has been applied.

The red and black curves in figure 6.32 are divided by one another. This ratio is then fit with

a constant between 200-300 MeV/A, giving the desired scaling (Coalescence Radius). Figures

6.33 and 6.34 show deuteron spectra after scaling has been applied to the coalesced deuterons

for both 48,40C a +64,58 Ni systems. In these figures the deuteron spectra measured in the

HiRA10 are in black while the spectra created by the product of pseudo neutrons and protons

after scaling are shown in red. These two figures show that the coalesced deuterons match very

well with the normal deuteron spectra. Only being slightly off for the 40C a +58 Ni system.

From this point the final check is to take the ratio of the red and black spectra from 200-

300 MeV/A and fit it with a constant. If the scaling has been done correctly the value of this

fit should equal 1 to within some error, Figures 6.35 and 6.36 show the ratios of the measured

deuteron spectra to the coalesced deuteron spectra for the above mentioned systems. Fitting

these ratios with a straight line shows that they are both consistent with 1. With the fit for the

48C a +64 Ni system having a mean of 1.019 and an error of 0.027 and the 40C a +58 Ni system

having a mean of 1.029 and an error 0.061. The agreement with 1 indicates that the deuterons

spectra can be extracted through the use of coalesced protons and pseudo neutrons, providing

a way with which to extend the pseudo neutron spectra.

Since both the measured deuteron spectra and the deuteron spectra created using the coa-

lesced protons and pseudo neutrons match well with one another it is now possible to extract

the pseudo neutrons by simply inverting the expression for the coalesced deuterons, ending up
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Figure 6.32: Deuteron Transverse Momentum Spectra Black: Measured Deuterons, Red: Coa-
lesced Deuterons

with equation 6.9. This gives a direct way with which to extract the pseudo neutrons needing

only the coalescence radius spectra for protons and deuterons. Figure 6.37 and 6.38 show the

pseudo neutrons extracted using both methods for both reaction systems mentioned above,

where in black the thermodynamic approach was taken and in red the coalescence model was

used. The main thing to notice from these figures is that from 200-300 MeV/A the pseudo neu-

trons extracted using the different methods agree well with one another. The difference in the

low momentum region between the two comes from the fact that in the coalescence model di-

viding the proton spectra by the deuteron spectra will help to cancel out some of the effects

coming from coulomb repulsion that will be present in the case with the thermodynamic ap-

proach.

Y (N ) = Y (D)/cY (P ) (6.9)
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Figure 6.33: Deuteron Transverse Momentum Spectra for 48C a +64 N i Black: Measured
Deuterons, Red: Coalesced Deuterons scaled to match measured deuterons

The extraction of the pseudo neutron spectra using the coalescence method not only has

the advantage increasing the dynamic range of pseudo neutrons but also has the added ben-

efit of allowing for one to extrapolate the tritons out to higher values of momentum. Inverting

equation 6.31 allows one to solve for tritons using the proton, 3He and newly extracted pseudo

neutron spectra. From this the triton spectra can be extrapolated out to 400 MeV/A. Figures

6.39 and 6.40 show the measured triton spectra in black and the triton spectra created using the

newly extracted pseudo neutrons in red. Agreement between these two spectra is quite good,

only diverging at low energies due to the cancellation of coulomb effects in the created triton

spectra.

After extracting the new pseudo neutron spectra the next step is to create the coalescence

invariant neutron and proton spectra. Currently theoretical models cannot accurately recreate

cluster production in heavy ion collisions. Therefore spectra are created by adding the free pro-
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Figure 6.34: Deuteron Transverse Momentum Spectra for 40C a +58 N i Black: Measured
Deuterons, Red: Coalesced Deuterons scaled to match measured deuterons

tons and neutrons with those bound in light clusters together. Equations 6.10 and 6.10 show the

expressions for extracting the coalescence invariant protons and neutrons respectively. Due the

increase in the dynamic range of both tritons and pseudo neutrons these spectra can now be

created out to 420 MeV/A in momentum. Being able to create these coalescence invariant spec-

tra out to 420 MeV/A allows for one to begin to study a transition within the system from the

spectra at low momentum values which are a mix of both free particles a large amount of cluster

to the high momentum region which is dominated by free particles. In fact, from figures 6.41 to

6.44 it can be seen that 420 MeV/A seems to be around the end of this transition region, with

the only cluster still of any real relevance being deuterons, however even here free protons and

neutrons are still between 4-10 times more abundant than deuterons.
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Figure 6.35: Deuteron Spectra Ratio for 48C a+64 N i Ratio of measured deuterons to coalesced
deuterons after scaling has been applied to the coalesced deuteron spectra

Y (Pt , y)Z ,C I =
i∑

N ,Z
Zi Y (Pt , y)Z ,i (6.10)

Y (Pt , y)N ,C I =
i∑

N ,Z
Ni Y (Pt , y)N ,i (6.11)

Using the coalescence invariant proton and neutron spectra single and double n/p ratios

are created. Single ratios are created by simply dividing the coalescence neutrons by the co-

alescence protons. While the n/p double ratio is created by simply dividing the single ratios

created for two different reaction systems by each other. Figure 6.45 shows the n/p single ratios

created using the coalescence neutron and proton spectra for the two calcium on nickel sys-

tem that were studied. After the single ratios have been extracted they can be used to create the

n/p double ratio shown in Figure 6.46. The double ratios extracted from the experimental data
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Figure 6.36: Deuteron Spectral Ratio for 40C a+58 N i Ratio of measured deuterons to coalesced
deuterons after scaling has been applied to the coalesced deuteron spectra

provide a probe with which to constrain the effective mass splitting of protons and neutrons.

For comparison transport model calculations using ImQMD were performed by Chi-En Teh, a

member of the HiRA group. For these calculations two different Skyrme potential were used,

SLy4 and SkM*. For these potentials SLy4 assumes a proton effective mass greater than the neu-

tron effective mass and the SkM* potential assumes the opposite. In Figure 6.46 the double ratio

extracted using the SLy4 potential is shown as the red shaded region and SkM* is shown as the

blue shaded region with the experimental data being large black circles. Error bars are included

for the double ratio extracted usign the experimental data, however they are smaller than the

size of the points. Additional analysis is needed for determining systematic error coming from

the extraction of pseudo neutrons. The results shown here are preliminary, however they seem

to indicate the experimental data matches well with the calculations using the SLy4 interaction

potential until 350 MeV where the experimental data falls in between the predictions made by
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Figure 6.37: Pseudo Neutron Spectra for 48C a +64 N i Black: Pseudo Neutron spectra created
with tritons. Red: Pseudo Neutron spectra created with deuterons

the calculations. Similar behavior was observed in the double ratios created in the work by Cou-

pland et. al. [30] where for low energies the data matches the SLy4 Skyrme potential and for high

energies the experimental data lies between the calculations.
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Figure 6.38: Pseudo Neutron Spectra for 40C a +58 N i Black: Pseudo Neutron spectra created
with tritons. Red: Pseudo Neutron spectra created with deuterons
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Figure 6.39: Triton Spectra for 48C a +64 N i Black: Measured tritons. Red: Tritons created using
pseudo neutrons, proton and 3He spectra.
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Figure 6.40: Triton Spectra for 40C a +58 N i Black: Measured tritons. Red: Tritons created using
pseudo neutron, proton and 3He spectra.
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Figure 6.41: Coalescence Invariant Proton Spectra 48C a +64 N i Different lines show the
charged particle spectra used to make up the coalescence invariant protons based on equation
6.10. The open circles for the tritons indicate the extrapolated values using pseudo neutrons.
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Figure 6.42: Coalescence Invariant Neutron Spectra 48C a +64 N i Different lines show the
charged particle spectra used to make up the coalescence invariant neutrons based on equation
6.11. The open circles for the tritons indicate the extrapolated values using pseudo neutrons.
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Figure 6.43: Coalescence Invariant Proton Spectra 40C a +58 N i Different lines show the
charged particle spectra used to make up the coalescence invariant protons based on equation
6.10. The open circles for the tritons indicate the extrapolated values using pseudo neutrons.
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Figure 6.44: Coalescence Invariant Neutron Spectra 40C a +58 N i Different lines show the
charged particle spectra used to make up the coalescence invariant neutrons based on equation
6.11. The open circles for the tritons indicate the extrapolated values using pseudo neutrons.
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Figure 6.45: n/p Single Ratios Black: Shows the n/p ratios made for the 48C a +64 Ni system,
Red: Shows the n/p ratio made for the 40C a +58 Ni
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Figure 6.46: n/p Double Ratio Shows the n/p Double ratio created using n/p ratios from
48C a +64 Ni and 40C a +58 Ni systems. The red and blue bands show results from ImQMD cal-
culations using Skyrme interactions Sly4 (m∗

p > m∗
n) and SkM* (m∗

n > m∗
p ) respectively.
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6.4 Conclusions

The overall goal of experiments 15190 and 14030 were to probe momentum dependence in

the nuclear equation of state and place constraints on neutron/proton effective mass splitting.

To this end the presented work was partially successful, creating the n/p double ratio for two

of the studied systems. However more importantly what this work has done is help to lay the

groundwork for the rest of the analysis of the charged particles, not only for this work but for

the work in future experiments as well. The overall results of this work can be split into two

groups. The first involves applying corrections to the HiRA10 charged particle energy spectra,

correcting for several sources of background that until now haven’t been studied in very much

detail. Other results include studies of isoscaling. The thesis ends by producing coalescence

invariant proton and neutron spectra from the corrected charged particle spectra.

In studying the reaction losses and particle outscattering in the HiRA10 CsI crystals it was

discovered that simulations do an adequate job at reproducing the reaction losses for most light

particle species. The only exceptions were for deuterons and tritons for which the simulations

underpredicted the reaction losses. Along with studying the reaction losses and outscattering

from the CsI crystals an additional analysis was preformed to account for the contributions of

uncorrelated background events in the HiRA10 data. These events are difficult to simulate since

they are difficult to directly measure. Therefore indirect methods were developed to account for

this form of background.

The next major contribution from this work was to study the punch-through events in the

HiRA10 energy spectra. Punch-through events were very prevalent in the HiRA10 energy spec-

tra, accounting for over 20% of the data at some energies for forward angle detectors. Analyzing

punch-through was difficult for several reasons. The first being that it is difficult to reproduce

the correct quantity of punch-through with simulations due to the sensitivity of the punch-

through on the generating energy distribution. Second, it was found that the position and width

of the punch-through tail from the protons didn’t match the simulations. Third, this problem

was amplified by the broad PID gates on the particle lines. This latter problem can be corrected
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by changing the width of the gates.

We developed methods to stretch, smear and scale the simulated punch-through so as to

have it match the experimental data. These stretching factors are needed because the locus of

the measured punch-through points differed from that of the simulations. A "stretching" al-

gorithm was developed to modify the simulated punch through so that it matched the mea-

sured proton punchthrough events. Then the punch through corrections were estimated and

the punchthrough was subtracted. It would be interesting to repeat this exercise with more pre-

cise PID gates and see whether this leads to different punchthrough corrections.

Using the reaction loss and punch-through corrections energy spectra were created for the

HiRA10. These spectra exhibit the expected exponential dependence with respect to theta. With

these corrected spectra both isoscaling and particle coalescence were studied. Similar to past

experiments the isoscaling ratios separate into groups based on the value of N-Z of the parti-

cle. Taking different cuts on rapidity shows that the isoscaling ratios created for particles with

similar N-Z values begin to diverge going from cuts on target like rapidity to cuts on beam like

rapidity. By fitting the isoscalng ratios for different Pt cuts ∆µN ,Z /T was extracted as a function

of Pt.

Using the isoscaling ratios the difference in neutron and proton chemical potentials were

extracted from ∆µ/T . To, extract these values, the system temperature had to be calculated us-

ing the isotope thermometer. From this it was found that the corrections to the energy spectra

had a very large effect on the extracted temperatures, leading to a difference of over 10% be-

tween the corrected and uncorrected data. The resulting neutron and proton chemical poten-

tials showed a large difference in the neutron chemical potentials as compared to the protons

for higher temperatures, with this difference decreasing going towards lower temperatures. Per-

haps this has to do with the fact that we are comparing systems with similar proton numbers

and different neutron numbers. This result is consistent with the work by Chajecki [19] for the

isoscaling ratios created using two symmetric calcium reaction systems.

The final part of this work involved creating coalescence invariant proton and neutron spec-
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tra from which the n/p double ratio was created for two systems. Pseudo neutrons were ex-

tracted for this analysis in two separate ways. The first involved combining charged particle

yield equations such that chemical potentials canceled out, leaving the neutron chemical po-

tential. The second method described deuterons as a coalesced proton and neutron, extracting

the coalescence radius then allows for pseudo neutrons to be extracted using the proton and

deuteron spectra. By extracting pseudo neutrons in two ways it was found that using the coa-

lescence model allowed for pseudo neutrons to be extracted out much higher in Pt that through

thermodynamic methods.

Coalescence invariant neutron and proton spectra were then created, from which the n/p

double ratio was created using two of the reaction systems. By using the pseudo neutrons ex-

tracted from coalesced deuterons we were able to extend the double ratios out farther than was

previously possible. Comparing the newly extracted double ratio to those from IMQMD trans-

port models using two different Skyrme potentials it was found that for low values of Pt the

extracted double ratio was more consistent with the the case of a larger proton than neutron

effective mass. However, past 350 MeV the experimental data diverges, lying in between the cal-

culations. These new results cover a much larger dynamic range that was possible in the past

and with much smaller error bars.
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