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ABSTRACT 

QUANTITATIVE METHODS FOR CALIBRATED SPATIAL 
MEASUREMENTS OF LARYNGEAL PHONATORY 

MECHANISMS 

By 

Hamzeh Ghasemzadeh 

The ability to perform measurements is an important cornerstone and the prerequisite of any 

quantitative research. Measurements allow us to quantify inputs and outputs of a system, and then 

to express their relationships using concise mathematical expressions and models. Those models 

would then enable us to understand how a target system works and to predict its output for changes 

in the system parameters. Conversely, models would enable us to determine the proper parameters 

of a system for achieving a certain output. Putting these in the context of voice science research, 

variations in the parameters of the phonatory system could be attributed to individual differences. 

Thus, accurate models would enable us to account for individual differences during the diagnosis 

and to make reliable predictions about the likely outcome of different treatment options. Analysis 

of vibration of the vocal folds using high-speed videoendoscopy (HSV) could be an ideal candidate 

for constructing computational models. However, conventional images are not spatially calibrated 

and cannot be used for absolute spatial measurements. This dissertation is focused on developing 

the required methodologies for calibrated spatial measurements from in-vivo HSV recordings. 

Specifically, two different approaches for calibrated horizontal measurements of HSV images are 

presented. The first approach is called the indirect approach, and it is based on the registration of 

a specific attribute of a common object (e.g. size of a lesion) from a calibrated intraoperative still 

image to its corresponding non-calibrated in-vivo HSV recording. This approach does not require 

specialized instruments and can be implemented in many clinical settings. However, its validity 



 
 

depends on a couple of assumptions. Violation of those assumptions could lead to significant 

measurement errors. The second approach is called the direct approach, and it is based on a laser-

projection flexible fiberoptic endoscope. This approach would enable us to make accurate 

calibrated spatial measurements. This dissertation evaluates the accuracy of the first approach 

indirectly, and by studying its underlying fundamental assumptions. However, the accuracy of the 

second approach is evaluated directly, and using benchtop experiments with different surfaces, 

different working distances, and different imaging angles. The main significances and 

contributions of this dissertation are the following: (1) a formal treatment of indirect horizontal 

calibration is presented, and the assumptions governing its validity and reliability are discussed. A 

battery of tests is presented that can indirectly assess the validity of those assumptions in laryngeal 

imaging applications; (2) recordings from pre- and post-surgery from patients with vocal fold mass 

lesions are used as a testbench for the developed indirect calibration approach. In that regard, a 

full solution is developed for measuring the calibrated velocity of the vocal folds. The developed 

solution is then used to investigate post-surgery changes in the closing velocity of the vocal folds 

from patients with vocal fold mass lesions; (3) the method for calibrated vertical measurement 

from a laser-projection fiberoptic flexible endoscope is developed. The developed method is 

evaluated at different working distances, different imaging angles, and on a 3D surface; (4) a 

detailed analysis and investigation of non-linear image distortion of a fiberoptic flexible endoscope 

is presented. The effect of imaging angle and spatial location of an object on the magnitude of that 

distortion is studied and quantified; (5) the method for calibrated horizontal measurement from a 

laser-projection fiberoptic flexible endoscope is developed. The developed method is evaluated at 

different working distances, different imaging angles, and on a 3D surface.
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CHAPTER 1: INTRODUCTION 

 

 

1.1. Background 

Voice and speech are the main communication channels for expressing our ideas, thoughts, 

and emotions. Furthermore, we use them for artistic creations (e.g. singing). Therefore, it is not 

very surprising that degradation in speech production and voice quality would lead to serious 

problems in communication. Several studies have shown that degraded voice quality is associated 

with significant negative bias and attitude of the society, and hence could have a negative effect 

on the social life of people with voice disorders.1–4 Previous studies have also confirmed that the 

psychological and emotional burden of degraded voice quality could be very high and it could lead 

to a serious deterioration in the perceived quality of life.5–7 Furthermore, voice and speech have a 

significant role in the career of professional voice users (i.e. news anchors, teachers, singers, etc.), 

and maintaining the voice quality becomes even more important for a large population. 

Considering the high prevalence of voice and speech problems in the general population (5 million 

school-age annually8 and between 3% to 9% of the whole population9,10) and even higher incidence 

rate for professional voice users (e.g. prevalence between 50% to 80% in lifetime of teachers11), a 

very large population would benefit from quantitative research in this area. 

The voice production system can be modeled as a dynamic system that takes a well-regulated 

air stream as the input and modifies it in a certain way to produce a specific acoustic signal in the 

output. Glottis in the larynx is the first and the primary place for conversion of airflow into the 

acoustic signal. Therefore, determining and understanding the behavior of vocal folds and their 

vibratory characteristics is important for the advancement of voice science research and clinical 
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applications. Considering the position of the larynx in the airway, direct assessment and 

observation of the larynx and the vocal folds have been challenging. Consequently, for a long-time 

people were relying on the output of the phonatory system (i.e. the acoustic signal and the 

aerodynamic measurements) for studying the behavior and functional assessment of the vocal 

folds. These methods are called output-based approaches in the rest of this dissertation. However, 

advancements in technology have made it possible to directly observe and study different parts of 

the phonatory system, including the vibration of the vocal folds. These approaches are called 

internal-based approaches in the rest of this dissertation, as they provide a direct means for 

studying the internal states and function of the phonatory system. 

The output of the voice production system is an aerodynamic-acoustic phenomenon. 

Therefore, it is possible to analyze the aerodynamic and acoustic signals of the voice and derive 

certain information regarding the vibration of the vocal folds. Considering the interaction of the 

airflow with the cyclic abduction (i.e. opening) and adduction (i.e. closing) of the vocal folds, 

airflow could provide a very good means for studying the vibration of the vocal folds. In normal 

voice production, the glottal flow starts with the opening of the glottis and during a specific time, 

it reaches the maximum (positive slope) at this point the vocal folds are fully abducted. Then, the 

vocal folds start to move toward the midline and hence the flow starts to decline (negative slope) 

until the vocal folds are fully adducted and hence the flow stops (or reaches its minimum). The 

vocal folds remain adducted for a specific time and then this cycle is repeated again.12,13 Several 

important characteristics from this cyclic behavior have been defined for differentiation between 

different modes of phonation and diagnostic purposes.12,13 Open quotient is defined as the portion 

of a cycle that the glottis is open. Additionally, the duration of the positive slope is longer than the 

negative slope in normal phonation14,15 which results in right-skewed flow measurements. This 
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characteristic has been associated with the inertia of the air in the vocal tract14,15 and is an important 

feature of the glottal flow. Skewing quotient can capture and quantify this feature and is defined 

as the ratio of the duration of the increasing flow to the duration of the decreasing flow.12 These 

two measurements provide a rough picture from the shape of the glottal flow and provide 

information about the underlying mechanism of the voice production system and the produced 

voice quality. For example, high values of open quotient have been associated with a breathy 

quality16–19 and low values may indicate a pressed phonation.20–22 The maximum flow declination 

rate is another important output-based measurement which is defined as the maximum value of the 

derivative of glottal airflow.23 This measurement has been used as an indirect approach for 

estimation of the closing velocity of the vocal folds.24 Maximum flow declination rate is closely 

related to collision forces of the vocal folds25–27 and the produced acoustic output.23,28,29 

Acoustic assessment is another example of output-based approaches and it accounts for the 

majority of the studies in voice research.30 Two main approaches of auditory perceptual assessment 

and acoustic measurement can be identified for the evaluation of the acoustic data. Auditory 

perceptual assessment is considered as the gold standard31–34, and the most commonly used 

technique in the clinical settings.35 This approach does not require additional investment, 

additional equipment, and technical knowledge. In perceptual assessment, the quality of the voice 

has been evaluated using qualitative terms such as wet36,37, gurgly38,39, breathy40,41, hoarse41,42, 

harsh43,44, rough40,41, creaky45,46, strained40,41, and many more. These terms refer to qualitative 

features of a voice that are clear enough for the general population such that almost everyone 

understands them.34 Consequently, they are very useful for communication between different 

people and hence would facilitate client-clinician communications. On the other hand, researches 

have indicated low reliability of auditory perceptual evaluations.31,47,48 More recent studies have 
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tried to remove some of the subjectivities from the evaluation, and hence to reduce the inter-rater 

and intra-rater variabilities by providing standard anchors or using matching tasks,.49–52 

Variabilities in the evaluation terms and protocols were another big issue with the perceptual 

approaches. Efforts have been made to standardize the routine and the scales for evaluation of the 

voice quality. CAPEV40 and GRBAS41 are two widely used instruments for this purpose.   

Acoustic measurements are objective approaches that have been designed based on signal 

processing techniques, and hence can alleviate some of the issues associated with the perceptual 

methods. Robustness to factors such as bias and variability is the primary advantage of acoustic 

measurements. Also, once these methods are developed, they provide fast and low-cost tools for 

assessing the voice in an automatic and repeatable fashion. Finally, since the procedures behind 

these measurements are known, their resolutions and sensitivities can be evaluated. Current 

objective measurements of voice quality can be grouped in four main categories of perturbation 

measurements (e.g. jitter53,54, pitch perturbation55, pitch perturbation quotient56, shimmer57, 

amplitude perturbation58, and amplitude perturbation quotient56), noise measurements (e.g. signal 

to noise ratio (SNR)59, harmonic to noise ratio (HNR)60, frequency domain HNR61, normalized 

noise energy62, glottal-to-noise excitation ratio63, the energy of the noise from a filter bank64), 

spectral and cepstral measurements (e.g. spectral slope65,66, cepstrum peak prominence (CPP)67, 

Mel-frequency cepstral coefficients68, energy and entropy of wavelet sub-bands69, and temporal 

and spectral dynamics of the speech70), and non-linear measurements (e.g. largest Lyapunov 

exponent71, correlation dimension72, and parameter of the phase-space73). 

Using the output-based approaches for studying the voice production system is similar to 

reverse engineering. Output-based data are easier to collect; however, it is not an easy task to relate 

them back to their underlying mechanisms. Often, this step requires the assumption of a model 
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that describes the system very well. Additionally, there are several other factors that make things 

even more complicated. Based on control theory and mathematical analysis of dynamic systems, 

it is well-known that only under certain assumptions, internal states of a system can be inferred 

from its output.74,75 Additionally, several characteristics of the speech production system (e.g. 

multiple to one mapping) may lead to an ambiguous interpretation of the underlying mechanism 

from the output. For example, researchers have shown that multiple significantly different 

articulatory configurations, can lead to the same acoustic measurements and output.76–78 

Considering the complex structure and interaction between intrinsic and extrinsic laryngeal 

muscles, and also their agonist-antagonist roles, a similar characteristic can be expected for the 

phonatory mechanism, too. Quantal and saturation effects are non-linear properties of the speech 

production system that describe stable regions such that changes within that region do not lead to 

a change in the acoustic output.79–84 Interestingly, these characteristics are not unique to the 

articulatory system and also exist in the phonatory mechanism. For example, recent studies on the 

biomechanics of the larynx have indicated the existence of rich quantal regions in the larynx.85,86 

These characteristics facilitate motor planning and help with the production of stable sounds.87 

However, these features create ambiguity in determining the internal states of the system from its 

output. Based on these arguments, internal-based approaches are more favorable for studying the 

underlying mechanism of voice production and voice disorder. 

Imaging techniques are probably the most important and popular internal-based approach for 

studying the voice. Imaging techniques can provide a wealth of information regarding the 

underlying mechanisms of vice production, their configuration, and their kinematics. Considering 

that vocal folds are vibrating at relatively high frequencies --with the typical range of 85-196 Hz 

for males, 155-334 Hz for females, and 208-440 Hz for children during normal speaking88-- 



6 
 

imaging techniques should be able to track such frequencies. In fact, research has recommended a 

minimum of 4000 frames per second (fps) for a reliable functional assessment of the voice.89 The 

existing imaging system can be classified based on different criteria. One important distinction can 

be made based on the imaging modality and how this frame-rate requirement is addressed. In that 

regard videostroboscopy (VSB), videokymography (VKG), and high-speed videoendoscopy 

(HSV) could be identified as the most common modalities for visualization of the vocal folds. 

Using a different criterion, imaging systems can be classified based on the type of endoscope that 

gets connected to the imaging system. Using this criterion two types of rigid and flexible systems 

could be identified. It is noteworthy that each of these factors would lead to different functionalities 

and applications for the acquired images. For example, the imaging modality (i.e. VSB, VKG, 

HSV) determines the type of phenomenon that can be captured and studied using the imaging 

system. However, the type of endoscopic instrument (i.e. flexible vs. rigid) determines the type of 

stimuli that can be elicited. Regardless of the employed imaging modality and the endoscopic 

instrument, acquired images can be evaluated with subjective visual assessment approaches89–96 or 

objective measurements.97–103 

To elaborate more on the effect of the imaging modality on the type of phenomenon that can 

be studied a brief introduction on principles of each imaging modality is presented. VSB system 

typically flashes a strobe light at specific phases of consecutive glottal cycles, and in this manner 

creates an illusion of slow-motion from vocal folds vibration.104,105 Clearly, this technique requires 

a precise mechanism for estimation of the fundamental frequency and synchronization with it. 

Therefore, two important conditions for the correct functionality of VSB can be determined. First, 

the target phenomenon should be cyclic, and therefore it is not applicable to transient phenomena 

such as voice onset, voice offset, voice break, etc. Second, the target phenomenon should be nearly 
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periodic. Considering that fundamental frequency could be ambiguous in type2,312 and 4106 voices 

--which correspond to many cases of disordered voices-- VSB does not represent a correct slow 

motion from highly dysphonic phonations. Additionally, it is a well-known phenomenon that 

depending on the sampling frequency, the strobe slow-motioned picture may appear freezing or 

even backward playing.107 On the positive side, VSB can provide audio-synchronized visualization 

of the vocal folds which is very important for clinical evaluations.108 Additionally, the distal-chip 

VSB systems can provide very high-quality images.109 Therefore, despite its inherent flaws, it is 

still the gold-standard method for clinical evaluations.108,110,111 VKG uses a different approach for 

visualization of the fast vibration of the vocal folds. The idea is to capture high-speed images from 

a single line of the vocal folds along its posterior-anterior axis, and then to stack them up and create 

a composite image.112 VKG images can capture up to 8,000 images from the target section.112 

VKG captures the true behavior of the vocal fold and then show it in real-time; therefore, it is very 

appropriate for clinical evaluations.113 VKG can demonstrate the existence of many vibratory 

characteristics including, subharmonics (i.e. type2 phonation12), left-right asymmetries, 

propagation of the mucosal waves, and open quotient.112,113 However, limited spatial resolution 

(i.e. single line scanning) is the biggest limitation of VKG. HSV can provide full images at the rate 

of 20,000 fps or even higher89, and therefore can provide recordings with high temporal and spatial 

resolutions from vocal folds vibration. In comparison to VSB, HSV has a better temporal 

resolution and therefore can be used for studying aperiodic vibrations, as well as, transient 

phenomena. In comparison to VKG, HSV has a higher spatial resolution. This feature is necessary 

for studying the spatial aspects of the vibration such as spatial variations in the kinematics of the 

vocal folds. In summary, HSV captures vibration of the vocal folds as it is happening, and hence 

it could be the gold standard. More specifically, it can be used for validation of other 
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measurements100,114 and also the validation of computational models115, which other imaging 

techniques cannot do as accurately. Finally, both VKG and VSB can be simulated from HSV 

recordings.111 These characteristics make HSV the ideal tool for studying normal and disordered 

phonations. However, these significant benefits come at a price. Considering the huge data 

generated from HSV systems, manual analysis is not a viable solution and automated methods 

should be developed for the analysis of HSV recordings. Processing of HSV recordings typically 

consists of multiple steps including segmentation, motion compensation, and measurement. 

Segmentation is the first step in the analysis of the HSV recordings, where the phenomenon of 

interest is extracted.111 Depending on the desired phenomenon segmentation can be performed in 

temporal111,116, spatial98,117–122, and spatial-temporal123,124 domains. Motion compensation is 

another important step that could remove artifacts introduced by movements of the camera or the 

endoscope.124,125 

The endoscopic instrument also has significant impacts on the application of the acquired 

images. Rigid endoscopes provide images with better spatial resolutions and visual qualities.126,127 

They have minimum image distortion127 and can provide significantly more diagnosis information 

for a wide variety of voice disorders including vocal fold lesions127,128 and laryngopharyngeal 

reflux.127,129 Therefore, rigid endoscopes are considered the “gold standard” for awake imaging 

conditions.127,129 On the other hand, due to transoral insertion, the rigid endoscopes affect the voice 

and speech production systems. For example, to get a decent view from the larynx the tongue 

should be retracted unnaturally.130 This means that only limited types of stimuli can be elicited. 

Additionally, the altered voice production system could raise some concerns regarding the validity 

of the acquired data. For example, a previous study has shown that the presence of a rigid 

endoscope could significantly change the fundamental frequency and the quality of the produced 
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voice.131 The changes in the fundamental frequency may indicate the altered functionality of the 

phonatory mechanism in the presence of the scope. Also, the changes in the voice quality may 

indicate issues regarding the validity of subsequent measurements. 

Flexible endoscopy does not interfere with articulators and speech can be produced with 

minimal interference; therefore, it could be more ecologically valid. Additionally, there are fewer 

restrictions on the type of stimuli that could be produced. Thus, flexible endoscopes could be used 

for analysis and studying of vibratory patterns of the vocal folds during connected speech.116 This 

feature has made flexible scopes the instrument of choice for diagnosis and evaluation of most 

neurological voice disorders.126 Flexible endoscopes can also provide the possibility of 

simultaneous aerodynamic measurements.132–134 This characteristic could provide significant 

information about the complex interactions between kinematics, aerodynamics, and the produced 

acoustic of the phonatory system. Additionally, flexible endoscopes allow the complete visual 

examination and evaluation of the vocal tract.135 Last but not least, flexible endoscopes have been 

associated with higher success rates in adult127 and especially pediatric136,137 populations. On the 

other hand, flexible endoscopes are more invasive and have been associated with more pain and 

discomfort even among adult subjects.138 Additionally, flexible endoscopes have inferior image 

quality and spatial resolution.  

1.2. Significance and rational 

The ability to perform measurements is an important cornerstone and the prerequisite of any 

quantitative research. Measurements allow us to quantify inputs and outputs of a system, and then 

to express their relationships using concise mathematical expressions and models. These models 

could help us then, to understand how that system works. Additionally, measurements could enable 

us to make intelligent and accurate predictions about the output of a system if certain 
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characteristics of that system are changed. Conversely, they could enable us to determine the 

proper parameters of the system for achieving a certain output. Obviously, quantitative research 

from the phonatory system is not an exception. Moreover, the goal of predicting the output of the 

system for changes in the parameters of the system has significant and practical implications for 

people with dysphonia. Specifically, dissimilar intervention outcomes in different patients could 

be due to their individual differences. In this sense, models could improve our ability to account 

for individual differences during the diagnosis and to improve the likelihood of reliable predictions 

about the outcome of different treatment options. In this sense, the likely outcome of different 

interventions could be predicted, and the best one could be selected. The existence of 

computational models that could link the input, parameters, and the output of the phonatory system 

together are important components for developing precision-medicine and personalized 

approaches to diagnosis and treatment of voice disorder. 

The voice production mechanism can be modeled as a dynamic system with specific input, 

system parameters, and output. Interestingly, the required methodology for measuring the input 

and the output of this system on calibrated scales has been around for a long time.13 Specifically, 

the air stream is the input of the phonatory system which can be measured on calibrated scales 

using airflow and air pressure measurements.23,28,139 The acoustic signal is the output of this 

system, which can also be measured on a calibrated scale using sound pressure level.140–146 

However, this is not the case for the system parameters. That is, the required methodology for 

kinematic measurements of the vocal folds and spatial measurements from the larynx on calibrated 

scales are missing.122 Such measurements are necessary for a wide range of computational 

approaches to study and understand the biomechanics and aerodynamics of the phonatory 

mechanism.147–152 Additionally, the calibrated spatial measurement could be very valuable for 
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studying the developmental aspects of vocal fold vibration.153 The primary goal of this dissertation 

is to fill this significant gap and to present methods for calibrated spatial measurements from in-

vivo laryngeal HSV images. 

Another significance of this research is its application in the advancement of evidence-based 

practice in the field of laryngology and speech-language pathology. Specifically, the efficacy and 

outcome of voice therapy are usually evaluated using auditory perceptual changes between pre- 

and post-therapy conditions.154–157 A survey study from experienced speech-language pathologists 

showed that perceptual assessments were the most likely evaluation tool in the field.35 

Additionally, some researchers have used acoustic measurements as an objective alternative for 

quantification of the efficacy of the intervention.158–162 However, both auditory perceptual 

methods, and acoustic measurements are based on the output of the phonatory system and have all 

of the mentioned limitations of the output-based measurements. Most importantly, it is not trivial 

how to infer physiological changes from changes in the acoustic. A more straightforward 

alternative would be direct measurements of the physiological changes due to the intervention. For 

example, the efficacy of a therapy on a nodule could be evaluated and quantified in terms of 

changes in the lesion size, or changes in kinematics and vibratory patterns of the vocal folds. 

Obviously, this approach could provide significant information and provide the required evidence 

on the efficacy of different therapies. However, measuring the lesion size and the computation of 

kinematic measures (e.g. velocity measures) require horizontally calibrated images. That is, we 

need to compare the lesion size pre- and post-intervention, or correlate changes in the lesion size 

to changes in the kinematics of the vocal folds post-intervention. The proposed research presents 

methods for calibrated horizontal measurements and has the potential of addressing this need, and 

therefore is very significant. 
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Velocity measures are important kinematic features that can capture the dynamics of vocal 

folds’ vibration. Velocity measures can relate different aspects of the phonatory system together, 

and therefore are significant for voice science and clinical applications. For example, the closing 

velocity of the vocal folds relates to their collision forces.25–27 It also relates to the maximum flow 

declination rate26,163 and the maximum area declination rate102,164,165, which their effect on the 

average produced acoustic output29 and the vocal intensity23,28 have been established. Finally, 

higher closing velocity increases the energy of high-frequency components of the voice, which in 

turn may improve the speech intelligibility.166 However, velocity is the calibrated displacement of 

an object with respect to time. Consequently, the computation of the velocity depends on calibrated 

temporal and spatial measurements. Time is already calibrated in cameras. Therefore, calibration 

of the spatial domain would pave the path for the computation of velocity measures. This 

dissertation presents different approaches for calibrated horizontal measurement from HSV images 

and hence has the potential of addressing this need.   

Another significance of this dissertation is its possible application in the quantification of the 

vertical movements and displacements of the phonatory mechanism. Specifically, imaging 

techniques provide a direct method for observation and assessment of the larynx and hence are 

important parts of diagnosis and functional assessment of the voice production system.167–171 

However, images are two-dimensional representations of the real world. Considering that, the real 

world is happening in three-dimensional (3D) space, images would not be a true representation of 

the actual phenomena that are being captured. In other words, the vertical dimension is lost during 

the data acquisition process, and we could not measure the distance of an object from the camera. 

This lack of vertical component means that the vertical motion of the larynx and the vertical 

component of the vibration of the vocal folds could not be measured and studied. Multiple 
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modeling studies have predicted the significance and the role of the vertical component of the 

vibration of the vocal folds on phonation.164,172–175 For example, the mucosal wave is a surface 

wave that propagates along the medial surface (i.e. from the lower to upper margin) of vocal folds 

and in the direction of the airflow.176,177 Mucosal wave can also be expressed as a phase difference 

between the upper and lower margins of the vocal folds.174,177 Several important aspects of the 

voice production system have been attributed to mucosal wave. For example, mucosal wave 

velocity has been associated with the phonation threshold pressure (PTP)152,178–180 in the sense that, 

a larger vertical phase difference may lead to a lower PTP which may indicate an easier 

phonation.174 Mucosal wave has also been associated with voice quality.91,177,181 Last but not least, 

subjective evaluations of the magnitude of the mucosal wave from in-vivo recordings have been 

used for diagnosis95,113,135,182–184 or measuring the efficacy of an intervention.185–189 However, the 

mucosal wave is a vertical aspect of the phonatory mechanism and therefore the capability of 

vertical measurements is the prerequisite for its objective quantification. This dissertation uses a 

laser-projection endoscope and presents the method for vertical measurements that can address 

these needs. 

In summary, the main significances and contributions of this dissertation are the following: 

(1) a formal treatment of indirect horizontal calibration is presented, and the principles governing 

its validity and reliability are discussed. A battery of tests is presented that can indirectly assess 

the validity of those assumptions in laryngeal imaging applications; (2) recordings from pre- and 

post-surgery from patients with vocal fold mass lesions are used as a testbench for the developed 

indirect calibration approach. In that regard, a full solution is developed for measuring the 

calibrated velocity of the vocal folds. The developed solution is then used to investigate post-

surgery changes in the closing velocity of the vocal folds from patients with vocal fold mass 
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lesions; (3) the method for calibrated vertical measurement from a laser-projection fiberoptic 

flexible endoscope is developed. The developed method is evaluated at different working 

distances, different imaging angles, and on a 3D surface; (4) a detailed analysis and investigation 

of non-linear image distortion of a fiberoptic flexible endoscope is presented. The effect of imaging 

angle and spatial location of an object on the magnitude of that distortion is studied and quantified; 

(5) the method for calibrated horizontal measurement from a laser-projection fiberoptic flexible 

endoscope is developed. The developed method is evaluated at different working distances, 

different imaging angles, and on a 3D surface. 

1.3. Structure of the dissertation and the research questions 

This dissertation is focused on developing the required methodologies for calibrated spatial 

measurements from in-vivo HSV recordings. To that end, two projects are conducted in this 

framework. This section provides a brief overview of each project, with discussions on how 

different chapters are connected to each other. In that regard, this section connects different pieces 

of this dissertation together and describe how they fit into a single framework. 

Considering that laryngeal HSV recordings are typically performed in an upright position, the 

following directions are defined for the rest of this dissertation. A horizontal plane is an imaginary 

plane that splits the body into the superior (i.e. above) and the inferior (i.e. below) sections. The 

vector normal (i.e. perpendicular) to that plane is called the vertical direction. Figure 1.1 presents 

an illustration of these terms.  
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Based on our daily experiences, we know that the size of an object in an image depends on its 

distance from the camera. This means that we could measure the pixel size of an object in an 

image, but we could not relate it to its actual size (e.g. the mm size). In this regard, we could not 

perform absolute mm measurements on typical images and hence we say that images are not 

spatially calibrated. However, if we have some specific auxiliary information, we could make mm 

measurements from the images. The pixel-to-mm conversion scale is the required auxiliary 

information. The procedure that allows us to compute the pixel-to-mm conversion scale is called 

calibration.  

Based on figure 1.1 two different types of spatial measurements could be identified. They 

include horizontal and vertical measurements. Additionally, the auxiliary information could come 

from different sources, and depending on that, two different methods of direct and indirect 

calibrations can be distinguished and are defined here. The indirect calibration approach is defined 

as a method that its auxiliary information comes from a different image (possibly taken from a 

different imaging modality). Using the intraoperative calibrated measurement of the lesion 

 

Figure 1.1. Illustration of a horizontal plane and the vertical direction. 
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size93,190,191 for horizontal calibration of its corresponding HSV recording is an example of the 

indirect approach. Conversely, the direct calibration approach is defined as a method that its 

auxiliary information comes from the same image that we want to make measurements from. 

Laser-calibrated endoscopes are the most common example of the direct approach in voice science 

research.191–195 

The main goal of this dissertation is to devise the methods for performing calibrated spatial 

measurements from in-vivo HSV recordings. Therefore, the central hypothesis of this dissertation 

is: 

H: Absolute spatial measurements from in-vivo HSV recordings using indirect and 

direct calibration approaches, are feasible. 

In order to test H, several research questions and sub-hypotheses were formed which are presented 

in the rest of this section. 

The indirect calibration approach does not require any specialized instruments and can be 

performed using the conventional and existing laryngeal imaging systems. Additionally, an image 

could be printed and a simple caliper would be enough for doing the horizontal measurement.93 

Consequently, indirect methods are very simple and could be used in many clinical settings. 

Chapter 2 of this proposal taps into this potential and proposes a method for horizontal calibration 

of an HSV recording using its corresponding calibrated intraoperative image. The main idea is to 

find a proper common attribute (e.g. lesion size in the pre-surgery recording) between the 

calibrated image and the HSV recording, and then to register that attribute (i.e. aligning the 

common attribute) on the HSV data. This project has external funding, and it is tightly related to a 

recently funded NIH R01 grant R01 DC017923 (PI: Verdolini Abbott) with a subcontract to 

Michigan State University (sub-award PI: Deliyski). The main research question of chapter 2 is: 
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Q1: How could calibrated intraoperative images be used for spatial calibration of pre- 

and post-surgery HSV recordings? 

To answer this central research question, it is broken into three sub-questions. 

Q1a: What are the main assumptions behind the validity of the indirect calibration 

approach? 

Q1b: How can validity of the registration step be evaluated? 

Q1c: Multiple common attributes can be identified for calibration of the post-surgery 

HSV recordings. How could we select the most appropriate one? 

Associated with these research questions the following hypotheses were formed: 

H1a: The proposed registration uncertainty test can detect instances of common 

attributes that have high registration uncertainties. 

H1b: A proper object could be selected from the calibrated intraoperative image, such 

that its registration on the pre- and post-surgery HSV recordings would lead to the 

horizontal calibration of the HSV images. 

Chapter 3 uses a pre-existing set of HSV recordings as a test bench to demonstrate the 

feasibility of the indirect calibration method. To that end, the required methods for computation of 

the calibrated velocity measures of the vocal folds are presented in chapter 3. The outcomes of 

chapter 3 have also significant scientific values for voice science and clinical applications. 

Perceptual evaluation and acoustic measurement studies have shown that the presence of a lesion 

on a vocal fold often changes the produced acoustic signal.60,61,196–201 VSB, VKG, and HSV studies 

have made some connections between changes in the physiology and the vibratory characteristics 

of the vocal folds.93–95,108,183,184,202,203 However, we do not know exactly how the kinematics of 

vocal folds changes in the presence of a lesion, and how removing the lesion improves it. The 
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closing velocity of the vocal folds is an important kinematic measure that relates to collision forces 

of the vocal folds25–27 and the produced acoustic output.23,28,29 Hence, this measure could link 

biomechanics of the phonation to the output of the system. Considering that time is already 

calibrated in the HSV recordings, its horizontal calibration would be the prerequisite of estimating 

the closing velocity of the vocal folds. Chapter 3 is aimed at studying the post-surgery changes in 

the closing velocity of the vocal folds. To this end, the following research question is answered in 

chapter 3. 

Q2: How does the removal of a lesion from a vocal fold affects its kinematics? 

Associated with this research question the following hypotheses were formed: 

H2a: The closing phase maximum velocity will significantly increase after 

phonomicrosurgery. 

H2b: For unilateral mass lesions, the closing phase maximum velocity of the two vocal 

folds will become more similar after the surgery. 

H2c: Post-operative change in the closing phase maximum velocity will be positively 

correlated with the area of the lesion. 

The indirect calibration approach has its own limitations. For example, it only provides the 

horizontal information and could not be used for vertical measurements. Additionally, it is based 

on some important implicit assumptions, which could not be validated or evaluated, directly. For 

example, a common attribute (e.g. lesion size) should be present in images from both modalities, 

and we should be able to register it accurately. Additionally, the actual size of the common attribute 

(i.e. its mm length) should be constant and does not change between different imaging sessions 

and imaging modalities. Also, the relationship between the length of the common attribute and the 

rest of the image in different imaging modalities should be a linear transformation of each other 
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(this is discussed in more detail in chapter 2). To put these conditions into context, if the lesion 

does not have a clear boundary, the first condition may be violated. If the size of the lesion changes 

(e.g. due to pliability of the tissue, different gravitation forces between supine and upright 

positions, etc.) the second condition may not hold. The last condition would be violated if the 

imaging angle is changed, or if the vertical distance between the common object and the rest of 

the image is changed between different imaging sessions. Consequently, the indirect approach 

could be prone to significant errors. The direct calibration approach could remedy this, at the 

expense of more sophisticated hardware (imaging instrument) and software (measurement 

algorithm). The remaining chapters of this dissertation are devoted to the development and 

evaluation of methodologies for direct calibration of in-vivo HSV recordings using a laser-

projection transnasal fiberoptic endoscope.195 Due to the optical design of this laser-calibrated 

endoscope, the horizontal distance between each pair of laser points is a function of the distance 

between the tip of the endoscope and the target surface (i.e. the working distance). Consequently, 

the horizontal measurement from this new system relies on the estimation of the working distance 

which is a vertical measurement. Therefore, the vertical measurement is presented before the 

horizontal measurement in this dissertation. 

Chapter 4 presents the developed methodology for direct vertical measurements. Besides 

providing the required information for the horizontal measurement, multiple modeling studies 

have predicted a significant role for the vertical component of vibration of the vocal folds.164,172–

174 Therefore, the vertical measurements could be a significant source of information for improving 

our knowledge from the normal and disordered phonatory mechanisms. To achieve these goals, a 

system with the capability of vertical measurements should be developed first. The main research 

question of chapter 4 is: 
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Q3: How could we use a structured laser projection system for measuring the vertical 

distance between the distal tip of a flexible endoscope and the target surface? 

Associated with this research question the following hypotheses were formed: 

H3a: The position of each laser point will be a unique and deterministic function of the 

vertical distance between the distal tip of the flexible endoscope and the target 

surface, once the confounding factors are accounted for. 

H3b: Vertical measurement error will be positively correlated to working distance. 

Different parameters could be a confounding factor for calibrated vertical measurements. The 

effect of the focal distance of the lens coupler, the rotation of the endoscopic eyepiece inside the 

lens coupler, and the displacement of the eyepiece within the lens coupler are accounted for in the 

proposed method. Additionally, the effects of working distance, optical differences between 

different laser points, the imaging angle, and imaging from a non-flat surface on measurement 

errors are evaluated. Finally, there are other factors including the intensity of the light source, the 

frame rate of the camera, the exposure time of the camera, the sensitivity of the chip of the camera, 

the spatial resolution of the chip of the camera, the format of the images (e.g. raw data vs. avi), the 

intensity of the laser source, differences between different makes of the endoscope, the curvature 

of the target surface, the reflective properties of the target surface, the color of the target surface, 

and absorption properties of the target surface that are not investigated in this dissertation and 

should be investigated in future works. 

Calibrated horizontal measurement depends on devising a scheme that could convert the pixel 

length of an object (i.e. its length on the image) to its true length (i.e. its mm length). Achieving 

this goal requires a precise knowledge of the confounding factors affecting the relationship 

between a pixel length and its mm length. The main aim of chapter 5 is to study two main 
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confounding factors of horizontal measurements. Additionally, the outcomes of this chapter could 

help us better understand possible confounding factors in subjective assessments and objective 

measurements from flexible endoscopy images. The main research questions of chapter 5 are: 

Q4a: How much the mm size of a pixel depends on its spatial location? 

Q4b: How much the imaging angle affects the mm size of a pixel? 

Associated with these research questions the following hypotheses were formed: 

H4b: Pixel size is significantly smaller in the center group than the periphery group. 

H4c: Pixel size is significantly different between back, middle, and front groups when 

the target surface gets tilted. 

Chapter 6 builds on the results of chapter 5 and presents the required methodology for 

calibrated horizontal measurements using the laser-calibrated endoscope. Horizontal 

measurements could provide a better and direct means for studying the developmental aspects of 

vocal folds153 and laryngeal tissues, quantifying the relationship between an intervention and its 

resulting physiological changes (e.g. post-intervention changes in the lesion size), staging and 

grading of relevant laryngeal diseases191, and providing calibrated spatial measurements for 

patient-specific models. To achieve these goals, a system with the capability of calibrated 

horizontal measurements should be developed first. The aim of this chapter is to develop a method 

that could address this need. The main research question of chapter 6 is: 

Q5: How could we use a structured laser projection system for measuring the horizontal 

distance between two points on a target surface? 

Associated with this research question the following hypothesis was formed: 

H5a: Horizontal measurement error from the laser-projection system significantly 

increases if the nonlinear distortion is not properly compensated for. 
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H5b: Horizontal measurement error will be positively correlated to working distance. 

Different factors could affect the accuracy of calibrated horizontal measurements. The effects 

of vertical distance and the spatial location of the object inside the field of view (FOV) are 

accounted for in the proposed method. Additionally, the effect of working distance, the imaging 

angle, and imaging from a non-flat surface on the measurement errors are quantified and reported.  

Chapters 4, and 6 of this dissertation are aimed at developing methods for calibrated vertical 

and horizontal measurements using a laser-projection endoscope. The methods are developed in a 

very controlled setting and using benchtop recordings from flat surfaces. In order to validate the 

methods in a more complex and realistic setting, chapter 7 is devoted to the validation of the 

developed methods. Specifically, based on our daily experiences we know that the angle of a 

camera relative to a scene affects the way that scene is recorded. Therefore, it is expected for the 

imaging angle to affect the accuracy of horizontal and vertical measurements. However, this topic 

has received very limited attention in the field of voice.204,205 One possibility for this gap, could be 

a lack of quantitative values regarding the effect of imaging angle on the accuracy of 

measurements. Additionally, a 3D surface is used to evaluate the accuracy of the developed 

methods on non-flat surfaces. 

The main research questions of chapter 7 are: 

Q6a: How the imaging angle affects the performance of the vertical and horizontal 

measurements? 

Q6b: How the topology of a 3D surface affects the vertical and horizontal measurements? 

Associated with these research questions the following hypotheses were formed: 

H6a: The tilting angle of the target surface and the working distance will be good 

predictors of the vertical measurement error. 
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H6b: The tilting angle of the target surface and the working distance will be good 

predictors of the horizontal measurement error. 

H6c: The vertical measurement errors from a non-flat surface will be higher than those 

from a flat surface positioned at the same estimated average vertical distance. 

H6d: The horizontal measurement errors from a non-flat surface will be higher than a flat 

surface positioned at the same estimated average vertical distance. 

Finally, chapter 8 presents a summary of the findings. 

Table 1.1 presents a summary of the chapters of the dissertation. Specifically, for each chapter 

the type of endoscope, the relevant dataset, and its primary goals are presented. 

 

Table 1.1. Summary of different chapters of the dissertation. 

Chapter Endoscope Dataset Outcome 

 
Chapter2 

 
Rigid 

Pre- and post-surgery in-vivo HSV 
recordings. 
Calibrated intraoperative still 
images. 

 
Indirect calibrated horizontal measurements 

 
Chapter3 

 
Rigid 

Pre- and post-surgery in-vivo HSV 
recordings. 
Calibrated intraoperative still 
images. 

 
Indirect calibrated closing phase maximum 
velocity 

Chapter4 Flexible Benchtop recordings from white 
papers. 

Direct calibrated vertical measurements 

Chapter5 Flexible Benchtop recordings from 
rectangular grid papers. 

Quantification of non-linear distortion of a 
fiberoptic flexible endoscope. 

 
 
 
Chapter6 

 
 
 
Flexible 

Benchtop recordings from white 
papers. 
Benchtop recordings from circular 
grid papers. 
Benchtop recordings from circle 
sectors. 
Benchtop recordings from line 
segments. 

 
 
 
Direct calibrated horizontal measurements 

 
Chapter7 

 
Flexible 

Benchtop recordings from line 
segments. 
Benchtop recordings from a 3D 
printed surface. 

 
Validation of developed direct horizontal and 
vertical methods. 
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1.4. Recordings setup and characteristics 

The proposed research is based on different sets of video recordings. Specifically, two 

different types of in-vivo and benchtop recordings are used in this dissertation. Considering the 

extensive use of benchtop recordings, this section presents the employed setup, as well as, the 

protocol that was followed for the benchtop data collections. 

1.4.1. Benchtop recording setup 

This dissertation uses benchtop recordings for the development of methods for vertical and 

horizontal measurements using a laser-calibrated fiberoptic flexible endoscope195, as well as, 

investigation of the effect of different factors on the accuracy of measurements. Therefore, a setup 

that allows precise variations in the working distance and the imaging angle was developed. The 

setup consisted of a vertical pillar that was connected to a horizontal surface. A high-speed 

monochrome camera Phantom v7.1 (Vision Research Inc., Wayne, NJ) was connected to the pillar 

such that it was perpendicular to the horizontal surface. A 45-mm lens coupler was used to connect 

the flexible endoscope to the camera. The distal tip of the endoscope was passed through two 

fixtures with small holes to keep the distal end of the endoscope fixed. The target surface was 

attached to an adjustable arm with two degrees of freedom. Specifically, the vertical adjustment of 

the arm allowed us to regulate the distance between the target surface and the distal end of the 

endoscope, accurately. Additionally, the setup allowed us to regulate the angle between the target 

surface and the imaging axis of the endoscope, accurately. The first parameter is called the working 

distance, and the second parameter is called the tilting angle for the rest of this dissertation. Figure 

1.2 shows the employed setup for benchtop recordings. 
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1.4.2. Recording protocol 

Based on our preliminary studies and analyses a recording protocol was developed. Benchtop 

recordings were acquired using the following protocol.  

(1) We made sure that the FOV was completely inside the image frame and a border of at least 

five pixels was present on all four sides of the FOV. Figure 1.3 depicts this condition. 

 

Figure 1.2. The employed setup for benchtop recordings. 

Figure 1.3. Examples of incorrect placements of the FOV in the image frame. 
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(2) We made sure that the FOV was quite visible and had a sharp contrast with the black 

background. Figure 1.4 depicts this condition. 

 

(3) We made sure that the fiducial marker was completely inside the image frame and it had a 

border of at least five pixels. Figure 1.5 depicts this condition. 

 

(4) We made sure that the fiducial marker was visible and had a sharp contrast with the black 

background. Figure 1.6 shows an unacceptable example. 

Figure 1.4. Some examples of the FOV with unclear edges. 

Figure 1.5. Some examples of the inadequate border between the FOV and the image frame. 
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(5) We used similar recording parameters for all recordings. The only parameters that were 

allowed to vary were the working distance, the tilting angle of the target surface (only in 

chapter 6), the illumination intensity of the light source, power of the laser source, and the 

exposure time of the camera. 

(6) The xenon light is essential for recording at high frame rates; however, it adds high-

intensity divergence to the image. This divergence could interfere with the accuracy of the 

calibration protocols and add unnecessary complexities to the image processing steps. 

Therefore, all benchtops recordings used low frame rates and an external light source was 

used instead of the xenon light. For this purpose, we placed a studying lamp near to the 

target surface such that no shadow was projected on the target surface.  

   

  

 

Figure 1.6. An example image with non-visible fiducial marker. 
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CHAPTER 2: INDIRECT HORIZONTAL CALIBRATION OF IN-VIVO HSV 

RECORDINGS 

 

Based on: 

Ghasemzadeh H., Deliyski D. D., Hillman R. E., Mehta D. D. Indirect horizontal calibration of 
high-speed videoendoscopy recordings. How to do it, and what to look for? in Preparation. 
 

 

Summary: Calibrated horizontal measurements from high-speed videoendoscopy recordings could 

offer significant advantage to precision medicine, patient-specific modeling, and evidence-based 

practice in the field of speech-language pathology and laryngology. Recently laser-projection 

systems have been developed for achieving the calibrated measurement goals. However, such 

systems are still in their infancy, and also only available to very few research labs. This chapter 

presents an alternative approach for achieving the horizontal calibration. The main idea of this 

alternative approach is to find a proper common object and then normalize lengths of other spatial 

measures to it. The underlying assumptions behind the validity of this approach are studied and it 

is shown that three main conditions should hold.  First, the registration of the common object 

should be with negligible error. Second, the true length of the common object should be fixed. 

Finally, the common object and the target object should be on the same vertical distance. Two tests 

are proposed that could detect significant violation of the first and the second assumptions. In this 

study, a pre-existing dataset is used to demonstrate the feasibility of this approach. 
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2.1. Introduction 

The uncalibrated size of a region of interest (ROI) (e.g. length, width, area) in any image can 

be measured by counting its corresponding number of pixels. Assuming a similar distance between 

all objects in the scene and the camera (i.e. the same working distance), one can compare the size 

of different objects within that image. Under this assumption, typical images can be utilized for 

within-image size comparisons. The main difficulty arises if we want to compare the size of an 

object from an image, with the size of a different object (or even the same object) from a different 

image (i.e. between-image size comparison). Considering the simplest scenario, we know that the 

size of an object in an image depends on its working distance. Therefore, differences between pixel 

lengths in different images could be attributed to either difference in their working distances or 

difference in their actual sizes. Obviously, this issue arises because we do not have a standard basis 

for comparison between the two images. This issue would be resolved if we could map both images 

to a fixed and standard basis. This task is called the horizontal calibration and it makes between-

image size comparison possible. Considering that the meter is the base unit of the length in the 

International System of Units (SI), it is very typical to use it as a standard basis. In that regard, 

horizontal calibration is the process that one determines the size of a pixel in a metric unit (typically 

millimeter (mm) in voice science). This number then serves as a scale for conversion from pixel 

into mm, hence it is called the pixel size and the pixel-to-mm conversion scale in the rest of this 

dissertation. These two terms are used interchangeably in this dissertation. Different approaches 

are possible for the computation of this conversion scale. This chapter is devoted to what we have 

called the indirect computation of the conversion scale. 

Let us consider a set of images from different scenes, all containing one common object. 

Between-image size comparisons can be made within this set if the pixel length of that common 
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object is used for calibration (i.e. the pixel length of the desired object is normalized using the 

pixel length of the common object). Now, if we know the metric size of that common object, 

images from that set can be mapped into a fixed and standard basis and between-image size 

comparisons can be made across different image sets. This approach is the basis of indirect 

horizontal calibration. In summary, we have a set of images with some auxiliary information 

regarding the metric size of a specific object or a specific spatial attribute from that set. In the 

context of laryngeal imaging, this auxiliary information could be for example the mm size of a 

lesion93, mm length of the vocal folds, or some mm features of a blood vessel.206 

Indirect calibration is based on some auxiliary information that has come from a different 

image, than the one we would like to perform measurement from. One typical example is the 

intraoperative calibrated measurement of the lesion size.93,190,191 Figure 2.1 shows some examples 

of calibrated intraoperative images. In this approach, a surgical instrument with a miniaturized 

ruler or a known mm length is positioned next to a lesion and the whole scene is recorded on a 

picture. The image then can be printed and the pixel lengths of the lesion and the surgical 

instrument can be measured using a high-precision caliper.93 One can determine the pixel-to-mm 

conversion scale from this information. The computed scale could then be used for calibration of 

the HSV recording from the same patient. Another possible source of such auxiliary information 

could be a laser-calibrated VSB recording.133,207 Considering that laser-calibrated VSB systems 

have been around longer than their HSV counterparts122 and the simplicity of their optical design 

(typically parallel laser projections122), the required methodology for analysis and calibrated 

measurements of the laser-calibrated VSB images is already available. Additionally, the 

significantly shorter integration time of HSV systems and significantly brighter illumination 

sources of HSV systems in comparison to VSB, add extra requirements to the optical design of the 
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laser projection system. Therefore, in some instances, it may be more convenient and practical to 

use a combination of laser-calibrated VSB and a non-calibrated HSV system. One example would 

be a recently funded NIH R01 grant (R01 DC017923, PI: Verdolini Abbott) that is very tightly 

related to this project and the next chapter. In that grant proposal, VSB images will be used for 

calibrated measurement purposes, whereas HSV images will be used for the studying of the 

temporal and spatial vibratory characteristics of the vocal folds. Assuming a similar length for the 

vocal folds (or another spatial attribute) between VSB and HSV recordings, the mm length of the 

vocal folds (or another spatial attribute) from laser-calibrated VSB could be utilized for calibration 

of the HSV images. Previous studies have suggested that pitch of phonation depends (among other 

factors) on the length of the vocal folds and the subglottal air pressure.12 Additionally, subglottal 

air pressure is a good predictor of the loudness.12 Hence, if both recordings are done using the 

same pitch and loudness (e.g. habitual pitch, habitual loudness) similar attributes of the vocal folds 

across the recordings could be assumed to some extent. 

 

This chapter presents a method for indirect horizontal calibration of HSV recordings from 

their corresponding intraoperative still calibrated images. The developed method could be used for 

different applications including, investigation of the kinematics of disordered phonation, studying 

the developmental aspects of vocal folds’ vibration153 and laryngeal tissues, the post-intervention 

 

Figure 2.1. Two examples of intraoperative calibrated images, taken from references 190 and 93.  
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physiological changes (e.g. lesion size), staging and grading of relevant laryngeal disease191, and 

providing calibrated horizontal measurements for patient-specific models. 

2.2. Aim and hypothesis 

The project of this chapter has external funding, and it is tightly related to a recently approved 

NIH R01 grant R01 DC017923 (PI: Verdolini Abbott) with a subcontract to Michigan State 

University (sub-award PI: Deliyski). The second aim of that grant proposal requires calibrated 

horizontal measurements from in-vivo HSV recordings. The imaging will be conducted using a 

rigid endoscope, and the subjects will be pediatric patients diagnosed with nodules. Additionally, 

a parallel laser projection VSB system153 will be utilized for measuring the size of the nodule pre- 

and post-therapy.  

The idea of indirect horizontal calibration has already been used in multiple 

studies.93,190,191,206,207 However, this notion has not yet received a formal treatment. Specifically, 

the conditions and assumptions behind the validity of this approach are yet to be studied. The main 

aims of this chapter are to investigate the possible sources of error in the indirect calibration 

approach, and then to use intraoperative images for indirect calibration of pre- and post-surgery 

HSV recordings. The central research question of this chapter is, 

Q1: How could calibrated intraoperative images be used for spatial calibration of pre- 

and post-surgery HSV recordings? 

To answer this central research question, it was broken into three sub-questions. 

Q1a: What are the main assumptions behind the validity of the indirect calibration 

approach? 

Q1b: How can validity of the registration step be evaluated? 
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Q1c: Multiple common attributes can be identified for calibration of the post-surgery 

HSV recordings. How could we select the most appropriate one? 

The following hypotheses were formed in this chapter: 

H1a: The proposed registration uncertainty test can detect instances of common 

attributes that have high registration uncertainties. 

H1b: A proper object could be selected from the calibrated intraoperative image, such 

that its registration on the pre- and post-surgery HSV recordings would lead to the 

horizontal calibration of the HSV images. 

2.3.  Material and method 

2.3.1. Participants and data acquisition 

The aim of this chapter is pursued using retrospective data. Calibrate intraoperative images 

and HSV recordings were obtained from 26 adults with vocal fold mass lesions at Massachusetts 

General Hospital. Subjects were recorded using a custom-built HSV system over two different 

sessions. The first session was before the surgery, and the second recording was carried out on 

average 3.5 weeks after the surgery. The HSV system consisted of the following components, a 

color Phantom v7.3 camera (Vision Research, Inc., Wayne, New Jersey), a 300-Watt xenon light 

(Model 7152A, PENTAX Medical Company Montvale, New Jersey), and a 70° 10-mm rigid 

laryngoscope (Model 49-4072, JEDMED Instrument Co, St. Louis, Missouri). The recordings 

were done at a sampling rate of 6,250 fps with the maximum integration time and a spatial 

resolution of 320×352 pixels. The surgery was performed using cold instruments and/or a 532-nm 

pulsed potassium titanyl phosphate laser photoablation under general anesthesia. Before the 
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operation, a surgical instrument with a known mm length was placed next to the lesion and an 

intraoperative image was recorded. 

Considering the aims of this chapter, the full temporal resolution of HSV recordings is not 

required. Therefore, a hamming window with a size of 5 was used for temporal smoothing of the 

data. To that end, every five consecutive frames of HSV data were weighted by a hamming 

window, and then they were averaged. This process significantly reduced the noise of the 

recordings.  

2.3.2. Indirect calibration principles and assumptions 

Let ��� and ������ denote calibrated length and uncalibrated length of an object in an image. 

We can define the pixel size (�) as, 

� =
���

������
 

(2-1) 

The validity of any uncalibrated size comparison depends on certain implicit assumptions, 

regarding the parameter �. For example, the percentage change in the pixel length (i.e. the 

uncalibrated length in the image) of a lesion pre- and post-intervention could be used as a direct 

evaluation criterion for measuring and comparing the efficacy of different interventions. In this 

group-comparison scenario, an implicit assumption is that for each subject the measurement from 

the pre and post conditions are on the same scale, and hence can be compared with each other. 

Being on the same scale means that if the pixel length of the lesion in the post-intervention image 

is reduced by 20%, in reality, the true length in mm (i.e. the calibrated length) of that lesion has 

also been reduced by 20%. More precisely, the implicit assumption is that the mm size of a pixel 

(i.e. the pixel size) in the pre and post conditions are the same for each subject. We call this the 

within-subject size comparison assumption. It is noteworthy that most image-based group 
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comparison studies in voice (both objective and subjective) are based on this assumption. On the 

other hand, if the purpose of the research is to compare different groups or to relate post-

intervention changes in the lesion size to some outcomes of the phonatory mechanisms (e.g. some 

acoustic measurements), a more strict assumption should hold. More precisely, not only the mm 

size of pixels in the pre- and post-conditions for each subject should be the same, but also the mm 

size of pixels in different subjects should be the same. We call this the between-subject size 

comparison assumption. This implicit assumption is present in most (if not all) image-based 

regression and modeling studies in voice. It is noteworthy that the between-subject size comparison 

assumption satisfies the within-subject size comparison assumption; however, the other direction 

does not necessarily hold. Therefore, the conditions and assumptions behind the validity of each 

approach are studied in different sections. 

2.3.2.1. Indirect calibration for between-subject size comparison 

The between-subject size comparison requires the mapping of all measurements into a 

standard and fixed basis. This often requires the knowledge of the mm length of the common 

attribute. Let ��,��
�  denotes the calibrated length of the common attribute (e.g. the lesion size) in 

the first image (e.g. the intraoperative image).  Additionally, let ��,�����
�  and ��,�����

�  denote the 

uncalibrated length of the common attribute and the target object (e.g. length of the vocal folds) in 

the second image (e.g. a frame of HSV recording). The aim of indirect calibration is to estimate 

the calibrated length of the target object in the second image (��,��
� ) from the knowledge of ��,��

� . 

Obviously, if we have the pixel size of the target object in the second image (��
� ) we can compute 

��,��
�  by, 

��,��
� = ��

� . ��,�����
�  (2-2) 
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Given that the second image is not calibrated, the ��
�  is not known. Let ��

�  denotes the pixel size 

of the common attribute in the second image. Now, assuming ��
� = ��

�  and ��,��
� = ��,��

�  we can 

compute ��,��
�  as follows, 

��
� =

��,��
�

��,�����
� =

��,��
�

��,�����
�  (2-3) 

��,��
� = ��

� . ��,�����
�  (2-4) 

The value of � could depend on different parameters of recording including the vertical distance, 

the imaging angle, and the spatial location of the object inside the field of view.208,209 For simplicity 

we assume a case where � only depends on the vertical distance. In that case, the ��
� = ��

�  

assumption translates into the common attribute and the target object being on the same vertical 

distance from the endoscope. Based on the presented arguments, the main assumptions behind the 

validity of indirect calibration for between-subject size comparison applications are as follows. 

First, the common attribute can be registered accurately on the second image. Second, the common 

attribute and the target object are at the same vertical distance from the endoscope. Third, ��,��
� =

��,��
�  which means that the calibrated length of the common attribute should not change between 

the first and the second images. These three conditions will be referred to as the registration 

accuracy assumption, the similarity in the vertical distance assumption, and the consistency of the 

common attribute assumption in the rest of this dissertation. As a final note, the similarity in 

vertical distance assumption was derived based on the assumption that pixel size only depends on 

the working distance. However, spatial location in the fiberoptic endoscopes and the imaging angle 

are also significant factors for the value of the pixel size.208 Therefore, the similarity in vertical 

distance assumption would become much more complicated during the fiberoptic endoscopy, or if 

the optical axis is not perpendicular during the imaging sessions. 
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2.3.2.2. Indirect calibration for within-subject size comparison 

Performing the within-subject size comparison requires less information and in that regard is 

more practical. However, it is very likely that the outcome of calibration could not be used for 

absolute measurements, but rather the percent change in the size (e.g. percent change in the lesion 

size post-therapy). Assuming the availability of calibrated lengths of the target object in the first 

and the second image, the calibrated (i.e. the true) percent change (����) of a target object is 

equal to, 

���� =
��,��

� − ��,��
�

��,��
� × 100% = (

��,��
�

��,��
� − 1) × 100% 

(2-5) 

Now, we could use the value of pixel size and re-write Equation 2-5 using uncalibrated lengths, 

���� = (
��,�����

� . ��
�

��,�����
� . ��

� − 1) × 100% 
(2-6) 

We could divide the numerator and denominator of Equation 2-6 with the same number, 

���� = (
��,�����

� . ��
�

��,�����
� . ��

� ×
��,��

�

��,��
� − 1) × 100% 

(2-7) 

Assuming ��,��
� = ��,��

�  we can rewrite Equation 2-7 using the uncalibrated lengths of the 

common attribute, 

���� = (
��,�����

� . ��
�

��,�����
� . ��

� ×
��,�����

� . ��
�

��,�����
� . ��

� − 1) × 100% 
(2-8) 

Doing some re-arrangements, we would have, 

���� = (

��,�����
�

��,�����
��

��,�����
�

��,�����
��

×
��

� . ��
�

��
� . ��

� − 1) × 100% 

(2-9) 
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Assuming 
��

� .��
�

��
� .��

� = 1 (this assumption would be discussed shortly), then calibrated percentage 

change can be computed from uncalibrated lengths as follows. Pick a suitable common attribute 

and measure its uncalibrated length in the first (��,�����
� ) and the second image (��,�����

� ). Also, 

measure the uncalibrated lengths of the target object in the first (��,�����
� ) and the second image 

(��,�����
� ). The calibrated percentage change can be computed as: 

���� = (

��,�����
�

��,�����
��

��,�����
�

��,�����
��

− 1) × 100% 

(2-10) 

Now, let us investigate the condition for 
��

� .��
�

��
� .��

� = 1. The value of � could depend on different 

parameters of recording including the vertical distance, the imaging angle, and the spatial location 

of the object inside the field of view.208,209 For simplicity we assume a case where � only depends 

on the vertical distance. In that case, if we have the vertical distance we can compute the true value 

of 
��

� .��
�

��
� .��

�  term and plug it in Equation 2-9. However, the vertical information is often (if not always) 

lost during the image acquisition. Therefore, we need to find conditions that govern 
��

� .��
�

��
� .��

� = 1. 

There are two trivial solutions to this. Either ��
� = ��

�  and ��
� = ��

� , or ��
� = ��

�  and ��
� = ��

� . The 

first solution means that the vertical distance between the endoscope and the target object, and the 

vertical distance between the endoscope and the common attribute should not change between the 

first and the second images. The second solution means that the target object and the common 

attribute are on the same vertical levels. Considering that the larynx can move in the vertical 

direction, the first condition cannot be controlled. Therefore, the second condition would be more 

feasible and practical case for laryngeal imaging applications. In summary, the validity of indirect 

calibration for within-subject size comparison depends on the same three main assumptions of: 
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registration accuracy assumption, the similarity in the vertical distance assumption, and the 

consistency of the common attribute assumption in the rest of this dissertation. As a final note, the 

similarity in the vertical distance assumption was derived based on the assumption that pixel size 

only depends on the working distance. However, spatial location in the fiberoptic endoscope and 

the imaging angle are also significant factors of the pixel size.208 Therefore, the similarity in 

vertical distance assumption would become much more complicated in fiberoptic endoscopy or if 

the optical axis is not perpendicular in the two imaging sessions. 

To provide more insights into these assumptions, some scenarios that violate each assumption 

are provided. For the first assumption, let us consider a common attribute that is blurry, or does 

not have a clear and sharp boundary. In that case, the common attribute cannot be registered 

accurately. For the second assumption, let the target object be some spatial features of the vocal 

folds and the common attribute be some spatial feature in the supraglottic region. Considering that 

the common attribute is closer to the camera it will have a smaller pixel size in comparison to the 

target object, which is a violation of the similarity in the vertical distance assumption. For the third 

assumption, let us consider a soft and pliable common attribute attached to the vocal which gets 

deformed easily. Now, if the vocal folds stretch, the common attribute will also elongate. 

Obviously, this is a contradiction of the consistency of the common attribute assumption. 

It is noteworthy that, the second and the third assumptions often could be contradicting each 

other. Specifically, if the target object is on the vocal fold, using a common attribute that is not on 

the vocal fold would possibly satisfy the third assumption to the maximum extent. Conversely, the 

second assumption requires the selection of a common attribute that is as close to the target object 

as possible. In practice, we need to make a tradeoff between these two assumptions and other 

considerations and select a common attribute that is more suitable. A final word regarding the 
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second assumption, if the target object and the common attribute are not on the same vertical 

distance, the indirect calibration approach will introduce some errors into the measurement. The 

magnitude of this error will depend on the vertical distance between the common attribute and the 

target object and also the vertical distance between the imaging component (i.e. the endoscope) 

and the closer object. Additionally, a higher vertical difference between the common attribute and 

the target object will lead to higher error. Conversely, keeping the vertical difference between the 

common attribute and the target object fixed and increasing the vertical distance between the 

imaging component (i.e. the endoscope) and the closer object would decrease the error. This is 

especially important during flexible endoscopy, where vertical distance can be varied in a large 

range. As a practical guide, we need to keep the vertical distance between the common attribute 

and the target object as small as possible, especially when the imaging is done at a close working 

distance (e.g. during flexible endoscopy).  

2.3.3. Evaluation of indirect calibration 

The indirect calibration lacks the existence of a universal and standard basis of comparison 

(e.g. metric scale) on the target data (i.e. HSV recording). However, it can offer some functionality 

of calibration by registering a proper common attribute on the HSV data. The validity and accuracy 

of any measurement following the indirect calibration would depend on correct and successful 

registration of the common attribute, as well as, the existence of the two other fundamental 

characteristics of the common attribute discussed in the previous section. While due to the lack of 

a universal and standard basis these conditions could not be checked directly, a test is presented in 

the next section that can indirectly evaluate the registration accuracy assumption. 
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2.3.3.1. Registration uncertainty test 

Accuracy of indirect calibration relies heavily on correct registration of the common attribute. 

Additionally, not all common attributes may have similar registration accuracies. For example, a 

common attribute could be blurry or may lack a clear and sharp boundary. A test is developed here 

that indirectly provides an estimation of the accuracy of the registration process. The computed 

value provides a higher bound for the registration accuracy and therefore puts a lower bound on 

subsequent measurement uncertainty. That is, the subsequent measurements would at least have 

that amount of uncertainty. Finally, this test has a very high positive predictive value. Meaning 

that for a common attribute with a high score we could be quite confident that the amount of 

uncertainty is high, and therefore that common attribute would not be suitable.  

The test assumes that a total number of k different HSV recordings from multiple subjects are 

being calibrated at the same time. Additionally, it assumes that for each subject a single image 

with the common attribute (e.g. the intraoperative image) is available. We will call this, the fixed 

image in the rest of this chapter. The test consists of three steps of data selection, data registration, 

and data analysis.  

In the data selection step, a time point is selected randomly from one of the HSV recordings, 

and then frames within that glottal cycles are evaluated subjectively. The frame with the best visual 

appearance of the common attribute is selected. This process is repeated n times for the current 

recording. The whole process is repeated for all k recordings. This will lead to a total number of 

k×n selected frames. These images will be referred to as the moving images in the rest of this 

chapter. Moving images are randomized, and then they are presented for the registration step.  

In the registration phase, a two-panel graphical user interface (GUI) is used where one panel 

shows the fixed image, and the other panel shows the moving image. The GUI is equipped with 
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the zooming capability, to make the registration more accurate. The user clicks the boundary of 

the common attribute (e.g. the start and the endpoint of a lesion in the anterior-posterior direction) 

on the fixed image, and then do the same thing for the moving image. The software then computes 

the uncalibrated pixel size of the common attribute in the fixed and the moving image and then 

records them. If the lesion size is used for calibration, the size is computed as the Euclidean 

distance between the two click points. This process is repeated until all images are processed.  

In the analysis phase, the data is de-randomized and then the ratios between sizes of the 

common attribute in the fixed and the moving images are computed for each recording. This will 

lead to n such ratio values. The interquartile range of these n ratio values is computed. This process 

is repeated for all k recordings. Any recordings with an interquartile range larger than a threshold 

would be an instance of calibration with a high level of uncertainty and should be removed from 

later analysis. A method for selecting a proper value of the threshold is presented in section 2.4.1.3.  

It is noteworthy that, the registration uncertainty test can be extended to select the most 

suitable common attribute (e.g. anterior-posterior length of a lesion, medial-lateral length of a 

lesion, etc.) for each recording. For that purpose, different common attributes may be determined 

for each recording. The common attribute with the lowest interquartile range would be the most 

suitable common attribute for that recording.  

2.4.  Experiments and results 

Three experiments were conducted to answer the research questions of this chapter. 

Experiment 1 demonstrates the efficacy of the proposed registration uncertainty test. Experiment 2 

investigates the consistency of different common objects between different phonatory 

configurations. Experiment 3 demonstrates how the most appropriate common object may be 
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selected from a couple candidate ones. This section presents details of each experiment, followed 

by results and the related discussions. 

2.4.1. Experiment1: Efficacy of registration uncertainty test 

This experiment was conducted to demonstrate the performance and efficacy of the registration 

uncertainty test. The following hypothesis was formed for this experiment.  

H1a: The proposed registration uncertainty test can detect instances of common 

attributes that have high registration uncertainties. 

2.4.1.1. Database 

From the 26 subjects with calibrated intraoperative images, lesions were not visible in three 

recordings, and one recording was blurry. These samples were excluded from the rest of the 

analysis. The included 22 subjects had an HSV recording from their comfortable pitch. 

Additionally, 14 subjects had an HSV recording from their higher pitch. Considering that the 

higher pitch requires a different glottal configuration and could also be an instance of interest for 

calibration, they were also included in the analysis. In summary, 36 different recordings were used 

for this experiment. 

2.4.1.2. Method 

Following the data selection step from the registration uncertainty test, 10 frames were 

randomly selected from each recording and were saved as images. Often, the frame with the 

maximum abduction resulted in the best visual exposure of the lesions. Additionally, from the 

saved 10 images, two images were randomly selected and were added again to the pool of saved 
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images (20% redundancy). This resulted in 36×12=432 files to be registered. Registration and 

analysis followed the steps described in section 2.3.3.1. 

2.4.1.3. Results 

First, the redundant samples were excluded from the analysis. Figure 2.2(A) shows the 

computed score (the interquartile range) for each recording.  

 

A statistical approach was used to determine the appropriate value of the threshold. To that 

end, the probability density function (pdf) of the interquartile range over all 36 recordings was 

estimated using a Gaussian kernel. Figure 2.2(B) shows the result. Based on this figure the 

interquartile range can be attributed to three different classes. The first class has a very high value 

of the interquartile range, corresponding to calibration with a high level of uncertainty and hence 

high error. The second class has a moderate value of the interquartile range. And the last class 

corresponds to common attributes that can be registered with a low level of uncertainty. The value 

of the threshold was computed as the minimum value of the estimated pdf between the second and 

the third classes. 

Figure 2.2. Results of registration uncertainty test: (A) values of interquartile range for different patients and 
(C)omfortable and (H)igh pitch phonations, (B) estimated pdf of interquartile range over all recordings. 

(A) (B)
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To test hypothesis H1a, the computed threshold was used to split the data into two groups, 

one with a high level of uncertainty (6 samples) and one with a low level of uncertainty (30 

samples). Then, intra-sample registration variability was computed using the redundant samples 

that were excluded from the previous analysis (two per each recording). The absolute difference 

between the computed ratios for each pair of redundant data was computed. This led to two 

measurements per each recording. Intra-sample registration variability was computed as the 

average of those two values. Table 2.1 presents the descriptive statistics of each group. 

 

The dependent variable for H1 was the intra-sample registration variability. The independent 

variable was groupings (high vs. low uncertainty). A two-sample t-test was used to check H1. The 

test rejected the null hypothesis (p<.00001, t=-6.28). Based on this result and the values in table 

2.1 we can conclude that the high uncertainty group had significantly higher intra-sample 

registration variability. This confirms the efficacy of the proposed test for detecting instances with 

high levels of registration uncertainty. 

2.4.2. Experiment 2: Effect of phonatory configuration on the calibrated length 

The lesion is not present in post-surgery HSV recordings. Therefore, lesion size cannot be used 

for calibration of the post-surgery recordings. However, it is possible to find a common attribute 

between pre- and post-surgery recording and then use it for indirect calibration of the post-surgery 

data. In that sense, the lesion size would be used for the indirect calibration of the pre-surgery HSV 

data. Then the calibrated pre-surgery data would be used for indirect calibration of the post-surgery 

Table 2.1. Descriptive statistics of intra-sample registration variability. 

Group Mean (pixel/pixel) std (pixel/pixel) 

High uncertainty 0.0453 0.0288 
Low uncertainty 0.0096 0.0068 
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HSV data. Considering the availability of the mm size of the lesion, the outcomes of both 

calibrations could be used for between-subject size comparison applications.  

Going back to the consistency of the common attribute assumption, the mm size of the common 

attribute should be the same between the different imaging sessions, or imaging modalities. That 

is, the mm length of the lesion should be similar during the intraoperative imaging and the pre-

surgery HSV recording. Additionally, the mm length of the object selected for calibration of the 

post-surgery HSV data should be similar in pre- and post-surgery conditions. Unfortunately, these 

conditions cannot be checked directly. However, we may use the information from different 

phonatory configurations in the pre-surgery recordings and check the robustness of the selected 

common attribute for calibration of the post-surgery recording. Experiment 2 presents the results 

of this analysis for different common attributes.  

2.4.2.1. Experiment 2.a: Vocal fold length attributes 

The length of the vocal folds (or some part of it) may be used as a common attribute. This 

idea has been used in several studies.103,203,206 Considering the dependence of the fundamental 

frequency on the vocal fold length12, the following hypothesis was formed.  

H1c: Calibrated vocal fold length during high-pitch phonation is significantly larger than 

its length during comfortable pitch phonation. 

2.4.2.1.1. Database 

From the 26 subjects with calibrated intraoperative images, 14 had recordings from both 

comfortable and the high-pitch phonations. Based on the result of experiment1 three subjects had 

high registration uncertainties, and hence were excluded from this analysis. Therefore, 11 subjects 

were used in this experiment. 
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2.4.2.1.2. Method 

11 glottal cycles were selected randomly from each recording. The frames within each glottal 

cycle were visually inspected and the frame with the highest glottal opening along the anterior-

posterior direction was saved as an image. From the selected 11 images, one image was designated 

as the fixed image, and the remaining 10 images were designated as the moving image. The 

anterior commissure and the posterior part of the vocal folds were not visible in some of the 

images. Therefore, for each subject, the fixed images from both phonation tasks (i.e. comfortable 

and high pitch) were visually inspected and two suitable anchor points (one in the posterior and 

one in the anterior) were selected and marked on both fixed images. Some example anchors include 

the anterior commissure, a blood vessel on the vocal fold or a nearby tissue, or the midline of the 

lesion. Following the methodology of the registration uncertainty test, moving images from 

different recordings were randomized. The rationale for this randomization will be discussed in 

section 2.4.3.1. 

A GUI with two panels (one showing the fixed image superimposed with the anchor points, 

and one showing the moving image) was developed for measuring the length of the vocal folds 

between the two anchor points. Due to occlusion and cropping of the recording, the measured 

value may only be part of the vocal fold length, hence it is named the vocal fold length attribute. 

The GUI had zooming capability for improved visual inspection and enabled marking of the 

anchor points on the target image. The pixel size of the vocal fold length attribute was measured 

as the Euclidian distance between the selected two anchor points on the moving image. 

Additionally, the pixel-to-mm conversion scale of each recording was computed from the known 

mm size of the lesion. Finally, the calibration was achieved by multiplying the pixel size of the 

attribute by the pixel-to-mm conversion scale.  
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2.4.2.1.3. Results 

Figure 2.3 shows boxplot of the mm size of the vocal fold length attribute for each patient and 

each phonation task. 

 

The hypothesis H1c is based on the comparison of the mm sizes of the vocal fold length 

between the two phonation tasks. The mm size of the vocal fold attribute for each recording was 

computed as the median of the measurements from the 10 images. Table 2.2 presents the 

descriptive statistics of each phonatory group. 

 

To test the hypothesis H1c, a one-sided paired-samples t-test was used. The independent 

variable was the phonation task (comfortable vs. high pitch) and the dependent variable was the 

mm size of the vocal fold length attribute. The test detected a significant difference (p= 0.03, t= -

2.11) between the two conditions. Therefore, the vocal fold length attribute is not a robust common 

 

Figure 2.3. Boxplot of mm size of vocal fold length attribute of each subject for (C)omfortable and (H)igh pitch 
phonations.  
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Table 2.2. Descriptive statistics of the mm size of attributes of vocal fold length. 

Group mean (mm) std (mm) 

Comfortable pitch 9.5 2.21 
High pitch 10.53 2.84 
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attribute for indirect calibration. This is especially important given that, the intraoperative image 

is taken under the resting state of the vocal fold with low tension, while the HSV recordings are 

captured during the phonation where the vocal folds have higher tension. Consequently, using 

vocal fold length attributes could lead to a violation of the consistency of the common attribute 

assumption, unless from the domain knowledge we know that the visible length of the vocal fold 

was not changing between the two imaging sessions, or imaging modalities.  

2.4.2.2. Experiment 2.b: Vocal fold width 

Vocal fold width is another spatial feature that can be used for calibration. For this experiment, 

the following hypothesis was formed.  

H1d: Calibrated vocal fold width during high-pitch phonation is significantly different 

from a comfortable pitch. 

2.4.2.2.1. Database 

The data were similar to the experiment 2.a. 

2.4.2.2.2. Method 

11 glottal cycles were selected randomly from each recording. The frames within each glottal 

cycle were visually inspected for fining a frame where glottis would become very narrow, but not 

fully closed. Figure 2.4 shows an example image. The selected frames were saved as images. 

Considering that the left and the right vocal folds could have different widths, and also that width 

may be calculated at different locations along the anterior-posterior axis, the registration step could 

become inconsistent and hence susceptible to error. To remedy this, one image from the selected 

11 frames was designated as the fixed image, and the rest were designated as the moving image. 
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On the fixed image, the target side of measurement (i.e. left or right vocal fold) was marked. 

Additionally, for each subject, the fixed images from both high and comfortable pitches were 

visually inspected for finding a proper anchor point (i.e. a point with a clear visual appearance in 

both phonation conditions) along the anterior-posterior direction. Some examples of the used 

anchor points were branching of a blood vessel on the vocal fold or a nearby tissue or specific 

topological attributes of the lesion. Figure 2.4 shows a fixed image with an anchor point selected 

based on a blood vessel on a nearby tissue. Following the methodology of registration uncertainty 

test images from different recordings were randomized. The rationale for this randomization will 

be discussed in section 2.4.3.1.  

A GUI with two panels (one showing the fixed image superimposed with the anchor point, 

and one showing the moving image) was developed for measuring the width of the vocal fold, 

using the following procedure. A line was fitted to the target edge of the vocal fold on the moving 

image (solid red line in figure 2.4). Then the anchor point was marked on the moving image 

(symbol × in figure 2.4). A line perpendicular to the line fitted to the edge of the vocal fold was 

passed through the selected anchor point (dashed blue line in figure 2.4). Then, the intersection of 

this new line with the periphery of the vocal fold was marked using the mouse (symbol O in figure 

2.4). To reduce the inaccuracy of this selection, the selected point was analytically projected on 

the dashed line (point B in figure 2.4). The uncalibrated pixel width of the vocal fold was computed 

as the Euclidian distance between points A and B, where point A was the intersection of the two 

lines described above (figure 2.4). Finally, calibration was achieved by multiplying the pixel width 

of the vocal fold by pixel-to-mm conversion scale.  
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2.4.2.2.3. Results 

Figure 2.5 shows boxplot of the mm width of the vocal fold for each patient and each 

phonation task. 

 

The hypothesis H1d is based on a comparison of the mm size of the vocal fold width between 

two phonation tasks. The mm width of the vocal fold for each recording was computed as the 

 

Figure 2.4. Measurement of the vocal fold width: (A) the reference image with designated vocal fold and the target 
anchor point, (B) the measurement steps. 

 

Figure 2.5. Boxplot of mm size of vocal fold width of each subject for (C)omfortable and (H)igh pitch phonations. 
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median of the measurements from the 10 images. Table 2.3 presents the descriptive statistics of 

each phonatory group. 

 

To test hypothesis H1d, a two-sided paired-samples t-test was used. The independent variable 

was the phonation task (comfortable vs. high pitch) and the dependent variable was the mm width 

of the vocal fold. The test did not detect a significant difference (p= 0.51, t= 0.68) between the two 

conditions. Therefore, vocal fold width could be a robust common attribute for indirect calibration, 

and it may be used for indirect calibration. 

2.4.2.3. Experiment 2.c: Blood vessel on a vocal fold 

The length of a blood vessel is another spatial feature that can be used for indirect 

calibration.206,207 This experiment explores the suitability of a blood vessel on the vocal fold. For 

this experiment, the following hypothesis was formed.  

H1e: Calibrated attribute of a blood vessel on the vocal fold during high-pitch phonation 

is significantly different from a comfortable pitch. 

2.4.2.3.1. Database 

From the data included in experiments 2.a and 2.b, seven subjects had a visible blood vessel 

on their vocal folds. Recordings from comfortable and high-pitch phonations of these subjects 

were used for this experiment. 

Table 2.3. Descriptive statistics of the mm width of the vocal fold. 

Group mean (mm) std (mm) 

Comfortable pitch 5.27 1.56 
High pitch 5.08 1.67 
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2.4.2.3.2. Method 

The method was similar to the one described in experiment 2.a, but instead frames with the 

best visual appearance of the blood vessels were selected. Additionally, anchor points were 

selected based on unique features of each blood vessel, including their branching, or looping. 

2.4.2.3.3. Results 

Figure 2.6 shows boxplot of the calibrated length of a blood vessel on the vocal fold of each 

patient for both phonation tasks.  

 
The hypothesis H1e is based on a comparison of the mm size of a blood vessel on the vocal 

fold between two phonation tasks. The mm size of the blood vessel for each recording was 

computed as the median of the measurements from the 10 images. Table 2.4 presents the 

descriptive statistics of each phonatory group. 

 

Figure 2.6. Boxplot of mm size of an attribute of blood vessels on the vocal fold of each subject for (C)omfortable 
and (H)igh pitch phonations. 
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To test hypothesis H1e, a two-sided paired-samples t-test was used. The independent variable 

was the phonation task (comfortable vs. high pitch) and the dependent variable was the mm size 

of some attribute of the blood vessel on the vocal fold. The test did not detect a significant 

difference (p= 0.53, t= 0.66) between the two conditions. Therefore, attributes of the blood vessel 

on the vocal fold is a robust common attribute for indirect calibration, and it could be used for 

indirect calibration. 

2.4.2.4. Experiment 2.d: Blood vessel on a nearby tissue 

The length of a blood vessel is a spatial feature that can be used for indirect calibration.206,207 

This experiment explores the suitability of a blood vessel on a nearby tissue. For this experiment, 

the following hypothesis was formed.  

H1f: Calibrated attribute of a blood vessel on a nearby tissue during high-pitch phonation 

is significantly different from a comfortable pitch. 

2.4.2.4.1. Database 

From the data included in experiments 2.a and 2.b, seven subjects had a visible blood vessel 

on a tissue near the vocal folds. Recordings from comfortable and high-pitch phonations of these 

subjects were used for this experiment. 

2.4.2.4.2. Method 

The method was similar to the one described in experiment 2.c. 

Table 2.4. Descriptive statistics of the mm size of attributes of a blood vessel on the vocal fold. 

Group mean (mm) std (mm) 

Comfortable pitch 4.06 1.33 
High pitch 3.92 1.61 
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2.4.2.4.3. Results 

Figure 2.7 shows boxplot of the calibrated length of a blood vessel on a nearby tissue of each 

patient for both phonation tasks.  

 
The hypothesis H1f is based on a comparison of the mm size of a blood vessel on a nearby 

tissue between the two phonation tasks. The mm size of the blood vessel for each recording was 

computed as the median of the measurements from the 10 images. Table 2.5 presents the 

descriptive statistics of each phonatory group. 

 

To test hypothesis H1f, a two-sided paired-samples t-test was used. The independent variable 

was the phonation task (comfortable vs. high pitch) and the dependent variable was the mm size 

of some attribute of the blood vessel on a tissue near to the vocal fold. The test did not detect a 

significant difference (p= 0.35, t= 1.02) between the two conditions. Therefore, attributes of the 

 

Figure 2.7. Boxplot of mm size of an attribute of blood vessels on a nearby tissue of each subject for 
(C)omfortable and (H)igh pitch phonations. 
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Table 2.5. Descriptive statistics of the mm size of attributes of the blood vessel on a nearby tissue. 

Group mean (mm) std (mm) 

Comfortable pitch 5.33 3.09 
High pitch 5.12 2.81 
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blood vessel on a nearby tissue is a robust common attribute for indirect calibration, and it could 

be used for indirect calibration. 

 

2.4.3. Experiment 3: Selecting the most suitable common attribute 

Often, we could select several common attributes for performing indirect calibration. Then, 

an important question is how to select the most suitable one. The aim of experiment 3 is to answer 

this question. 

2.4.3.1. Experiment 3a: Registration uncertainty of different common attributes 

Experiments 2.a-2.d were based on randomized measurements of different target objects from 

multiple recordings, and in that sense resemble the registration uncertainty test. Therefore, we 

could use a similar approach and estimate the registration uncertainty of each common attribute. 

To that end, the data was de-randomized and then the ratios between the 10 measurements per 

each recording and their median was computed. The interquartile range of the computed ratios was 

used as an estimate of the registration uncertainty. Table 2.6 presents the descriptive statistics of 

the registration uncertainty for different common attributes. 

 

Based on table 2.6 the vocal fold length attribute may lead to the lowest registration 

uncertainty, followed by the vocal fold width, blood vessel on a nearby tissue, and finally blood 

vessel on a vocal fold. Additionally, for each subject, we could compare the registration 

Table 2.6. Descriptive statistics of registration uncertainty for different selections of the common attribute. 

Common attribute mean (mm) std (mm) 

Vocal fold length attribute 0.027 0.012 
Vocal fold width 0.036 0.019 
Blood vessel on a vocal fold  0.061 0.037 
Blood vessel on a nearby tissue 0.047 0.027 
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uncertainty for different common attributes and determine the best one. This was computed as the 

average of the registration uncertainty of the two phonation tasks per each subject. Table 2.7 shows 

this, where the lowest value is presented in bold face letters. 

 

2.4.3.2. Experiment 3b: Size consistency of different common attribute 

2.4.3.2.1. Method 

Calibrated (i.e. the true) percent change (����) of a target object was defined in section 

2.3.2.2 as, 

���� =
��,��

� − ��,��
�

��,��
� × 100% 

(2-11) 

Using the common attribute consistency assumption (i.e. ��,��
� = ��,��

� ), Equation 2-11 can be 

written as, 

���� =

��,��
�

��,��
�� −

��,��
�

��,��
��

��,��
�

��,��
��

 

(2-12) 

Table 2.7. Individual differences in registration uncertainty of each common attribute. 

Subject ID Common attribute 

VF length VF width VF blood Nearby blood 

P01 0.016 0.022 0.058 × 

P02 0.015 0.048 0.058 0.011 

P16 0.023 0.017 0.076 0.086 

P29 0.04 0.036 0.126 × 

P39 0.036 0.073 × 0.049 

P44 0.025 0.036 0.031 0.04 

P47 0.033 0.047 × 0.051 

P50 0.024 0.027 0.032 0.059 

P52 0.018 0.026 0.049 0.033 

P53 0.041 0.027 × × 

P54 0.025 0.034 × × 
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If the common attribute consistency assumption is violated, we would have ��,��
� = ��,��

� + ∆, 

which leads to, 

���
�� =

��,��
�

��,��
�� −

��,��
�

��,��
��

��,��
�

��,��
��

 

(2-13) 

Obviously, if ∆= 0, then ���
�� = ����. However, if the size of the common attribute changes 

by ∆ mm between the two imaging sessions or imaging modalities, ���
�� ≠ ���� and the indirect 

approach will introduce some error into measurements. Assuming a similar pixel-to-mm 

conversion scales for the target and the common object, we could simplify 2-13 into, 

���
�� =

��,�����
�

��,�����
� ×

��,��
�

��,��
� − 1 

(2-14) 

If  
��,��

�

��,��
� =1 there is no error (���

�� = ����), but as 
��,��

�

��,��
�  deviates from the value 1, the magnitude 

of error increases. Consequently, we could use � =
��,��

�

��,��
�  for comparing the consistency of 

different common attributes. 

2.4.3.2.2. Results 

The value of � was computed for the four common attributes presented in experiment2. Table 

2.8 presents descriptive statistics of � for different common attributes. 

 

Table 2.8. Descriptive statistics of γ for different selections of the common attribute. 

Common attribute mean (mm/mm) std (mm/mm) 

Vocal fold length attribute 1.11 0.165 
Vocal fold width 0.968 0.21 
Blood vessel on a vocal fold  0.94 0.188 
Blood vessel on a nearby tissue 0.974 0.136 
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Based on table 2.8, a blood vessel on nearby tissue may lead to the lowest measurement error, 

followed by the vocal fold width, blood vessel on a vocal fold, and finally the vocal fold length. 

Additionally, for each subject, we could compare values of � for different common attributes and 

determine the best one. Table 2.9 shows individual trends regarding the size consistency of 

different common attributes. 

 

2.5. Discussions 

This chapter presented a formal treatment of indirect spatial calibration. The purpose of 

indirect calibration is to use images taken from different imagining modalities or, imaging sessions, 

to account for confounding factors of horizontal measurements. Depending on the type of available 

information, the outcome of indirect calibration could be used for within-subject or between-

subject size comparisons. Specifically, if one of the images is spatially calibrated (i.e. mm 

measurement can be achieved) the outcome of indirect calibration could be utilized for between-

subject size comparison. However, if neither of the images are spatially calibrated, the outcome of 

indirect calibration could be utilized only for within-subject size comparison (e.g. pre/post changes 

Table 2.9. Individual trends regarding the size consistency of different common attributes. 

Subject ID Common attribute 

VF length VF width VF blood Nearby blood 

P01 1.012 0.835 0.899 × 

P02 1.127 1.05 0.583 0.868 

P16 1.299 0.844 0.931 0.986 

P29 1.131 0.987 1.217 × 

P39 1.359 1.416 × 1.141 

P44 1.302 1.132 0.987 0.93 

P47 1.04 0.632 × 0.78 

P50 0.916 1.058 1.003 0.962 

P52 1.18 0.82 0.96 1.153 

P53 0.863 0.962 × × 

P54 0.976 0.913 × × 
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in the same person). The indirect calibration approach is based on identifying a proper common 

attribute between different recordings of each subject. The size of this common attribute is then 

used as a scale for spatial calibration. If the mm size of this common attribute is available, the 

calibration will map all images into a standard basis, and obviously, between-subject size 

comparison can be achieved. This chapter identified three conditions that govern the validity of 

the indirect calibration. These conditions were the registration accuracy assumption, the similarity 

in the vertical distance assumption, and the consistency of the common attribute assumption 

The registration accuracy stipulates that the common attribute can be identified and registered 

accurately for each subject across all images. For example, if images are taken from different 

angles, the common attribute would be recorded differently and hence some error will be 

introduced during the registration step. Additionally, common attributes without a sharp contrast 

with the background would be another example of low registration consistency. A test was 

proposed in this chapter that can estimate the magnitude of the registration uncertainty. In that 

regard, a high value of registration uncertainty may indicate a serious violation of the registration 

accuracy assumption, which means the presence of significant errors in the calibration outcome. 

As a rule of thumb, a common attribute that is larger and has a sharper contrast with the background 

would lead a lower registration uncertainty value.  

Another assumption of the indirect calibration was the existence of a certain relationship 

between the pixel-to-mm conversion scales of the common attribute and the target object. Pixel-

to-mm conversion scale may depend on the vertical distance, the spatial location of the object, and 

the imaging angle.208,209 However, we assumed that the pixel-to-mm conversion scale only 

depended on the vertical distance, and derived the similarity in the vertical distance assumption. 

Unfortunately, the vertical distance is lost during the imaging and consequently, evaluation of the 
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similarity in the vertical distance assumption is not an easy task (if possible, at all). In sections 

2.3.2.1 and 2.3.2.2 we derived conditions satisfying the vertical distance assumption. One solution 

assumed that the vertical distances from the endoscope to the common attribute, and from the 

endoscope to the target object are similar between different imaging sessions or imaging 

modalities. Achieving this condition is very hard in practice. The second solution assumed that the 

common attribute and the target object have the same vertical distance from the endoscope. This 

condition may be achieved by selecting a common attribute that is part of the region of interest. 

The consistency of the common attribute assumption stipulates that the actual size of the 

common attribute (i.e. its mm length) is fixed and does not change between different imaging 

sessions, or imaging modalities. This assumption is quite fundamental in the indirect calibration 

method and is the basis of its validity. Unfortunately, checking this assumption requires the 

existence of spatially calibrated images (which obviously is not available), and hence cannot be 

done directly. However, for laryngeal images, a method was developed that could evaluate this 

assumption indirectly. The method was based on the comparison of sizes of the common attribute 

during different vocal behaviors and phonation tasks.  

This chapter used laryngeal images as a test bench for indirect calibration. The images were 

acquired from two different imaging modalities of intraoperative and HSV recordings. The 

intraoperative recordings were still images and they provided the calibrated mm measurements of 

the lesion. Conversely, HSV data were not calibrated but they provided the motion and the 

vibration of the vocal folds. The indirect calibration was aimed to achieve a valid comparison of 

some spatial (or tempo-spatial) attributes of the vocal fold between different recordings (e.g. vocal 

fold length, vocal fold velocity, etc.). HSV data were recorded pre- and post-surgery. Assuming 

that size of the lesion is consistent between the intraoperative and HSV sessions, the pre-surgery 



62 
 

HSV recordings can be calibrated using the lesion. However, the lesion is not present in the post-

surgery recording and a different common attribute should be used. To that end, four common 

attributes of vocal fold length, vocal fold width, size of a blood vessel on the vocal fold, and size 

of a blood vessel on a nearby tissue were identified. The registration test was used to compare the 

registration accuracy of these four objects. Experiment 3.a showed that vocal fold length had the 

lowest registration uncertainty. This low registration uncertainty may stem from the fact that the 

vocal fold length was significantly longer than the other three common attributes. Additionally, 

the dark glottis provides a very sharp contrast for accurate detection of the vocal folds and 

measurement of its length. Experiment 3.b compared the consistency of the four common 

attributes. Interestingly, the vocal fold length had the lowest consistency. Additionally, in 

experiments 2.a-2.d we saw that vocal fold length was the only attribute that was significantly 

different between different phonation tasks. Therefore, using vocal fold length for calibration 

could add significant error into calibration and subsequent measurements. Table 2.10 presents a 

summary of the three assumptions for the indirect calibration using different common attributes. 

Based on table 2.10, the vocal fold width may provide the best trade-off between the three 

assumptions of indirect calibration. Another significant advantage of vocal fold width is the lack 

of ambiguity in its measurement. Specifically, some parts of the vocal fold may be occluded during 

the data collection which makes measurement of the vocal fold length ambiguous.  

 

Table 2.10. Comparing suitability of different common attributes for indirect calibration of vocal folds. 

Common attribute Registration consistency Size consistency Vertical distance consistency 

Vocal fold length attribute Highest Lowest High 
Vocal fold width High High High 
Blood vessel on vocal fold  Lowest Low High 
Blood vessel on a nearby tissue Low Highest Low 
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This work had several limitations that should be mentioned. The main assumption of this work 

was that the calibrated size of the lesion was not changing between the intraoperative and HSV 

recordings. The majority of the subjects included in this study were diagnosed with vocal fold 

polyps. Vocal fold polyp has been associated with increased stiffness210, which provides some 

evidence regarding the validity of this assumption. The small sample size was another limitation 

of this study. Specifically, the results regarding the vocal fold length and the vocal fold width were 

based on measurements from 11 subjects, and the results for blood vessel attributes were based on 

measurements from 7 subjects. 

2.6. Conclusions 

Calibrated spatial measurements from laryngeal images could provide significant benefits for 

voice science research and clinical practice. However, the calibration of endoscopic images 

requires the existence of some auxiliary information. Recent advancements in laser-calibrated  

scopes may provide the required auxiliary information.122 However, that technology is still in its 

infancy and requires significant effort and investment to become fully developed. Additionally, 

the functionality of the laser-calibrated system depends on specialized hardware and software, 

which will not be widely available in a near future. Meanwhile, an alternative calibration approach 

that is more accessible is needed. The indirect calibration approach could be an answer to this 

need. The indirect calibration depends on identifying a proper object that is common in different 

images for achieving the calibration. This chapter presented a formal treatment of this problem 

and identified three fundamental assumptions behind the validity of the indirect calibration. These 

conditions were the registration accuracy assumption, the similarity in the vertical distance 

assumption, and the consistency of the common attribute assumption. The registration accuracy 

stipulates that the common attribute can be registered with a small error on different images. The 
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similarity in the vertical distance stipulates that the common attribute and the region of interest are 

on the same vertical distances from the endoscope. The consistency of the common attribute 

stipulates that the calibrated size of the common attribute does not change between different 

images. A test was developed for evaluating the registration accuracy assumption. The similarity 

in the vertical distance and consistency of the common attribute could come from the domain 

knowledge and the anatomy of the larynx. Calibrated intraoperative images were used for 

calibration of pre- and post-surgery HSV recordings. Considering the absence of the lesion on 

post-surgery HSV recordings, four common attributes of the vocal fold length, the vocal fold 

width, the length of a blood vessel on a vocal fold, and the length of a blood vessel on a nearby 

tissue were identified. The three assumptions of indirect calibration were tested on these four 

attributes and it was concluded that the vocal fold width may provide the best trade-off. 
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CHAPTER 3: APPLICATION OF INDIRECT HORIZONTAL CALIBRATION TO 

KINEMATIC MEASUREMENTS FROM IN-VIVO HSV RECORDINGS 

 

Based on: 

Ghasemzadeh H., Deliyski D. D., et al. Spatial segmentation of high-speed videoendoscopy with 
sub-pixel resolution using adaptive-thresholding and double curve fitting, in Preparation. 
 
Ghasemzadeh H., Deliyski D. D., Hillman R. E., Mehta D. D., Verdolini K. A. Post-surgery 
changes in vocal fold closing velocity in patients with mass lesions, in Preparation. 
 

 

Summary: Vocal fold kinematic measures are important features that can aid in modeling the input, 

output, and parameters of the phonatory system. This chapter investigates the post-surgical 

changes in the closing velocity of the vocal folds during phonation in patients with VF mass 

lesions. Transoral rigid high-speed videoendoscopy from habitual pitch/loudness of sustained 

phonation from 16 subjects with benign vocal fold mass lesions were recorded pre- and post-

surgery, along with spatially calibrated intraoperative images. HSV recordings underwent 

temporal segmentation, motion compensation, spatial segmentation and spatial calibration 

processes. The pre-surgical HSV images were spatially calibrated by registering the lesions from 

the intraoperative images. The vocal fold width from each calibrated pre-surgical HSV was 

selected, then registered to its corresponding post-surgical HSV to provide indirect spatial 

calibration. Three different experiments were conducted to investigate the: (1) post-surgical 

changes in closing velocity, (2) differences in pre- and post-surgical left-right closing velocity 

symmetry, and (3) association between post-surgical changes in closing velocity and lesion size. 

Significant post-surgery increases were found in the closing velocity of the surgically-treated vocal 
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fold at multiple points throughout its length. The contralateral vocal fold showed a small 

insignificant improvement in the lesion contact area. (2) Closing velocity of the two vocal folds 

became more symmetric after surgery. (3) Post-surgical changes in closing velocity and lesion size 

were not significantly correlated. 

 

3.1. Introduction 

The closing velocity is an important kinematic feature of vocal folds’ vibration which relates 

to their collision forces.25–27 The closing velocity also correlates with the maximum flow 

declination rate26,163 and the maximum area declination rate102,164,165, which have established 

association with the average produced acoustic output29 and the vocal intensity.23,28 Additionally, 

based on the time-frequency duality of the Fourier transform211, a faster phenomenon results in 

high-frequency components. Consequently, it is expected for higher closing velocity to lead to an 

increase in the energy of high-frequency components of the voice, which in turn may improve the 

speech intelligibility.166 In summary, investigation of the closing velocity of the vocal folds could 

provide significant information about the phonatory mechanism and could link the input (i.e. 

airflow measurements), the output (i.e. the produced acoustic signal), and parameters of the 

phonatory system together. However, velocity is the calibrated displacement of an object with 

respect to time. Consequently, the computation of any velocity (including the closing velocity) 

depends on temporal and spatial measurements that are calibrated. In cameras, time is already 

calibrated. Therefore, only the spatial component should be calibrated, which can be done using 

the method developed in chapter 2. 

Spatial calibration of in-vivo laryngeal images is a challenging task, and therefore the number 

of studies on velocity measures of the vocal folds is very limited, and also limited to normal 
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subjects. Using the color Doppler imaging technique the vocal fold velocity of 68±10 cm/s was 

reported for comfortable pitch and loudness of a sustained phonation from 10 healthy male 

subjects.212 Another study employed the photoglottography recordings from 32 healthy subjects 

covering a wide range of sound pressure levels (65.46- 86.89 dBA) and reported the vocal fold 

maximum closing velocity of 112±53 cm/s.213 Finally, using a parallel-laser project endoscope the 

average value of 100 cm/s was reported for the maximum velocity of the vocal folds from 9 healthy 

male subjects.25 A different study reported the values of 9 to 110 cm/s during talking and phonation 

from 20 normal subjects.214 Finally, a different study divided the uncalibrated velocity of the vocal 

folds by the vocal fold length, for achieving the spatial calibration.103 Considering the results and 

discussions of chapter 2 this approach could be prone to significant errors, especially for between-

subject comparison applications. 

3.2. Aim and hypothesis 

The project of this chapter has external funding, and it is tightly related to a recently approved 

NIH R01 grant R01 DC017923 (PI: Verdolini Abbott) with a subcontract to Michigan State 

University (sub-award PI: Deliyski). The second aim of that grant proposal is “to investigate the 

influence of children’s physical development on their biological response to voice therapy”. 

Where the physical development will be quantified using velocity measures from HSV recordings. 

Also, the response to voice therapy will be measured using a laser-calibrated VSB system. 

Therefore, this project could constitute an example of indirect horizontal calibration which was 

developed in chapter 2 of this dissertation. In that case, the auxiliary information would come from 

the calibrated VSB recordings. 
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This chapter is aimed at developing a method for computation of the closing velocity of the 

vocal folds and studying the post-surgery changes in the closing velocity of patients with vocal 

fold mass lesions. To this end, the following research question is answered in this chapter. 

Q2: How does the removal of a lesion from a vocal fold affects its kinematics? 

To answer this research question three hypotheses were formed that are presented in this section. 

Let m and a(t) denote mass and the instantaneous acceleration of a lumped model of a vocal 

fold, based on Newton's second law of motion we have, 

�(�) = �. �(�) (3-1) 

where F(t) denotes the net exerted external force on the vocal fold. Let ���� and ���� denote the 

timestamps of the maximum abduction and the maximum adduction of the vocal fold from the 

same glottal cycle. The time window between ���� and ���� is defined as the closing phase of the 

vocal folds. Additionally, the vocal folds are at rest at ���� and ���� and therefore, vocal fold 

velocity would be equal to zero at these timepoints. Let t denotes a time during the closing phase 

(���� < � < ����), the closing velocity of the vocal fold at t can be computed as, 

�(�) = � �(�). ��

�

����

 

(3-2) 

Let, tmax be the time point during the closing phase (���� < ���� < ����) that the magnitude of 

Equation 3-2 becomes maximum, then |�(����)| is called the closing phase maximum velocity 

and is the main dependent variable of this chapter.  

Assuming similar sub-glottal air pressures and aerodynamic characteristics between the pre- 

and post-surgery conditions, and also similar interactions between the airflow and vocal folds, 

similar forces would be exerted on the vocal folds in both conditions. Therefore, based on Equation 

3-1 we would have, 
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����. ����(�) = �����. �����(�) (3-3) 

We can rearrange Equation 3-3 and derive, 

�����(�) =
����

�����
 . ����(�) (3-4) 

In vocal fold mass lesions, some extra mass is accumulated on the vocal fold, which is removed 

during the surgery, thus 
����

�����
> 1. With everything else being equal, it is logical to hypothesize 

that the magnitude of the acceleration of the vocal fold would increase in the post-surgery 

recording. Assuming similar pitches between the pre- and post-surgery conditions, we can expect 

similar timings between the two recordings. Finally, by plugging 3-4 into 3-2 and using ���� for 

the upper bound of the integral we get, 

�(����)���� =
����

�����
 . � ����(�). ��

�

����

 

(3-5) 

Obviously �(����)��� = ∫ ����(�). ��
�

����
, therefore, 

�(����)���� =
����

�����
 . �(����)��� (3-6) 

Using the 
����

�����
> 1, we get, 

|�(����)����| > |�(����)���| (3-7) 

Consequently, it is expected for the closing phase maximum velocity of the vocal fold to increase 

after the surgery. Another reason behind the expected increase in the velocity of the vocal folds is 

the improved post-surgery glottal closure. Specifically, vocal fold lesions have been associated 

with an incomplete glottal closure.168,210,215–219 The increased glottal gap has been associated with 

increased PTP.220 This may indicate reduced energy transfer from the air stream into the vocal 
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folds. In that regards, it is quite possible that |�����(�)| > |����(�)| which would further increase 

the post-operative changes in the velocity. 

Based on the presented rationales, the following hypothesis is made, 

H2a: The closing phase maximum velocity will significantly increase after 

phonomicrosurgery. 

Phonomicrosurgery probably would leave a scar on the vocal fold with the lesion221, which in 

turn, leads to changes in the biomechanical properties of the scarred-vocal fold, including 

increased stiffness.222 However, after the phonomicrosurgery mass and morphology of the vocal 

fold with the lesion and the contralateral vocal fold would become more similar. Considering that 

the goal of the surgery is to improve the voice, it is expected for the positive changes to outweigh 

the negative side effects of the surgery. Therefore, it is hypothesized that, 

H2b: For unilateral mass lesions, the closing phase maximum velocity of the two vocal 

folds will become more similar after the surgery. 

A lesion with a larger area probably indicates a larger accumulation of the extra mass on the 

vocal fold. It is expected that removing a larger mass leads to larger post-surgery changes in the 

velocity of the vocal fold. Additionally, a previous subjective study based on visual evaluation of 

HSV recordings has suggested that the area of a lesion is a better predictor for qualitative changes 

in the vibratory characteristics of the vocal folds (e.g. left-right phase asymmetry) than its length.93 

Based on these rational, the following hypothesis is made, 

H2c: Post-operative change in the closing phase maximum velocity will be positively 

correlated with the area of the lesion. 
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3.3. Material and Method 

3.3.1. Participants and data acquisition 

The aims of this chapter were pursued using retrospective data. Calibrate intraoperative 

images and HSV recordings were obtained from 26 adults with vocal fold mass lesions at 

Massachusetts General Hospital. Subjects were recorded using a custom-built HSV system over 

two different sessions. The first session was before the surgery and the second recording was 

carried out on average 3.5 weeks after the surgery. The HSV system consisted of the following 

components, a color Phantom v7.3 camera (Vision Research, Inc., Wayne, New Jersey), a 300-

Watt xenon light (Model 7152A, PENTAX Medical Company Montvale, New Jersey), and a 70° 

10-mm rigid laryngoscope (Model 49-4072, JEDMED Instrument Co, St. Louis, Missouri). The 

recordings were done at a sampling rate of 6,250 fps with the maximum integration time and at a 

spatial resolution of 320×352 pixels. The surgery was performed using cold instruments and/or a 

532-nm pulsed potassium titanyl phosphate laser photoablation under general anesthesia. Before 

the operation, a surgical instrument with a known mm length was placed next to the lesion and an 

intraoperative image was recorded. 

Reviewing the HSV data showed that 6 subjects (p1, p24, p39, p43, p50, p51) did not have 

the post-surgery HSV data, recordings from the comfortable pitch of two subjects were missing 

(p40, p44), the pre-surgery recording from one subject was quite blurry (p34), and glottis in the 

pre-surgery recording of one subject was not visible (p46). These subjects were excluded, and the 

rest of the analyses were carried out using recordings from the comfortable pitch and comfortable 

loudness sustained phonations of the remaining 16 subjects.  

The registration uncertainty test described in section 2.3.3.1 was applied to all of the data 

including the redundant samples described in section 2.4.1. Based on this analysis, the value of 
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0.0357 was used as the threshold. Figure 3.1 shows a scatter plot of the registration uncertainty of 

the included subjects. The red dashed line represents the value of the threshold. 

 

Based on figure 3.1, subjects p3, p15, p25, and p37 had high registration uncertainty, and hence 

they were excluded from the rest of the analysis. Figure 3.2 shows the intraoperative images of 

these subjects. 

 

Table 3.1 reflects demographic and diagnosis information from the included subject. 

 

Figure 3.1. Result of registration uncertainty test for included subjects. 
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Figure 3.2. Intraoperative images from subjects with high uncertainty registration.  
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3.3.2. Approach and measurements 

To measure the velocity of the vocal folds, a series of pre-processing steps should be 

performed. These steps include temporal segmentation, motion compensation, rotation correction, 

spatial segmentation, and horizontal calibration. These steps are described in the following.  

3.3.2.1. Temporal segmentation 

The act of phonation is a complex phenomenon and requires accurate timing between different 

body organs and depends on specific laryngeal posture and glottal configuration.223–225 The 

phonation starts with the pre-phonatory adjustment phase, where the vocal folds take the 

appropriate posturing.226 Additionally, there is a time lag between the first vibration of the vocal 

folds to the first glottal contact, also known as glottal attack time.116 Voice offset and voice break 

are other temporal characteristics of the phonation. Recording from a full phonation cycle includes 

most of these temporal features. Additionally, a single recording could include multiple repetitions 

Table 3.1. Demographic and diagnosis information of the included subjects. 

Subject 
ID 

Gender Age Diagnosis 

P2 F 24 Right vocal fold mucoid polyp 

P10 F 23 Left vocal fold hemmorhagic polyp 

P11 F 50 Left vocal fold hemmorhagic polyp 

P16 F 40 Left vocal fold polyp 

P21 M 42 Hemmorhagic cyst on anterior aspect of left vocal fold 

P29 M 52 Hemmorhagic polyp on left vocal fold 

P35 M 63 Left vocal fold polyp 

P47 F 17 Bilateral phonotraumatic vocal fold lesions 

P48 F 50 Left vocal fold hemorrhagic polyp and a fibrovascular contact lesion on the right 
vocal fold 

P52 M 27 Keratin cyst, sessile fibrovascular polyp, and residual sulcus on right vocal fold 

P53 M 45 Right vocal fold hemmorhagic polyp 

P54 M 40 Left vocal fold hemmorhagic polyp 

 



74 
 

of the phonatory cycle. Considering the aim of this chapter, we need to find timestamps 

corresponding to the onset and offset of phonation. The purpose of temporal segmentation is to 

address this need. 

Temporal segmentation can be automated based on different glottal features. We adopted the 

method based on the fundamental frequency (f0) contour.111 The fundamental frequency was 

estimated based on the glottal area waveform (GAW) estimate.111 Main steps of the method are 

described here shortly. A more detailed description of the algorithm can be found in 111,116,227. First, 

the temporal difference between consecutive frames of the video recording was computed. Large 

temporal differences, corresponding to the movements of the vocal fold edges, were detected using 

a thresholding technique, and then they were summed over time. Following this process, a mask 

was created that contained the region of interest (i.e. all possible spatial locations of the edges of 

the vocal folds). Let f(x,y,t) denotes the result of applying the mask on the frame t of the recording. 

The y-direction second central moment of inertia (��(�, �)) of f was computed as, 

��(�, �) = �
∫ �(�, �, �)����

∫ �(�, �, �)��
− ��

�(�, �) 

(3-8) 

where ��(�, �) was equal to, 

��(�, �) =
∫ �(�, �, �)���

∫ �(�, �, �)��
 

(3-9) 

The y-direction estimated of the GAW (����(�)) was computed as the integral of ��(�, �) over 

all rows of the image, 

����(�) = � ��(�, �)�� 
(3-10) 

The x-direction estimated of the GAW (����(�)) was computed similarly. The final estimate of 

the GAW was computed as the root mean square of x- and y-direction GAW estimates, 
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���(�) = �(����(�)� + ����(�)�)/2 
(3-11) 

Finally, the fundamental frequency was computed based on windowing and autocorrelation 

analysis of the GAW estimate. Temporal segmentation was achieved based on the analysis of the 

fundamental frequency contour. Figure 3.3 shows an example of temporal segmentation outcome. 

 

3.3.2.2. Motion compensation 

The position of the endoscope could change during the HSV data collection. Such movements 

will lead to changes in the spatial location of the vocal folds and could impact the performance 

and accuracy of subsequent measurements or analysis. Motion compensation can be employed to 

account for endoscopic movements. Motion compensation is an image registration process that 

maps vocal folds from different frames of the recording into a fixed and constant coordinate. 

Depending on the type of endoscopic movement, different types of motion compensations may be 

needed.227  We assumed a motion that leads to anterior-posterior and left-right displacement of the 

vocal fold in the HSV frames. The method proposed in125,227 was adopted to compensate for this 

factor. The main steps of the method are described here shortly, but a more detailed description of 

the algorithm can be found in125,227. 

 

Figure 3.3. An example of temporal segmentation outcome. 
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An intensity-based registration method was used for motion compensation.125 The key idea 

of the method is based on the fact that motions of vocal folds are happing much faster (70-400 Hz) 

than the motion of the endoscope.125 Therefore, we could use a low pass filter and separate the two 

components from each other. The method starts with computing the temporal difference of 

consecutive frames of the data. Then, the high-frequency components of the motions are filtered 

out. This step leads to the removal of the vibration of the vocal folds, and hence only the gross 

movements of the vocal folds will remain. Then, the region containing the vocal fold (ROI) is 

determined. This is achieved by applying a thresholding technique and only retaining pixels with 

high intensities. Next, the motion vector between two frames of the data is determined. The 

translation vector that minimized the least absolute difference (L1 norm) between intensities of the 

ROI from the two frames was selected as the best estimate. Finally, the registration task was 

achieved by applying the motion vector on the data. Figure 3.4 shows kymogram of a data before 

and after motion compensation. The scanning lines of both kymograms were matched based on 

the location of a blood vessel from the first frame of the selected portion of each video data. 

 

 

Figure 3.4. An example of motion compensation: (A) kymogram before motion compensation, (B) kymogram after 
motion compensation. 
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3.3.2.3. Rotation correction 

The endoscope could have an angle relative to the vocal folds. This would result in vocal folds 

that are rotated in the image. More precisely, under such circumstances, the glottal midline would 

have an angle with the y-axis of the image. This rotation could change the kymogram and the 

subsequent velocity measurements. Figure 3.5(A) depicts a kymogram from a recording with a 

30° rotation. Our measurements showed a maximum excursion of 12 pixels for the vocal fold at 

each cycle. Figure 3.5(B) depicts the kymogram of the same recording after the correction. Our 

measurements showed a maximum excursion of 10 pixels for the vocal fold at each cycle. 

Comparing these two conditions shows a significant error in uncorrected data. Specifically, 

uncorrected data shows 20% higher excursion, which translates into higher velocity. It is 

noteworthy that, the scanning lines of both kymograms were matched based on the location of a 

blood vessel from the first frame of the corresponding video data. Another problem with 

uncorrected data is that measurements from the left and right vocal folds would not be comparable. 

Because the left and right edges of the vocal folds in the uncorrected kymogram do not belong to 

the same section along the anterior-posterior axis.  

 

 

Figure 3.5. Effect of endoscopic rotation on the kymogram: (A) kymogram before rotation compensation, (B) 
kymogram after rotation compensation. 
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An automated method is presented here that can account for this factor. The method consists 

of four steps. 

Step1: Estimation of the GAW 

GAW was estimated based on an adaptive thresholding method. The method assumes that the 

location of the anterior commissure and the posterior end of the vocal folds is known. The user 

can provide these parameters by clicking the two ends of the vocal folds. A box with a width of 

100 pixels around the clicked points is selected from the recording. This box will enclose the vocal 

folds. The probability density function (pdf) of the red channel from the box is estimated using a 

Gaussian kernel. Considering the high number of data points, this step can be sped up by random 

sampling. Figure 3.6(A) depicts the estimated pdf of data for 100000 randomly selected samples. 

The pdf can often be modeled as a mixture of three different distributions. The first distribution 

would be an estimate of pdf of pixels inside the glottis. The second distribution would be an 

estimate of pdf of pixels on the vocal folds or the nearby tissues. The third distribution would be 

an estimate of the pdf of reflection lights. The black reference was defined as the bin corresponding 

to the deep between the first two peaks. Figure 3.6(A) illustrates this. The black reference was 

used for the thresholding of the data. GAW for each frame was computed as the number of black 

pixels. 

Step2: Finding frames with the maximum abduction from each glottal cycle. 

First, the ripples of GAW were removed by applying a Hanning window with a size of 5. 

Figure 3.6(B) presents the smoothed GAW of the data. Timepoints of all local maxima of the 

smoothed GAW were detected, and their corresponding frames were extracted from the data. 
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Step3: Detection of the glottal midline.  

The following process was repeated for all extracted frames. The frame was thresholded using 

the black reference and it was converted into a binary image. The object with the largest area was 

selected and then it underwent the morphological operation of closing with a circular structuring 

element with a radius of 2 pixels. The first moment of inertia (corresponding to the center of glottis 

at each row) was computed for each row of the image. Let J(x,y) denotes the binary image. 

Equation 3-12 shows the formula for the computation of the first moment of inertia for row y (Iy).  

�� =
∫ �(�, �)���

∫ �(�, �)��
 

(3-12) 

A linear line was fitted on the computed centers of the glottis. The angle between this line and the 

x-axis was computed and stored for further analysis. Figure 3.7(B) shows the outcome of this step. 

Step4: Rotation correction 

Assuming a constant rotation angle throughout the recording, the correction angle was 

estimated as the mean of values computed from all frames, after removing the top and bottom 5% 

of the data (trim mean with 0.1 level). This approach makes estimation of the angle robust to the 

 

Figure 3.6. Estimation of the GAW: (A) pdf of the red channel, and the computed black threshold, (B) GAW 
estimate after applying the black threshold. 
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presence of outliers. Finally, all frames were rotated by this value. Figure 3.7(C) shows the 

outcome for a frame of data. It is noteworthy that the method can easily be adapted to conditions 

where the rotation angle is changing throughout the recording.  

 

3.3.2.4. Spatial segmentation 

Computation of the velocity of vocal folds depends on the accurate detection of the edges of 

the vocal folds. Spatial segmentation is the process that achieves this. Different methods have been 

proposed in the literature for this purpose, including intensity thresholding98, level set 

segmentation120, active contours123,124, and region growing118. A new method for spatial 

segmentation is presented here that takes full advantage of the temporal and spatial redundancy of 

the vocal fold edges and can achieve a sub-pixel resolution. The method assumes that recordings 

are motion- and rotation-compensated. Additionally, the method assumes that the location of the 

anterior commissure and the posterior end of the vocal folds is known. The user can provide these 

parameters by clicking the two ends of the vocal folds. While this information can be estimated 

automatically (e.g. processing the temporal difference of frames), the user can provide it very 

accurately and without too much effort. This information is used as an initial estimation of the 

Figure 3.7. Rotation correction for a frame of data: (A) before correction, (B) segmented glottis with the fitted line 
on the first moment of inertia from each row, (C) after correction. 
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glottal midline and the two ends of the glottis in a recording. The proposed algorithm consists of 

3 steps. 

Step1: Temporal curve fitting 

The spatial location of a certain point on a vocal fold edge cannot abruptly change from one 

frame to the next one. More precisely, the function determining the coordinate of a specific point 

on a vocal fold edge should be continuous in time. This step exploits this temporal redundancy of 

the data. To that end, kymograms of the recording between the two user-selected points were 

created. Then, the following processes were done on each kymogram.  

1.a: The local black threshold (i.e. the threshold for a specific scanning line along the anterior-

posterior axis) was computed. The 20th percentile of each row of the red channel of the kymogram 

was computed. A 5th order Hanning window was used to remove the ripples and to make the result 

smooth. A window with a size of 31, centered at the glottal midline was selected from the result 

(figure 3.8(A)), and its minimum was selected as the local black threshold. 

1.b: The ROI corresponding with the glottis was segmented. To that end, the red channel of 

the data was thresholded with the computed black reference. The clutters were removed for the 

computed binary image. This was achieved by computing the area of all objects, and then 

constructing their pdf using a Gaussian kernel. For multimodal distributions, the maximum size of 

the clutter was determined as the minimum between the first two peaks (refer to figure 3.6 for an 

example), and the value of 4 was used otherwise. The binary image underwent a closing operation 

with a circular structuring element with a radius of 1 pixel. A window with a size of 21, centered 

at the glottal midline was retained from the binary image, and the rest was set to zero. 

1.c Two different curves (one per each vocal fold edges) were fitted on the data. First, the 

ROI mask was summed on all columns. The result was smoothed with a 3rd order Hanning window. 
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The location of the maximum was recorded as the current midline estimate. Let M(:, i) denotes 

column i of the ROI. The row index of the first non-zero element of M(:, i) was stored in a variable 

called u(i). If all elements of M(:, i) were zero, the current midline estimate was stored in u(i). 

Using a similar approach, the last non-zero element of M(:, i) was stored in a variable called l(i). 

If all elements of M(:, i) were zero, the current midline estimate was stored in l(i). In that regard, 

u(i) and l(i) stored the initial estimate of y-coordinates of the two edges of the vocal folds from the 

kymogram. Separate curves were fitted on vectors u and l. Depending on the vibrating 

characteristics of the vocal folds different types of curves may be employed at this step. If the 

kymogram has clear periodicity, using Fourier curves offers more robustness to noise and outliers. 

Otherwise, spline lines may be used. Due to the presence of lesions, some of our kymograms were 

not fully periodic, hence the spline curves with a smoothing factor of 0.1 were used. Figure 3.8 

depicts different stages of step1. 

 

Step2: Outlier removal 

The step1 only exploited the temporal redundancy of the data. That is, each scanning line in 

the anterior-posterior direction was segmented independently. Therefore, two points adjacent to 

each other on a vocal fold can show very strong and abrupt changes. Often, this phenomenon was 

Figure 3.8. Temporal curve fitting results: (A) local black reference estimation, the red window shows the search 
window, (B) ROI segmentation, (C) detection of vocal fold edges. 
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observed on the lesion site or the two ends of the vocal folds. This step takes care of such instances 

and prepares the data for the next stage.  

Executing the step1 results in two vectors per each scanning line. Each vector stores the x-

coordinates of one of the edges of the vocal folds for different time points. Therefore, the 

information from step1 may be concatenated into L and R matrices. Let L(:, i) denotes the column 

i of matrix L, where it will store the x-coordinate of all points on the edge of the left vocal fold at 

time point i. A 9th order polynomial with the least absolute residuals (LAR) cost function was fitted 

on L(:, i). Rows corresponding to the absolute value of residual greater than 2 were designated as 

outliers and excluded from further analysis. Matrix R was processed similarly. Figure 3.9(A) 

shows this step. 

 

Step3: Spatial curve fitting 

The x-coordinate of two adjacent points on a vocal fold edge cannot abruptly change in each 

frame of the data. More precisely, the function determining the edges of the vocal fold at each time 

point should be continuous in space. This step exploits this spatial redundancy of the data. To that 

end, a spline curve with a smoothing factor of 0.06 was fitted on every column of matrices L and 

Figure 3.9. Spatial curve fitting results: (A) outlier removal step, (B and C) segmented edges of the vocal fold for 
two different timepoints. 
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R. These curves will be the output of the spatial segmentation process and they will constitute the 

edges of the vocal folds for different time points. Figures 3.9(B-C) show the result. 

3.3.2.5. Horizontal calibration 

Computation of the velocity of the vocal folds depends on tracking mm displacements of the 

edges of the vocal folds which are horizontal measurements. This task can be achieved by 

computing the pixel displacements of the edges of the vocal folds and then converting them into 

mm displacement using the indirect calibration method developed in chapter 2. To that end, a 

proper common attribute should be determined. Three steps were followed for horizontal 

calibration of HSV recordings. 

Step1: Computing the mm length of the lesion from the intraoperative images 

The pixel lengths of the lesion and the surgical instrument were measured from the 

intraoperative image of each subject. This task was repeated 10 times and then their median was 

recorded. Considering the known mm length of the surgical instrument, the pixel-to-mm 

conversion scale of the intraoperative image was computed. This value was then multiplied with 

the computed median of pixel length of the lesion to compute the mm length of the lesion. 

Step2: Calibration of pre-surgery HSV recording 

Ten timepoints were selected randomly from each HSV recording and then frames within 

their corresponding glottal cycles were evaluated subjectively. The frame with the best visual 

appearance of the lesion was selected. The pixel length of the lesion was computed from each 

selected frame. The median of these 10 measurements was used as the final estimate of the pixel 

length of the lesion. Considering the known mm length of the lesion (Step1), the pixel-to-mm 

conversion scale of the pre-surgery HSV data was computed. 

Step3: Calibration of post-surgery HSV recording 
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In chapter 2 we showed that the vocal fold width was a robust attribute for calibration of HSV 

recordings. Considering that the lesions are not present in the post-surgery recordings, the vocal 

fold width was used for calibration of the post-surgery data. Following the method described in 

section 2.4.2.2.2 pre- and post-surgery recordings of each subject were investigated for an 

appropriate anchor point. Ten frames from the pre- and post-surgery recordings of each subject 

were selected. Following the method described in section 2.4.2.2.2, the pixel width of the vocal 

fold was measured from all selected frames. The medians of the measurements from the pre- and 

post-surgery recordings were computed for each subject. Based on the outcome of the step2, the 

mm width of the vocal fold in pre-surgery data was computed. This value in combination with the 

median of pixel width of the vocal fold from the post-surgery recording was used for computation 

of the pixel-to-mm conversion scale of post-surgery HSV data.  

3.3.2.6. Velocity measurements 

Reviewing the data showed that each recording contained different numbers of glottal cycles. 

Additionally, some of the recordings did not include the onset or offset. To make this factor 

uniform across all recordings, the most stable portion of each recording was detected and used for 

further analysis. The selection strategy was as follows. The uncalibrated GAW was computed 

based on detected edges. GAW was smoothed using a 5th order Hanning window. Indexes of the 

maximum (corresponding to the maximum abduction) were computed and used as timestamps for 

different glottal cycles. The vocal fold velocity depends on the magnitude of the lateral excursion 

of the vocal folds; therefore, the most stable region of phonation was determined based on the 

dynamics of the excursion of the vocal folds. Specifically, the average value of GAW in each 

glottal cycle was computed. The fifty consecutive cycles that showed the lowest value of the 

interquartile range for the mean of GAW were used for the rest of the analysis. This approach also 
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ensures that any possible occlusion of the vocal folds remains relatively constant. Figure 3.10 

presents a comparison between GAW from the least and the most stable portions of a recording. 

 

The pixel displacements of the estimated edges between consecutive frames were measured 

and then converted into the mm displacements, using the appropriate pixel-to-mm conversion scale 

(section 3.3.2.5). Finally, the velocity of each vocal fold at scanning line y (corresponding to 

location y along the anterior-posterior axis) was computed according to Equation 3-13. 

��(�) =
��(�)

�
 

(3-13) 

where ��(�) denotes the mm displacement of point y along the anterior-posterior axis on a vocal 

fold edge between frames t and t+1, and τ denotes the time-difference between consecutive frames. 

τ can be computed based on the known frame rate of the recording. Our investigation showed that 

the computed velocities near the two ends of the vocal folds, and near the lesion site sometimes 

had very sharp discontinuity. To remedy this, each ��(�) was smoothed using a Hanning window. 

The investigation of hypotheses of this chapter depends on inter- and intra-subject 

comparisons of vocal folds velocities. For a vocal fold with the length of l pixels, l different 

velocity time-sequences can be computed, per each vocal fold. However, meaningful inter- and 

Figure 3.10. Selection of the data: (A) the least stable portion of a phonation, (B) the most stable portion of a 
phonation. 

(A) (B)
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intra-subject comparisons depend on selecting comparable points on the vocal folds. This selection 

was subjected to multiple complications. First, the true length (i.e. mm) of the vocal fold would be 

dissimilar in different subjects. Second, investigating the data showed that the full vocal length 

was not visible in some of the recordings. This was primarily due to arytenoid hooding, epiglottis 

obstruction, or accumulation of significant mucous on the anterior commissure. Third, the 

recording from different subjects was done at different working distances. In summary, the number 

of measured velocity time-sequences depends on the true length of the vocal fold, the imaging 

working distance, and the magnitude of the vocal fold occlusion. To tackle this problem, three 

different strategies were taken. Each strategy provides a scanning line y (corresponding to location 

y along the anterior-posterior axis) for computation of the velocity. 

The first strategy was based on finding the scanning line y that led to the maximum velocity 

measure. To that end, the scanning line with the maximum velocity measure was determined from 

each glottal cycle. This process led to 50 values. The mode of the computed value was used as the 

scanning line y. The second strategy was based on the scanning line y that passed through the 

middle of the lesion. The value of y was determined from each pre-surgery recording. A proper 

anchor point was selected for determining the comparable point on the post-surgery recording. The 

third strategy was based on the scanning line y that passed through the middle of the visible vocal 

fold. Regardless of the strategy taken, for each selected scanning line y, the velocity time-

sequences at lines [y-2, y-1, y, y+1, y+2] were computed, and then they were averaged (over the y-

direction) for the analysis. This step was taken to remove some of measurement errors. 

3.4. Experiments and results 

Three experiments were conducted to answer the research questions of this chapter. 

Experiment 1 investigates changes in the closing velocity of the vocal folds following the surgery. 
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Experiment 2 presents the analysis on similarity between the closing velocity of the left and the 

right vocal folds in pre- and post-surgery conditions. Experiment 3 studies the association between 

the area of the lesion and the post-surgery changes in the closing velocity of the vocal fold with a 

lesion. This section presents details of each experiment, followed by results and related 

discussions. 

3.4.1. Experiment1: Post-surgery changes in closing velocity 

This experiment investigates the intra-subject changes in the closing velocity of the vocal fold 

following the surgery. The following hypothesis was formed for this experiment.  

H2a: The closing phase maximum velocity will significantly increase after 

phonomicrosurgery. 

To investigate H2a, timestamps of the closing phrases of the vocal folds should be determined. 

GAW was computed based on the detected edges, and then it was smoothed using a 5th order 

Hanning window. Indexes of the local maxima (corresponding to the maximum abduction) and 

the local minima (corresponding to the maximum adduction) were computed. The time window 

between a minimum and its preceding maximum was defined as a closing phase. All closing phases 

were determined for each token.  

Following the discussion of the previous section, three different locations for measuring the 

closing velocities were used. The measurement from the scanning line that led to the maximum 

value will be represented as ����
�  and ����

�  for the left and right vocal folds. The measurement 

from the scanning line passing through the middle of the lesion will be represented as �������
�  and 

�������
�  for the left and right vocal folds. The measurement from the scanning line passing through 

the middle of vocal fold length will be represented as ����
�  and ����

�  for the left and right vocal 

folds. 
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Figure 3.11 shows the boxplots of ����
�  and ����

�  for different subjects pre- and post-surgery. 

The most immediate observation is that different subjects have dissimilar behaviors. For example, 

subjects p16, p35, p47, p53, p54 showed a decrease in ����
�  following the surgery. Additionally, 

the left and right vocal folds could show dissimilar trends following the surgery (e.g. p47 and p53). 

 

A similar analysis was done for �������
�  and �������

� . Figure 3.12 shows the result. Based on 

this figure we see that most subjects had an increase of closing velocity at the lesion site. 

 

Figure 3.11. Boxplot of closing phase maximum velocity for different subjects pre- and post-surgery: (A) box plot of 

����
� , (B) box plot of ����

� . 
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Figure 3.12. Boxplot of closing phase maximum velocity for different subjects pre- and post-surgery: (A) box plot of 
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A similar analysis was done for ����
�  and ����

� . Figure 3.13 shows the result. Based on this 

figure we see that most subjects had an increase of closing velocity in the middle of the vocal fold.  

 

Finally, investigating figures 3.11-3.13 reveals a peculiar trend for subject p35. Specifically, 

closing velocity for this subject shows a consistent decrease (with the exception of ����
� ) in the 

closing velocity post-surgery. 

To quantify the qualitative trends observed in boxplots and to test H2a, a paired-sample t-test 

was adopted. The independent variable was the recording condition (pre/post) and the dependent 

variable was the maximum closing velocity at different scanning lines. The closing velocity for 

each subject was computed as the median of measurements from the 50 cycles. The Bonferroni 

correction was used to address the issue of the increased likelihood of type I error due to multiple 

testing. Table 3.2 shows the descriptive statistics of each measurement. Table 3.3 shows the result 

of t-tests. 

 

Figure 3.13. Boxplot of closing phase maximum velocity for different subjects pre- and post-surgery: (A) box plot of 

����
� , (B) box plot of ����

� . 
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Using the Bonferroni correction and the significance level of 0.05, only the closing velocity 

of the left vocal fold at the lesion site (�������
� ) shows a significant change after the surgery. 

Referring to table 3.3 we see a positive t-value for this variable and therefore, we could conclude 

that the closing phase maximum velocity at the lesion site has increased significantly after the 

surgery. It is noteworthy that �������
� , ����

� , and even ����
�  had also low p-values, but they did not 

reach the significant level. It is quite possible for these variables, to become significant if we had 

a bigger sample size. Finally, we could see a consistent and interesting trend in tables 3.2 and 3.3. 

Specifically, the right vocal fold on average shows a higher closing velocity for all variables in 

both conditions (pre/post) than the left vocal fold. Investigation of table 3.1 shows that the majority 

of the subjects had a lesion on the left vocal fold. If this is correct, we may expect to see a bigger 

improvement in the closing velocity of the left vocal fold following the surgery. Referring to the t 

Table 3.2. Descriptive statistics of closing velocity at different scanning lines (mean±std). 

Scanning 
location 

Pre (cm/s) Post (cm/s) 

����
�  38.72±13.53 44.13±12.43 

����
�  42.7±8.63 50.37±18.01 

�������
�  20.39±14.39 38.5± 13.81 

�������
�  28.72±13.6 44.26±16.83 

����
�  28.36±15.27 41.87±11.77 

����
�  37.1±9.77 47.06±14.07 

 

Table 3.3. Results of the paired-sample t-test for the closing velocity at different scanning lines. 

Scanning location t p 

����
�  1.28 0.23 

����
�  1.19 0.26 

�������
�  3.58 0.004 

�������
�  2.84 0.016 

����
�  2.63 0.02 

����
�  1.8 0.09 
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column in table 3.3 we see a bigger t-statistic for measurements from the left vocal fold, which 

supports this expectation. A different analysis was used to test this subjective observation. 

The post-surgery changes in the closing phase maximum velocities of patients with unilateral 

lesions at different scanning lines were investigated. Table 3.4 shows the descriptive statistics, 

where ����
����, �������

���� , ����
���� correspond with the scanning line producing the maximum closing 

velocity, the line passing through the middle of the lesion, and the line passing through the middle 

of the vocal fold with the lesion, respectively. Table 3.5 shows the results of the t-test for these 

variables. 

 

 

Comparing tables 3.3 with 3.5 shows a consistent improvement (a lower p-value and a higher t-

statistic) in the later analysis for all measures. Finally, a similar analysis was done for the 

contralateral vocal fold. Table 3.6 shows the results of the t-tests. This table shows the opposite 

behavior of table 3.5, where the t-statics show lower values (hence smaller effect sizes), and the 

p-value show higher values.  

Table 3.4. Descriptive statistics of closing velocity at different scanning lines (mean±std). 

Scanning location Pre (cm/s) Post (cm/s) Improvement (cm/s) % 

����
���� 34.8±11.95 45.33±14.75 30% 

�������
����  19.68±13.41 39.04±16.46 98% 

����
���� 24.02±12.09 42.98±13.08 79% 

 

Table 3.5. Results of the paired-sample t-test for the closing velocity of the vocal fold with a lesion at different 
scanning lines. 

Scanning location t p 

����
���� 2.09 0.07 

�������
����  3.65 0.005 

����
���� 3.43 0.008 
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In summary, we could make the following conclusion regarding the closing phase maximum 

velocity of the vocal folds following the surgery. The closing phase maximum velocity of the vocal 

fold with a lesion improves (at least) at multiple points following the surgery. The closing phase 

maximum velocity of the contralateral side only shows a small improvement at the location of the 

lesion (this improvement did not reach the significance level due to the small sample size). Finally, 

the closing phase maximum velocity could be computed from different scanning lines along the 

anterior-posterior axis. The result of this experiment suggests that the selection of the scanning 

line could have a significant effect on the potency of the measure for explaining the intervention 

outcome. For example, the scanning line producing the maximum velocity is the easiest approach 

to implement, as it does not need a registration step (i.e. finding a comparable scanning line in 

different recordings). However, it may produce a significantly inferior outcome (none of the p-

values even reached the 0.05). Conversely, employing the scanning line passing through the 

middle of the lesion seems to be the most promising location for computing the velocity measures. 

The p-values for this measure from the lesioned-vocal fold and the contralateral side produced the 

smallest p-values and the largest t-statistic (hence a larger effect size).  

3.4.2. Experiment2: Post-surgery similarity between the two vocal folds  

Phonomicrosurgery probably leaves a scar on the vocal fold with the lesion221, which in turn, 

leads to changes in the biomechanical properties of the scarred-vocal fold, including increased 

Table 3.6. Results of the paired-sample t-test for the closing velocity of the (cont)ralateral vocal fold at different 
scanning lines. 

Scanning location t p 

����
���� 0.52 0.62 

�������
����  1.75 0.11 

����
���� 0.99 0.35 
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stiffness.222 However, after the phonomicrosurgery mass and morphology of the vocal fold with 

the lesion and the contralateral side would become more similar. Considering that the goal of the 

surgery is to improve the voice, it is expected for positive changes to outweigh the negative side 

effects of the surgery. Additionally, based on tables 3.5 and 3.6 the vocal fold with a lesion showed 

a higher improvement following the surgery, comparing to the vocal fold without a lesion. This 

higher improvement may compensate for the small value for the vocal fold with the lesion at the 

baseline (table 3.4). Therefore, we may expect for kinematics of the two vocal folds to become 

more similar following the surgery. Therefore, it is hypothesized that, 

H2b: For unilateral mass lesions, the closing phase maximum velocity of the two vocal 

folds will become more similar after the surgery. 

To test H2b two separate paired-sample t-tests were used per each scanning line. First, the pre-

surgery differences in the closing phase maximum velocities between the vocal fold with the lesion 

and the contralateral side were investigated. Then, the same process was repeated for the post-

surgery recording. Table 3.7 shows the results for ����, �������, and ����. 

 

Based on the results of table 3.7 we see that the vocal fold with the lesion has a significantly 

lower closing phase maximum velocity (positive value of t) than the contralateral side in pre-

surgery condition for all scanning locations. However, none of the tests were significant for post-

surgery condition. Therefore, we could conclude that the two vocal folds were significantly 

Table 3.7. Results of paired-sample t-test for pre- and post-surgery recordings. 

Scanning location  Pre-surgery  Post-surgery 

t p t p 

���� 3.36 0.008 0.86 0.41 

�������  4.82 0.0009  0.97 0.36 

����  4.92 0.0008  0.96 0.36 
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dissimilar in pre-surgery data, but they become similar following the surgery. Figure 3.14 shows 

the individual behavior of ������� for both conditions, which corroborates the findings of table 3.7. 

 

3.4.3. Experiment3: Effect of lesion size on post-surgery changes 

A lesion with a larger area probably indicates a larger accumulation of the extra mass on the 

vocal fold. It is expected for the removal of a larger mass to lead to larger post-surgery increase in 

the velocity of the vocal fold. Additionally, subjective visual evaluation of HSV recordings has 

suggested that the area of a lesion is a better predictor for qualitative changes in the vibratory 

characteristics of the vocal folds (e.g. left-right phase asymmetry) than its length.93 Based on these 

rational, the following hypothesis is made, 

H2c: Post-operative change in the closing phase maximum velocity will be positively 

correlated with the area of the lesion. 

The intraoperative images were imported into an image editing software and then the area of 

the lesion was painted blue (figure 3.15(A)). The edited images were imported into Matlab and the 

numbers of solid blue pixels (i.e. red =0, green =0, and blue =255) were counted. This number 

corresponds with the uncalibrated (i.e. pixel) areas of the lesions. Calibration was done by 

 
Figure 3.14. Boxplot of closing phase maximum velocity for the vocal fold with the lesion and the (cont)ralateral 

side for different subjects: (A) pre-surgery condition, (B) post-surgery condition. 
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multiplying the uncalibrated area with the square of the pixel-to-mm conversion scale computed 

from the corresponding intraoperative image. Figure 3.15(B) shows a scatter plot of post-surgery 

changes in ������� computed from the vocal fold with the lesion. 

 

The scatter plot shows that two data points were not follow the trend. These data points 

belonged to subjects p11 and p29. Investigation of the recordings from these two subjects showed 

that they share two common characteristics. First, the size of the lesion was very big. Second, the 

lesion site was near the anterior commissure. Edges near the two ends of the vocal fold have low 

excursions and hence small maximum velocities. Therefore, removing a very big lesion from these 

locations could have a smaller impact on the velocity. To test hypothesis H2c the correlation 

coefficient between the post-surgery changes in the �������
����  and the calibrated area of the lesion 

was computed. Considering the above-mentioned differences for subjects p11 and p29, two 

different cases were tested. First, these samples were included in the analysis (N=10). In the second 

analysis, these outliers were excluded (N=8). Table 3.8 shows the results. 

 

Figure 3.15. The relationship between area of a lesion and its post-surgery improvement: (A) The blue region shows 

the lesion (B) Scatter plot of post-surgery changes in �������
����  vs. area of the lesion. The outliers are marked by a red 

circle. 
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Based on the results of table 3.8 the null hypothesis cannot be rejected, which could be due to the 

small sample size. 

3.5. Discussions 

The closing velocity is an important kinematic measure of the vocal folds' vibratory motion. 

For example, the closing velocity relates to collision forces between the two vocal folds25–27, as 

well as, to the average produced acoustic output29 and vocal intensity.23,28 Additionally, previous 

studies have suggested that closing velocity could be a predictor for tissue elasticity102,103, and 

hence a predictor of physical development of the vocal folds.103 Therefore, accurate velocity 

measures could significantly improve our understanding of the normal and disordered phonatory 

mechanisms. There is also a general agreement in the association between the phonotrauma and 

the collision forces between the vocal folds.169,210,216,228 Therefore, clinical diagnosis and treatment 

could significantly benefit from further research into velocity measures.  

This chapter provided the required methodology for accurate measurements of calibrated 

horizontal (i.e. medial-lateral direction) velocity of the vocal fold edges. Two primary steps were 

performed to achieve this. First, a method with a sub-pixel resolution was developed for the 

segmentation of the edges of the vocal folds. This was done using an adaptive thresholding 

technique, followed by fitting proper curves on temporal and spatial domains. Second, calibrated 

velocity measures require the existence of calibrated time and space. Fortunately, HSV videos are 

temporally calibrated, that is, the time difference between consecutive frames is known. However, 

Table 3.8. Correlation between post-surgery changes in the closing velocity and the area of the lesion. 

Sample size (N) r p 

10 0.17 0.63 
8 0.16 0.71 
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spatial information is not readily calibrated. The spatial calibration was done using the method 

developed in chapter 2. Specifically, the intraoperative images were used to determine the mm 

lengths of the lesions, which in turn were used for spatial calibration of the pre-surgery HSV 

recordings. The mm widths of vocal folds at specific locations along the anterior-posterior axis 

were measured from the pre-surgery HSV data, and then they were used for calibration of the post-

surgery HSV data. The employed method was used to measure the closing phase maximum 

velocity of subjects with mass lesions pre- and post-surgery. Based on table 3.2 the closing phase 

maximum velocity of the pre-surgery condition was on average between 28.36 cm/s and 42.7 cm/s, 

depending on where the measurements were computed from. A similar measurement from the 

post-surgery condition was on average between 38.5 cm/s and 50.37 cm/s, depending on where the 

measurements were computed from. We may compare these values with the velocity reported in 

other studies. Using the color Doppler imaging technique the vocal fold velocity of 68±10 cm/s 

was reported for comfortable pitch and loudness of a sustained phonation from 10 healthy male 

subjects.212 Using the photoglottography the vocal fold maximum closing velocity of 112±53 cm/s 

was reported for 32 healthy subjects covering a wide range of sound pressure levels (65.46- 86.89 

dBA).213 Finally, using a parallel-laser project endoscope the average value of 100 cm/s was 

reported for the maximum velocity of the vocal folds for 9 healthy male subjects.25 Considering 

that our subjects had voice disorders, the computed values seem to be in a sensible range. 

Assuming a vocal fold with the length of l pixel, we could compute 2l time-sequences 

describing the velocity of every point on the edges of the two vocal folds at every time. Obviously, 

this high number of measurements has a lot of redundancy and should be reduced. Such reduction 

should have two parts. First, each velocity time-sequence should be represented by a limited 

number of attributes. This step is a temporal reduction. Next, computed attributes from the 2l points 
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on the edges of the two vocal fold should be represented by a limited number of features. This step 

is a spatial reduction. In this chapter, the temporal reduction was achieved by selecting time points 

in the closing phase that led to the maximum velocity (i.e. the closing phase maximum velocity). 

The spatial reduction was achieved by just selecting certain points on the edges of the vocal folds. 

These were: the point leading to the maximum value, the midpoint of the vocal fold length, and 

the midpoint of the vocal fold lesion. Results from experiment1 indicated a significant effect for 

the spatial reduction operation. Specifically, the measurement from the point with the maximum 

value showed the least discriminative power (i.e. the lowest effect size between pre/post), followed 

by the measurement from the middle of the vocal folds, and then the measurement from the middle 

of the lesion. This outcome suggests that future studies should consider this factor during their 

experiment designs.  

Referring to table 3.4 we see for patients with unilateral lesions the closing phase maximum 

velocity of the vocal fold with the lesion on average improves by 98%, 79%, and 30% at the 

midpoint of the lesion, midpoint of the vocal fold length, and the point with the maximum closing 

velocity, respectively. Referring to table 3.5 we can conclude that the closing velocity of the vocal 

fold with the lesion improves significantly, at the midpoint of the lesion and the midpoint of the 

vocal fold length. The improvement for the point with the maximum closing velocity also showed 

a promising improvement, but due to the small sample size, it did not reach the significance level 

(p=0.07>0.05/3). However, this was not the case for the contralateral side. Specifically, table 3.6 

did not establish a significant improvement for the contralateral side. The line passing through the 

midpoint of the lesion (based on the other vocal fold) was the only location that showed some level 

of improvement. However, due to the small sample size, it did not reach the significance level 

(� = 0.11 >
�.��

�
). In summary, the finding from experiment1 suggests that the closing velocity of 
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the vocal fold with a lesion improves, at least, at multiple points along the length of the vocal fold 

following the surgery. However, the improvement of the contralateral side is more local and 

probably more limited to the area in direct contact with the lesion.  

Experiment2 provided some evidence regarding the similarity of the vibration of the two vocal 

folds following the surgery. Specifically, table 3.7 showed that the closing velocities of the two 

vocal folds during the pre-surgery phonation were significantly different, at least, at multiple 

locations. However, the closing velocities of the two vocal folds after the surgery were not 

significantly different. This finding suggests that kinematics of the two vocal folds become more 

similar after the surgery. Finally, experiment3 investigated the association between the area of the 

lesion and the post-surgery improvement in the closing velocity of the vocal fold with the lesion. 

Table 3.8 indicated a very weak association between the two, and the correlation failed to reach 

the significance level. Considering the small sample size, a firm conclusion cannot be made. 

However, this result suggests that the area of the lesion is not a good predictor for closing velocity 

improvement. 

3.6. Conclusions 

This chapter was motivated by the importance and the relevance of closing velocity of the 

vocal fold for clinical applications, and voice science research. The computation of the calibrated 

velocity measures depends on two primary steps. The accurate segmentation of the edges of the 

vocal folds with sub-pixel resolution, and the spatial calibration of the recording. A new 

segmentation method based on an adaptive thresholding technique, followed by fitting proper 

curves on temporal and spatial domains was presented. An indirect approach based on 

intraoperative images was employed for calibration of the pre- and post-surgery HSV recordings. 

Investigation of post-surgery changes revealed a significant effect for the location that the velocity 



101 
 

is computed from. The line passing through middle of the lesion showed the highest improvement 

(an average improvement of 98%). Additionally, the analysis suggested that the closing velocity 

of the vocal fold with a lesion improves, at least, at multiple points following the surgery. However, 

the improvement of the contralateral side was more local and probably more limited to the area in 

direct contact with the lesion. Furthermore, the result showed that the closing velocity of the two 

vocal folds become more similar following the surgery. This study also investigated the association 

between the size of the lesion and the post-surgery closing velocity improvements. The result 

showed a very weak association between the two (r=0.17), which did not reach the significant 

level (p=0.63).  
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CHAPTER 4: DIRECT VERTICAL CALIBRATION OF HSV RECORDINGS 

 

Based on: 

Ghasemzadeh H., Deliyski D. D., Ford D. S., Kobler J., Hillman R. E., Mehta D. D. Method for 
Vertical Calibration of Laser-Projection Transnasal Fiberoptic High-Speed Videoendoscopy. 
Journal of Voice. 2020 Nov;34(6):847-861. doi: 10.1016/j.jvoice.2019.04.015. PMID: 31151853; 
PMCID: PMC6883161. 
 

 

Summary: The ability to provide absolute calibrated measurement of the laryngeal structures 

during phonation is of paramount importance to voice science and clinical practice. Calibrated 

three-dimensional measurement could provide essential information for modeling purposes, for 

studying the developmental aspects of vocal fold vibration, for refining functional voice 

assessment and treatment outcomes evaluation, and for more accurate staging and grading of 

laryngeal disease. Recently, a laser-calibrated transnasal fiberoptic endoscope compatible with 

high-speed videoendoscopy (HSV) and capable of providing three-dimensional measurements was 

developed. The optical principle employed is to project a grid of 7×7 green-laser points across the 

field of view (FOV) at an angle relative to the imaging axis, such that (after calibration) the position 

of each laser point within the FOV encodes the vertical distance from the tip of the endoscope to 

the laryngeal tissues. The purpose of this chapter was to develop a precise method for vertical 

calibration of the endoscope. Investigating the position of the laser points showed that, besides the 

vertical distance, they also depend on the parameters of the lens coupler, including the FOV 

position within the image frame and the rotation angle of the endoscope. The presented automatic 

calibration method was developed to compensate for the effect of these parameters. Statistical 

image processing and pattern recognition were used to detect the FOV, the center of FOV, and the 
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fiducial marker. This step normalizes the HSV frames to a standard coordinate system and removes 

the dependence of the laser-point positions on the parameters of the lens coupler. Then, using a 

statistical learning technique, a calibration protocol was developed to model the trajectories of all 

laser points as the working distance was varied. Finally, a set of experiments was conducted to 

measure the accuracy and reliability of every step of the procedure. The system was able to 

measure absolute vertical distance with mean percent error in the range of 1.7% to 4.7%, depending 

on the working distance. 

 

4.1. Introduction 

Typical images are two-dimensional representations of the real world. Considering that the 

real world has a three-dimensional (3D) spatial structure, images are not a true representation of 

the actual phenomena that are being captured. Basically, for any pixel of an image, we could 

construct a hypothetical square pyramid such that its tip is on the sensor of the camera and its base 

is toward the front of the camera. Anything inside this pyramid would be represented by the same 

pixel, or equivalently, all the space inside that pyramid is squeezed into a single point on the image. 

This model predicts several important features for an image. If the pyramid contains several objects 

at different distances, the closest one gets recorded. Also, based on this model the height of the 

pyramid is lost during the imaging. Finally, the size of an object in the image depends on its 

distance from the camera. The main aim of this chapter is to devise a method that can estimate the 

height of this hypothetical pyramid for laryngeal endoscopy. Assuming an upright position for the 

patient during the laryngeal imaging, this height would correspond to the vertical distance between 

the tip of the endoscope and different points on the superior view of the larynx. Therefore, the term 

vertical distance is used for the rest of this chapter. 
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The larynx has a 3D structure, and its different components reside at different vertical 

distances. Extrinsic laryngeal muscles could also elevate or depress the larynx12,229 which would 

lead to changes in the vertical distance of the larynx from the endoscope. Additionally, vocal folds 

have 3D morphology and in fact, their vibration is happening in both horizontal and vertical planes. 

Multiple studies have predicted the significant role of the vertical component of the vibration on 

the phonation.164,172–174 Therefore, measuring the vertical movements of the larynx and the vertical 

component of the vibration of vocal folds could provide significant amount of information 

regarding the mechanism of normal and disordered phonations. At the same time, the ability to 

obtain absolute horizontal measurements from laryngeal tissues and structures may depend on 

estimating their distances from the endoscope. It is expected for accurate horizontal and vertical 

measurements from in-vivo laryngeal images to provide essential information for modeling of the 

vocal fold behavior151,230, studying the developmental aspects of vocal fold vibration153 and 

laryngeal tissues, better evaluation of treatment outcome of voice disorders, and more accurate 

grading of relevant laryngeal diseases.191 To achieve these goals laryngeal imaging systems should 

provide calibrated measurement capabilities. 

Researchers have been working on augmenting the laryngeal imaging systems with absolute 

measurements and/or 3D reconstruction capabilities for more than two decades.25,153,190–192,194,231–

234 Most often, these goals are achieved by projecting a laser pattern with certain topological 

properties on the field of view (FOV) and then using the information from the position and 

displacement of the laser pattern for achieving absolute measurement or 3D 

reconstruction.191,192,194,231,235,236 Three main components can be identified in (almost) all systems 

that have been designed for this purpose: the laser projection component, the imaging component, 
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and the endoscopic instrument. These three components determine the functionality, 

characteristics, and capabilities of the final imaging system. 

Considering the underlying principles for creating the laser pattern three main categories may 

be distinguished. Systems in the first category use the well-known laser triangulation principle for 

performing measurements.237 The main idea behind systems in this category is to project a laser 

point (or line) on the target surface and then record the scene from a different angle. The angle 

difference between the laser projection and the imaging axes captures the vertical displacement of 

the target surface. The single-point231,232 and single-line233 laser projection systems fall under this 

category. Systems in the second category have been developed based on the projection of 

structured laser lights. These systems project a set of (commonly two) parallel laser beams with 

known horizontal distance on the target surface. Then, the distance between the parallel laser 

patterns on the image acts as a scale for converting pixel into mm. Two-point25,190,192, two-parallel-

line234, and multiple-parallel-line153 projection systems are examples from this category. Finally, 

systems in the third category have combined structured light projection with the laser triangulation 

technique for achieving the desired measurement goals. The multiple-point laser projection 

systems are examples of this category.191,194,235 It is noteworthy that systems from each category 

have different functionalities. Systems from the first category could only capture the vertical 

movements of the target surface, whereas systems from the second category are typically used for 

absolute measurements on the horizontal plane. The systems in the third category are by far the 

most flexible approach and, depending on the design, can provide detailed information regarding 

vertical movements and absolute measurements on the horizontal plane. This wealth of 

information comes at the cost of more complex hardware (optical) and software (algorithm) 

design. 
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Figure 4.1 presents a schematic of different laser projection systems. Fig 4.1(A) shows the 

projection of a single laser beam on a target surface (S1). When the surface S1 moves h mm in the 

vertical direction, the laser point moves Δ mm in the horizontal plane. This horizontal component 

is captured on the image as a δ-pixels displacement. Fig 4.1(B) shows a projection of two parallel 

laser points on a target surface (S1). The actual distance between laser points (d mm), is reflected 

by a δ-pixel distance on the image. Fig 4.1(C) shows a schematic image of the combined approach. 

Specifically, hypothetical positions of laser points on the image for two different vertical distances 

are shown in red and green colors. Change in the vertical distance leads to the displacement of the 

laser pattern by D pixels. Additionally, the distance between pairs of laser points (d1, d2) could be 

used for horizontal measurements.  

 

Considering the optical imaging component, two main technologies of VSB and HSV can be 

differentiated. VSB has been the “gold standard” approach for clinical voice evaluations108,110,111 

and it “provides real-time audiovisual feedback and continues to be the imaging modality of choice 

by voice clinicians.”108 This technique uses very short flashes of light and takes a sequence of 

pictures from different glottal cycles and then assembles them into a motion picture. An external 

trigger based on the vibratory phase of the acoustic or electroglottographic signal determines the 

Figure 4.1. Schematics of different laser projection techniques with the principle of encoding the vertical and/or 
horizontal distances: (A) laser triangulation method, (B) structured light projection, (C) a combined technique. 

Green and red dots depict hypothetical positions of the laser pattern at two different vertical distances. 
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time of the flashes. In this fashion, the assembled images represent a slow motion of the true 

vibration of the vocal folds.104,105 Consequently, VSB does not present the actual vibratory patterns 

of the vocal fold, and its captured images would substantially deviate from the true pattern as the 

vibration becomes irregular and aperiodic.93,108 On the other hand, HSV systems capture the true 

vibratory patterns of the vocal fold, and therefore it is more appropriate when studying the intra-

cycle characteristics of vocal fold vibration.105,111 In summary, the imaging component would 

determine the temporal resolution of the captured images and consequently, it has a significant 

role in the type of phenomena that can be captured and studied. Systems based on stroboscopy are 

applicable to stationary phenomena, whereas HSV systems can be used for capturing non-

stationary behaviors such as onset and offset of phonation and also aperiodic phonation. 

Considering the type of endoscopic instrument, two categories of rigid and flexible 

endoscopes are available. The rigid endoscope provides images with better spatial resolution and 

visual quality but at the same time it affects the voice and speech production due to transoral 

insertion that requires unnatural retraction of the tongue for adequate laryngeal exposure, thus, 

only limited types of stimuli can be elicited. On the other hand, flexible endoscopy does not 

interfere with articulators and speech can be produced with minimal interference, therefore, it 

could be more ecologically valid. Additionally, there are fewer restrictions on the type of stimuli 

that could be produced, thus, it could be used for analysis and studying of the vibratory pattern of 

vocal folds during connected speech.116 Finally, flexible endoscopes provide the possibility of 

simultaneous recordings of the aerodynamic measurements.132–134 

Table 4.1 summarizes the taxonomy of different systems with laser projection capabilities in 

the literature. Recently, we developed a new flexible, fiberoptic endoscope with laser-projection 

capabilities.195 The new system uses a flexible endoscope for accessing the superior view of the 
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larynx, which allows eliciting a wide range of stimuli, while at the same time the optical 

characteristics of the laser projection system were designed to be compatible with HSV systems 

and provide good visual contrast between laser points and the background. The system was 

designed so that absolute measurements in both horizontal and vertical planes are possible. 

Combining these characteristics, the new system could provide 3D information regarding the vocal 

fold vibratory pattern and the laryngeal configuration during laryngeal maneuvers, phonation, and 

connected speech.  

 

Table 4.1. Literature-based taxonomy of different imaging systems with laser projection. These abbreviations were 
used in the table:   VSB (videostroboscopy), HSV (high-speed videoendoscopy), 3D (three-dimensional 

reconstruction), nm (nanometer), mW (milli Watt). 

Year Ref. Laser 
pattern 

Projection 
technique 

Imaging Endoscope Functionality Other notes 

1997 [192] 2-point parallel beams VSB 90°, rigid horizontal red laser, 670 nm, 3 mW 
power per laser point 

2001 [193] 1-point triangulation VSB 70°, rigid vertical  red laser, 643 nm 
2002 [25] 2-point parallel beams HSV 90°, rigid horizontal  red laser, 633 nm 
2004 [233] 1-point triangulation HSV 70°, rigid vertical 1 mW power 
2004 [190] 2-point parallel beams VSB 70°, rigid horizontal green laser, 1 mW power at 

source 
2006 [191] 23-

point 
structured light+ 
triangulation 

VSB flexible horizontal  green laser, 150 mW power at 
source 

2008 [234] 1-line triangulation HSV 90°, rigid vertical+horizont
al along a single 
line 

red laser, 653 nm, irradiance 
of 1800 W/m2 

2008 [235] 2-line parallel lines HSV 90°, rigid vertical+horizont
al along two 
lines 

red laser, 635 nm, 22 mW 
power 

2010 [194] 196-
point 

structured light+ 
triangulation 

HSV 70°, rigid vertical+ 
horizontal+3D 

- 

2013 [153] 21-line parallel lines HSV 70°, rigid horizontal green laser, 300 mW power at 
source, irradiance of 1100 
W/m2 at working distance of 
30 mm 

2016 [236] 324-
point 

structured light+ 
triangulation 

HSV 70°, rigid vertical+ 
horizontal+3D 

532 nm, 150 mW power at 
source, 80 mW at the tip of 
the endoscope, irradiance of 
1000 W/m2 at working 
distance of 60 mm 

2019 [195] 49-
point 

structured 
light+triangulati
on 

HSV flexible vertical+ 
horizontal+3D 

green laser, 520 nm, 55 mW 
at source, 20 mW at the tip of 
the endoscope, irradiance of 
372 W/m2 at working 
distance of 20 mm 
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To achieve the above-mentioned measurement goals, the laser-projection endoscope should 

be calibrated first. This chapter presents the methodology for vertical calibration and subsequent 

measurements. 

4.2. Aim and hypothesis 

The main aim of this chapter is to develop the methodology of vertical calibration and 

subsequent vertical measurement for a laser-projection transnasal fiberoptic HSV system. The 

main research question of this chapter is: 

Q3: How could we use a structured laser projection system for measuring the vertical 

distance between the distal tip of a flexible endoscope and the target surface? 

To answer this research question and to pursue the aim of this chapter, two hypotheses were 

formed that are presented in this section.  

Referring to figure 4.1(A) horizontal and vertical displacements of each laser point could be 

related using trigonometric rules. Equation 4-1 shows this. 

Δ = ℎ. ���(�) (4-1) 

At the same time, the horizontal displacement component (Δ) and the pixel displacement (δ) are 

related through the magnification factor of the camera (m).  

� = �. Δ (4-2) 

Combining Equations 4-1 and 4-2 we would have, 

ℎ =
�

�. ���(�)
 

(4-3) 

Based on Equation 4-3 the mm vertical displacement (h) is a function of the pixel displacement 

(δ), magnification of the camera (m), and the angle difference between imaging and laser 

projection axes (θ). Additionally, magnification of the camera depends on the focal length of its 
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lens (f) and the vertical distance between the object and the focal point of the lens (x).238 Equation 

4-4 shows this, 

� =
�

�
 

(4-4) 

Based on the presented Equations, it is hypothesized that, 

H3a: The position of each laser point will be a unique and deterministic function of the 

vertical distance between the distal tip of the flexible endoscope and the target 

surface, once the confounding factors are accounted for. 

Considering the hypothetical pyramid of introduction, the resolution of the system decreases 

as the working distance increases. It means that for every mm increase in Δ, the number of pixel 

displacement on the image (δ) would be a decreasing function of the working distance. Therefore, 

it is hypothesized that  

H3b: Vertical measurement error will be positively correlated to working distance. 

4.3. Material and method 

4.3.1. Laser-projection endoscope 

A surgical flexible endoscope, Fiber Naso Pharyngo Laryngoscope Model FNL‑15RP3 

(PENTAX Medical, Montvale, NJ), with three channels (surgical, imaging, and light-delivery 

channels) was used for developing the laser-projection endoscope with absolute measurement 

capabilities.195 The surgical channel is used for delivering a green laser light with a wavelength of 

520 nm to the distal tip of the endoscope, where a diffraction-based system splits it into a mesh-

pattern of 7×7 laser points. The size of the laser pattern is 16×16 mm at a working distance of 

20 mm. The imaging channel of the endoscope allows for coupling the endoscope with a 

color/monochrome high-speed digital camera and recording of the superior view of the larynx with 
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the projected laser pattern at distance ranging from 5 mm to 35 mm. The third channel utilizes a 

fiberoptic light-delivery system that can be coupled with a xenon light source with power up to 

300 W. Figure 4.2 depicts the calibrated endoscope with its main components. 

 

4.3.2. Calibration protocol and recordings 

To achieve the absolute measurements in the vertical plane the endoscope should be calibrated 

first. More specifically, the position of the laser points in the FOV is a non-linear function of the 

lens-coupler parameters and the working distance. Calibration is the process that accounts for these 

factors and finds the mathematical function for decoding the desired measurements from the 

positions of the laser points. To find that function, a data-driven approach based on statistical 

pattern recognition and statistical learning techniques were adopted. 

The setup presented in chapter 1 (figure 1.2) with one degree of freedom was used in this 

chapter. Specifically, the tilting angle was kept fixed and at zero angle (i.e. perpendicular imaging 

angle) and only the working distance was varied. The laser-projection endoscope was connected 

to a high-speed monochrome camera Phantom v7.1 (Vision Research Inc., Wayne, NJ) using a 45-

Figure 4.2. The calibrated flexible endoscope with an insertion tube diameter of 4.9 mm and its main components. 
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mm lens coupler and a 300-Watt xenon light source. Considering that calibrations are typically 

done under a controlled environment and the best possible settings, a monochrome camera was 

used for this phase. Monochrome cameras have higher sensitivity comparing to their color versions 

and they don’t use the Bayer-decomposition filters.239 These characteristics result in a sharper 

image with better-defined edges. It is noteworthy that using the monochrome camera does not 

impose restrictions on the application of the system, and the calibrated endoscope can be used with 

a color camera after calibration. The camera and the endoscope were mounted on a vertical plane 

perpendicular to the target surface and FOV was recorded at the speed of 7000 frames per second 

with a spatial resolution of 288×280 pixels. The target surface was attached to an adjustable arm 

that allowed to regulate with high precision the working distance to the distal end of the endoscope. 

The working distance was varied from 5 mm to 35 mm using a 1-mm step and it was measured 

using a digital height gauge with an accuracy of 0.001’’ (0.03 mm). Figure 4.3 presents a diagram 

of the recording conditions. 

 

Accurate measurement of working distance depended on accurate leveling of the arm of the 

gauge with the distal end of the endoscope (figure 4.4(A)), which should be determined visually 

and therefore time-consuming and subject to variability. Therefore, in the setup, a fixture was 

 

Figure 4.3. A diagram of the recording conditions. 
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placed about 2 cm above the distal end of the endoscope, and the following procedure for 

measuring the distance between the tip of the endoscope and the top surface of the fixture was 

implemented. The measurement arm of the gauge was positioned on the top surface of the fixture 

and the height was recorded (figure 4.4(B)). Then, the measurement arm was positioned parallel 

to the tip of the endoscope and the height was recorded again. To check the leveling of the two 

surfaces, a 13-megapixel smartphone camera was positioned on the same vertical level as the tip 

of the endoscope and the digital magnification feature of the camera was used to fine-tune the 

position of the adjustable arm (figure 4.4(A)). These steps were repeated ten times and then the 

results were averaged. The average distance to the fixture was 45.01±0.03 mm and the average 

distance to the tip of the endoscope was 21.85±0.11 mm. The measurement of the distance to the 

fixture shows a lower value of standard deviation, supporting better accuracy of measurement 

when the fixture is used as the reference point. From these measurements, the distance between 

the tip of the endoscope and the top surface of the fixture was estimated to be 23.16 mm. 

 

Two different recordings were made at each working distance. In the first recording, a white 

piece of paper was used, the xenon light was turned off, and the laser projection system was turned 

Figure 4.4. Calibration setup: (A) measuring the distance to the tip of the endoscope, (B) measuring the distance to 
the fixture. 



114 
 

on with maximum power. In the second recording, a multi-resolution grid paper (1-mm, 2-mm, and 

10-mm boxes) was used, the laser projection system was turned off, and the xenon light was turned 

on. Throughout this chapter, these two recordings will be referred to as laser recordings and grid 

recordings, respectively. Each of these two sets of recordings serves a different purpose in the 

calibration procedure. The laser recordings are used for finding the accurate position of laser points 

in the FOV, whereas the grid recordings are used for estimating the parameters of recordings. The 

grid recordings are also necessary for the horizontal calibration of the system, which is the topic 

of the next two chapters. It is noteworthy that these two recording conditions are only used to 

remove confounding factors from different calibration processes and to maximize the accuracy, 

but they don’t impose any restrictions on the application of the system, and they don’t need to be 

replicated during clinical data collection. Finally, since the intensity of pixels increases at shorter 

working distances leading to possible saturation of the image, the exposure time of the camera and 

the power of the light source were adjusted at each step to prevent image saturation. 

4.3.3. Measuring vertical distance 

The position of the laser points in the captured image is a deterministic function of the vertical 

distance between the distal tip of the endoscope, the target surface, and the lens-coupler 

parameters. This section presents the automatic approach for compensating the effect of lens-

coupler parameters and for decoding the vertical distances from the positions of laser points. 

4.3.3.1. Compensating for the lens-coupler parameters 

Some of the lens-coupler parameters change the position of the laser points in the FOV even 

if the working distance is kept constant. Those parameters include the focal distance of the lens 

coupler connecting the endoscope to the camera and the position and angle of the endoscopic 
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eyepiece relative to the lens coupler. To decode the vertical displacements, first, these parameters 

should be estimated from the recordings and then compensated for. After that, the positions of the 

laser points become only a function of the vertical distance and could be used for the 

measurements. The effects of different lens-coupler parameters and the corresponding 

compensation approaches are presented as follows. 

4.3.3.1.1. Recording model 

The focal distance of the lens coupler determines the magnification of the camera. Using 

higher magnification results in an image where everything is larger. Therefore, the number of 

pixels between certain laser points (equivalently x-y coordinates of the laser points in the image) 

would depend on the magnification of the camera. The second variability comes from the rotation 

of the endoscopic eyepiece inside the lens coupler attached to the camera. Because the camera is 

fixed, the recording frame would remain constant, but the FOV with everything inside of it would 

undergo a rotation transformation. Therefore, when the endoscope gets rotated, the projected laser 

pattern would also get rotated. This means that the x-y coordinates of the laser points in the image 

would depend on the endoscope rotation. The last variability stems from the displacement of the 

eyepiece within the lens coupler. More specifically, the position of the eyepiece inside the lens 

coupler is not fixed and it can move in the horizontal plane. When the eyepiece is displaced, the 

whole FOV is displaced within the image frame. Consequently, the x-y coordinates of the laser 

points in the image would depend on the position of the eyepiece within the lens adapter. 

To account for variations due to these lens-coupler parameters, first, we need to have a model 

that describes the effect of each parameter on the recorded images. The model that was used for 

this purpose consists of three main transformations of scaling (effect of magnification), rotation 

(effect of eyepiece rotation), and translation (eyepiece displacements). This model aims to map the 
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recordings with variable parameters into a fixed and standard coordinate system where x-y 

coordinates of the laser points are independent of those lens-coupler parameters.  

Let I(x,y) and i(x,y) denote the original image and a pixel from it and J(x´,y´) and j(x´,y´) 

denote the mapping of that image in the standard coordinate system and the corresponding pixel 

in the new image. Also, let T, R, I2, and k denote a translation vector, a rotation matrix, an identity 

matrix with the size of two, and a scaling factor, respectively. Equation 4-5 shows the model. 

�
�′
�′

� = �. ��. �. (�
�
�� + �) 

(4-5) 

Now, if values of T, R, and k are determined, the mapping can be carried out. Considering the aim 

of mapping, a few considerations should be taken into account when determining these parameters. 

First, the parameters should be determined so that the new image (�(�, �)) is invariant from the 

lens-coupler parameters. Second, the estimation of those parameters should be computationally 

efficient. Third, the estimated parameters should be relatively robust to different sources of noise.  

The effect of the eyepiece displacements manifests itself as the position change of FOV in the 

image frame. Also, the effect of the focal length of the lens coupler is manifested through the FOV 

size. Therefore, both magnification and eyepiece displacement can be compensated by the 

parametrization of the FOV. Both visual inspection and objective assessment confirmed that FOV 

can be estimated with a circle. Fortunately, very efficient algorithms have been developed for the 

parametrization of circular objects.240,241 Additionally, circles have very well-defined and smooth 

topological shapes, which makes estimation of their parameters robust to noise. Therefore, the 

translation transformation (T) was defined so that the center of the new coordinate system 

coincides with the center of FOV. Also, the radius of FOV was used to account for the 

magnification effect making the size of pixels constant. Flexible endoscopes have a fixed fiducial 

marker on their distal end that remains fixed relative to FOV and the target surface (figure 4.5). 
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This fiducial marker helps with determining the orientation during flexible endoscopy. The laser 

projection optics are glued inside the surgical channel and their position relative to the fiducial 

marker is fixed, therefore, the position of the fiducial marker can be used as a reference for 

compensating the effect of rotation of the endoscope within the lens coupler. Figure 4.5 

summarizes the model. Based on this model the recorded image (I(x,y)) undergoes a series of 

transformations including a translation, a rotation, and a scaling, and gets converted into a new 

image (J(x,y)) in a standard coordinate system. In the translation phase, the center of the coordinate 

system is shifted to the center of the FOV. Rotation transformation brings the fiducial marker to a 

predetermined position (e.g., 0 degree in figure 4.5). Finally, the scaling transformation stretches 

or shrinks the FOV so that its radius gets equal to a predetermined value of the radius r. 

 

4.3.3.1.2. Automatic estimation of the mapping 

Based on Equation 4-5, the mapping consists of three main transformations. As shown in 

Figure 4.5 the parameters of those transformations can be estimated based on two components of 

the image. That is, the center of FOV and its radius are used for estimating parameters of 

translation and scaling transformations, and the angle (θ) between the line connecting the center 

of FOV to the fiducial marker and the horizontal axis determines the parameter of the rotation 

Figure 4.5. Model for compensating the recording parameters of the system. 
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transformation. This section presents the algorithms and image processing techniques that were 

used for finding these two important landmarks. 

First, the detection of FOV is investigated. The lighting channels of the endoscope provide 

illumination for the FOV, which is then trimmed by the field of view of the endoscope, leaving 

the pixels outside of the endoscopic circle quite dark. Therefore, it is possible to apply a 

thresholding technique and find a rough estimation of FOV. However, any error in estimating the 

center and radius of FOV would change the position of the laser points in the standard coordinate 

system, introducing an error in estimating the vertical distances. To find a more robust approach, 

the FOV finder module requires an additional source of information. Assuming the noise and 

distortions have linear effects, the geometrical shape of FOV would remain intact. Therefore, 

combining the geometrical information with the illumination differences inside and outside of 

FOV could help devise a robust method. 

FOV has a circular shape and therefore the pixels on its boundary can be expressed using a 

precise mathematical Equation. Let � = �
��

��
 denote the center of a circle with radius r, Equation 4-

6 shows the locus of points on the perimeter of that circle. 

{(�, �) ∈ �� ∶  (� − ��)� + (� − ��)� = ��} (4-6) 

The Hough transform is a very popular approach in the computer vision community, which initially 

was developed for the detection of lines and other analytically defined shapes (e.g. circles, 

ellipses)242, but later on, it was extended to other shapes.243 Considering that FOV has an 

analytically well-defined shape, Hough transform can be used for capturing the geometrical 

information of FOV. In summary, the FOV finder module consists of two steps. In the first step, a 

thresholding technique is applied to the grayscale image. This step uses information from 

differences between the intensity of pixels inside and outside of FOV and converts the grayscale 
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image into a binary image. In the second step, the binary image is fed into the Hough transform 

algorithm, where it finds the center and radius of a circle that fits the binary image the best. 

The second landmark in the image is the fiducial marker (figure 4.5). The position of this 

landmark relative to the center of the FOV and horizontal line determines the rotation 

transformation parameter. To make its detection as accurate and robust as possible, two different 

sources of information were identified and combined. First, the fiducial marker is fabricated 

through a physical notch in the FOV. Therefore, it is the most likely region outside the FOV to be 

bright and hence there would be differences between the intensity of the pixels within the fiducial 

marker comparing to other regions outside of FOV. Second, the fiducial marker is attached to the 

exterior of FOV, and therefore there is no need to check all pixels outside of FOV. Using this 

spatial information would remove some incorrect candidates and improve the performance of the 

fiducial finder module. 

The fiducial finder module has two main steps. First, a torus mask centered at the center of 

FOV with an inner radius of r+1 and outer radius r+8 was applied to the image. This step 

incorporates the spatial information into the method. Next, a threshold was applied to the 

remaining pixels. Due to the imperfect circular shape of FOV and the leakage of light to the outside 

of FOV, a very thin arc could be present at this step. To remove those artifacts, the binary image 

at this stage underwent a morphological opening operation with a disk-shaped structuring 

element.244 The final step is to quantify the position of the detected fiducial marker. It is known 

that the centroid of an object is relatively insensitive to noise and therefore is a robust estimation 

of the location of that object inside the image. Therefore, the centroid of the biggest element was 

computed as the location of the fiducial marker. Let B(x, y) denote a binary image with a size of 

m×n pixels. Equation 4-7 shows how its centroid can be computed. 
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Where |A| denotes area of image B and it can be computed from Equation 4-8. 

|�| = � � �(�, �)
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(4-8) 

After finding the centroid of the fiducial marker, the rotation angle is computed using Equation 4-

9. 

� = ����� �
��

��
� (4-9) 

4.3.3.2. Algorithm for distance estimation 

After mapping a frame into the standard coordinate system, the position of each laser point 

on the new image (J(x, y)) depends only on the vertical distance between the distal tip of the 

endoscope and the target surface. This section presents details of the algorithm for the automatic 

detection of laser points and the decoding of vertical distances from those positions. 

4.3.3.2.1. Automatic detection of laser points 

The accuracy of the laser point detection module would have a significant effect on the 

accuracy of vertical distance estimation. Any error in the detection of the laser points, or in the 

quantification of their positions, would translate into vertical distance inaccuracies. To devise a 

robust detection algorithm and an accurate calibration method, the characteristics of the projected 

laser points should be known. Figure 4.6 shows a frame from one of the laser recordings data. As 

shown, the energy of the laser source is not uniformly divided between the laser points, where the 

points in the middle are significantly brighter than the points in the periphery. Additionally, as 
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shown in figure 4.6(A, C), sums of the image on rows and columns indicate that the intensity of 

each laser point has a bell-shaped spatial distribution, with the highest intensity at the center 

followed by a fast decay toward the distal pixels. 

 

Different characteristics and sources of information were taken into account during the design 

of the laser detection module. First, the difference between the intensity of the laser points and the 

background was exploited through an adaptive thresholding approach. Considering that intensity 

of pixels is a function of working distance, using the adaptive approach was inevitable. For that 

purpose, the histogram of the intensity of pixels was constructed with 200 bins and the first bin 

was considered as the black reference and was discarded. The cumulative distribution function 

(CDF) of the logarithms of the remaining bins was estimated, and the value corresponding to 0.4 

was selected as the intensity threshold. Second, referring to Figures 4.6(A) and (C), a very large 

magnitude of gradient around the laser points is expected; therefore, an adaptive thresholding 

approach was used for exploiting this information, as well. To that end, the histogram of the 

magnitude of the gradient of the image was constructed with 200 bins and the value of the sixth 

Figure 4.6. The intensity of the laser points: (A) sum of the intensity of pixels on the rows, (B) original image, (C) 
sum of the intensity of pixels on the columns. 
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bin was used as the gradient threshold. The two thresholding values were applied to the image 

followed by a morphological opening operation with a disk-shaped structuring element. At this 

point, every laser point would be represented by a blob and its centroid can be computed. 

Considering that the intensities of the laser points have a bell-shaped spatial distribution, this 

information was used too. This information was incorporated by using the weighted centroid 

instead. Third, the laser points should have circular shapes, but most of the time the extracted blobs 

don’t have that characteristic; therefore, the weighted centroid would be affected by those artifacts. 

To remedy that and also to incorporate the morphological information of laser points, a disk with 

a radius of 7 pixels was constructed around every centroid, and then the final position of laser 

points was computed as a weighted centroid of the pixels within those disks. 

4.3.3.2.2. Vertical distance decoding 

Figure 4.7 shows how the x-y coordinates of each laser point vary depending on the working 

distance. Based on this figure, each laser point travels along a unique and well-defined trajectory, 

and hence its position within that trajectory can be used for decoding the vertical distance from 

that point to the tip of the endoscope. Additionally, it is evident that each laser point has some 

idiosyncratic characteristics. As seen in Figure 4.7(B), the behaviors of the laser points are 

different, where some of the laser points travel along a line (almost) perpendicular to the x-axis, 

indicating very small variations in the x-coordinate of these points; while other points travel along 

non-linear trajectories and show significant variations in the x-coordinate. Interestingly, some of 

these points have deflection to the right and some of them have deflection to the left. Considering 

that each laser point has a slightly different projection angle, these variations are to be expected. 

It is desirable to have trajectories with variation only along one axis, but these observations show 

that such characteristics cannot be achieved perfectly. 
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To make the decoding process efficient and fast, the trajectory of each laser point was modeled 

using a function. Let �� be a specific working distance and � = �
��

��
 denote the position of a certain 

laser point corresponding to that working distance. This point can be converted into the polar 

coordinate system using Equation 4-10. 

�� = ���
� + ��

�, �� = ����� �
��

��
� 

(4-10) 

Now, the goal is to find a family of parametrized function ℱ and their proper parameters � such 

that on average the estimated distances (���) and the true distances (��) are near each other based 

on a properly defined distance function (�). Equations 4-11 and 4-12 show these, 

��� = ℱ�(��) (4-11) 

��� ���
 �

�(��, ��) (4-12) 

The parameter � could be determined using optimization Equation 4-12 and a set of data points 

(training phase).  After that, the trained function could be used for decoding the working distances 

of new data points. As shown in figure 4.7(B-C), different laser points follow relatively similar 

Figure 4.7. Position of each laser point as a function of working distance where each color shows a different laser 
point: (A) x-y coordinates as a function of working distance, (B) x-coordinate as a function of working distance, (C) 

y-coordinate as a function of working distance. 
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semi-exponential trajectories; thus, the same family of curves (ℱ�) was used for decoding 

purposes. But, to capture the idiosyncratic characteristics of each trajectory, the training phase was 

done separately for each laser point. Therefore, a total number of 49 different curves were trained 

during this phase. Equation 4-13 shows the family of curves there were used.  

ℱ����� = ��. ���.�� + ��. ���.�� (4-13) 

Finally, most often normalization of data points improves the performance of machine learning 

algorithms.73 Let �� and �� denote the mean and standard deviation of the radius of all laser points 

from trajectory i, Equation 4-14 shows the employed normalization process. The normalized 

values were then used for the training purpose. 

��́ = (�� − ��)/�� (4-14) 

4.4. Experiments and results 

Three experiments were conducted to answer the research questions of this chapter. 

Experiment 1 tests the performance of different preprocessing components of the proposed 

method. Experiment 2 presents displacement analysis and vertical resolution of the system. 

Experiment 3 investigates the performance of the proposed method for vertical measurements. 

This section presents details of each experiment, followed by results and related discussions. 

4.4.1. Experiment1: Evaluation of preprocessing components 

The performance of the proposed method relies on accurate estimation of parameters of the 

mapping and also accurate detection of the laser points. Eperiment1 was conducted to assess the 

performance of these components. 
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4.4.1.1. Experiment1a: Evaluation of FOV and the fiducial finder modules 

The performance of the methods for compensating the effect of lens-coupler parameters was 

evaluated. Doing that requires a ground truth as a reference for comparison. Additionally, to 

measure the performance of each module separately, the standard deviation of the estimated 

parameters within a recording was used as the evaluation criterion. To that end, the videos from 

grid recordings were used. During those recordings, the configuration between the camera and 

endoscope was kept constant; therefore, the position of FOV, the radius of FOV, and the position 

of the fiducial marker should be the same for all of them. This observation was used for objective 

evaluation of the implemented algorithms. For that purpose, each recording was divided into 

batches with 200 frames. Then, frames within each batch were averaged and the result was fed 

into the algorithm for estimating the center of FOV, the radius of FOV, and the angle of the fiducial 

marker. Figure 4.8 shows the centralized distribution (the means were subtracted to make the plots 

more comparable) of estimated parameters over all batches and recordings. As seen in these 

figures, the centralized probability density functions are concentrated around zero with very sharp 

peaks. This supports that the proposed FOV and fiducial finder modules are quite robust and have 

very stable performances. 

4.4.1.2. Experiment1b: Evaluation of the laser finder module 

The performance of the laser detecting module was evaluated using the videos from the laser 

recordings. To that end, each recording at a specific working distance was divided without any 

overlaps into 11 batches of 200 frames. Then, the frames within each batch were averaged to 

remove the effect of additive noise. The positions of the laser points for each batch were estimated 

using the presented algorithm. Because all batches were recorded at the same working distance, 
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the estimated position should have no variation in the ideal case. Therefore, the standard deviation 

of the (x,y) coordinates of each laser point over all batches could be used to evaluate the 

performance of the algorithm. The same approach was repeated for all working distances. The 

distribution of this evaluation criterion had a mean of 0.012 pixels and std of 0.0224 pixels. 

Figure 4.9 shows the distribution of this evaluation metric. The figure shows that the probability 

density function is concentrated around a small number near the zero with a very sharp peak. This 

supports that the employed approach for detection of the laser points is quite robust and has very 

stable performance. 

 

 

Figure 4.9. Distribution of the variability in the output of the laser finder module. 
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Figure 4.8. Distribution of the variability in the output of FOV and the fiducial finder modules: (A) distribution of 
the centralized coordinates of the FOV center, (B) distribution of the centralized radius of FOV, (C) distribution of 

the centralized fiducial angle. 
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4.4.2. Experiment2: Displacement analysis and vertical resolution of the system 

The displacement of the laser points when the working distance was varied was analyzed. To 

that end, the positions of all laser points were computed for all working distances. Then, the 

magnitude of the displacement was plotted as a function of the variation in working distance. 

Figure 4.10(A) shows the magnitude of displacement when the working distance is changed from 

35 mm to another target distance. This figure clearly shows a semi-exponential relationship 

between the working distance and the magnitude of displacement, where, at large working 

distances the displacement is small, but at small working distances the magnitude of displacement 

is much larger. To present this phenomenon better, the magnitude of displacement between two 

consecutive working distances was computed. In this fashion, the amount of decrement in the 

working distance is kept constant (around 1 mm), but the effect of different working distances can 

be studied. Figure 4.10(B) shows the result. Clearly, at large working distances (>20 mm) reducing 

the working distance by 1 mm leads to a small variation in the position of the laser points. On the 

other hand, as the working distance is reduced, a much larger variation in the position of the laser 

points for the same reduction in working distance is seen. Because the variation in the position of 

the laser points captures the vertical displacement of the target surface, these analyses show that 

the vertical resolution of the endoscope is a function of the working distance, where the vertical 

movements can be measured with higher resolution at shorter working distances. 

Figure 4.10 indicates that different laser points at the same working distance exhibit different 

behaviors. More specifically, some laser points show a higher magnitude of displacement 

indicating a higher sensitivity to variation in working distance. To find whether those points have 

certain relationships with each other or not, another analysis was carried out. The average 

magnitude of displacement for a 1 mm decrement in different working distances (figure 4.10(B)) 
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was computed separately for each laser point and then the result was plotted. Figure 4.11 presents 

the employed indexing and the result. The result from figure 4.11(B) is significant in several 

regards. First, the figure has a specific pattern and it is not random. Therefore, the variability seen 

in figure 4.11 does not stem from the detection algorithm, but it is rather inherent to the 

characteristics of the system. Second, assuming that the square grid of 7×7 points is parallel to the 

x-y axes (figure 4.11 (A)), the points with the highest sensitivity to vertical displacement were the 

three middle rows and the first and last rows had the lowest sensitivity to vertical displacement. 

Therefore, the best reconstruction of vertical movements is achieved if the target region is covered 

with laser points from the three middle rows.  

 

 

Figure 4.11. The behavior of different laser points: (A) indexing used in this chapter, (B) the average magnitude of 
displacement of each laser point. 

Figure 4.10. Displacement analysis of the laser points as the working distance is changing: (A) the magnitude of 
variation in the position of the laser points as the working distance is changing from 35 mm to a new distance, (B) 
the magnitude of variation in the position of the laser points for 1 mm decrement at different working distances. 
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4.4.3. Experiment3: Evaluation of vertical distance measurements 

This experiment was conducted to quantify the accuracy of estimated vertical measurements. 

The following hypothesis was formed for this experiment. 

H3b: Vertical measurement error will be positively correlated to working distance. 

The proposed method was evaluated using two different criteria. First, the goodness of fit of 

the functions during the training phase was analyzed. For that purpose, the values of root mean 

square error (RMSE) and adjusted r-squared were computed. Figure 4.12 shows these values for 

each individual function. 

 
Figure 4.12 shows that the training error has peaks for RMSE and dips for adjusted r-squared 

for laser point indices {7, 14, 21, 28, 35, 42, 49}. These trajectories correspond to the top row of 

the projection pattern. Therefore, for these points, high values of error in the testing phase are 

expected. That is, the points on the top row would have a higher vertical measurement error. 

Referring to the trajectories with the best performance, most of them were from middle rows of 

the projection pattern and hence those rows would have lower vertical measurement error. This 

last observation concurs with the results shown in figure 4.11.  

Next, the performance of the system in the testing scenario was analyzed. To that end, the 

target surface was positioned at fifteen different new working distances, and positions of the laser 

Figure 4.12. The average magnitude of displacement of each laser point. 
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points were recorded. After finding the x-y coordinates of the laser points from the above-described 

approach, they were mapped into the polar coordinate system using Equation 4-10. The radius in 

the polar coordinate system was then fed as the input to all 49 trained functions, and each function 

returned an estimated vertical distance. Figure 4.13 shows boxplot of the error at each working 

distance during the testing phase. Considering that the top row of the laser projection pattern had 

quite different performance in the training phase (figure 4.12), two different scenarios are reported, 

first results from all trajectories were used for finding the vertical distance (A), second, the 

functions corresponding to the top row in the projection pattern were excluded from the analysis 

(B).  

 
Referring to figure 4.13, some observations can be made. First, the estimation error at short 

working distances (<20 mm) is much lower than at large working distances. It is noteworthy that 

this observation agrees with the result and discussions of experiment2 and figure 4.10(B). 

Considering the working distance of flexible endoscopy and the fact that these endoscopes could 

 

Figure 4.13. Boxplot of vertical measurement errors at different working distances: (A) results from all functions, 
(B) results when the functions from the top row are discarded. 
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get near to the target tissue, this characteristic could be utilized very efficiently during the 

examination. As a rule of thumb, the proximity of the endoscope to the target tissue can be ensured 

by filling the image with the tissue of interest. Second, when the points on the top row are 

discarded, the estimation error is reduced considerably. Finally, table 4.2 reports the measurement 

error for each working distance, comparing the mean of the estimation error for the whole pattern 

(averaged over all 49 functions) to the case when the top row is discarded (averaged over 42 

functions). This value is significant because if a flat and horizontal target surface can be assumed, 

averaging multiple measurements would remove significant amount of error from the 

measurements. It also provides the lower (upper) bound on error (accuracy) of the measurements 

from the device. Additionally, the mean percent error (mPE) defined as the average absolute value 

of error divided by the working distance, and the maximum percent error (MPE) defined as the 

maximum of the absolute value of the error divided by the working distance, are also computed 

and reported. 

 

Table 4.2. Statistics of the measurement error. All measurements have the unit of mm and the number in 
parentheses signifies the number of functions that were used in the measurements. 

Distance Mean (49) mPE (49) MPE (49) Mean (42) mPE (42) MPE (42) 

5.77 -0.43 10.4% 141.1% 0.04 1.7% 5.7% 
7.95 0.17 3.4% 21.3% 0.02 1.7% 5.6% 
9.54 0.19 3.1% 32.5% 0.03 1.5% 5.8% 
11.87 0.21 2.6% 25.2% 0.06 1.2% 6.4% 
13.38 -0.03 2.1% 25.9% -0.09 1.3% 6.8% 
15.39 0.76 4.9% 20.6% 0.57 3.7% 10.2% 
16.92 0.38 2.8% 14.5% 0.33 2.2% 5.3% 
18.41 -0.42 3.1% 16.9% -0.15 1.8% 6.6% 
20.3 -0.84 5.5% 30.8% -0.34 3.3% 13.6% 
21.69 -0.78 4% 14.8% -0.6 3.2% 14.8% 
23.16 -1.3 5.6% 20.7% -0.99 4.3% 13.8% 
25.34 -0.4 2.7% 8.8% -0.43 2.2% 7.2% 
27.06 0.51 3.3% 9.3% 0.66 3.2% 9.3% 
28.69 1.13 4.1% 13.8% 0.9 3.3% 10.8% 
30.14 1.53 5.1% 12.7% 1.41 4.7% 12% 
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To test hypothesis H3b two correlation tests were used. Based on the results of table 4-2 the 

top-row laser points were omitted from this analysis. The first test establishes the dependence of 

measurement error on the working distance. Specifically, a correlation test with the working 

distance as the independent variable and the average measurement error as the dependent variable 

was conducted. The second test establishes the dependence of the magnitude of measurement error 

on the working distance. Specifically, a correlation test with the working distance as the 

independent variable and the average of absolute measurement error as the dependent variable was 

conducted. Table 4-3 reflects the results. Based on this analysis, the measurement error has a non-

significant and weak correlation with the working distance. However, the magnitude of the error 

and working distance has a very strong, significant, and positive correlation. 

 

4.5. Discussions 

Speech and voice are the outcomes of intricate collaborative functions between different 

systems of the body. The pulmonary system provides the driving force for the voice and speech 

production system and its effect can be measured on a calibrated scale using air-flow and air-

pressure measurements, which are used for modeling the underlying mechanisms. On the output, 

the intensity of the acoustic signal can also be measured on a calibrated scale using sound pressure 

level. The methodology and the required instrumentation for performing these measurements have 

been available to researchers for a long time.13 One of the remaining pieces for developing a 

comprehensive model for voice and speech production is performing the kinematic measurements 

on the vocal folds and their vibratory pattern on a calibrated scale. Having access to a device with 

Table 4.3. Results of correlation test for vertical measurement errors. The symbol ε means p<0.00001. 

Error  Magnitude of error 

r p r p 

0.28 0.32 0.9 ε 
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absolute measurement capabilities along the horizontal and vertical planes would address this gap. 

Additionally, personalized medicine245 and patient-specific modeling246 are topics of high 

importance to medicine, because they allow taking into account the differences between 

individuals during diagnosis and treatment. In patient specific-modeling, such differences could 

be fed into computational models for improving the diagnosis and treatment of patients by making 

better predictions about the outcome of different therapeutic options and surgeries.246 Considering 

that most current patient-specific modeling approaches rely on the geometry of the tissues derived 

from 3D imaging techniques, instrumentation with absolute measurement and 3D reconstruction 

capabilities would be beneficial for developing patient-specific models for populations with voice 

disorders. Finally, imaging techniques with absolute measurement capabilities can significantly 

enhance evidence-based practice, an important clinical topic in all fields, including laryngology 

and speech-language pathology.30 More specifically, the ability to perform absolute measurements 

on tissues and to reconstruct the 3D vibratory patterns of the vocal folds would provide researchers 

and clinicians with means for measuring the size of lesions and performing quantitative analysis 

on the kinematics of the vocal folds. This information can be obtained before, and after therapy, 

and the comparison between the two would allow evaluating the efficacy of the therapy. Other 

important clinical applications of an imaging system with calibrated measurement capabilities 

include studying the developmental aspects of the laryngeal tissues and the resulting changes in 

vocal fold vibration153, and the more accurate grading of relevant laryngeal diseases.191 

This chapter provided a detailed analysis of the calibration characteristics and procedures, 

which is the first step into developing an accurate instrument allowing absolute measurements of 

the vocal fold vibratory kinematics. Achieving the above-mentioned goals depends on a software 

solution that performs several additional tasks. Considering the end-user perspective, the laser 
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points should be first detected and tracked on in-vivo recordings. This module should handle 

efficiently the non-uniform intensity of the laser points, the high-intensity reflection points in the 

recorded images, and the non-uniform reflections of the tissues. Further, a second module would 

take the estimated position of the laser points as an input and perform the required measurements 

and the reconstruction of the 3D envelope of the vibratory pattern of the vocal folds. Establishing 

the relationship between the position of the laser points and the target measurements is the pre-

requisite for this second module. This process is known as calibration, where the calibration along 

the vertical dimension was the focus of this chapter. To that end, an automatic modular solution 

was proposed for performing vertical calibration. The modular solution allows the system to be 

broken into different components and has several important advantages. It makes objective 

analysis of each module possible, in that different sources of error can be distinguished and each 

of them can be quantified separately. Also, it provides flexibility in the design where each module 

may be replaced independently with a better solution in the future. Another feature of the proposed 

calibration method was using the data-driven approach. Considering that each of the laser points 

has idiosyncratic characteristics, the manufacturing of each endoscope, and the different 

endoscopic brands introduce differences, this approach adds significant flexibility to the system. 

In that regard, the calibration system was designed based on a set of parameters (a translation 

vector, a rotation matrix, a scaling factor, and parameters of the decoding functions ℱ) where the 

parameters of ℱ are determined separately for each endoscope and the remaining parameters are 

computed per recording. Another distinctive feature of the data-driven approach is its robustness 

to measurement error. More specifically, all measurements have some inherent errors, and using 

statistical learning approaches can remove the random error component and hence, improve the 
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performance of the system. This feature may improve by increasing the number of training 

samples. 

4.6. Conclusion 

The ability to provide absolute calibrated measurements and to estimate the vertical vibratory 

pattern of the vocal folds would further advance the kinematic and aerodynamic modeling of voice 

production, enabling new clinically significant research approaches, such as patient-specific 

modeling and studying laryngeal development. With these goals in mind, this chapter presented 

an automatic and modular approach for calibration of a newly developed transnasal fiberoptic 

endoscope with absolute horizontal and vertical measurement capabilities. This was achieved by 

mapping the recorded image into a standard and fixed coordinate systems, where the position of 

the laser points was independent of the lens-coupler parameters such as the magnification of the 

camera, the rotation of the endoscope relative to the camera, and the displacement of the endoscope 

within the lens coupler. Consequently, the position of the laser points in this new coordinate system 

is only a function of working distance. The analysis showed that each laser point travels along a 

unique and deterministic trajectory, making the efficient decoding of the vertical distance possible. 

The decoder was implemented based on statistical learning techniques, where a different function 

was trained per each trajectory. The trained function produces the estimated vertical distance upon 

a given input. Each module of the system was tested separately, and the results were satisfactory. 

The system was able to measure absolute vertical distance with the mean percent error varying 

from 1.7% to 4.7%, depending on the working distance.   
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CHAPTER 5: NON-LINEAR IMAGE DISTORTIONS IN FLEXIBLE FIBEROPTIC 

ENDOSCOPES  

 

Based on: 

Ghasemzadeh H., Deliyski D. D. Non-Linear Image Distortions in Flexible Fiberoptic Endoscopes 
and their Effects on Calibrated Horizontal Measurements Using High-Speed Videoendoscopy. 
Journal of Voice. 2020 Sep 18:S0892-1997(20)30331-3. doi: 10.1016/j.jvoice.2020.08.029. Epub 
ahead of print. PMID: 32958427. 
 

 

Summary: Laryngeal images obtained via high-speed videoendoscopy are an invaluable source of 

information for the advancement of voice science because they can capture the true cycle-to-cycle 

vibratory characteristics of the vocal folds in addition to the transient behaviors of the phonatory 

mechanism, such as onset, offset, and breaks. This information is obtained through relating the 

spatial and temporal features from acquired images using objective measurements or subjective 

assessments. While these images are calibrated temporally, a great challenge is the lack of spatial 

calibration. Recently, a laser-projection system allowing for spatial calibration was developed. 

However, various sources of optical distortions deviate the images from reflecting the reality. The 

main purpose of this chapter was to evaluate the effect of the fiberoptic flexible endoscope 

distortions on the calibration of images acquired by the laser-projection system. Specifically, it is 

shown that two sources of non-linear distortions could deviate captured images from reality. The 

first distortion stems from the wide-angle lens used in flexible endoscopes. It is shown that 

endoscopic images have a significantly higher spatial resolution in the center of the field of view 

(FOV) than in its periphery. The difference between the two could lead to as high as 26.4% error 

in calibrated horizontal measurements. The second distortion stems from variation in the imaging 
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angle. It is shown that the disparity between spatial resolution in the center and periphery of 

endoscopic images increases as the imaging angle deviates from the perpendicular position. 

Furthermore, it is shown that when the imaging angle varies, the symmetry of the distortion is also 

affected significantly. The combined distortions could lead to calibrated horizontal measurement 

errors as high as 65.7%. The implications of the findings on objective measurements and subjective 

visual assessments are discussed. These findings can contribute to the refinement of the methods 

for clinical assessment of voice disorders. Considering that the studied phenomena are due to 

optical principles, the findings of this study, especially those related to the effects of the imaging 

angle, can provide further insights regarding other endoscopic instruments (e.g. distal-chip and 

rigid endoscopes) and procedures (e.g. gastroendoscopy and colonoscopy). 

 

5.1. Introduction 

Imaging techniques provide a direct method for observation, assessment, and precision 

measurement of characteristics of the laryngeal mechanisms. Therefore, they are important in 

voice research30,247 and functional assessment of voice production.110,167,169 Regardless of the 

imaging modality (e.g. VSB, HSV, or videokymography) the acquired images can be evaluated 

using two main approaches of visual-perceptual assessments30 or image measurements. Visual-

perceptual assessments and image measurements respectively lead to subjective and objective 

evaluations of some features of the phonatory mechanism. Using a different taxonomy, features 

from the acquired images may belong to spatial, temporal, or spatial-temporal domains. Some 

examples of spatial features would be the size of a lesion206, glottal closure pattern95, and glottic 

angle.248 Some examples of spatial-temporal features would be velocity measures27,103, mucosal 

wave184, glottal area waveform102,202, and kymogram.113,249 Objective measurements and 
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subjective assessments based on spatial and spatial-temporal features rely on some implicit but 

important assumptions. Those implicit assumptions may vary depending on the purpose of 

measurements or assessments. The notions of within- and between-subject size comparisons were 

defined in section 2.3.2, but they are repeated here shortly. Comparison between size of a feature 

(e.g. lesion size) in the same person but between two different imaging conditions (e.g. pre- post-

intervention) is called the within-subject size comparison. The implicit assumption of this scenario 

is that for each subject the measurement from the two recording conditions are on the same scale, 

and hence can be compared with each other. More precisely, the implicit assumption is that the 

mm size of a pixel (i.e. pixel size) in the two conditions for each subject are the same. However, 

between-subject size comparison is the scenario that we want to compare size of a feature (possibly 

from two recording conditions) among different subjects. The implicit assumption of this scenario 

is stricter. More precisely, not only the mm size of pixels in two recording conditions for each 

subject should be the same, but also the mm size of pixels in different subjects should be the same. 

Obviously, the between-subject size comparison assumption satisfies the within-subject size 

comparison assumption; however, the other direction does not necessarily hold.  

Different approaches are possible to satisfy the between-subject size comparison assumption. 

Regardless of the employed approach, all methods are based on the same principle. Basically, 

pixels are building blocks of images. Therefore, if we know the mm size of pixels, all objects in 

the image could be mapped in mm scale which is a universal and standard basis. Intraoperative 

calibrated images93,190 and laser-calibrated imaging systems153,192,195,236 are some possible 

approaches for determining the mm size of pixels. In the intraoperative calibration method, a 

surgical instrument is placed next to a target tissue and an image is recorded.93,190 Considering the 

known mm length of the surgical instrument, the mm size of pixels in the image could be estimated. 
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On the other hand, laser-calibrated systems are based on well-designed laser patterns that are 

projected on the laryngeal tissues. The laser patterns often have specific topological characteristics 

that help with determining the mm size of pixels in the acquired images.  

Deriving the mm size of pixels based on intraoperative calibrated images or parallel laser 

projection is based on an important condition. Basically in these approaches, the mm size of a pixel 

is computed from some specific part of the image --in the intraoperative approach this is the target 

tissue that the surgical instrument is placed next to, and in the laser projection is the part of the 

image that falls between the two laser points-- and then we assume that the same number is valid 

for other parts of the image too. Specifically, we assume that all pixels in the image have the same 

mm sizes and therefore the conversion from pixel to mm can be achieved using a constant number 

(i.e. independent from the spatial location of the pixel). This assumption is critical for both within-

subject and between-subject size comparison applications, and its violation could lead to 

significant error in the measurements. To put this argument into perspective let us consider a 

hypothetical imaging system with a specific non-linear distortion where pixels in the right half of 

the image correspond to 1 mm, and pixels in the left half of the image correspond to 0.5 mm. 

Obviously, using a constant pixel size would lead to significant errors in between-subject size 

comparison applications, as well as, within-subject size comparison applications (e.g. if the lesion 

site in pre- and post-intervention are on different halves of the image). Consequently, studying the 

presence of image distortion is the prerequisite of reliable and accurate spatial measurements. 

Reviewing the literature showed that the effect of non-linear distortions has found little 

attention in the field of voice. Hibi and colleagues investigated the effects of non-linear distortions 

in flexible endoscopes.204 They showed that the magnitude of distortion increases with the 

deviation of the imaging axis from the perpendicular angle.204 Distortion as high as 20% was 
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reported for a 30° deviation in the imaging angle. Considering that calibrated horizontal 

measurements were not possible at that time, that work was geared more toward practical 

recommendations for keeping the effect of distortions to a minimum. A different research aimed 

at studying the normative values of the glottic angle using flexible endoscopy acknowledged the 

significant effect of non-linear barrel distortion on the measurements.248 However, the study 

neither provided details on how the distortion was compensated for nor reported the magnitude of 

errors in presence of the non-linear barrel distortion. Finally, a very recent work investigated the 

effects of parameters of HSV recordings on the estimation of the phonatory parameters of synthetic 

vocal folds.205 This work suggested that the imaging angle was the most influential factor, where 

a 10° change in the imaging angle led to a 10% error in the estimation of the subglottal air pressure 

from the glottal area waveform.205 However, none of these works were aimed at calibrated 

horizontal measurement and effects of barrel distortion or changes in the imaging angle on it.  

5.2. Aim and hypothesis 

 

The main aim of this chapter is to investigate if non-linear distortions are present in flexible 

HSV endoscopy and if so, to quantify their impacts on subsequent horizontal measurements. The 

main research questions of this chapter are: 

Q4a: How much the mm size of a pixel depends on its spatial location? 

Q4b: How much the imaging angle affects the mm size of a pixel? 

To answer these research questions and to pursue the aim of this chapter two main hypotheses 

were formed that are presented in this section.  

H4b: Pixel size is significantly smaller in the center group than the periphery group. 

H4c: Pixel size is significantly different between back, middle, and front groups when 

the target surface gets tilted. 
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The outcomes of this chapter will help us develop a more accurate and reliable method for 

horizontal calibration and measurements from the laser-calibrated endoscope (to be presented in 

the next chapter). It is expected for the derived horizontal measurement to improve our 

understanding of the effect of individual differences on the function of the phonatory mechanism207 

and consequently advancement of personalized medicine in the field of laryngology and speech-

language pathology. Additionally, the outcomes of this chapter could help us to better understand 

possible confounding factors in subjective assessments and objective measurements from flexible 

endoscopy images. It is noteworthy that the application of the outcomes is not limited to horizontal 

measurements from laser-calibrated endoscopes. For example, the outcomes could be utilized to 

increase the accuracy of horizontal measurements from intraoperative images, as well as, any other 

calibration approach. Additionally, the outcomes of this research would shed light on possible 

confounding factors affecting the accuracy and reliability of objective measurements and 

subjective evaluations on images recorded using distal-chip flexible endoscopes or rigid 

endoscopes. However, the exact effects in distal-chip flexible endoscopes and rigid endoscopes 

are not the purpose of this chapter and need to be investigated in a separate study.  

5.3. Optical principles of image formation 

The formation of an image in a camera follows principles of optics. Snell’s law is one of the 

main principles that govern image formation in the presence of a lens.238 Based on Snell’s law, the 

path of a ray of light changes, when it passes through the boundary of two different mediums. 

Specifically, let �� and �� denote the refractive index and the angle of incidence in the first 
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medium. Also, let �� and �� denote the refractive index and the refracted angle in the second 

medium. Figure 5.1(A) shows these symbols. Equation 5-1 shows the Snell’s law. 

 

��. ��� �� = ��. ��� �� (5-1) 

Snell’s law could be utilized to trace rays of light as they insert and exit the lens, and hence 

properties of the resulting image could be estimated. However, Snell’s law is based on 

trigonometric functions and hence involves complex computations. One solution is to use 

approximations to Snell’s law. Specifically, using the thin lens assumption and small-angle 

approximation we can derive a simplified model known as the Gaussian optics238 which is very 

easy to use. The small-angle approximation stipulates that the height (length in laryngeal images) 

of the object relative to its distance from the lens is small. More precisely, in Gaussian optics the 

object should be near to the optical axis of the imaging system, otherwise, a significant error will 

be introduced into the computation. Based on Gaussian optics, the properties of the image can be 

expressed in terms of simple measurements. Let �� and �� be distances from the lens to the object 

and its image, respectively (figure 5.1(B)). Also, let � denotes the focal distance of the lens and 

ℎ� and ℎ� be the actual size of the object (i.e. mm length) and its image size (i.e. pixel length), 

respectively. Equations 5-2 and 5-3 present the relationship between these variables, under the 

Figure 5.1. Optical principles of image formation: (A) parameters of the Snell’s law, (B) image formation in the 
Gaussian optics model. 
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Gaussian optics.238 Also, in Equation 5-3 m denotes the magnification of the imaging system and 

the negative sign is due to the inversion of the image. 

1

��
+

1

��
=

1

�
 

(5-2) 

� =
ℎ�

ℎ�
= −

��

��
 

(5-3) 

Referring to Equation 5-3, ℎ� can be measured in a metric unit (e.g. mm) and ℎ� can be 

measured in pixels. We can define the reciprocal of the magnification factor as the pixel size. The 

value of the pixel size could serve similarly to the scale printed on a map, and it could enable us 

to estimate the actual length (i.e. mm length) of an object from its uncalibrated image length (i.e. 

pixel length). Additionally, based on Equation 5-3 magnification of the camera only depends on 

�� and ��. Therefore, under Gaussian optics, all pixels of the image would have similar pixel sizes. 

However, Gaussian optics approximation is only valid under the small-angle assumption. The 

optical lens of the flexible endoscope gets very near to the target surface. In that case, a lens with 

a small FOV angle (and hence valid small-angle approximation) can only visualize a very small 

portion of the target surface. To remedy this and to increase the size of the FOV, flexible 

endoscopes are equipped with wide-angle lenses. Considering the significant deviation from the 

small-angle approximation in such lenses, we may expect significant errors in using the Gaussian 

optics approximation. In reality, the magnification of imaging systems equipped with wide-angle 

lenses could become a function of the spatial location of the object in the FOV. Such characteristics 

will lead to a non-linear distortion. Specifically, if the magnification of an imaging system 

decreases with the distance from the optical axis, it is called barrel distortion.250 Conversely, if the 

magnification of an imaging system increases with the distance from the optical axis, it is called 

pincushion distortion.250 
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The second source of non-linear distortion could come from deviation in the imaging angle. 

This effect can be described clearly using the concept of field-of-view cone. A cone can be 

constructed for an imaging system with its apex on the center of the lens and its base toward the 

target scene. Sides of this cone denote the last ray of light that can reach the sensor of the camera. 

Using this concept, an imaging system only records objects that are inside its FOV cone. Figure 

5.2 shows the intersections of the FOV cone with two different surfaces. Specifically, the line AC 

denotes the optical axis, �� denotes a surface that is perpendicular to the optical axis, and �� 

denotes a non-perpendicular surface. Intersection of ��with the FOV cone creates the circle 

centered at point B (it is drawn as an ellipse due to perspective principles). However, the 

intersection of �� with the FOV cone creates the ellipse centered at point D. Pictures are only a 

two-dimensional representation of the three-dimensional world, hence the height is lost during the 

imaging. Therefore, differences in heights of the left and right sides of the ellipse centered at D 

(i.e. the one located on ��) are lost and it is also mapped into a circle in the final picture. To 

differentiate between the intersection of a surface with the FOV cone and its recorded image, the 

former one is called the FOV while the latter one is called the image-FOV in the rest of this chapter.  

 

Assuming the small-angle approximation (i.e. small α in figure 5.2), Equation 5-3 could be 

used for finding the magnification of the imaging system. Specifically, if two objects are on ��, 

 

Figure 5.2. Effects of tilting the target surface on the geometry of the acquired images.  
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one to the left and one to the right side of point B, they would have similar distances from the lens 

(��) and hence similar magnification factors. On the other hand, if the two objects are on ��, one 

to the left and one to the right side of point D, they would have unequal distances from the lens. 

That is, the object on the right will be closer to the camera and hence will have a larger 

magnification factor comparing to the object on the left. This example indicates another case of 

the dependence of the magnification factor of an imaging system to the spatial location of the target 

object. Another interesting observation from figure 5.2 is that when the surface is perpendicular to 

the optical axis, the center of the image-FOV (i.e. point B) coincides with the intersection point of 

the optical axis, and the surface ��. However, when the surface is tilted the center of the image-

FOV (i.e. point D) moves away from the intersection point of the optical axis, and the surface ��. 

Combining this observation with properties of the barrel distortion would lead to an interesting 

anticipation, which is tested in this chapter. We know in imaging systems with a barrel distortion 

the maximum magnification happens near the optical axis. Therefore, we could anticipate that if 

the surface is tilted, the point with the maximum magnification (i.e. the point with the smallest 

pixel size) would move from the center of the image toward the direction that gets closer to the 

imaging system.  

5.4. Material and method 

5.4.1. Recording instrumentation and setup 

To answer the research questions of this study, different sets of benchtop recordings should be 

collected. Therefore, the setup presented in chapter 1 (figure 1.2) with both degrees of freedom 

was used. Considering that images were taken from static surfaces, high frame rates were not 

required and the moderately low speed of 200 frames per second was used for data collection. The 
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main benefit of reducing the frame rate is the increase in the integration time that we could get. 

Therefore, the target surface does not need to be very bright and instead of a xenon light, a 

conventional study incandescent lamp could be used for illuminating the target surface. The main 

problem with the xenon light was that it produced a spatially non-uniform illumination (i.e. the 

intensity of the light at different spatial locations was very different). This non-uniformity led to 

images with high-intensity divergence, which would unnecessarily complicate the required image 

processing algorithms. Therefore, a study lamp was employed as the light source for data 

collection. 

5.4.2. Datasets 

This study used recordings from a target surface at multiple working distances and multiple 

tilting angles for answering the research questions. The working distance was varied from 5 mm 

to 20 mm in 5-mm increments. The working distance was measured using a digital height gauge 

with an accuracy of 0.001’’ (approximately 0.03 mm). The tilting angle was varied from -15° to 

15° in 5-degree increments. The following procedure was followed for measuring and adjusting 

the tilting angle. First, the target surface was leveled using a leveler. Then the distance between 

the front edge of the target surface (figure 5.3) and the desk was measured using the digital height 

gauge. The same measurement was carried out for the back edge of the target surface. Let D and l 

denote the difference between the back and front measurements and the length of the target surface, 

respectively. Additionally, for a desired tilting angle let ℎ� and ℎ� denote heights of the front and 

back edges of the target surface from the table. Figure 5.3 depicts definitions of these quantities. 

Now, the trigonometric functions could be employed for measuring the tilting angle of the target 
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surface (γ). Equation 5-4 shows the formula. Based on Equation 5-4, a negative angle corresponds 

to the case where the front edge of the target surface is higher than the back edge.  

� = ������ (
ℎ� − ℎ� − �

�
) 

(5-4) 

 

Finally, it is hard to adjust the setup for achieving the exact target working distances and tilting 

angles; therefore, the actual values deviated from the target values. Table 5.1 reflects the actual 

value of these parameters for each set of recordings. However, in the rest of this chapter groups 

will be referenced using their target values. 

 

 

Figure 5.3. A schematic for measuring the tilting angle. 

Table 5.1. Actual values of working distance and tilting angle for each target group. The first number represents the 
actual working distance in mm, and the second number the actual tilting angle in degree. 

  Working distance group 

T
il

ti
n

g 
an

g
le

  

 5 10 15 20 

-15 5.12, -15.6 9.93, -15.6 15.05, -15.6 20.06, -15.6 
-10 5.06, -10.1 10.04, -10.1 15.27, -10.1 20.02, -10.1 
-5 5.12, -5.1 10.07, -5.1 15.18, -5.1 20.05, -5.1 
0 4.95, 0 10, 0 15.08, 0 20.12, 0 
5 5.14, 5 10.05, 5 15.29, 5 20.05, 5 
10 5.08, 10.3 10.08, 10.3 15.30, 10.3 20.15, 10.3 
15 5.26, 15.6 10, 15.6 15.07, 15.6 20.07, 15.6 
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Considering the aim of this chapter, square grid papers were attached to the target surface and 

they were recorded with the spatial resolution of 288×280 pixels, the frame rate of 200, and 

exposure time of 4900 μs. Subjective investigations showed that 1 mm grids were quite blurry and 

hard to detect at the working distance of 20 mm. Therefore, two different square grids with 1 mm 

and 2 mm spacings were used for data collection. Working distances of 5 mm, 10 mm, and 15 mm 

were recorded using 1 mm-spacing grids and working distances of 15 mm and 20 mm were 

recorded using 2 mm-spacing grids. The overlap between the two cases was used to investigate 

any possible effect of different grid sizes on the measurements. This is discussed in more detail in 

section 5.5.1. 

5.4.3. Automatic detection of grid lines 

The main aim of this study was to investigate the effect of non-linear distortions in flexible 

endoscopy on horizontal measurements from the acquired images. Accurate detection of the grid 

lines from benchtop recordings was the prerequisite of that. Visual investigation of the recordings 

showed that grid lines in the images did not constitute straight lines but had some curvature. This 

characteristic is a classic case of barrel distortion. Figure 5.4(A) shows an example image taken 

from the 1 mm grid at the working distance of 10 mm. Therefore, an automatic algorithm based on 

statistical image processing was developed to account for possible curvature of the grid lines. 

Frames of each video recording were averaged over time and then a spatial averaging filter with 

the size of 2 pixels was applied. The following algorithm was then used for the detection of lines 

parallel to the y-axis. The filtered image was segmented in strips parallel to the x-axis with the 

width of 10 pixels and maximum overlaps (i.e. 9 pixels). The strip was averaged over the columns, 

and then locations of its local minima were detected. A zero-vector mask was created, and 

locations of the minima were set to 1. This procedure was repeated for all strips parallel to the x-



149 
 

axis, and all masks were concatenated vertically to create a binary image. The binary image at this 

stage underwent two morphological operations of dilation and erosion244 using rectangular 

structuring elements with the size of 8×2 and 3×1 pixels. Finally, second-order polynomials were 

fitted on the regions with large areas. Figure 5.4 shows the outputs of the algorithm at different 

stages. The procedure for the detection of the lines parallel to the x-axis followed similar steps. 

However, the filtered image was segmented in strips parallel to the y-axis instead. Also, the strips 

were averaged on the rows, zero-vector masks were concatenated horizontally, and rectangular 

structuring elements had the size of 2×8 and 1×3 pixels. 

 

5.4.4. Pixel size 

This study relies on a variable called the pixel size. This quantity could play a similar role to a 

scale on a printed map. Basically, we can multiply the uncalibrated pixel length of an object with 

this quantity and estimate its calibrated mm length. This number can be estimated as the ratio of 

the mm length of a target object to its pixel length during the horizontal calibration process. In this 

study, the target surfaces were calibrated square grids; hence, the mm lengths of sides of all blocks 

were known. Therefore, we could measure pixel lengths of sides of blocks from the image and 

 

Figure 5.4. Automatic detection of the grid lines: (A) recording from 1 mm grids at the working distance of 10 mm, 
(B) the binary image showing the locations of the minima, (C) fitted second-order polynomials on the locations of 

the minima. 
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then compute their corresponding values of pixel sizes. To that end, pixel lengths of sides of blocks 

were determined from the fitted curves (figure 5.4(C)). Specifically, coordinates of intersections 

of all curves were determined with the precision of 0.1 pixels. Then, the pixel length of a side was 

computed as the Euclidian distance between its corresponding intersection points. 

5.5. Experiments and results 

Three experiments were conducted to answer the research questions of this chapter. 

Experiment 1 investigates the existence of differences in pixel sizes computed from different grids. 

Experiment 2 presents the results on dependence of the pixel size on the spatial location of the 

target region. Experiment 3 tests the effect of imaging angle on pixel size. This section presents 

details of each experiment, followed by results and related discussions. 

5.5.1. Experiment 1: Differences between grid sizes 

We saw in section 5.4.2 that two different grids with 1 mm and 2 mm spacing were used for 

collecting data from different working distances. Before proceeding with further analysis, we need 

to make sure that measurements from 1 mm and 2 mm grids are comparable. The following 

hypothesis was formed to test this.  

H4a: Pixel sizes computed from 1 mm grids are significantly different from 2 mm grids. 

Rejection of H4a would indicate that measurements from 1 mm and 2 mm grids are comparable. 

The dataset for this experiment were images from 1 mm and 2 mm grids recorded at the working 

distance of 15 mm. Considering the possible effect of spatial location on the pixel size, two 

different groups of blocks were distinguished. The center group included all sides of blocks that 

were nearest to the center of the image-FOV. The periphery group included the farthest side of the 
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blocks that were farthest from the center of the image-FOV. Figure 5.5 depicts the two groupings 

with their corresponding selected sides.  

 

The dependent variable for this experiment was the computed pixel size. The independent 

variables were grid sizes (1 mm vs. 2 mm) and groupings (center vs. periphery). A two-way 

ANOVA was used to test H4a. Since it is known that ANOVA is generally not robust to the violation 

of homogeneity of variance if groups have different sample sizes251, Levene’s test was first 

employed to check the homogeneity of variance. The test rejected the null hypothesis (p<.00001). 

Therefore, the analysis was carried out using M-estimators for the location with 1000 bootstrap, 

which provides ANOVA with a robust performance for non-homogeneous variance between 

groups.252 Table 5.2 reflects the results of this analysis. 

 

 

Figure 5.5. Groupings for experiments 1 and 2: (A) the solid red blocks and the patterned blue blocks denote the 
center and the periphery groups, (B) the selected sides of an example image. The Center of the image-FOV is 

denoted by a green cross mark. 

Table 5.2. Results of 2×2 robust ANOVA. 

variable p 

Grouping (G) <0.00001 
Grid size (S) 0.12 
G×S 0.13 
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Based on table 5.2, we see a non-significant effect of grid size on the pixel size. Therefore, we 

could conclude that measurements from 1 mm and 2 mm grids are comparable. Additionally, we 

see a significant effect for the grouping variable. It means that pixel sizes were significantly 

different between the center and the periphery groups. To better investigate this, experiment 2 was 

conducted.  

5.5.2. Experiment 2: Effect of spatial location 

The aims of this experiment were to establish the dependence of the pixel size on its spatial 

location and then to quantify that dependence. Specifically, the effects of different groups (center 

vs. periphery as depicted in figure 5.5) and different working distances on the pixel size were 

analyzed. Table 5.3 presents descriptive statistics of pixel size in different conditions. 

 

Figure 5.6 depicts how the pixel size changes between different groups and working distances.  

Based on figure 5.6 we can hypothesize that, 

H4b: Pixel size is significantly smaller in the center group than the periphery group. 

To test this hypothesis a new dataset was compiled. The dataset consisted of images from 1 

mm grids recorded at the working distances of 5 mm and 10 mm and from 2 mm grids recorded at 

the working distances of 15 mm and 20 mm. The dependent variable for this experiment was the 

pixel size. The independent variables were groups (center vs. periphery) and working distance. A 

Table 5.3. Descriptive statistics of pixel sizes. 

Working distance (mm)  Center  Periphery 

t p t p 

mean (mm) std (mm) mean (mm) std (mm) 

5  0.028 0.001  0.037 0.004 

10  0.054 0.001  0.074 0.008 

15  0.08 0.001  0.107 0.012 

20  0.106 0.001  0.141 0.017 

 



153 
 

two-way ANOVA could be used to test H4b. It is known that ANOVA is not robust to the violation 

of homogeneity of variance if groups have different sample sizes251; therefore, Levene’s test was 

used to check the homogeneity of variance. Levene’s rejected the null hypothesis (p<.00001) 

indicating non-homogeneity of variance between different groups. Consequently, the robust two-

way ANOVA using M-estimators for the location with 1000 bootstrap samples was used instead.252 

Table 5.4 reflects the results of the analysis. 

 

Based on table 5.4 we see a significant main effect of groups (center vs. periphery), a 

significant main effect of the working distance, and a significant interaction effect. In order to 

pinpoint differences, robust post hoc analysis with 1000 bootstrap samples was used.252 The 

analysis showed significant differences between all contrasts. Figure 5.7 presents the boxplots of 

the pixel size for different groups and working distances. 

Table 5.4. Results of 2×4 robust ANOVA. 

variable p 

Groups (G) <0.00001 
Working distance (WD) <0.00001 
G×WD <0.00001 

 

 

Figure 5.6. Variation in pixel size for different working distances and groups. 
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Based on figure 5.7 we could conclude that, at a fixed working distance, pixels from the center 

group have smaller pixel sizes than pixels from the periphery group. Additionally, the pixel size 

increases with the working distance, which was to be expected. Finally, as the working distance 

increases the disparity in the pixel size between the center and the periphery groups increases. This 

observation which concurs with the significant interaction effect presented in table 5.4 has 

practical implications. Specifically, measurement errors due to the usage of pixel length for 

comparing sizes of two objects, one in the center and one in the periphery, increases with the 

working distance. 

To quantify the effect of the spatial location of a pixel on its pixel size a different analysis was 

carried out. The pixel size of line segments highlighted in figure 5.8(A) were computed. Also, the 

Euclidian distances between the center of all line segments and the center of the image-FOV were 

computed. Finally, a negative sign was assigned to the distance of blocks that were below the 

center of the image-FOV. Figure 5.8(B) presents a scatter plot of the pixel size for different 

distances from the center of the image-FOV. Second-order polynomials were fitted to 

measurements. 

 

Figure 5.7. Boxplots of the pixel size for different groups and working distances. 
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Based on figure 5.8 the following conclusions can be made. First, the relationship between the 

pixel size and the distance from the center of the image-FOV is non-linear. Second, curves are 

symmetrical around the center (i.e. zero distance). This characteristic has practical implications. 

Basically, it means that pixel length cannot be used for within (and between) subject size 

comparison, unless the target objects have similar distances from the center of the image-FOV, in 

addition to similar working distances and zero tilting angle. For example, pixel length could not 

be used for comparing spatial features of a point on the left vocal fold to a similar point on the 

right vocal fold, unless those points have similar distances from the center of the image-FOV. 

Third, pixels in the center of the image have the smallest pixel size, and as we move toward the 

periphery the value of pixel size increases. This characteristic has important practical implications. 

Moving the target tissue to the center of the image-FOV provides better spatial resolution and 

details in the captured images. Fourth, the curvature of plots increases with the working distance. 

That is the difference between pixel size in the center and the periphery increases with the working 

Figure 5.8.  Estimation of the dependence of pixel size on its spatial location, (A) selected line segments are shown 
in green dashed line, and the center of the image-FOV is denoted with a red cross mark, (B) dependence of pixel 

size on its distance from the center of the image-FOV and the working distance. The negative distance means 
blocks that were below the center of the image-FOV. 
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distance. This result concurs with the results and discussion of figure 5.7, and the significant 

interaction effect of table 5.4. 

The fitted second-order polynomials could be used to quantify the magnitude of variations in 

the pixel size between the center and the periphery. Table 5.5 shows the estimated values of pixel 

size at the center and periphery of the image-FOV. Considering the dependence of the pixel size 

on its spatial location, a possible simplistic approach for computing the mm length of an object 

could be to compute the average values of all pixel sizes in the image-FOV and use it as the pixel 

size. The mean column in table 5.5 reflects this value. However, if this mean value is used for 

measuring the mm length of an object in the center and the periphery, some error will be introduced 

into the measurement. The percent value of this error for a center pixel was defined as the 

difference between the mean pixel size and the pixel size in the center divided by the mean value. 

A similar approach was followed for computing the percent difference of a periphery pixel. These 

values are presented in the last two columns of table 5.5. 

 

Combining previous results with table 5.5 the following conclusions can be made. Despite the 

fact that the absolute value of difference increases with the working distance (more curvature in 

figure 5.8(B) at larger working distances), yet the percentage of error remains relatively constant. 

This characteristic means that the non-linear distortion mostly depends on the optical 

characteristics of the endoscope and it is relatively independent of the working distance. This 

Table 5.5. Estimated values of pixel size. 

Working distance 
(mm) 

Center 
(mm) 

Periphery 
(mm) 

Mean 
(mm) 

Center diff. 
% 

Periphery diff. 
% 

5 0.028 0.035 0.03 8 -16 
10 0.053 0.067 0.058 8.1 -16.4 
15 0.079 0.099 0.086 7.9 -14.6 
20 0.106 0.131 0.115 7.8 -14.6 

 



157 
 

independence translates into a simpler method for compensating the effect of such non-linear 

distortions in horizontal measurements. This topic would fully be investigated in the next chapter. 

To put the results of table 5.5 into perspective an extreme case of a within-subject size 

comparison scenario is presented. Let us consider the actual size of a lesion is reduced from 2 mm 

to 1.5 mm post an intervention. If the pre-intervention lesion is recorded at the working distance 

of 10 mm and on the periphery of the image, it would be presented by approximately 30 pixels. 

However, if the post-intervention lesion is recorded at the same working but on the center of the 

image, it would be presented by approximately 28 pixels. That is, despite a 25% reduction in the 

mm length of the lesion we would get only a 6.7% reduction in the pixel length. This reduced 

sensitivity requires a bigger sample size in scientific research in order to achieve a significant 

effect. 

5.5.3. Experiment 3: Effect of the tilting angle 

Experiments 1 and 2 were done at zero tilting angle (i.e. imaging axis was perpendicular to the 

target surface). However, changes in the tilting angle could also lead to non-linear distortions. The 

aim of this experiment was to study and quantify the effects of this parameter on horizontal 

measurements. Therefore, values of pixel size in three different groups at multiple working 

distances and multiple tilting angles were studies. Figure 5.9 shows the groupings that were used 

in this experiment. Recording at the working distance of 5 mm resulted in 14 line segments in the 

front and back groups and 18 line segments in the middle group. For all other working distances, 

all three groups had 22 line segments. 

We saw in experiment2 that the pixel size increases with the working distance. Considering 

that tilting the target surface decreases the working distance of one side of the image and increases 

the working distance of the other side, the following hypothesis was formed.  
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H4c: Pixel size is significantly different between back, middle, and front groups when 

the target surface gets tilted. 

To test this hypothesis a new dataset was compiled. The dataset consisted of images from 1 

mm grids recorded at working distances of 5 mm and 10 mm and from 2 mm grids recorded at 

working distances of 15 mm and 20 mm. The dependent variable for this experiment was the pixel 

size. The independent variables were groups (back, middle, and front), the working distance, and 

the tilting angle. Figure 5.10 presents the mean and standard deviation of the pixel size for the 

three groups at different working distances and tilting angles.  

A three-way ANOVA was used to test H4c. Levene’s test rejected the null hypothesis 

(p<.00001). Therefore, the analysis was carried out using trimmed means (0.2 trimming level), 

which provides ANOVA with a robust performance for non-homogeneous variance between 

groups.252 Table 5.6 reflects the results of the analysis. Based on this table we see all main effects 

were significant. Additionally, except for the Angle×WD, all other interaction effects were 

significant. 

 

Figure 5.9. Groupings for experiment 3. Solid red lines denote the back group, dotted green lines denote the middle 
group, and dashed blue lines denote the front group,  (A) groupings at the working distance of 5 mm, (B) groupings 

at the working distance of 15 mm. 
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Based on figure 5.10 the following conclusions can be made. First, when the tilting angle is 

zero, the back and front groups have similar pixel sizes. However, as the magnitude of the tilting 

angle increases the difference in the pixel size of the back and front group increases. Specifically, 

at positive angles (i.e. when the backside is higher) pixels in the back group have smaller pixel 

sizes than the front group (hence higher spatial resolution in the backside). Conversely, at negative 

Figure 5.10.  Values of the mean and standard deviation of pixel size: (A) working distance of 5 mm, (B) working 
distance of 10 mm, (C) working distance of 15 mm, (D) working distance of 20 mm. 
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Table 5.6. Results of 7×4×3 ANOVA for trimmed means. 

variable p 

Angle 0.0001 
Working Distance (WD) 0.001 
Groups (G) 0.0001 
Angle×WD 0.86 
Angle×G 0.001 
G×WD 0.001 
Angle×G×WD 0.001 
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angles, pixels in the front group have smaller pixel sizes than the back group. Second, crudely 

speaking, the behavior of the front group at a negative angle is similar to the behavior of the back 

group at a similar but positive angle, and vice versa. This characteristic indicates the presence of 

a specific symmetry in the distortion. Third, the standard deviations of different groups show 

dissimilar trends. The middle group exhibits the least variations and its behavior remains relatively 

constant for different tilting angles. However, as the tilting angle goes from -15° to 15° standard 

deviation of the pixel size in the front group (back) increases (decreases). This behavior may 

indicate a non-linear dependence of the pixel size on the tilting angle and the spatial location of a 

target pixel. To quantify this behavior a further analysis was carried out. 

The pixel sizes for line segments highlighted in figure 5.11(A) were computed. Then, the 

Euclidian distance between the center of all line segments and the center of the image-FOV was 

computed. Then, a second-order polynomial curve was fitted for data points computed from each 

tilting angle. Figure 5.11(B) represents the result of this analysis for the working distance of 15 

mm. It is noteworthy that, the negative sign denotes blocks that were below the center of the image-

FOV. 

Based on figure 5.11(B) we see significant differences between different curves. Specifically, 

when the tilting angle is zero, the minimum of the curve is near point zero (i.e. the minimum pixel 

size is at the center of the image-FOV). However, when the tilting angle becomes positive the 

minimum of the curve (i.e. position with the minimum pixel size and hence the highest spatial 

resolution) deviates from the center of the image-FOV and goes toward the negative direction (i.e. 

toward the back of the target surface). Additionally, the magnitude of this deviation is positively 

correlated with the magnitude of the tilting angle. Conversely, when the tilting angle becomes 

negative the minimum of the curve deviates from the center of the image-FOV and goes toward 
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the positive direction (moving toward the front of the target surface). Additionally, the magnitude 

of this deviation is positively correlated with the magnitude of the tilting angle. To quantify these 

qualitative observations, further analysis was carried out. The minimum of each curve was 

estimated using the analytical approach (i.e. equating the derivative to zero). Figure 5.12 shows 

the distance of the minimum pixel size from the center of the image-FOV.  

 

Figure 5.12. Dependence of location with the highest spatial resolution on the tilting angle. 
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Figure 5.11.  (A) The selected line segments are shown in green dashed lines, and the center of the image-FOV is 
denoted with a red cross mark. (B) Dependence of pixel size on its distance from the center of the image-FOV and 

the tilting angle at the working distance of 15 mm. 
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Another significant observation from figure 5.11 is that at zero tilting angle the curve is 

symmetrical around the minimum point (which coincides with the center of the image-FOV). This 

means the points with similar distances from the center of the image-FOV would have similar 

pixel sizes. However, as the tilting angle starts to deviate, the curves become exceedingly 

asymmetric. That is, the dissimilarity between the two portions of the curves (left of the minimum 

and right of the minimum) increases with the magnitude of the tilting angle. To quantify these 

qualitative observations, further analysis was carried out. Let ���� and ������ denote the minimum 

pixel size and the pixel size at the front periphery of the image-FOV. Then, the percentage of 

difference at the front periphery (��) was defined as follows. 

�� =
������ − ����

����
× 100% 

(5-5) 

The percentage of difference at the back periphery (��) was defined similarly. These values were 

computed for each working distance and tilting angle. Table 5.7 shows the results, which support 

the preceding qualitative discussions. Specifically, at negative tilting angles, pixel sizes are 

significantly larger at the back periphery (larger values of percentage of difference), and at positive 

tilting angles, pixel sizes are significantly larger at the front periphery (hence smaller spatial 

resolution). Additionally, as the magnitude of the tilting angle increases the percentage of 

difference from one side (the side that is getting away from the camera) increases while the other 

side (the side that is getting near to the camera) decreases. For example, at the working distance 

of 10 mm and the tilting angle of 15°, the pixel sizes at the front and back peripheries are 61.2% 

and 12.4% larger than the minimum pixel size. In summary, pixel sizes at the side of FOV that 

gets closer to the camera become more similar, whereas, the other side become more divergent. 
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The main goal of this chapter was to investigate the effect of two non-linear distortions on 

horizontal measurements. To that end, we simulated a situation where an object with the actual 

length of 2 mm was placed at different locations of the FOV (front periphery, center, back 

periphery, and the location with the highest spatial resolution). Then we used the estimated value 

of pixel size (figure 5.11(B)) for computing the pixel length of that object at the working distance 

of 10 mm and different tilting angles. Table 5.8 presents the results. The location with the highest 

spatial resolution (denoted as the maximum in table 5.8) was determined analytically (i.e. equating 

the derivative to zero) from curves in figure 5.11(B). 

Table 5.8 clearly demonstrates the effect of spatial location and tilting angle on the 

uncalibrated size (i.e. pixel length) of an object in flexible endoscopy. For example, for a constant 

spatial location in the back periphery the uncalibrated size of the object could increase by 48% if 

the tilting angle changes from -15° to 15°. Also, for a constant tilting angle of 15° the uncalibrated 

size of the object could increase by 57.7% if the object moves from the minimum resolution 

location to the maximum resolution location in the FOV. Finally, we can see the interaction effect 

of grouping (front, center, back) and the tilting angle. Specifically, at zero tilting angle the 

uncalibrated size of an object on the front periphery increases by 26.7% if that object moves to the 

Table 5.7. The percentage of difference at the back and front peripheries from different working distances and tilting 
angles. 

   5 mm  10 mm  15 mm  20 mm 

`T
il

ti
n

g 
a

n
gl

e 

 Db% Df% Db% Df% Db% Df% Db% Df% 

-15° 61.5 17.9  59 13.8 55.5 11.5 59.6 14.3 
-10° 46.1 16.5  45.3 15.2 43.5 14.6 42.2 14.3 
-5° 28.7 18.1  29.4 18.6 35 19.1 34.1 18.8 
0° 25.7 25.8  25.7 26.3 26.5 24.2 25.8 24.1 
5° 18.1 31.4  19.5 33.7  19.8 31.3  20.5 32.8 
10° 16.8 50.9  14.5 43.9  15.2 42.1  15.1 43.6 
15° 12 65.7  12.4 61.2  13 59.9  12.7 60.3 
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center of the image-FOV. However, at the tilting angle of 15°, the increase could be as high as 

53.8%.  

 

5.6. Discussions 

Imaging techniques are widely employed in clinical practice. The fields of speech-language 

pathology and laryngology are not an exception. However, the access for direct functional 

observation of the laryngeal tissues is not trivial, and therefore, the visualization is channeled 

through an endoscopic instrument. Hence, the functionality and characteristics of the endoscope 

determine the characteristics of the acquired images. For example, rigid endoscopy is based on 

transoral insertion, which limits the types of stimuli that can be elicited. Also, the unnatural 

retraction of the tongue130 required for adequate laryngeal exposure may alter the voice production 

system and hence may not reflect the natural function of the phonatory system. For example, 

research has shown that the presence of a rigid endoscope could significantly change the 

fundamental frequency and quality of the produced voice131, which may support a modified 

function of the phonatory mechanism during the rigid endoscopy. Flexible endoscopy helps 

address some of these concerns. Also, flexible endoscopes provide the possibility of simultaneous 

Table 5.8. Estimated uncalibrated length (i.e. pixel length) of a 2 mm object at different locations of the FOV and 
different tilting angles. 

   Front Center Back Maximum 

T
il

ti
n

g 
an

g
le

 

-15° 36 39 25 40 

-10° 34 39 27 40 

-5° 32 38 29 38 

0° 30 38 30 38 

5° 29 38 32 38 

10° 25 36 32 37 

15° 26 40 37 41 
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aerodynamic measurements.132–134 This could provide significant information about the complex 

interactions between kinematics, aerodynamics, and the produced acoustic of the phonatory 

mechanism. Additionally, coupling a laser-calibrated  flexible endoscope195 to an HSV system and 

recording synchronized aerodynamic measurements could help us tease apart the effect of 

individual differences on the phonatory mechanism. Last but not least, flexible scopes have been 

associated with higher success rates in adult127 and pediatric136,137 populations. However, flexible 

endoscopes are associated with non-linear distortions.  

The main aim of this chapter was to quantify the effects of two different sources of non-linear 

distortions in the images acquired from a fiberoptic flexible endoscope. The first source stems 

from the wide-angle lens that is used in the flexible endoscope in order to compensate for short 

working distances and hence maximizing the FOV. The second source of non-linearity stems from 

changes in the imaging angle. A significant error can be introduced into measurements if these 

distortions are not compensated for. Two different interpretations of the effects of these distortions 

are presented here. The first interpretation relates to the usage of uncalibrated measurements (i.e. 

pixel lengths) and quantifies the magnitude of error in comparing pixel length of objects from 

different locations of the image-FOV. Whereas, the second interpretation relates to calibrated 

measurements (i.e. estimating the mm lengths) in the absence of proper compensation methods. 

This interpretation quantifies the magnitude of error in estimating the mm length of objects from 

different locations of the image-FOV. Experiments 1 and 2 demonstrated the significant effect of 

spatial location of a pixel on its mm size. Based on results of table 5.5 pixels in the periphery could 

have about 26.4% lower spatial resolution than pixel in the center. This means that if pixel lengths 

are used for comparing two similar objects one in the center and one the periphery, length of the 

object in the center will be overestimated by 26.4%. Considering the mm measurement, a simplistic 
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solution could be to compute the average pixel size and then use it for conversion from pixel into 

mm. Based on results of table 5.5 this approach could lead up to 8.1% overestimation of the object 

in the center and up to 14% underestimation of the object in the periphery. Experiment 3 

investigated the effect of tilting angle and showed its significant effect on measurements. 

Specifically, table 5.8 showed that pixel length of an object in the periphery of the image-FOV 

could changes by 48% if the tilting angle goes from -15° to 15°. If the average pixel size (table 

5.5, column Mean) is used and the effect of tilting angle is not compensated for, calibrated mm 

measurements could have significant error. Specifically, at the tilting angle of 15° the mm length 

on one side of the periphery could be underestimated by 34%. 

The focus of this study was on non-linear distortion from a laser-calibrated laryngeal fiberoptic 

flexible endoscope and their effect on the horizontal measurement. However, the results may 

provide insights and motivation for further analysis of other types of endoscopes, as well as, other 

endoscopic procedures (e.g. gastroendoscopy, colonoscopy). Specifically, the first non-linear 

distortion was due to the wide-angle lens of the fiberoptic flexible endoscopes. Considering that 

distal-chip flexible endoscopes, gastroendoscopy, and colonoscopy also use wide-angle lenses, 

one may expect to see some residual distortions. However, the exact magnitude of distortion would 

be different from this study and should be investigated in a separate study. Rigid endoscopes have 

a narrower angle of view and hence the small-angle approximation may be valid. Therefore, the 

effect of the first source on non-linear distortion could be minimal in rigid endoscopes. On the 

other hand, the effect of the imaging angle seems to be universal. Therefore, it is expected for 

accuracy of measurements from rigid endoscopy, distal-chip flexible endoscopes, 

gastroendoscopy, and colonoscopy to depend on the imaging angle. However, the exact magnitude 

of that distortion could be different from fiberoptic endoscopes and should be investigated in a 
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separate study. To address this need, we are planning to use a similar approach and evaluate the 

distortions of distal-chip videoendoscopy systems, which would quantify the effect of tilting angle 

and spatial location on the validity and reliability of horizontal measurements. Considering the 

popularity and widespread usage of distal chip videoendoscopy systems in clinical settings, such 

a study is warranted to provide more immediate clinical value. 

Implications and findings from this study seem to extend beyond horizontal measurements. 

For example, in figure 5.4(C) we see that parallel lines exhibit a bowing effect in the captured 

images. This may indicate that subjective visual assessments of laryngeal images captured from 

fiberoptic flexible endoscopes for assessment of vocal fold bowing may get biased. Figure 5.11(A) 

shows that when the imaging angle is not perpendicular, parallel lines may result in divergent lines 

in the image. This may indicate that vocal folds that are in fact parallel may be captured as 

divergent ones in laryngeal images (regardless of the imaging modality) if the imaging angle is not 

perpendicular. Last but not least, the objective and subjective measurements of asymmetry have 

been used in previous literature.98,249 However, the investigated non-linear distortions could 

significantly change the accuracy of those subjective assessments and objective measurements. 

5.7. Conclusions 

This study was motivated by performing calibrated (i.e. mm) horizontal measurement from a 

laser-calibrated HSV system. The system was designed based on a fiberoptic flexible endoscope. 

Two different sources of non-linear distortions in the fiberoptic flexible endoscope were 

investigated, the wide-angle lens used in flexible endoscopes, and the deviation in the imaging 

angle. It was shown that the first source of distortion, the wide-angle lens, results in a pixel size 

(i.e. the conversion scale from pixel into mm) that depends on the spatial location of that pixel. 

More precisely, it was shown that if the imaging axis is perpendicular, all pixels with similar 
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distances to the center of the image-FOV will have similar pixel sizes. Additionally, it was shown 

that as we move away from the center of the image-FOV the pixel size increases. A different 

interpretation of this observation would be that the spatial resolution of the image decreases as we 

move away from the center of the image-FOV toward its periphery. Therefore, keeping the region 

of interest in the center of the image-FOV would improve the details of the captured image. 

Studying the second source of non-linear distortion, the effect of imaging angle, showed that it 

disturbs the radial symmetry of the images. That is, the spatial resolution of points with similar 

distance to the center of the image-FOV become dissimilar, and also that dissimilarity increases 

with an increase in the tilting angle. Additionally, this distortion leads to the dislocation of the 

points with the highest spatial resolutions from the center of the image-FOV. The analysis showed 

that the combined non-linear distortions could result in calibrated horizontal measurement errors 

up to 65.7%.  
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CHAPTER 6: DIRECT HORIZONTAL CALIBRATION OF HSV RECORDINGS 

 

Based on: 

Ghasemzadeh H., Deliyski D. D., Hillman R. E., Mehta D. D. Method for Horizontal Calibration 
of Laser-Projection Transnasal Fiberoptic High-Speed Videoendoscopy, in Preparation. 
 

 

Summary: Calibrated horizontal measurements (e.g., mm) from the vibrating vocal folds and the 

surrounding laryngeal structures during phonation could improve our knowledge of the function 

of normal and disordered phonatory mechanisms. Additionally, it could be used for direct 

assessment of therapeutic outcomes, implementation of evidence-based practice, and advancement 

of personalized medicine in the fields of laryngology and speech-language pathology. However, 

the size of an object in laryngeal images is not routinely calibrated during endoscopic assessment 

and depends on a couple of factors, including the distance between the endoscope and the target 

surface. This chapter used a recently developed in-vivo laser-projection fiberoptic endoscope and 

proposes a method for calibrated spatial measurements. To that end, a set of circular grids were 

recorded at multiple working distances. A statistical model was trained that would map from pixel 

length of the object, the working distance, and the spatial location of the target object into its mm 

length. A detailed analysis of the performance of the proposed method is presented. The analyses 

have shown that the accuracy of the proposed method does not depend on the working distance 

and length of the target object. The estimated average magnitude of error was 0.27 mm, which is 

three times less than the existing approaches. 
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6.1. Introduction 

The length of an object in an image depends on the magnification factor of the camera, which 

in turn depends on several factors including the distance of the object from the camera. Considering 

that most often, we do not know the distance of an object from the camera, measuring the calibrated 

(i.e. mm) lengths of an object from an image is not a trivial task unless some auxiliary information 

is provided. Providing a conversion scale probably is the most common approach, which is present 

in every printed map. Another less common approach would be to add an object with a known size 

(e.g. a penny) to the scene before taking the picture. Regardless of the employed approach, 

calibrated horizontal measurement on an image follows the same steps. Pixel lengths of the target 

object and the auxiliary information (i.e. the scale on a map or the penny) are measured. These 

measurements are then combined with the a-prior knowledge of the mm length of the auxiliary 

information, and the pixel-to-mm conversion scale is computed. Finally, the pixel-to-mm 

conversion scale can be used for measuring the mm length of any object in the image. 

In chapter 1 we discussed that horizontal calibration approaches can be classified into direct 

and indirect methods, depending on the source of the auxiliary information. The auxiliary 

information for the indirect approach comes from a different image (or source), whereas the 

auxiliary information for a direct approach comes from the same image that we want to make 

measurements from. This subtle difference has very important consequences regarding the validity 

of the measurements. Specifically, indirect approaches have the following implicit assumptions. 

(1) The auxiliary information is exactly the same in both images. (2) The auxiliary information 

can be registered accurately on the target image. (3) Both images were captured under similar 

conditions (e.g. imaging angle, a similar vertical distance between the auxiliary information and 

the target surface, etc.). These conditions were discussed in detail in chapter 2. 
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Let us consider the length of a vocal fold for indirect horizontal calibration. Obviously, the 

phonation system is a moving mechanism and hence it is changing constantly. For example, the 

length of the vocal folds can change from one recording to the next one.  Also, the larynx could 

move in the vertical plane (i.e. be elevated or depressed) which would change the working distance 

of the camera. Therefore, elevation-depression of the larynx could change the pixel length of a 

vocal fold between two recording sessions, even if mm lengths of the vocal fold was similar in 

both imaging sessions. Things get even more complicated during phonation. The relationship 

between different parameters of the phonatory system (e.g. activity of different intrinsic muscles 

and subglottal pressure) and the acoustic output (e.g. pitch, intensity) is very complex.12 

Consequently, using the measured (or the self-perceived) pitch and loudness could not necessarily 

warrant the assumption of a similar length of the vocal fold between different recordings. Finally, 

if different recordings are done pre- and post-surgery, then the system was changed between the 

two conditions. Obviously, using pitch and loudness could be even more problematic in such 

instances. On the other hand, direct calibration approaches do not have these important implicit 

assumptions. Thus, their measurements could be more accurate. It is noteworthy, that the improved 

accuracy is achieved at the expense of higher complexity. Specifically, indirect calibration 

approaches do not require specialized instruments and can be performed using existing laryngeal 

imaging systems. Additionally, images could be printed and a simple caliper would be enough for 

measurements.93 Conversely, direct approaches rely on specialized and more sophisticated 

imaging instruments, and often any measurement requires complex calibration and processing 

steps.  

The definition of the direct calibration approach stipulates the existence of some auxiliary 

information on the recorded images. This means that we need to add some properly designed 
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fiducial markers to the FOV. Two important problems should be addressed in order to realize this 

requirement. The first problem is to design and create fiducial markers with certain topological 

properties. The second problem is to deliver the created pattern to the laryngeal mechanism. 

Reviewing the literature on laryngeal imaging shows that researchers have been working on these 

problems for more than two decades.122 Laser source emits spatially coherent light and therefore 

can be used for creating fiducial patterns with specific topological properties. The created pattern 

could then be delivered by clipping the laser projection component to the 

endoscope.25,153,190,232,236,253 Obviously, this approach increases the insertion diameter of the 

endoscope which would exacerbate the discomfort level of the patient and hence reduce the success 

rate of the endoscopy. A more elegant approach is using a surgical endoscope195 or employing 

some portions of the illumination fibers of a flexible endoscope.191  

Two main approaches of parallel laser markers and multiple laser points have been used for 

creating the laser-fiducial markers in the field of voice.122 The projection of the parallel laser 

markers is the simplest approach. Two-point laser projection25,190,192, two-line laser projection234, 

and multiple line laser projection153 are some examples of this category. The multiple-laser-points 

projection is more sophisticated and involves the projection of many laser points on the 

FOV.191,194,195,235 Each method has its own merits. The parallel laser projection category benefits 

from the simplicity of its optical design and subsequent measurement methodology. Detection of 

the laser markers on the image is the only required step for measurement in those systems. After 

that, the distance between the laser markers may be used similarly to a scale on a map and 

calibrated horizontal measurements may be achieved using a simple caliper. The main assumption 

of this method is that all pixels in the image have the same mm lengths which could be violated if 

different objects of the image have different distances from the camera, or if different locations of 
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the image have different pixel size representations.208 Violation of these assumptions will lead to 

measurement errors. Conversely, multiple-laser projection systems benefit from the presence of 

laser points in all parts of the image. Not only this information helps with vertical measurements122 

and 3D reconstruction of the envelope of the FOV236, but it also means that with a high probability 

some laser points would be near to, or on the target surface. Therefore, the above-discussed 

problems would be resolved. However, systems from this category require more sophisticated 

optical hardware and processing software design. Horizontal measurements from these systems 

depend on a calibration step, where the confounding factors of the pixel-to-mm conversion scale 

are determined and accounted for. 

6.2. Aim and hypothesis 

The main aim of this chapter is to develop the methodology of horizontal calibration and 

subsequent horizontal measurement for a laser-projection transnasal fiberoptic HSV system. 

The main research question of this chapter is: 

Q5: How could we use a structured laser projection system for measuring the horizontal 

distance between two points on a target surface? 

In chapter 5 we saw that fiberoptic endoscopes have significant non-linear distortions. 

Therefore, the following hypothesis was formed for this chapter.  

H5a: Horizontal measurement error from the laser projection system significantly 

increases, if the nonlinear distortion is not properly compensated for. 

Additionally, in chapter 4 we saw that vertical measurement error was positively correlated to 

working distance. Considering that horizontal measurements depend on the estimation of the 

working distance, the following hypothesis was formed. 

H5b: Horizontal measurement error will be positively correlated to working distance. 
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6.3. Material and method 

The mm length of an object is its length perpendicular to the line of sight of the scope. 

Accurate estimation of the mm length of an object from the pixel length of the object’s image is 

the primary goal of calibrated horizontal measurement. Assuming an optical system that is 

symmetrical around its optical axis, the relationship between an object and its image can be 

determined. Let ℎ� denote the mm length of an object and ℎ� denote the pixel length of the object’s 

image. Also, let O be the intersection point between a ray of light from the object and the aperture 

of the camera (figure 6.1) expressed in the polar coordinates (ρ, φ). We would have238, 

ℎ� = ������� + ��ℎ� + �������� + ����ℎ�(2 + ���2�)

+ (3��+��)�ℎ�
����� + ��ℎ�

� 

(6-1) 

where Aj and Bj are constants, and HOT represents the higher-order terms. 

 

Equation 6-1 shows a non-linear and complex relationship between pixel and mm lengths. 

Using the thin-lens assumption and small-angle approximation238 Equation 6-1 can be 

approximated with a much simpler model known as the Gaussian optics.238 In this model, the ratio 

of pixel length to mm length is a constant number, which is called the magnification factor of the 

system (m). Equation 6-2 shows this: 

 

Figure 6.1. Relationship between the length of an object (ho) and its image (hi) in an axially symmetrical optical 
system. 
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� =
ℎ�

ℎ�
 

(6-2) 

In the Gaussian optics, the magnification factor and the working distance have an inverse 

relationship 238, and therefore the working distance would be a confounding factor for calibrated 

horizontal measurements. 

Flexible fiberoptic endoscopes employ wide-angle lenses to maximize their FOV sizes. 

However, wide-angle lenses violate the small-angle approximation of the Gaussian optics. This 

leads to a more complex relationship between pixel and mm lengths. Specifically, this deviation 

introduces significant non-linear distortion into recorded images. Distortion of a flexible 

laryngoscope was studied in chapter 5. We showed that when the imaging axis is perpendicular to 

the target surface, the distortion is symmetrical around the optical axis, and points with similar 

distances from the FOV center experience similar distortions. Considering this symmetry, 

Equation 6-1 may govern the image formation in flexible endoscopy. Additionally, we showed 

that the pixel length of an object significantly depends on its spatial location within the FOV.208 

Therefore, the spatial location of the target object is another confounding factor for horizontal 

measurements. Circular grids can exploit this symmetry efficiently; thus, the proposed method 

uses circular grids to account for the effect of working distance and the spatial location of the target 

object. 

To demonstrate this, a circular grid with a spacing of 0.5 mm was recorded at working 

distances of 2.87 mm and 2.24 mm. Figure 6.2 shows the recorded images. The circles had a 

constant distance of 0.5 mm from each other. However, in figure 6.2(A) we see as we go from the 

center toward the periphery the distance between consecutive circles decreases from 30 pixels to 

20 pixels. This clearly demonstrates the dependence of horizontal measurements on the spatial 

location. Comparing figures 6.2(A) and 6.2(B) we see the effect of working distance, where the 
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distance between the two smallest circles increases from 30 pixels to 35.5 pixels when the working 

distance decreases from 2.87 mm (figures 6.2(A)) to 2.24 mm (figures 6.2(B)). 

 

6.3.1. Datasets 

The proposed calibration and subsequent horizontal measurement methods were developed 

and then evaluated based on different sets of benchtop recordings. The setup presented in section 

1.4.1, figure 1.2 with only one degree of freedom was used for data collection. That is, the tilting 

angle was fixed (perpendicular to the imaging axis) and only the working distance was changed. 

This study used four different sets of recordings. Set 1 contained 65 recordings from circular 

grids (figure 6.2) at different working distances. This set was used for training and testing of the 

model converting a pixel length to its mm length. The working distance was gradually increased 

from 2 mm to 32 mm and at each working distance, a recording was done. This process was 

repeated three times to reduce measurement error. For each recording, the grid was adjusted 

subjectively inside the FOV such that the largest visible circle had a uniform distance from the 

border of the FOV. Considering the limited spatial resolution, grids became significantly blurry 

after a certain working distance. Hence, three different circular grids with the spacing of 0.5 mm, 

 

Figure 6.2. Effects of working distance and spatial location on horizontal measurements: (A) working distance of 
2.87 mm, (B) working distance of 2.24 mm. 
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1 mm, and 2 mm were used for working distances in the range of [2, 10], [10, 20], [20, 32] mm. 

The laser source was turned off during these recordings. 

The proposed method requires an accurate estimation of the distance between the tip of the 

endoscope and the target surface (i.e., the working distance). We showed in chapter 4 that a 

statistical model can be trained to decode the working distance from locations of the laser points.122 

Set 2 had 72 recordings and was used for the training of this model. For this set, the laser source 

was turned on, and the light source was turned off and recordings were done from a white paper. 

The working distance was gradually increased from 2 mm to 35 mm and at each working distance, 

a recording was done. The recording process was repeated four times to reduce measurement error. 

The proposed method relies on an accurate estimation of a central angle (i.e., an angle that 

has its apex on the center of a circle). However, flexible endoscopy images exhibit significant 

nonlinear distortions.208 Set 3 was recorded to investigate possible effects of the introduced 

nonlinear distortion on central angle measurements. This set was based on a custom-designed grid. 

A circular grid was divided into 24 equal sectors, which created 24 central angles in 15° increments 

(figure 6.3(A)). The grid was recorded at four working distances of 6.16 mm, 13.20 mm, 19.54 mm, 

and 26.44 mm. At each recording distance, the grid was adjusted subjectively inside the FOV such 

that the largest visible circle had a uniform distance from the border of the FOV. This process 

insured that the center of the grid was at the center of the FOV. This characteristic governs that 

estimated angles from the image are central angles. The laser source was turned off during these 

recordings. 

Set 4 was recorded for evaluating the accuracy of the proposed method. Line segments with 

known mm lengths were recorded at fifteen arbitrary locations in the FOV with arbitrary rotations. 

To provide a comprehensive evaluation, a wide range of lengths and working distances were used. 
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Specifically, 5 mm, 10 mm, 15 mm, and 20 mm line segments were recorded at a working distance 

of 20.18 mm. These recordings were used to investigate the possible effect of object length on the 

accuracy of the method. Additionally, a 5 mm line segment was recorded at working distances of 

5.12 mm, 9.98 mm, 14.98 mm, and 20.18 mm, which covers the common range of administration 

of fiberoptic laryngeal endoscopy. These recordings were used to investigate the possible effect of 

working distance on the accuracy of the method. The laser source was turned on during these 

recordings. 

6.3.2. Segmentation and preprocessing 

Accurate detection of circular grids is a prerequisite of the proposed calibration method. An 

automatic two-stage method was developed for the segmentation of the circles from Set 1. To take 

advantage of the full 72-dB dynamic range of the camera, recordings were imported into 

MATLAB directly in the native 12-bit format from the proprietary Vision-Research .cine files 

without any conversion or compression. Frames of the recordings were averaged over time and 

then a Gaussian filter with a size of 2 pixels was applied. The Center and radius of the FOV were 

estimated using the method described in122. A strip parallel to the x-axis centered at the center of 

the FOV with a width of 9 pixels was selected. The strip was averaged over the rows, and then 

 

Figure 6.3. The data for evaluation of central angle measurement: (A) the custom-designed grid, (B) segmented 
radial lines. 
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locations of its local minima were detected. Detected locations were paired based on their distances 

from the center of the FOV. The average of each pair was used as the coarse estimation of the x-

coordinate of centers of circles. Half of the difference between each pair was used as the row-wise 

estimation of radii of circles. This process was repeated for a strip parallel to the y-axis averaged 

over the columns. The average of each pair was used as the coarse estimation of the y-coordinate 

of centers of circles. Half of the difference between each pair was used as the column-wise 

estimation of radii of circles. The final coarse estimation of the radius of each circle was computed 

as the average of its row- and column-wise radii. A grid search over all combinations of the three 

estimated parameters ±1 pixel with the resolution of 0.25 pixels was used for fine-tuning of the 

estimated parameters. Specifically, for each case, the target parameters were used to create a ring 

mask with a width of 1 pixel. The mask was then applied to the gradient of the image, and the 

summation of the results was used as the cost function. The set of parameters that minimized the 

cost function was selected as the final estimation of the center and radius of each circle. Figure 6.4 

shows the process, with the results on an example image.  

 

The segmentation of the laser points for Set 2 was based on the method described in122. Target 

 

Figure 6.4. Segmentation of a circular grid: (A) horizontal and vertical strips with their respective summations, (B) 
final segmented circles after the fine-tuning stage. 
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objects in Set 3 were 24 radial lines, which were detected using the Hough transform242. Figure 

6.3(B) shows the grid after segmentation. The actual horizontal measurements on laryngeal images 

will rely on the manual segmentation of the target object. To better reflect this characteristic during 

the evaluation, a graphical user interface was developed for manual segmentation of line segments 

from Set 4. 

6.3.3. Horizontal calibration method 

Working distance and spatial location of the target object are the main confounding factors of 

horizontal measurements. Circular grids provide an effective way for the spatial sampling of the 

location inside the FOV. This information can be utilized for determining the dependence of 

horizontal measurements on the spatial location. Additionally, the grids can be recorded at multiple 

working distances. This information may be utilized for determining the dependence of horizontal 

measurements on the working distance. To that end, all circles from Set 1 were segmented. This 

process led to 612 different data points. Let �, ��(w), and ���(w) denote the working distance, 

pixel radius, and mm radius of a circle, respectively, recorded at � mm. Then, a statistical model 

can be trained using � and �� as the predictor variables and ��� as the outcome variable. Let ℱ�,� 

denote a polynomial model in two variables, � and ��, with maximum degrees of M and N, 

respectively. Equations 6-3 and 6-4 show the model, where ��,� are some constants determined 

during the training process: 

��� = ℱ�,�(�, ��) (6-3) 

ℱ�,���, ��� = � � ��,�. ��. ��
�

�

���

�

���

  
(6-4) 

To select the best model, polynomial models with different degrees were evaluated using 10-fold 
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cross-validation. The cost function was defined as the mean absolute error (MAE) over all testing 

samples from all folds. The ℱ�,� resulted in the MAE of 0.025 mm, which was the lowest value. 

This model will be referred to as the non-uniform model in the rest of this dissertation. Figure 

6.5(A) presents the trained non-uniform model. 

 

To highlight the effect of spatial location on horizontal measurements, and also to test H5a, a 

second model was trained where all pixels in the FOV had similar pixel sizes. This scenario mimics 

horizontal measurement from a parallel-laser projection system. Let, ��(�) and ���(�) denote 

the pixel radius and mm radius of the largest circle visible in the FOV recorded at the working 

distance of � mm. The uniform pixel size �(�) is defined as 

�(�) =
���(�)

��(�)
. 

(6-5) 

The uniform pixel size was computed for all recordings in Set 1. Then, a statistical model was 

trained using the working distance as the predictor variable and � as the outcome variable. 

Investigating the relationship between working distance and � revealed a linear model. This model 

is shown in figure 6.5(B) and it will be referred to as the uniform model in the rest of this 

 

Figure 6.5. Models for horizontal measurements: (A) non-uniform model, (B) uniform model. 
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dissertation. 

6.3.4. Horizontal measurement method 

The application of the uniform model is simple and quite similar to the estimation of a distance 

on a printed map. The pixel size (�) allows the conversion from pixel length into mm length. 

Considering the dependence of � on the working distance, the following steps were followed for 

horizontal measurements using the uniform model. The working distance was estimated from the 

positions of the laser points122; then the appropriate value of the pixel size was computed from the 

uniform model. The pixel length of the target object was measured on the image; then the pixel 

length was multiplied with the multiplicative factor of pixel size to estimate its mm length. 

The application of the non-uniform model is more involved, and it is described under two 

categories of radial and general measurements. A radial measurement is defined as the length of 

an object that has one of its ends on the FOV center. The non-uniform model was trained using 

circles centered at the FOV center. Therefore, the model can estimate the mm radius of a circle 

centered at the FOV center, which would be equivalent to a radial measurement. Thus, the 

following steps were followed for horizontal radial measurements using the non-uniform model. 

The working distance was estimated from the positions of the laser points.122 Then, the pixel length 

of the target radial object was measured on the image. The values of working distance and pixel 

length were fed into the trained non-uniform model (Equation 6-3), and the mm length of the object 

was estimated. 

A general measurement needs to be expressed in terms of radial measurements before the 

application of the non-uniform model. Figure 6.6 shows this process. The main goal is to determine 

the length of the line segment AB in mm. We can construct the triangle AOB on the image, where 

O is the FOV center. Referring to Figure 6.6, OA and OB each have one of their ends at the FOV 
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center, and hence they constitute radial measurements, and their mm lengths can be computed 

using the non-uniform model. At the same time, we can measure the angle α from the image. Let 

� ���
��

 and � ���
��

 then, we can determine the angle between OA and the positive x-axis (��) as 

follows, 

�� = ����� �
��

��
� (6-6) 

where ����� denotes the four-quadrant inverse tangent function. The angle between OB and the 

positive x-axis (��) can also be measured, similarly. Finally, the angle α can be computed as, 

� = |�� − ��| (6-7) 

Now, we can apply the law of cosines for determining the mm length of the line segment AB: 

AB� = OB� + OA� − 2 ∙ OA ∙ OB ∙ cos(�) (6-8) 

 

6.3.5. Estimation of the working distance 

Referring to Equations 6-3 and 6-5, we see that accurate estimation of the working distance 

is a prerequisite of both uniform and non-uniform methods. The method for estimating the working 

distance has been presented in chapter 4.122 The model assumed that the data were mapped into a 

 

Figure 6.6. Expressing a general measurement in terms of radial measurements 
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standard template by applying a chain of rotation, translation, and scaling operations on the 

recorded images. The rotation operation was parametrized in terms of the angle between the 

positive x-axis and the line connecting the fiducial marker to the FOV center. The rotation 

operation brings this angle to a fixed and standard value across all recordings.122 First, we show 

that the performance of the original method depends on the value of this angle; then we propose 

an improved version to alleviate this problem. 

Ten-fold cross-validation over Set 2 was used to evaluate the effect of different standard 

angles on the accuracy of estimation of the working distance. To that end, the standard angle of 

the method presented in in122 was varied between 0° and 180° in 5° increments, and then the 

segmented laser points from the training set were used to create the model. It has been shown that 

laser points from the top row degrade the accuracy of measurements122; therefore laser points from 

the top row were discarded for this analysis. The trained model was then applied to the testing set, 

and measurement errors from the remaining 42 laser points were computed. MAE over all folds is 

shown in figure 6.7. 

 

Investigation of figure 6.7 shows that the accuracy of the original method highly depends on 

the choice of the standard angle. Principal component analysis (PCA) is a mapping that is robust 

 

Figure 6.7. Mean absolute error (MAE) of original and the proposed PCA method for different values of the standard 
angle. 
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to linear transformations of the data points, including their rotation. Consequently, we propose a 

slight improvement over the original method. Let ��� �
���

���
 be the cartesian coordinates of the laser 

point i (1≤i≤49) at the working distance ��. We can store ��� for a specific value of i and all values 

of j (1≤j≤n) into a 2×n data matrix Pi, where n is the number of working distances in the dataset. 

Let ��� and ��� denote the average values of Pi over the first and the second row, respectively. 

Now, we can center the data and construct the matrix Qi. Equations 6-9 through 6-11 show these 

definitions. �� is a column vector containing 1 in all of its n rows. 

��� =
∑ ���

�
���

�
 

(6-9) 

��� =
∑ ���

�
���

�
 

(6-10) 

�� = �� − �
���

���
� ∙ ��

�  (6-11) 

Now the direction capturing most of the variance of the data (��) can be computed as, 

�� = ��� ���
‖�‖��

 (�� ∙ ����
� ∙ �) (6-12) 

The first principle component (��) would be the projection of the data points on the direction �� 

and is computed as, 

�� = ��
� ∙ �� (6-13) 

Now, the first principal component may be used to train the vertical calibration model. Let ��� 

denotes the j component of the vector �� (i.e. projection of the point ��� in direction ��). 

Equations 6-14 and 6-15 are repeated for each laser point i. 

�� = ������� (6-14) 

������� = ���������� + ���������� (6-15) 

Ten-fold cross-validation over Set 2 was used to evaluate the effect of different standard 
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angles on the accuracy of the improved model. The standard angle was varied between 0° and 180° 

in 5° increments and for each value. The training set was used to estimate ���, ���, ��, and 

parameters of the model (���, ���, ���, ���). The trained model was then applied to the testing set 

and measurement errors were computed. Figure 6.7 shows the computed MAE of the proposed 

method over all folds. This figure shows the robustness of the improved method to variations in 

standard angle. Experiment 1 in the next section presents the performance of the proposed 

improved method in more detail. 

6.4. Experiments and results 

Four experiments were conducted to answer the research questions of this chapter. 

Experiment 1 presents the performance of the vertical measurement. Experiment 2 quantifies the 

accuracy of horizontal radial measurements. Experiment 3 presents the performance of central 

angle estimation from recorded images. Experiment 4 tests the performance of the proposed 

method for general horizontal measurements. This section presents details of each experiment, 

followed by results and related discussions. 

6.4.1. Experiment 1: Accuracy of vertical measurements 

The accuracy of the improved vertical measurement model (Equations 6-14 and 6-15) was 

compared with the original method122 using 10-fold cross-validation. The original method used the 

value of 30° for the standard angle. At this angle, the grid becomes a square that is parallel to the 

x-y axis, which facilitates the labeling of the laser points. The same standard angle was also used 

for the proposed improved version. Recordings from Set 2 were split into training and testing sets. 

Both models were trained using the training set. The trained models were then applied to the testing 

set and measurement errors were computed. First, the effect of different laser points on the error 
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was investigated. MAE was computed for each laser point averaged over all working distances. 

Figure 6.8(B) shows the result. Based on this figure we see different laser points exhibit different 

performances in the original method, where the top-row laser points produce inferior results. 

Conversely, all laser points exhibit comparable performances in the improved PCA method. A 

second analysis was conducted to test the effect of working distance on the accuracy of both 

methods. For this analysis, laser points from the top row were discarded from the original method 

and only the remaining 42 laser points were used. However, all 49 laser points were used for the 

analysis of the improved PCA method. Figure 6.8(C) shows the results. The lines represent the 

linear model fitted on the individual data points. We can use the slope of regression lines to 

compare the magnitude of error of different methods with the working distance. Slopes of original 

and PCA methods were 0.008 mm/mm and 0.001 mm/mm, respectively. Therefore, we may 

conclude that the performance of the improved PCA method is less dependent on the working 

distance. 

 

6.4.2. Experiment 2: Performance of radial horizontal measurements 

The accuracy of the uniform model for radial measurement was evaluated using 10-fold cross-

validation. To that end, Set 1 recordings were split into training and testing sets. The uniform 

 

Figure 6.8.  Performance of estimating the working distance: (A) indexing of the laser points, (B) measurement 
accuracy of different laser points, (C) effect of working distance. 
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model was trained using the largest enclosed circles of the training set. The trained uniform model 

was then evaluated for estimating mm radii of all circles from the testing set, in addition to smaller 

circles (those that were not used during the training process) of the training set. Figure 6.9 presents 

scatter plots of absolute errors of all folds versus the radial length of the target circle and the 

working distance. 

Investigating scatter plots of figure 6.9 reveals that the measurement error of the uniform model 

depends on the working distance and the length of the target object. However, the relationship 

seems to be non-linear. Additionally, our analysis showed that neither of the variables had a normal 

distribution. Therefore, both parametric and non-parametric tests were used to quantify the effect 

of working distance and length of the object on the magnitude of the error. Table 6.1 reports the 

values of Pearson's r, Kendall's τ, and Spearman's ρ.  

 

Based on Table 6.1, we see a moderate positive correlation between the magnitude of error and 

 

Figure 6.9.  Performance of uniform model for radial measurements: (A) effect of object length, (B) effect of 
working distance. 

(A) (B)

Table 6.1. Correlation coefficients of the uniform model for radial measurement error. The symbol ε denotes a 
p<0.0001. 

Parameter  Pearson's  Kendall's  Spearman's 

r p τ p ρ p 

Radial length  0.59 ε 0.56 ε 0.69 ε 

Working distance  0.76 ε  0.57 ε 0.74 ε 
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length of the target object and a strong positive correlation between the magnitude of the error and 

the working distance. 

The non-uniform model was trained using the training set, and then its performance for 

estimating the mm radii of circles was evaluated using the testing set. Figure 6.10 presents scatter 

plots of absolute errors of all folds versus the radial length of the target circle and the working 

distance. 

 

Table 6.2 quantifies the effect of the radial length of the object and working distance on the 

magnitude of error from the non-uniform model. Based on Table 6.2, we see the magnitude of 

error has very week associations with the working distance and length of the target object.  

 

Comparing the results of tables 6.1 and 6.2 highlights a primary advantage of the non-uniform 

method over its uniform counterpart. Specifically, the non-uniform method has a stable and 

 

Figure 6.10. Performance of non-uniform model for radial measurements: (A) effect of object length, (B) effect of 
working distance. 

(A) (B)

Table 6.2. Correlation coefficients of the non-uniform model for radial measurement error. The symbol ε denotes a 
p<0.0001. 

Parameter  Pearson's  Kendall's  Spearman's 

r p τ p ρ p 

Radial length  0.16 ε 0.12 ε 0.17 ε 

Working distance  -0.14 ε  -0.08 0.003 -0.13 0.001 



190 
 

relatively constant error for a wide range of working distances and target lengths. Additionally, 

comparing figures 6.9 and 6.10, we see the non-linear method reduces measurement error 

significantly. To better quantify this, the range of working distance was divided into separate 

intervals. The average and standard deviation of error and magnitude of error for both uniform and 

non-uniform methods were calculated in each interval. Table 6.3 presents the results. Based on 

this table we see another advantage of the non-uniform approach. The average value of error in the 

non-uniform method is almost zero; therefore, measurement error using the non-uniform approach 

has a random nature. Thus, multiple radial measurements can reduce the error significantly. 

Conversely, the average error in the uniform approach is not zero, indicating the systematic nature 

of the error. Finally, the error of the non-uniform method is several orders of magnitude smaller 

than the uniform approach. This result confirms a recent finding suggesting the presence of 

significant errors in horizontal measurements if nonlinear distortion of fiberoptic endoscopy is not 

compensated.208 

6.4.3. Experiment 3: Performance of central angle estimation 

Equation 6-8 is at the core of general calibrated measurements using the non-uniform model 

and relies on the angle α. Experiment 3 was conducted to investigate the accuracy of the estimation 

of α from an image. This experiment is especially important, given the presence of non-linear 

Table 6.3. Accuracy of radial measurements from the uniform and the non-uniform models in different ranges of 
working distance. 

Working  
distance  
interval (mm) 

Non-uniform  Uniform 

Error (mm) Magnitude of error (mm) Error (mm) Magnitude of error (mm) 

mean std  mean std mean std mean std 

(0, 5) 0.003 0.039 0.029 0.026  -0.192 0.077 0.192 0.075 
[5, 10) -0.012 0.049 0.04 0.031  -0.351 0.151 0.352 0.15 
[10, 15) 0.02 0.028 0.025 0.024  -0.489 0.217 0.492 0.21 
[15, 20) -0.005 0.02 0.015 0.015  -0.692 0.303 0.693 0.299 
[20, 25) 0.001 0.031 0.022 0.022  -0.955 0.352 0.956 0.347 
[25, 30) -0.001 0.039 0.029 0.026  -1.159 0.476 1.162 0.47 
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distortion in flexible endoscopy.208 Angle differences between adjacent lines from Set 3 (figure 

6.3) were estimated, and then they were subtracted from their true value (i.e. 15°). Figure 6.11 

presents boxplots of this error for different working distances. Running a one-way analysis of 

variance (ANOVA) did not indicate any significant effect of working distance. Therefore, all 

measurement errors were combined into a single group. The overall angle estimation error had the 

value of −0.03° ± 0.6° (average±std). Consequently, central angles can accurately be estimated 

from acquired images. This result may seem contradictory with a previous finding, suggesting 

significant errors in the estimation of angles from flexible endoscopes248, and hence requires 

further explanation. The proposed method relies on central angles; however, the work of 248 was 

based on a general angle. Considering the radial nature of the non-linear distortion, lines passing 

through the center do not experience bending and curving. Therefore, the central angles can be 

measured very accurately. 

 

6.4.4. Experiment 4: Performance of general horizontal measurements 

Set 4 was used to compare the accuracy of uniform and non-uniform models for general 

horizontal measurements. Both models were trained with all data points from Set 1. Additionally, 

Set 4 was recorded in the presence of laser points. Therefore, the required working distance was 

 

Figure 6.11. Boxplot of angle estimation error computed from set3. 
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estimated using the improved PCA method (Equations 6-14 and 6-15). 

To investigate the effect of working distance on general horizontal measurement in the 

uniform model, measurement errors from a 10 mm line segment recorded at working distances of 

6.16 mm, 13.20 mm, 19.54 mm, 26.44 mm were computed. One-way ANOVA with a trimming 

level of 0.2 and 1000 bootstrap samples252 was non-significant (p=0.61). Figure 6.12(A) presents 

boxplot of errors for different working distances. To investigate the effect of length of the target 

object on general horizontal measurement in the uniform model, measurement errors from 5 mm, 

10 mm, 15 mm, 20 mm line segments recorded at the working distance of 26.44 mm were 

computed. One-way ANOVA with a trimming level of 0.2 and 1000 bootstrap samples252 was non-

significant (p=0.22). Figure 6.12(B) presents boxplot of errors for target objects with different 

lengths. Considering these non-significant results, all measurement errors were combined into a 

single group. The overall measurement error was −0.8±0.69 mm, and the magnitude of error was 

0.86±0.6 mm for the uniform method. 

 

A similar approach was followed for the non-uniform method. Figure 6.13 presents boxplot 

of errors for this analysis. The effects of working distance (p=0.64) and length of the target object 

(p=0.43) were non-significant. Considering these non-significant results, all measurement errors 

 

Figure 6.12.  Performance of uniform model for general measurements: (A) effect of working distance, (B) effect of 
object length. 

(A) (B)
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were combined into a single group. The overall measurement error for the non-uniform method 

was -0.2±0.29 mm, and the magnitude of error was 0.27±0.24 mm. 

 

Comparing boxplots and average errors of both methods indicate that the uniform approach 

on average has three times more errors than the non-uniform method. These results demonstrate 

the advantage of the proposed non-uniform approach. Investigation of boxplots of figure 6.12 may 

indicate a general trend for errors of the uniform method. Specifically, the measurement error 

seems to increase with the working distance and length of the target object. In experiment 2 we 

saw a strong and positive correlation between uniform method error and these two parameters, 

which confirms this subjective observation. However, the objective analysis of ANOVA failed to 

detect a significant trend. Experiment 2 relied on the detection of circular shapes. This specific 

geometry enabled us to achieve sub-pixel resolution on measuring the length of target objects (i.e. 

radii of circles). However, experiment 4 was based on the detection of lines, which has the 

resolution of a pixel. Investigation of the performance of the non-uniform method also supports 

this. Specifically, the non-uniform method showed very week correlations in experiment 2 

(Table II). Therefore, we may expect to see a negligible trend for experiment 4, which subjective 

observation of figure 6.13 confirms. 

 

Figure 6.13. Performance of non-uniform model for general measurements: (A) effect of working distance, (B) 
effect of object length. 

(A) (B)
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6.5. Discussion 

The phonatory mechanism of the larynx is the primary voice production system in humans. It 

can be modeled as a dynamic system that takes air stream as the input and produces an acoustic 

signal in the output. The parameters of this dynamic system (e.g. vocal fold length, glottal 

configuration, etc.) determine the relationship between its input and output. If we could measure 

and determine the input, the output, and the parameters of the system on calibrated scales, we 

would be able to express and model this dynamic system using mathematical equations. The 

method for measuring the input and output of this system, in particular for clinical voice 

assessment, has a long history.13 The calibrated measurement of parameters of the phonatory 

system would help in achieving a more comprehensive physical model of voice production. This 

chapter presented a method that can measure spatial parameters of the phonatory mechanism on a 

calibrated scale (i.e. mm). It is expected that prospective horizontal measurements would improve 

our understanding of the function of normal and disordered phonatory mechanisms. Additionally, 

it could enable us to derive computational models tuned to each patient and hence make reliable 

predictions about the likely outcome of different treatment options. This computational approach 

would advance personalized medicine in the fields of laryngology and speech-language pathology. 

Last but not the least, calibrated horizontal measurements could allow us to make a direct 

evaluation of therapy efficacy (e.g. post-therapy reduction in the lesion size). The results of such 

prospective studies would advance evidence-based practice in the field of voice.  

This chapter provided the method for horizontal calibration and measurements from a laser-

projection transnasal fiberoptic HSV system, followed by a detailed analysis of its performance in 

different conditions and scenarios. Flexible endoscopy images have significant non-linear 

distortions, which leads to the dependence of the pixel length of an object on its spatial location.208 
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Chapter 5 established the radial symmetry of this distortion208; hence, the proposed calibration 

protocol was based on circular grids. The proposed non-uniform method has the potency of 

capturing and quantifying the effects of both working distance and spatial location simultaneously. 

To demonstrate the efficacy of the proposed method, its performance was contrasted with a 

uniform approach, which assumed the independence of the pixel size of an image from its spatial 

location. Such uniform model is the basis of most existing methods for horizontal measurements, 

including all parallel laser projection systems.122  

The conducted experiments revealed several significant advantages for the non-uniform 

approach over its alternative uniform counterpart. Specifically, the analysis of figures 6.9 and 6.10 

showed that the accuracy of radial measurements (experiment 2) using the non-uniform method 

was less dependent on the length of the target object and the working distance. For example, based 

on table 6.3 we see the average magnitude of error in the non-uniform case does not change 

significantly when working distance increases from 5 mm to 30 mm. However, the average 

magnitude of error in the uniform case shows an increase of 600%. The average±std magnitude of 

error in uniform approach over the range of tested working distance was 0.68±0.45 mm. The 

average±std magnitude of error in the non-uniform approach over a similar range of working 

distance was 0.03±0.03 mm which further highlights the advantage of the proposed non-uniform 

method.  

Evaluation of both methods in general measurement scenario (experiment 4) showed trends 

similar to radial measurements. Specifically, figure 6.12 indicates that the accuracy of the uniform 

approach degrades with an increase in the length of the target object, whereas figure 6.13 does not 

show any trends for the non-uniform approach. When the length of the target object increases, it 

spans a wider spatial location in the FOV. Considering that non-linear distortion of flexible 
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endoscopy is spatially-dependent208, this may translate into a larger distortion of the final image. 

Therefore, we may expect to see a length-dependent error for the uniform approach. It is 

noteworthy that this dependence did not reach the significance level, which could be attributed to 

the small sample size and low spatial resolution of images. Average±std magnitude of errors in the 

general measurement scenario resulted in 0.27±0.24 mm for non-uniform and 0.86±0.6 mm for 

uniform method, which shows an improvement of 318% for the non-uniform method. 

6.6. Conclusion 

This chapter was motivated by the importance of performing calibrated (i.e. mm) spatial 

measurements of the vocal folds and the surrounding laryngeal structures during phonation. Such 

measurements would improve our understanding of the normal and disordered phonatory 

mechanisms and enable us to derive more accurate computational models. It is expected that 

evidence-based practice and personalized medicine would benefit significantly from this line of 

research. However, the size of a target object in laryngeal images may depend on confounding 

factors, which prevents calibrated spatial measurements. This chapter investigated the effects of 

two confounding factors, namely the working distance and the spatial location of the target object. 

To that end, a set of circular grids were recorded at multiple working distances. These grids 

provided an efficient way of quantifying the effect of both factors. The information from these 

recordings was then used to train a statistical model that would take the spatial location and the 

working distance of the target object as the input, and estimate the calibrated length of the target 

object as the output. A laser projection fiberoptic endoscope was used to estimate the working 

distance from the positions of the laser points. The performance of the proposed method was 

investigated in different scenarios. The method was also compared with a uniform model approach, 

where the effect of spatial location is not considered. The overall measurement error from the 
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proposed method was −0.2±0.29 mm, and the magnitude of error was 0.27±0.24 mm. These errors 

were more than three times lower than the uniform model approach.   
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CHAPTER 7: VALIDITY AND ACCURACY OF HORIZONTAL AND VERTICAL 

MEASUREMENTS BASED ON DIRECT CALIBRATION 

 

Based on: 

Ghasemzadeh H., Deliyski D. D., et al. External validity of calibrated vertical and horizontal 
measurements from a laser-projection fiberoptic transnasal endoscope, in Preparation. 
 

 

Summary: Methods using laser-projection endoscopes allow for calibrated surface measurements. 

The design and evaluation of these methods are typically done in controlled settings, using 

benchtop recordings. However, many factors could be contributing to measurement errors from 

in-vivo images. This chapter investigates the effect of two such factors: imaging angle and surface 

topology. A laser-projection fiberoptic flexible endoscope was calibrated using benchtop 

recordings from flat surfaces (i.e. paper), perpendicular to the optical axis. Two experiments were 

conducted to evaluate its performance in situations modelling the in-vivo settings. (1) Images were 

acquired from tilted surfaces. (2) A target surface with known x-, y-, z-coordinates was 3D-printed, 

and its measurements accuracies were contrasted with the flat surface. The data analysis showed a 

significant effect of imaging angle on vertical measurement error. However, the effect of imaging 

angle on the magnitude of horizontal measurement error was not significant. Analysis of the effect 

of surface topology showed the reverse effects. The effect of surface type on vertical measurement 

error was not significant. But the magnitude of horizontal measurements errors from the 3D surface 

was significantly higher than the flat surface. The mean percent magnitude of horizontal 

measurement error increased from 5% (flat) to 10.6% (3D) at the working distance of 15 mm, 

which still represents satisfactory accuracy. 
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7.1. Introduction 

Imaging techniques are an important part of the functional assessment of voice and diagnosis 

of voice disorders.167–171 Previous studies have suggested that vibratory characteristics and 

kinematic measures from laryngeal images can be used for direct evaluation of treatment 

outcomes.35,254 These applications would benefit significantly from the ability of performing 

calibrated spatial measurements from the acquired images. Chapters 4 and 6 of this dissertation 

presented the methods for calibrated vertical and horizontal measurements from a laser-projection 

fiberoptic HSV system. However, the methods were developed based on benchtop images, 

recorded in a very controlled setting. Specifically, images were acquired from flat surfaces 

perpendicular to the optical axis of the endoscope. Considering that the in-vivo environment is 

uncontrolled and with many variable factors, the performance of the proposed system may degrade 

significantly. The main aim of this chapter is to investigate how performances of the proposed 

vertical and horizontal measurements change as we move from the simple and controlled settings 

to more complex cases. To achieve this, the performance of the system is evaluated in two 

scenarios. First, vertical and horizontal measurement errors are evaluated on flat surfaces that are 

not perpendicular to the optical axis. This analysis will quantify the effect of imaging angle on the 

accuracy of horizontal and vertical measurements. Second, vertical and horizontal measurement 

errors are evaluated on a 3D surface. This analysis will quantify accuracy of horizontal and vertical 

measurements on non-flat surfaces. 

In order to study the effect of variations in the imaging angle, first, we need to know the 

typical range of variations of this parameter. Reviewing the literature indicated that no rigorous 

study on the normative variations of the imaging angle during VSB or HSV has been done. 

However, a crude estimation could be made based on two different studies.204,255 A single-subject 
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study with a flexible endoscope indicated that variations up to 30° in the imaging angle could be 

expected.204 The second study was on differences in motions of a laryngoscope during 

endotracheal intubations between an expert, an intermediate-skilled practitioner, and a novice.255 

This study found 10° variations in the angle of the laryngoscope during the time that practitioners 

were trying to hold the view constant for placing the tube. Considering the very low sample size 

of the first study (n=1)204, and significant differences between the two laryngeal procedure (i.e. 

endotracheal intubation vs. laryngeal endoscopy) in the second study255, no clear conclusion can 

be made about the range of variability in the imaging angle. One possibility for this gap could be 

the lack of quantitative evaluation of the effect of imaging angle on objective measurements and 

subjective visual assessment of laryngeal images, which we tried to answer in chapter 5. It is 

noteworthy that, the topic of imaging angle in general, has found little attention. Hibi and 

colleagues were probably among the first people that investigated the effect of imaging angle on 

the endoscopic images.204 They showed that distortions of endoscopic images significantly 

increase with an increase in the deviation of the imaging axis from the perpendicular angle.204 

Distortions as high as 20% were reported for a 30° deviation in the imaging angle. The other result 

is from a very recent work that used synthetic vocal folds to investigate the effect of different 

parameters of HSV recordings on the accuracy of the estimated subglottal air pressure and the 

cricothyroid activation from the glottal area waveform.205 This work suggested that the imaging 

angle was the most influential factor in the estimation of parameters of the model. Based on this 

study, a 10° changes in the imaging angle could lead to a 10% error in the estimation of subglottal 

air pressure from the glottal area waveform.205  
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Considering the relevance and importance of horizontal and vertical measurements for the 

field of voice, it is expected for the quantitative results of this chapter to provide significant insights 

into the accuracy and reliability of the proposed measurement methods.  

7.2. Aim and hypothesis 

The main aims of this chapter are to investigate the effect of imaging angle on vertical and 

horizontal measurement errors from the laser-calibrated  endoscope and to investigate the effect 

of non-flat surfaces on vertical and horizontal measurement errors from the laser-calibrated  

endoscope. The main research questions of this chapter are: 

Q6a: How the imaging angle affects the performance of the vertical and horizontal 

measurements? 

Q6b: How the topology of a 3D surface affects the vertical and horizontal measurements? 

To answer these research questions four hypotheses were formed that are presented here. 

The vertical distance of each individual laser point to the camera could be estimated using the 

method developed in chapter 4. In that regard, the method for vertical measurement may not have 

a direct dependency on the tilting angle of the target surface. However, changes in the imaging 

geometry would likely lead to changes in the shape of the laser points. Our initial visual 

observations have suggested that shapes of laser points change from circles to ellipses when the 

target surface is tilted. Considering that vertical distances were measured based on the position of 

the circular estimation of the laser points, it is very likely for the vertical measurement accuracy 

to be affected by the imaging angle too. Based on this rationale, it is hypothesized that, 

H6a: The tilting angle of the target surface and the working distance will be good 

predictors of the vertical measurement error. 
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Chapter 5 investigated the effect of imaging angle on the distortion of a fiberoptic flexible 

endoscope. We showed that variations in the imaging angle could have a significant effect on non-

calibrated horizontal measurements. Figure 7.1 shows a schematic of the imaging system when the 

target surface is tilted. Specifically, the points on one side of the surface would get closer to the 

camera (e.g. object B), whereas the points on the other side of the surface would get further away 

from the camera (e.g. object A).  

 

The uniform and non-uniform pixel-to-mm conversion scales were the basis of calibrated 

horizontal measurement from the laser-calibrated endoscope (chapter 6). Those models were 

developed based on a perpendicular imaging angle assumption and its corresponding geometry. 

However, that assumption does not reflect the geometry of the imaging system when the surface 

is tilted (figure 7.1(B)). Therefore, it is expected for this discrepancy to manifest as measurement 

errors. Combining the likely effect of imaging angle and the working distance on the measurement 

error, it is hypothesized that, 

H6b: The tilting angle of the target surface and the working distance will be good 

predictors of the horizontal measurement error. 

Figure 7.1. Imaging from a tilted surface: (A) effect of tilting the target surface on different objects within the FOV, 
(B) effect of tilting the target surface on the geometry of the FOV.  
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The topology of the target surface could also be a major contributor to measurement 

errors. Therefore, it is hypothesized that: 

H6c: The vertical measurement errors from a non-flat surface will be higher than those 

from a flat surface positioned at the same estimated average vertical distance. 

H6d: The horizontal measurement errors from a non-flat surface will be higher than a flat 

surface positioned at the same estimated average vertical distance. 

7.3. Material and method 

To investigate the effect of imaging angle and the 3D shape of the target surface on horizontal 

and vertical measurement errors, different sets of benchtop recordings were collected. Considering 

the significant differences between the imaging angle and the 3D shape, the protocols for their data 

collection, and the methods for their data analysis were different and hence are described in two 

different sections. 

7.3.1. Material and method for the effect of the imaging angle 

7.3.1.1. Data acquisition 

Different sets of benchtop recordings were used to pursue the aims of this chapter. The 

datasets were recorded using the same setup presented in section 1.4.1, figure 1.2. However, it had 

a major difference with the recordings of chapters 4 and 6. Recordings of those chapters were 

carried out using a setup with only one degree of freedom. That is, only the working distance was 

varied, but the tilting angle was fixed (perpendicular to the imaging axis). However, the setup for 

this chapter used two degrees of freedom.  
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First, we show that tilting the target surface and changing the imaging angle have comparable 

effects on the geometry of the imaging system. Referring to figure 7.2, we see two conditions. In 

the first condition, the target surface is fixed (surface S1) and the camera is rotated. In this case, 

the camera is perpendicular to S1 (position B), however, when the camera rotates by �°(position 

A) it becomes perpendicular to a different surface (S2) that is, in fact, the rotation of S1 by the same 

�°. Considering that in our setup (section 1.4.1, figure 1.2) the tilting angle of the target surface 

can be adjusted more conveniently and also more accurately, the target surface was tilted in this 

chapter. 

 

7.3.1.2. Database 

Flexible endoscopes are equipped with a control handle that can bend its distal end. This 

feature enables the operator to change the FOV during the endoscopy. However, this feature means 

that the imaging angle of the system (at least) relies on the position of this handle. In other words, 

when the handle is at rest the optical axis may not be perpendicular to the target surface. To make 

reliable and accurate predictions about the likely effect of the imaging angle, this factor should be 

accounted for. In chapter 5 we showed that when the optical axis is perpendicular to the target 

 

Figure 7.2. The effect of tilting the target surface vs. changing the imaging angle. 
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surface, the endoscope has radial symmetry. Furthermore, we saw that when the imaging angle 

deviates, the radial symmetry is disturbed significantly. Therefore, we may use the circular grid 

from chapter 6 to make the optical axis perpendicular. Figure 7.3(A and B) shows recordings from 

a circular grid at similar working distances, but opposite directions of tilting angle. Based on these 

images, we see when there is a tilting angle, the center of the circles moves away from the center 

of the image, and also the circles become ellipses. Additionally, as we predicted in chapter 5, the 

direction of the movement depends on the direction of the tilting angle. This observation could be 

utilized for achieving a perpendicular imaging angle.  

 

The following procedure was followed to make the optical axis perpendicular. The target 

surface was leveled using a leveler. The coordinates of the center of the FOV was computed using 

the method described in section 4.3.3.1.2. A circular grid was attached to the metal sheet of the 

setup (figure 1.2), and then it was adjusted subjectively inside the FOV such that the largest visible 

circle had a uniform distance from the border of the FOV. The distal tip of the endoscope was 

passed through a mechanism that allowed its displacement in the left-right and front-back 

directions (figure 7.4). The distal tip was displaced until the center of the circular grid (the + mark 

Figure 7.3. Recordings from a circular grid at the working distance of 8.66 mm: (A) the tilting angle of 15°, (B) the 
tilting angle of -15°, (C) tilting angle of 0° after making the endoscopic tip perpendicular to the target surface. 
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in figure 7.3) coincided with the center of the FOV. At this point, the optical axis of the endoscope 

would be perpendicular to the target surface. This position was fixed by tightening the fixtures in 

the displacement mechanism (figure 7.4). Another way for checking this would be to measure the 

radius of a certain circle in the four directions and make them as close as possible (i.e. the recorded 

image is a circle). Figure 7.3(C) shows an example of this.  

 

7.3.1.2.1. Database for vertical measurements 

To test the effect of tilting angle and working distance on vertical measurement error, 

locations of the laser points at different working distances and imaging angles were recorded. The 

working distance was changed from 5 mm to 35 mm in 5-mm increments. The working distance 

was measured using a digital height gauge with an accuracy of 0.001″ (approximately 0.03 mm). 

Additionally, five different tilting angles of 0° to 10° in 2.5°-increments were tried. The method 

for measurement of the tilting angle was described in section 5.4.2 and figure 5.3. In summary, 

7×5=35 different recording conditions were tested for this experiment. Figure 7.5 shows a 

schematic of different recording conditions. It is noteworthy that it is hard to adjust the setup for 

 

Figure 7.4. The setup that allowed precise adjustment of the distal tip of the endoscope. 
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achieving the exact target working distances and tilting angles; therefore, the actual values 

deviated from the target values. However, in the rest of this chapter, each condition will be 

referenced using its attempted values. 

 

We will see in the next section that estimation of vertical measurement error, depends on 

accurate measurement of the mm distance between two arbitrary points inside the FOV. Therefore, 

the following protocol was followed for the data collection. The setup was adjusted to a desired 

working distance and imaging angle. A white piece of paper was attached to the metal sheet, the 

laser source was turned on, the light source was turned off, and a recording was done. Then, a grid 

paper with a known mm spacing was attached parallel to the edges of the metal sheet, the laser 

source was turned off, the light source was turned on, and a recording was done. The reason for 

performing two separate recordings was as follows. The grid lines were printed in black, and they 

absorbed the green light of any laser points falling on them. This would introduce errors in the 

detection of the center of the laser points. However, having separate laser and grid recordings 

 

Figure 7.5. A diagram of the recording conditions. Different colors correspond to the FOV cone at different working 
distances. To simplify the visualization, the target surface is kept fixed and the camera is displaced. However, in the 

experiments it was the other way around. 
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would allow a more accurate segmentation outcome (i.e. centers of laser points from a laser 

recording, and equations of the grid lines from a grid recording). Then, we can combine segmented 

information and create a composite image for performing the analysis.  

Our preliminary analysis indicated a likely effect for the rotation of endoscopic eyepiece 

inside the camera lens coupler. Such rotation can be quantified in terms of the fiducial angle (α in 

figure 7.6). Therefore, the whole recording protocol was repeated for three different fiducial angles 

of 32°, 124°, and 309°. In summary, the database for this experiment had 7×5×2×3=210 different 

recordings.  

7.3.1.2.2. Database for horizontal measurements 

To test the effect of tilting angle and working distance on horizontal measurement error, a 5-

mm line segment was recorded at different working distances and imaging angles. The working 

distance was changed from 5 mm to 35 mm in 5-mm increments. The working distance was 

measured using a digital height gauge with an accuracy of 0.001″ (approximately 0.03 mm). 

Additionally, five different tilting angles of 0° to 10° in 2.5°-increments were tried. The method 

for measurement of the tilting angle is described in section 5.4.2 and figure 5.3. In summary, 

7×5=35 different recording conditions were tested for this experiment. Figure 7.5 shows a 

schematic of different recording conditions. It is noteworthy that it is hard to adjust the setup for 

achieving the exact target working distances and tilting angles; therefore, the actual values 

deviated from the target values. However, in the rest of this chapter, each condition will be 

referenced using its attempted values. 

We showed in chapter 5 that fiberoptic flexible endoscopes have significant non-linear 

distortions. Additionally, in chapter 6 we showed that the spatial location of the target object is a 

confounding factor for calibrated horizontal measurements. Therefore, the 5-mm line segment was 
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positioned at eight different locations inside the FOV, per each recording condition. Considering, 

the systematic effect of spatial location on measurements (chapters 5 and 6), locations of the line 

segment inside the FOV was controlled. Specifically, the radius of the FOV and its center were 

estimated using the method described in section 4.3.3.1.2. Then the diameter of the FOV parallel 

to the x-axis was drawn (line AB in figure 7.6). Then, AB was divided into 5-equal spaced 

partitions (dashed gray line in figure 7.6). This process led to four lines inside the FOV that were 

parallel to the y-axis. The 5-mm line segment was subjectively positioned on these four lines, such 

that the line AB was its perpendicular bisector. A similar process was repeated for the line AB 

parallel to the y-axis. 

 

Similar to the previous section, the line segment was absorbing the green light of any laser 

points falling on it. This would introduce errors in the detection of the center of those laser points. 

Consequently, two different types of recordings were collected. A white piece of paper was 

attached to the metal sheet (figure 1.2), the laser source was turned on, the light source was turned 

off, and a recording was done. Then, the laser source was turned off, the light source was turned 

on, and then the 5-mm line segment was placed at eight pre-determined spatial locations and it was 

 

Figure 7.6. Placement of the 5-mm line segment inside the FOV for horizontal measurements.  
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recorded. Consequently, there were 9 different recordings from each condition. The laser recording 

and the line segment recordings were segmented separately, then they were combined to create a 

set of composite images for the analysis.  

Our preliminary analysis indicated a likely effect for the rotation of endoscopic eyepiece 

inside the camera lens coupler. Such rotation can be quantified in terms of the fiducial angle (α in 

figure 7.6). Therefore, the whole recording protocol was repeated for three different fiducial angles 

of 31.6°, 124.1°, and 309.6°. In summary, the database for this experiment had 7×5×9×3=945 

different recordings.  

7.3.1.3. Analysis and measurements from a tilted surface 

7.3.1.3.1. Vertical measurements from a tilted surface 

The estimation of vertical measurement error depends on the knowledge of the true vertical 

distance of each laser point. When the target surface is flat and perpendicular to the optical axis of 

the endoscope all laser points would have similar vertical distances. However, when the target 

surface is tilted, laser points would have dissimilar vertical distances. Figure 7.7 shows a schematic 

of the problem. 

 

 

Figure 7.7. A schematic for estimation of the true vertical distance of the laser point B. 
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Let point O denotes the distal end of the endoscope and point B a laser point laying on the 

surface S1, where S1 has a tilting angle of γ degree. We can pass the hypothetical surface S2 from 

point B, perpendicular to the optical axis of the endoscope (OA). The intersection of S2 with the 

optical axis (OA) is marked with C′. The mm length of OC′ is defined as the vertical distance of 

the laser point B and is the aim of vertical measurement. The estimation of OC′ can be done as 

follows. The length OC is the working distance and is known in mm from the recording condition. 

Assuming the availability of BC in mm, we can write, 

��� = ��. ���(�) (7-1) 

��� = �� + ��� = �� + ��. ���(�) (7-2) 

It is noteworthy that in Equation 7-2 the length BC could be either positive (if point B has a 

larger vertical distance than point C), or negative (if point B has a smaller vertical distance than 

point C). Based on Equation 7-2, the mm length of BC is the only unknown factor that needs to be 

determined. We could use recordings from calibrated grids for measuring the mm distance between 

any two points inside the FOV. However, in chapter 5 we saw that the fiberoptic flexible 

endoscopes have significant non-linear distortion. Additionally, we showed that when the optical 

axis is not perpendicular to the target surface, point C would move away from the center of the 

FOV in the image (refer to figure 7.3 for an example). Consequently, determining the location of 

point C, which is the prerequisite of computing the mm length of BC, is not trivial and could be 

subject to significant error. To remedy this, a modified approach was taken. Let R denotes an 

arbitrary fixed laser point called the reference point. Now at each tilting angle γ, the true vertical 

difference (��) between points R and B can be computed as, 

�� = ��. ���(�) (7-3) 
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where BR is the mm distance between points B and R in the direction of the tilt. Now, we could 

use recordings from calibrated grids for measuring BR in mm. Assuming a tilt in the x-direction, 

the process was as follows. Let N denotes the number of complete grids in the x-direction between 

points B and R (N=4 in figure 7.8). The analytic equation of each grid line was determined during 

the segmentation process using the method described in section 5.4.3. Then, the pixel distance 

between the two y-direction lines enclosing the point R (length �� in figure 7.8) was determined 

using the equation of the lines and in sub-pixel resolution. Additionally, the pixel distance between 

point R and the nearest y-direction line residing between points B and R (length �� in figure 7.8) 

was determined using the equation of the line and in sub-pixel resolution. Values of �� and �� 

were computed, similarly, for point B. If δ is the mm spacing of the grid lines, then BR can be 

computed in mm as, 

�� = �� +
��

��
+

��

��
� . � 

(7-4) 

 
Now, the effects of working distance and tilting angle on vertical measurement error can be 

quantified using ��. Let �� and �� denote the estimated vertical distance of points R and B using 

a vertical model, vertical measurement error (ℰ) can be computed using Equation 7-5. 

ℰ = �� − (�� − ��) = ��. ���(�) − �� + �� (7-5) 

 

Figure 7.8. An example of computing the mm distance between two laser points B and R. 
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7.3.1.3.2. Horizontal measurements from a tilted surface 

Horizontal measurements from the 5-mm line segment recordings closely followed the 

method presented in chapter 6. To that end, a GUI was developed that showed recordings one at a 

time. The GUI used the mouse for selection of the proper laser points, in addition to the marking 

of the two ends of the line segment. We saw in chapter 6 that the horizontal measurement relies 

on the estimation of the working distance. Considering that the surface could be tilted, some of the 

laser points would be on a different vertical distance than the target 5-mm line segment. Therefore, 

only the laser points close to the line segment were marked. This will ensure that a correct vertical 

distance is estimated for the target object. The vertical distance of each selected laser point was 

estimated using the PCA-based vertical model (chapter 6, Equations 6-14 and 6-15) and their 

average values was used as the vertical distance of the target object. Calibrated mm length of the 

line segment was estimated by feeding the estimated working distance and locations of the two 

endpoints of the line segment into the uniform (Equations 6-5) and the non-uniform (Equations 6-

3 and 6-4) horizontal models. Horizontal measurement error was computed as the difference 

between the true value (i.e. 5 mm) and the estimated value. 

7.3.2. Material and method for the effect of the 3D surface 

7.3.2.1. Data acquisition 

To investigate possible effects of 3D surfaces on vertical and horizontal measurement errors, 

a set of benchtop recordings from a 3D shape was collected. To that end, a general 3D model was 

created in Matlab. The model had three peaks and three valleys. The maximum height difference 

between its peaks and its valleys was 15 mm, and the size (length and width) of the model was 50 

mm×50 mm. Figure 7.9(A) presents the created model. Investigation of the hypotheses of this 
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section requires an accurate registration of the acquired images to the model. Considering the 

significant non-linear distortion of fiberoptic flexible endoscopes, a matrix of 20×20 fiducial 

markers was created (figure 7.9(B)). Each fiducial marker was a cuboid with a size of 0.45 

mm×0.45 mm×0.4 mm (for length, width, and height). These fiducial markers were merged with 

the 3D model and a composite image was created. A Creality-Ender5 3D printer with a 0.4 mm 

nozzle size and Polylactic Acid filaments with 1.75 mm diameter was used to print the created 

composite model. The surface was printed layer by layer with a thickness of 0.12 mm in each layer. 

The temperature of the nozzle during the 3D printing was set to 205° Celsius, and the temperature 

of the printing bed was set to 55° Celsius. The precision of the print was ±0.12 mm. Finally, to 

make the detection of the fiducial markers more accurate, all fiducial markers were painted in 

black. Figure 7.9(C) shows the printed 3D composite model, after painting its fiducial markers in 

black. 

 
Following the method described in section 7.3.1.2, the optical axis of the endoscope was made 

perpendicular to the target surface. Then, the printed 3D model was placed on the setup presented 

in section 1.4.1, figure 1.2 with one degree of freedom. Specifically, the tilting angle was kept 

fixed and at zero angle (i.e. perpendicular imaging angle) and only the working distance was 

varied. Five different subjective distances covering the range of close and far away, were used for 

Figure 7.9. The data used for investigating the effect of 3D shape: (A) the 3D model, (B) fiducial markers, (C) the 
printed composite model. 
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the recordings. Finally, the presence of the bright laser points was affecting the visual appearance 

of the fiducial markers. Therefore, at each working distance, two separate recordings were done. 

The external light source was turned on, and the laser source was turned off for the first recoding. 

This data will be referred to as the model recordings for the rest of this chapter. The model 

recordings were used for the detection of the location of the fiducial markers in the recorded 

images. Then, the light source was turned off, and the laser source was turned on. This data will 

be referred to as the laser recordings for the rest of this chapter. The laser recordings were used for 

the detection of the location of the laser points in the recorded images. The laser recordings were 

analyzed with the PCA vertical measurement model (section 6.3.5). post-data collection. The 

average working distance of each data was measured and is reported in table 7.1. 

 

7.3.2.2. Analysis and measurements from a 3D surface 

7.3.2.2.1. Vertical measurements from a 3D surface 

The locations of the laser points were detected using the method described in 122. The fiducial 

markers were painted in black, this led to the absorption of the light from the laser points falling 

on them. For those points, the best circle representing the laser point was determined subjectively, 

and its center was used instead. A similar approach was followed for the detection of the fiducial 

Table 7.1. The estimated working distance from the 3D surface. 

 
Working distance index 

 Estimated working distance 

Mean (mm) std (mm) 
1  9.72 1.48 

2  14.67 2.04 

3  19.1 2.84 

4  23.45 2.98 

5  27.53 3.26 
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points, but instead of looking for the brightest point in the image (i.e. the laser pints), we looked 

for the darkest points in the image (i.e. the fiducial markers). For the fiducial markers missing from 

the segmentation process, they were detected manually. The segmented information from a laser 

recording (i.e. the center of the laser points) was fused with the segmented information from its 

corresponding model recording (i.e. the center of the fiducial markers) and a composite image was 

created. Figure 7.10(A) shows an example. 

 

Reliable estimation of vertical measurement errors depends on the knowledge of the ground 

truth (i.e. the real vertical distance). To achieve this, the four fiducial markers enclosing a laser 

points were determined. The indices of those fiducial markers in combination with the distances 

between them and the laser point were used to register the laser point on the 3D model (figure 

7.9(A)). This process was repeated for all laser points with four enclosing fiducial markers. The 

points with 3 or less enclosing fiducial markers were omitted from the rest of the analysis. Figure 

7.10(B) shows an example of the registration outcome. In figure 7.10(B) the height of the surface 

 

Figure 7.10. The outcome of the registration process: (A) a composite image before the registration. Centers of the 
fiducial markers are marked with a red dot. Centers of the laser points are marked with a green cross mark, (B) the 

registration outcome for the composite image. 
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is depicted in red, where a brighter color means a larger elevation at that point. Blue dots represent 

the center of the fiducial marker, and the green dots represent the center of the laser points. 

Doing the registration step would give us the estimated true value of the height of a laser point 

on the model from the base of the model. Therefore, using the methodology presented in section 

7.3.1.3.1 the laser point 25 (i.e. the laser point in the middle) was used as a reference, and 

differences in the height relative to laser point 25 were used to evaluate measurement error. 

Specifically, let zR denotes the true height of the model at the center of laser point 25 after the 

registration. Also, let zT denotes the true height of the model at the center of a target laser point 

after the registration. The true height difference between the two points (Δz) would be equal to, 

�� = �� − �� (7-6) 

Additionally, let �̃� and �̃� denote the estimated vertical distances of the reference and the target 

points, respectively. Now, we could compute the difference in the vertical distance (��̃) between 

the reference and the target laser points, using the PCA-based vertical measurement method. The 

vertical measurement error (ℰ) can be computed as, 

ℰ = �� + ��̃ (7-7) 

where the plus is due to the fact that �� is measured relative to the base of the model (i.e. a surface 

that is below the model), but ��̃ s measured relative to the endoscope (i.e. a surface that is above 

the model). 

7.3.2.2.2. Horizontal measurements from a 3D surface 

In section 6.4.4 we saw that the non-uniform method offers significantly better measurement 

accuracy than the uniform method; therefore, the non-uniform method was used for this 

experiment. Horizontal measurement using the non-uniform method requires the x-y coordinate of 

the two endpoints of the target object, in addition to its estimated working distance. This 
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information is readily available from the created composite images (figure 7.10 (A)). Specifically, 

the horizontal distance between each two adjacent fiducial markers is fixed and equal to 2.5 mm. 

Therefore, we could find a string of 3 adjacent fiducial markers that belong to the same row or 

column, and use x-y coordinates of the first and the last fiducial markers. The true horizontal 

distance for this selection would be equal to 5 mm. The composite images also include the location 

of the laser point. Therefore, the working distance of the selected string can easily be estimated 

using their nearby laser points and the PCA method. 

For this experiment, all string of 3 adjacent fiducial markers that belong to the same row or 

column were detected. For each string, the number of leaser points near to the string was computed, 

and if it was less than three, that string was omitted from the rest of the analysis. The vertical 

distances of all nearby laser points were estimated using the PCA-based vertical model (chapter 6, 

Equations 6-14 and 6-15) and their average was used as the working distance of the target object. 

Finally, the x-y coordinates of the first and the last fiducial markers from the string were used for 

performing the horizontal measurements. 

7.4.  Experiments and results 

Two experiments were conducted to answer the research questions of this chapter. 

Experiment 1 investigates the effect of the imaging angle on measurement accuracy. Experiment 2 

presents measurement accuracies from a 3D surface. This section presents details of each 

experiment, followed by results and related discussions. 

7.4.1. Experiment1: effect of the imaging angle 

The effects of imaging angle and working distance on measurement errors were investigated 

in this experiment. 
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7.4.1.1. Experiment1a: effect of imaging angle on calibrated vertical measurements 

This experiment was conducted to quantify the effects of imaging angle and working distance 

on vertical measurement errors from a flat surface. The following hypothesis was formed for this 

experiment.  

H6a: The tilting angle of the target surface and the working distance will be good 

predictors of the vertical measurement error. 

To test hypothesis H6a the dataset described in section 7.3.1.2.1 was used. Two different vertical 

models were presented in this dissertation. The first model was presented in chapter 4 and was 

published in the journal of voice. This model will be called the JOV model for the rest of this 

chapter. The second model was presented in chapter 6 and was based on the PCA analysis. This 

model will be referred to as the PCA model for the rest of this chapter. Vertical measurement error 

from each recording condition was evaluated using Equation 7-5.  

The performance of the JOV model was evaluated after removing the top row laser points. 

Figure 7.11 shows boxplot of error for different working distances and imaging angles from the 

JOV model. 

 

The performance of the PCA model was evaluated. Figure 7.12 shows boxplot of error for 

different working distances and imaging angles from the PCA model. 

 

Figure 7.11. Boxplots of vertical measurement error using the JOV model at different working distances and 
imaging angles. 
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Investigating figures 7.11 and 7.12 indicates a higher magnitude of error in the JOV model. 

Additionally, boxplots of the PCA model show smaller variations in the error, which translates 

into a better agreement between measurements from different laser points. To test H6a a multiple 

linear regression analysis was used. Based on figures 7.11 and 7.12 measurement errors from both 

methods have outliers. Considering the sensitivity of regression analysis to the presence of 

outliers251, the robust multiple linear regression with iteratively reweighted least squares was used.  

Two different regression analyses were performed. In the first analysis, the imaging angle (a) and 

the working distance (wd) were used as the predictor variables and measurement error was used 

as the outcome variable. This analysis determines whether the method tends to underestimate or 

overestimate the measurements. The second regression analysis was based on the same predictor 

variables but used the magnitude of measurement error as the outcome variable. This analysis 

determines the overall performance of the system. 

Table 7.2 shows the results of the regression analyses for the JOV model. Based on the results 

of table 7.2 we can make the following conclusions. There is a significant effect of working 

distance (p<0.00001) and imaging angle (p<0.00001) on the magnitude of the error. Also, the 

magnitude of measurement error was positively correlated with the working distance and the 

imaging angle. Additionally, the coefficient of imaging angle is 1.5 times larger than the working 

Figure 7.12. Boxplots of vertical measurement error using the PCA model at different working distances and imaging 
angles. 
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distance. This indicates a higher sensitivity of error to the imaging angle. The overall model was 

able to account for 18.9% of variations in the magnitude of the error.  

 

The performance of the PCA model was evaluated using a similar approach. Table 7.3 shows 

the results. Based on the results of table 7.3 we can make the following conclusions. There is a 

significant effect of working distance (p<0.00001) and imaging angle (p<0.00001) on the 

magnitude of the error. Also, the magnitude of measurement error was positively correlated with 

the working distance and the imaging angle. Additionally, the coefficient of the imaging angle was 

2 times larger than the working distance. This indicates a higher sensitivity of error to the imaging 

angle. The overall model was able to account for 34% of variations in the magnitude of the error.  

 

Comparing tables 7.2 and 7.3 we can quantify the advantages of the PCA model. The 

coefficients of working distance and imaging angles are smaller in the PCA model. This indicates 

Table 7.2. Results of multiple linear regression for the JOV vertical measurement model. The symbols wd, a, and ε 
stands for the working distance, the imaging angle, and p<0.00001. 

Parameter  Error  Magnitude of error 

Estimate p Estimate p 
Intercept  0.215 0.0002  0.174 ε 

wd  -0.004 0.08  0.027 ε 

a  -0.006 0.33  0.04 ε 

R-squared  0.003  0.189 

Table 7.3. Results of multiple linear regression for the PCA vertical measurement model. The symbols wd, a, and ε 
stands for the working distance, the imaging angle, and p<0.00001. 

Parameter  Error  Magnitude of error 

Estimate p Estimate p 
Intercept  -0.137 ε  -0.08 ε 

wd  0.009 ε  0.019 ε 

a  0.015 ε  0.038 ε 

R-squared  0.03  0.34 
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that measurements from the PCA model are more robust to variations in the working distance and 

tilting angle. 

7.4.1.2. Experiment1b: effect of imaging angle on calibrated horizontal measurements 

This experiment was conducted to quantify the effects of imaging angle and working distance 

on horizontal measurement errors from a flat surface. The following hypothesis was formed for 

this experiment.  

H6b: The tilting angle of the target surface and the working distance will be good 

predictors of the horizontal measurement error. 

To test hypothesis H6b the dataset described in section 7.3.1.2.2 was used. Horizontal 

measurement error from each recording condition was computed as the difference between the true 

value and the estimated value from the vertical models. Two different horizontal models of 

uniform and non-uniform were presented in chapter 6. Both models were evaluated in this 

experiment. 

The performance of the uniform model was evaluated. Figure 7.13 shows boxplots of error 

for different working distances and imaging angles from the uniform model. 

 

The performance of the non-uniform model was evaluated. Figure 7.14 shows boxplots of 

error for different working distances and imaging angles from the non- uniform model. 

Figure 7.13. Boxplots of horizontal measurement error from the uniform model at different working distances and 
imaging angles. 
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Investigating figures 7.13 and 7.14 indicates a significantly higher magnitude of error in the 

uniform model. Additionally, comparing the two sets of boxplots reveals that the centers of non-

uniform boxes are much closer to zero than their uniform counterparts. This indicates a random 

nature for measurement errors in the non-uniform model, compared to a systematic nature for 

measurement error in the uniform model. Putting it differently, we may achieve a very small error 

by averaging multiple measurements from the same object using the non-uniform model. To test 

H6b, a multiple linear regression analysis was used. To that end, two different regression analyses 

were performed. In the first analysis, the imaging angle (a) and the working distance (wd) were 

used as the predictor variables and measurement error was used as the outcome variable. This 

analysis determines whether the method tends to underestimate or overestimate the measurements. 

The second regression analysis was based on the same predictor variables but instead the 

magnitude of measurement error was used as the outcome variable. This analysis determines the 

overall performance of the system. 

Table 7.4 shows the results of regression analysis for the uniform model. Based on the results 

of table 7.4 we can make the following conclusions for the uniform model. There is a significant 

effect of working distance (p<0.00001). Also, the magnitude of the error and the working distance 

Figure 7.14. Boxplots of horizontal measurement error from the non-uniform model at different working distances 
and imaging angles. 
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were positively correlated. Finally, the imaging angle didn’t reach the significant level (p=0.06). 

The overall model was able to account for 34% of variations. 

 

The performance of the non-uniform model was evaluated using a similar approach. Table 

7.5 shows the results of regression analysis for the non-uniform model. Based on the results of 

table 7.5 we can make the following conclusions for the non-uniform model. There is a significant 

effect of working distance (p<0.00001), where the magnitude of the error and the working distance 

were positively correlated. Finally, the imaging angle did not reach the significant level (p=0.24). 

The overall model was able to account for 8.9% of variations in the magnitude of the error. 

 

Comparing tables 7.4 and 7.5 we can quantify the advantages of the non-uniform model over 

its uniform counterpart. The coefficients for the working distance and the imaging angle were 

smaller in the non-uniform model. This indicates that measurements using the non-uniform model 

are more robust to these variations. For example, in the uniform model for every mm increase in 

Table 7.4. Results of multiple linear regression for the uniform model for horizontal measurements. The symbols wd, 
a, and ε stands for the working distance, the imaging angle, and p<0.00001. 

Parameter  Error  Magnitude of error 

Estimate p Estimate p 
Intercept  -0.663 ε  0.667 ε 

wd  -0.022 ε  0.022 ε 

a  0.006 0.06  -0.006 0.06 

R-squared  0.34  0.34 

Table 7.5. Results of multiple linear regression for the non-uniform model for horizontal measurements. The 
symbols wd, a, and ε stands for the working distance, the imaging angle, and p<0.00001. 

Parameter  Error  Magnitude of error 

Estimate p Estimate p 
Intercept  -0.135 ε  0.17 ε 

wd  -0.007 ε  0.005 ε 

a  0.005 0.008  -0.002 0.24 

R-squared  0.11  0.089 
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the working distance, the magnitude of error increases by 0.022 mm, which is 4.4 times higher 

than the non-uniform model. A similar argument can be made for imaging angle too, however, due 

to nonsignificant p-values, the effect of imaging angle should be interpreted with more caution. 

7.4.2. Experiment2: effect of a 3D surface 

Experiment 2 presents the performances of vertical and horizontal measurement methods on 

a 3D surface.  

7.4.2.1. Experiment2a: effect of a 3D surface on calibrated vertical measurements 

This experiment was conducted to quantify the effects of a 3D surface on vertical measurement 

errors. The following hypothesis was formed for this experiment.  

H6c: The vertical measurement errors from a non-flat surface will be higher than those 

from a flat surface positioned at the same estimated average vertical distance. 

To test hypothesis H6c the dataset described in section 7.3.2.1 was used. In the previous 

section, we saw that the PCA model had superior performance compared to the JOV model; 

therefore, only the performance of the PCA model was investigated here. 

First, the performance of the PCA model on a flat surface with a zero tilting angle should be 

computed. We had a total number of 124 data points from a flat surface at zero tilting angle. The 

data points were randomly divided into training (70%) and testing (30%) sets. The PCA model 

was trained using the training data. The trained model was applied to the testing samples, and the 

measurement error was computed. Figure 7.15 presents the fitted curves with their 95% confidence 

interval. 
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Then, vertical measurement errors from the 3D model were computed. Figure 7.16 present 

boxplots of this analysis. An interesting observation can be made from boxplot 7.16(A). The 

vertical measurement error has a random nature. That is, multiple measurements relative to a fixed 

reference can reduce the error significantly. This is evident from the fact that boxplots of vertical 

measurement error are relatively centered around zero. Considering that the endoscope would be 

utilized for studying the envelope of the vocal folds (and not the behavior of individual laser 

points), this characteristic is very beneficial. 

 

 

Figure 7.15. Performance of the PCA model on a flat surface: (A) vertical measurement errors, (B): magnitude of 
vertical measurement errors. 
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Figure 7.16. Performance of the vertical measurement errors on a 3D surface: (A) boxplot of error, (B) boxplot of 
the magnitude of error. 
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A two-way ANOVA could be used to test H6c. The dependent variable for this test was the 

vertical measurement errors, and the independent variables were the surface condition (flat vs. 

3D), and the working distance group. Table 7.6 reflects the results of the analysis for measurement 

error and the magnitude of measurement error. 

 

Based on the results of table 7.6 we see that the surface condition (flat vs. 3D) did not have a 

significant effect on the vertical measurement errors. However, the surface condition (flat vs. 3D) 

had a significant effect on the magnitude of vertical measurement errors. Running post-hoc 

analysis showed that the magnitude of vertical measurement error from the 3D surface was 

significantly higher at all working distances, except for the 23.45 mm group. Considering that the 

endoscope primarily would be utilized for studying the envelope of the vocal folds (and not the 

behavior of individual laser points), the non-significant difference of the error seems to be of higher 

practical value. Finally, the mean percent (magnitude of) error was defined as the mean of the ratio 

of (magnitude of) errors to the target value and is reported in table 7.7. As a final note, in all 

analyses we assumed that the 3D printing error and the registration error had a random nature. 

Table 7.6. Results of 2×5 ANOVA for vertical measurement errors. 

 

Variable  Error (mm)  Magnitude of error (mm) 

p p 
Surface (S)  0.59  <0.00001 

Working distance (WD)  <0.00001  <0.00001 

S×WD  <0.00001  <0.00001 
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7.4.2.2. Experiment2b: effect of a 3D surface on calibrated horizontal measurements 

This experiment was conducted to quantify the effects of a 3D surface on horizontal 

measurement errors. The following hypothesis was formed for this experiment.  

H6d: The horizontal measurement errors from a non-flat surface will be higher than a flat 

surface positioned at the same estimated average vertical distance. 

 

Horizontal measurement errors from the 3D model were computed. Figure 7.17 present boxplots 

of this analysis. Investigating boxplot of figure 7.17(A) suggests that at short working distances 

(less than 15 mm) the method is underestimating the measurements. However, at large working 

distances the method is overestimating the measurements. Investigation of figure 7.17(B) also 

shows that the magnitude of measurement is significantly higher at 9.72 mm. This could be because 

at shorter working distances the magnitude of registration error and/or printing error become more 

comparable with the measurement errors and therefore their contributions could become more 

significant. 

Table 7.7. Mean percent error and mean percent magnitude of error for vertical measurement. 

Estimated  
Working distance 

 Mean percent error %  Mean percent magnitude of error % 

Flat 3D Flat 3D 
9.72  -0.2 0.2  2.5 9.2 

14.67  0.8 -1.9  1.6 6.2 

19.1  -0.1 -4.3  1.3 6.4 

23.45  -3.7 -1.1  1 5 

27.53  -0.7 0.7  0.9 5.4 
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A two-way ANOVA was used to test H6d. The dependent variable for this test was the 

horizontal measurement errors, and the independent variables were the surface condition (flat vs. 

3D), and the working distance group. The data for the flat surface was the same as the 

experiement1b of this chapter, but only the data from the zero tilting angle were used. Table 7.8 

reflects the results of the analysis for measurement error and the magnitude of measurement error. 

It is noteworthy that the values of working distance were a little different between different 

recordings, but we will report them using the same working distance group (for example the 

measurement from 9.72 mm will be referred to as 10 mm, etc.). 

 

Based on table 7.8 there was a significant effect of the surface (flat vs. 3D) on both horizontal 

measurement error, and the magnitude of horizontal measurement error. Post-hoc analysis was run 

Figure 7.17. Performance of the horizontal measurement errors on a 3D surface: (A) boxplot of error, (B) boxplot of 
the magnitude of error. 
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Table 7.8. Results of two-way ANOVA for horizontal measurement errors. 

 

Variable  Error (mm)  Magnitude of error (mm) 

p p 
Surface (S)  <0.00001  <0.00001 

Working distance (WD)  <0.00001  0.35 

S×WD  0.0067  0.0008 
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on the ANOVA model for the error. Only the measurement error from the shortest working 

distance (~10 mm) led to a significant difference between the two surface conditions. Interestingly, 

at this working distance the measurements from the flat surface were overestimated, but from the 

3D surface were underestimated.  Post-hoc analysis on the ANOVA model for the magnitude of 

errors showed a significant difference between measurement errors from the flat and the 3D 

surfaces at the working distance groups of 10 mm and 15 mm. The magnitude of error was 

significantly higher from the 3D surface. However, the test failed to detect a significant difference 

between the two conditions at the working distance of 20 mm. Finally, the mean percent 

(magnitude of) error was defined as the average of the ratio of the (magnitude of) errors to the 

target value and is reported in table 7.9. The results of table 7.9 support the discussed finding. 

However, the more interesting finding is that the difference in the performance of horizontal 

measurements from the flat and the 3D surface decreases as the working distance increases. As a 

final note, in all analyses we assumed that the 3D printing error and the registration error had a 

random nature. 

 

7.5. Discussions 

The laser-projection endoscope will be used for in-vivo data collection. However, the vertical 

and horizontal calibration methods presented in chapters 4 and 6 were developed based on 

benchtop recordings. There are significant differences between the two recording conditions. 

Table 7.9. Mean percent error and mean percent magnitude of error for horizontal measurement. 

Working distance group  Mean percent error %  Mean percent magnitude of error % 

Flat 3D Flat 3D 
10  -2.2 11.4  2.4 16.6 

15  -5 2.5  5 10.6 

20  -7.2 -7  7.2 11.7 
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Specifically, the benchtop recording presents the most controlled data acquisition scenario. For 

example, the surfaces were white, flat, there was a minimum light reflection, and the optical axis 

was perpendicular to the target surface. On the other hand, the in-vivo condition represents the 

least controllable data collection environment. For example, it is very likely for the in-vivo images 

to be acquired at a non-perpendicular imaging angle from the region of interest. Furthermore, the 

region of interest would definitely have a 3D topology and be non-flat. The in-vivo data will be 

collected in the presence of 300-Watt xenon light. This could add significant light reflections to 

the acquired images. In summary, the true performance of the method on actual in-vivo data could 

be significantly different from those estimated and reposted in chapters 4 and 6. Using calibrated 

intraoperative images would be one possible solution to remedy this.191 We could use calibrated 

intraoperative images and determine if there are huge discrepancies between the performance of 

the two conditions. The main advantage of this approach would be its potency to mimic the true 

data collection condition. However, there are some limitations to this approach. For example, it 

can only be done in an operation room, which puts a practical restriction on its feasibility. 

Additionally, the number of possible factors is so high that if high measurement errors are found, 

it would be very difficult (if possible, at all) to determine the most contributing factors to the 

measurement errors. Obviously determining the most contributing factors would be necessary for 

devising better measurement approaches and/or instruments. Last not least, the ground truth is not 

known in intraoperative images. More precisely, using the intraoperative images as the ground 

truth assumes a perfect validity and reliability for its subsequent measurements, and attributes all 

measurement error to the method that is being tested. However, in reality, the estimated error 

would be a mixture of the two errors. 
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A different solution would be to simulate the most likely contributing factors in a controlled 

fashion. This approach has the potency of addressing the above-mentioned concerns; however, it 

depends on the selection of the most likely factors contributing to measurement errors, which 

requires enough knowledge to assist with the selection process. In chapter 5 we saw that imaging 

angle was the most contributing factor on uncalibrated measurement errors from a flat surface. 

Therefore, it is logical to select it as a contributing factor. Furthermore, figure 7.1 shows that 

variations in the imaging angle bring some parts of a flat surface closer to the endoscope while 

pushing the other parts further away. We could hypothesize that this factor may account for some 

of the observed increases in the measurement errors. In that case, imaging from a non-flat surface 

would be another instance of a non-uniform distance between the target surface and the endoscope. 

Therefore, the 3D structure of the target surface was selected as the second likely contributing 

factor. 

The selected two most likely contributing factors (i.e. the imaging angle and 3D topology of 

the target surface) were changed in a systematic way to investigate their effect on horizontal and 

vertical measurement errors. Experiment 1 was conducted to quantify the effect of changes in the 

imaging angle. Our analysis showed that vertical measurement errors from the PCA-based method 

were 2 times more sensitive to variations in the imaging angle than the working distance. A similar 

analysis was conducted on horizontal measurement error. The analysis showed that horizontal 

measurement error from the non-uniform method was less sensitive to variation in the imaging 

angle than the working distance. Interestingly, the effect of imaging angle on the magnitude of 

error was non-significant. Comparing this outcome, with the high sensitivity of uncalibrated 

vertical measurement errors on imaging angle (chapter 5), highlights the efficacy of the proposed 

method for handling the effect of imaging angle. 
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Experiment 2 was conducted to see if there are significant differences in measurement 

accuracies between a flat and a non-flat surface.  First, the effect of surface type (flat vs. 3D) was 

tested on vertical measurement errors. Interestingly, the surface type didn’t have a significant 

effect on the vertical error. However, the magnitude of measurement from the 3D surface was 

significantly higher than a flat surface. The vertical measurement capability of the laser endoscope 

would primarily be used for vertical envelope estimation and not behavior of individual laser 

points. Therefore, the obtained non-significant result would be of higher practical value for this 

device. Additionally, the fact that the effect of surface type was non-significant for the error and 

was significant for error indicates a random nature for measurement errors from the 3D surface. 

More specifically, it indicates that the magnitude of overestimation and underestimation from the 

3D surface is higher than a flat surface positioned at a comparable average working distance (hence 

the significant effect of the magnitude of error); however, the magnitudes of overestimation and 

underestimation are on the same level, and hence cancel each other out when averaged (hence the 

non-significant effect for error). Elaboration on the cause of this non-significant effect warrants 

some explanation. The calibrated endoscope projects a set of distinct laser points on the FOV, and 

each laser point would occupy a very small area of the whole image. Also, the vertical 

measurement method was designed such that measurement from each laser point was independent 

from other laser points. The combinations of these two characteristics mean that each laser point 

would only have access to information (including topology information) from a very limited area. 

If the target surface is smooth and without sudden changes in the vertical components, any small 

area can be approximated with a flat surface. Consequently, the area that each laser points have 

access to would be almost a flat surface, and we shouldn’t see a significant difference in errors 

between the two conditions. Finally, a very peculiar trend can be seen in table 7.7 worth a 
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discussion. The mean percentage of the magnitude of error decreases with the working distance. 

When the working distance is shorter, a smaller portion of the 3D surface would be recorded, and 

in that regard, the vertical variation should be smaller. Additionally, in chapter 4 we saw that 

accuracy of vertical measurement was better at shorter working distances. So, we may expect to 

see smaller values for shorter working distances. Therefore, some other factors should be 

contributing to this observation. In all of the analyses we assumed that the 3D printing error and 

the registration error had a random nature. However, this could be an incorrect assumption. 

Specifically, at shorter working distances the magnification of the imaging system is higher, and 

therefore a smaller area of the target surface is recorded. This means that fewer fiducial markers 

would be present at images acquired from shorter working, and the number of fiducial markers 

would increase as the working distance increases. Considering that non-linear distortion of 

fiberoptic flexible endoscopes is location-dependent, and also the fact that registration accuracy 

relies on the fiducial markers; we could argue that at smaller working distances the registration 

error would be higher. This would translate into a less accurate estimation of the ground truth, 

which incorrectly may lead to a higher estimation of measurement errors. Finally, the statistical 

analysis indicated a significant effect of surface type on horizontal measurement error. However, 

post-hoc analysis did not find a consistent trend between different working distances. More 

specifically, the results suggested that at short working distances measurement errors from the 3D 

surface is higher than the flat surface, However, there was no significant difference between the 

two surface conditions at larger working distances. Table 7.9 shows that in fact as the working 

distance increase the difference in mean percent error and mean percent magnitude of error 

between the two surface condition decreases. 
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7.6. Conclusions 

This work was motivated by the significant difference in the conditions that vertical and horizontal 

calibration methods were being developed and evaluated on, and the actual in-vivo imaging 

conditions. The in-vivo condition is uncontrolled with many different variable factors. These 

factors were not explicitly considered during the development of the algorithms. Therefore, 

measurement accuracies from in-vivo images could be very different from the estimated values in 

chapters 4 and 6. To address this concern, the two most likely parameters degrading the accuracy 

of developed horizontal and vertical measurement methods were investigated in this chapter. 

Those parameters included the imaging angle and the 3D topology of the surface. Doing the 

analysis showed that vertical measurement errors were two times more sensitive to variations in 

the imaging angle than the working distance. However, horizontal measurement errors were less 

sensitive to variation in the imaging angle, than the working distance. This highlights the 

robustness of the developed horizontal measurement method to variations in the imaging angle. 

Investigating the effect of surface type (flat vs. 3D) did not lead to significant differences in vertical 

measurement errors. Doing similar analysis on horizontal measurements indicated a significant 

effect of the surface type on horizontal measurement error. However, post-hoc analysis suggested 

that at short working distances measurement errors from the 3D surface were higher than the flat 

surface. But the two conditions were becoming more similar as the working distance was 

increased. 



236 
 

CHAPTER 8: SUMMARY OF THE FINDINGS 

 

Spatially calibrated measurements could offer significant advantages for voice science 

research and clinical applications. They could be used to derive criteria for more accurate and 

direct evaluation of intervention outcomes (e.g. post-intervention changes in the lesion size), and 

in that regards could advance the evidence-based practice in the field of laryngology and speech-

language pathology. Spatially calibrated measurements could also be used to create comprehensive 

models that can link the input (i.e. airflow), the output (i.e. acoustic signal), and parameters of the 

phonatory system (e.g. calibrated glottal area waveform, vocal fold length, kinematic measures) 

together. It is expected for such computational models to explain the individual differences that 

we see in the intervention outcome of individual patients. This prospective line of research could 

advance precision and personalized medicine in the field of laryngology and speech-language 

pathology. Kinematic measures (e.g. the vocal fold velocity) are another possible outcome of 

calibrated measurements. Kinematic measures are closely related to biomechanics of the vocal 

fold vibration and provide wealth of information for modeling and patient-specific modeling 

applications. Additionally, vocal folds collision forces and vocal fold stiffness256 are among 

important parameters of the phonatory system that indirectly may be estimated using the velocity 

measures. More accurate gradings of laryngeal diseases and studying the developmental aspects 

of the vocal folds are other topics on interest that could benefit from calibrated spatial 

measurements. Considering the significance of such prospective research, this dissertation was 

devoted to an in-depth treatment of spatial calibrated measurements from in-vivo high-speed 

videoendoscopy images.  

Generally speaking, achieving the spatial calibration goals depend on the existence of some 

auxiliary information. This auxiliary information makes the conversion from the uncalibrated 
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lengths (i.e. pixel) to calibrated lengths (i.e. mm) possible. Depending on the source of the auxiliary 

information, two different categories of direct and indirect calibration approaches were identified 

and presented in this dissertation. The auxiliary information of direct method comes from the same 

image that we want to perform measurements from. While, in the indirect calibration approach the 

auxiliary information comes from a different image than the image that we want to perform 

measurements from. The definition of direct method stipulates the existence of some properly 

designed fiducial markers on the acquired images. Therefore, several important challenges should 

be addressed for direct methods. First, proper fiducial markers should be designed, such that 

calibrated measurements become possible, while the fiducial markers should not obstruct the 

clinical applications of the acquired images. Second, the fiducial markers should be delivered and 

projected on the field of view. Third, sophisticated calibration protocols and measurement 

techniques should be developed and implemented to achieve the measurement purposes. In 

summary, direct calibration could offer very reliable and accurate calibrated measurements but it 

requires specialized hardware and software capabilities, and because of that, it would only be 

accessible to very limited research labs. It is unlikely for such systems to become commercially 

available in the near future. Indirect calibration was the solution that was proposed in this 

dissertation to make calibrated measurements accessible to more research labs. Specifically, the 

indirect calibration uses the uncalibrated length (i.e. pixel length) of a common object for 

normalization of other spatial features of the image. Depending on the information available from 

the common object, either absolute mm measurement or percentage change of a target object can 

be computed. The downside of indirect calibration is the reliability of its subsequent measurement. 

Specifically, three main assumptions behind the validity of indirect calibration were presented in 

this dissertation. Often (if not always) direct evaluation of these three assumptions is not trivial 
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from in-vivo images, and hence the measurement errors from indirect calibration could not be 

estimated directly. However, two tests were proposed in this dissertation that could provide some 

levels of assurance regarding the validity of measurements. Figure 8.1 presents a diagram of the 

relationships among the different chapters of this dissertation. 

 

8.1. Specific contributions of each dissertation chapter 

Chapter 2 was devoted to a formal treatment of indirect calibration method. The assumptions 

behind the validity of measurements were derived based on mathematical analysis of the pixel 

size. To make the problem tractable, it was assumed that the pixel size was only a function of the 

working distance (e.g. no non-linear image distortion) and the optical axis was perpendicular to 

the target surface. Under these conditions three main assumptions governing the validity of the 

indirect calibration were derived. First, the common attribute should be registered accurately in 

the target image. Second, the common attribute and the target object should be at the same vertical 

distance from the endoscope. Third, the calibrated length of the common attribute should not 

 

Figure 8.1. Graphical representation of the relationships among the chapters of this dissertation. 
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change between different imaging sessions. Finally, these assumptions were tested and discussed 

in the context of laryngeal imaging and using a pre-existing HSV dataset. 

Chapter 3 built on the results of chapter 2 and used the indirect calibration method for 

investigation of post-surgery changes in closing velocity of the vocal folds in patients with vocal 

fold mass lesions. HSV recordings from habitual pitch, habitual loudness of 16 subjects with VF 

mass lesions were collected pre-surgery and post-surgery. Spatially calibrated intraoperative 

images were acquired from each subject during the surgery. HSV data underwent temporal 

segmentation (to select the timestamps corresponding with different glottal phases), motion 

compensation (to remove the endoscopic motion artifacts), spatial segmentation (to detect the 

edges of the VF in sub-pixel resolution), and horizontal calibration processes. The pre-surgery 

HSV data were indirectly calibrated by registering the lesions from the intraoperative images to 

their corresponding HSV recording. The vocal fold width from each calibrated pre-surgery HSV 

data was selected, and then it was registered to its corresponding post-surgery HSV data. This step 

led to indirect calibration of the post-surgery HSV data. Three different experiments were 

conducted to investigate the (1) post-surgery changes in the closing velocity of the vocal folds, 

(2) differences in pre-surgery and post-surgery similarities between closing velocity of the two 

vocal folds, and (3) the association between post-surgery changes in the closing velocity of the 

vocal folds and the area of the lesion. Experiment 1 showed significant increases in the closing 

velocity of the vocal folds with the lesion, however, the increase for the contralateral side was 

limited more to the area in direct contact with the lesion. Experiment 2 showed that closing 

velocity of the two vocal folds become more similar after the surgery. Experiment 3 failed to detect 

a significant correlation between the post-surgery changes in the closing velocity of the vocal folds 

and the area of the lesion. 
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Chapter 4 presented the methodology for direct vertical calibration of HSV images using a 

laser-projection fiberoptic transnasal endoscope. The access to calibrated vertical measurement 

could provide significant and clinically valuable information regarding the vertical movements of 

the vocal folds in normal and disordered populations. Furthermore, the vertical calibration is the 

prerequisite for horizontal calibrated measurements from the laser-projection endoscope. The x-, 

y-coordinates of the laser points is the primary factor that encodes the vertical distance. However, 

investigating the position of the laser points showed that, besides the vertical distance, they also 

depended on the parameters of the lens coupler, including the field of view (FOV) position within 

the image frame and the rotation angle of the endoscope. An automatic calibration method was 

developed to compensate for the effect of these parameters. Statistical image processing and 

pattern recognition were used to detect the FOV, the center of FOV, and the fiducial marker. This 

step normalized the HSV frames to a standard coordinate system and removed the dependence of 

the laser-point positions on the parameters of the lens coupler. Then, using a statistical learning 

technique, a calibration protocol was developed to model the trajectories of all laser points as the 

working distance was varied. Finally, a set of experiments was conducted to measure the accuracy 

and validity of every step of the procedure. The system was able to measure vertical distance with 

mean percent error in the range of 1.7% to 4.7%, depending on the working distance. 

Accurate calibrated horizontal measurements require the determination of its confounding 

factors, and then accounting for them. Working distance is the most trivial confounding factor for 

horizontal measurements, and the method for its estimation was presented in chapter 4. Chapter 5 

investigated the possibility of a second confounding factor for calibrated horizontal measurements, 

namely the spatial location of the target object. To that end, the effect of the fiberoptic flexible 

endoscope distortions on calibrated horizontal measurements were studied and quantified. It was 
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shown that two sources of nonlinear distortions could deviate captured images from the reality. 

The first distortion stemmed from the wide-angle lens used in flexible endoscopes. It was shown 

that endoscopic images have a significantly higher spatial resolution in the center of the FOV than 

its periphery. The difference between the two could lead to as high as 26.4% error in calibrated 

horizontal measurements. The second distortion stemmed from variations in the imaging angle. It 

was shown that the disparity between spatial resolution in the center and periphery of endoscopic 

images increases as the imaging angle deviates from the perpendicular position. Furthermore, it 

was shown that when the imaging angle varies, the symmetry of the distortion was also affected 

significantly. Our analyses showed that the combined distortions could led to calibrated horizontal 

measurement errors as high as 65.7%.  

Chapter 6 built on the results and outcomes of chapters 4 and 5 and presented the methodology 

for accurate horizontal measurements from a laser-projection fiberoptic transnasal endoscope. To 

that end, a set of circular grids were recorded at multiple working distances. A statistical model 

was trained that would map from pixel length of the object, the working distance, and the spatial 

location of the target object into its mm length. This non-uniform model was contrasted with a 

second model that was not compensating for the effect of spatial location of the target object. This 

property led to a model with similar pixel sizes for all part of the image, and hence it was named 

the uniform model. The uniform model is the basis of existing methods for calibrated horizontal 

measurements, and it is significant in that regard. A detailed analysis of the performance of both 

models was presented. The analyses showed that the accuracy of the uniform method depended 

significantly on the working distance and also the length of the target object. However, the non-

uniform model was quite robust to those variations. The estimated average magnitude of error 

from the non-uniform method was 0.27 mm, which was three times less than the uniform model. 
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Chapters 4 and 6 presented the methods for calibrated vertical and horizontal measurements 

from a laser-projection fiberoptic transnasal endoscope. The design and evaluation of those 

methods was done in controlled settings and using benchtop recordings. However, many factors 

could be contributing to measurement errors from in-vivo images. 

Chapter 7 investigated the effect of two factors that were more likely to contribute 

significantly to increased measurement errors from in-vivo images. These factors were the imaging 

angle and the surface topology. To that end, the calibrated vertical and horizontal measurement 

models trained in chapters 4 and 6 were used. Two experiments were conducted to evaluate their 

performances in situations modelling the in-vivo settings. The first experiment was based on 

images acquired from tilted surfaces. The second experiment was based on a target surface with 

known x-, y-, z-coordinates that was 3D-printed. The measurement accuracies from the tilted 

surface and the 3D-printed surface were contrasted with the accuracy from the flat surface. The 

data analysis showed a significant effect of imaging angle on vertical measurement error. 

However, the effect of imaging angle on the magnitude of horizontal measurement error was not 

significant. Analysis of the effect of surface topology showed the reverse effects. The effect of 

surface type on vertical measurement error was not significant. But the magnitude of horizontal 

measurements errors from the 3D surface was significantly higher than the flat surface. The mean 

percent magnitude of horizontal measurement error increased from 5% (flat) to 10.6% (3D) at the 

working distance of 15 mm, which still represents satisfactory accuracy. 

8.2. Directions for further investigations 

This dissertation can be expanded in several directions for future works. Chapter 2 presented 

the concept of indirect calibration. It was shown that the vocal fold width was a robust feature for 

calibration. However, this conclusion was based on a small sample size and may not be very 
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generalizable. Conducting a study with a bigger sample size and more phonatory behaviors (e.g. 

resting state, combinations of different loudness levels and pitches) could lead to an attribute that 

governs the consistency of the common attribute assumption to the maximum extent. Additionally, 

devising a test that can validate the vertical distance assumption was left as an open problem for 

future research. Chapter 3 may be expanded in several directions. Specifically, the dependent 

variable of chapter 3 was the magnitude of maximum closing velocity at different scanning lines. 

However, the developed method could be used to investigate the phase-differences between 

different scanning lines of the vocal folds. It is quite possible for this variable to explain some of 

phenomena that the magnitude of velocity cannot. Relating the post-surgery changes in the closing 

velocity and output of the system (e.g. acoustic changes) would be another line for future research. 

Considering that calibrated images are often not available, devising a non-calibrated proxy for 

closing velocity could remove a significant obstacle in application of kinematic measures for other 

studies. Chapter 5 presented the effects of non-linear distortion and imaging angle on horizontal 

measurements from a fiberoptic flexible endoscope. However, rigid endoscope and distal-chip 

flexible endoscopes are more widely used in clinical practice. Investigation and quantification of 

the effects of non-linear distortion and imaging angle from rigid and distal-chip flexible 

endoscopes could be of significant value for clinical practices. Additionally, chapter 5 showed that 

variations in the imaging angle is a significant confounding factor for horizontal measurement. 

However, the method for estimation and compensation of the imaging angle is still lacking. Our 

initial experimentations with the laser-projections endoscope showed promising results that could 

lead to an innovative application for the laser-projection endoscope and requires further 

investigations. Finally, chapters 4 and 6 presented the method for vertical and horizontal calibrated 
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measurements; however, applications of these methods were not part of this dissertation. The 

applications of these methods would be a whole avenue for future research.  
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