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ABSTRACT

NUMERICAL MODELING OF A DIRECT CONTACT EVAPORATOR FOR
HUMIDIFICATION-DEHUMIDIFICATION DESALINATION SYSTEMS

By

Clément Roy

Fresh water scarcity is on one of the key challenge for this century. Although the planet is 70%

covered by water, the access to fresh water suitable for life is highly unequal. The challenge of

water desalination using renewable energy requires lower cost solution than is currently available.

In the context of solar energy powered desalination, thermal processes offer a promising way

to provide fresh water at various scales. The use of a direct contact evaporator and condenser

in place of traditional shell and tube heat exchangers greatly enhances the efficiency of heat

transfer. Thus the understanding of the thermal and hydrodynamic features of the flow in such

heat exchangers plays a fundamental role in their design. The current experimental techniques are

still inadequate to obtain a full picture of small scale transport phenomena taking place locally

at liquid-vapor interfaces, while the emergence and improvement of multiphase CFD techniques

provides powerful tools to investigate two-phase flows at small length scale. The goal of this work

is to develop a robust CFD framework to study diffusion driven evaporation as it typically occurs

in the evaporator, and implement it in a commercial CFD code, ANSYS Fluent. The completion

of this framework allows a better understanding of the hydrodynamic as well as the heat and mass

transfer for various operating and system conditions. The use of the single fluid approach, Volume

Of Fluid method, that describes each phase by the means of a scalar function that is advected using

a transport equation allows an efficient means to solve the two-phase flow problem. Nonetheless,

the implementation of an in-house algorithm to model diffusion driven evaporation as well as

accurately computing the interfacial area is necessary since this not available on the default solver.

The developed algorithm is validated using multiple benchmarks. The framework developed is

applied toward the modeling of a direct contact evaporator for a counter-current Humidification-

Dehumidification desalination system. The computational results show adequate agreement with



multiple benchmarks. The study uses several boundary conditions, and shows a strong dependence

between the packed column performance and the water distribution while the gas distribution

has little effect for the conditions studied. Finally, the study takes interest into understanding

the blockage or local flooding phenomenon observed both experimentally and numerically. The

numerical calculations applied to a Representative Elementary Unit (REU) consider flow pattern,

geometry, and wettability as parameters. The results show the geometry and wettability to be the

key factors responsible of the blockage instability for the conditions studied.
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CHAPTER 1

INTRODUCTION

1.1 Context

Fresh water is an essential resource to most of living organisms on Earth. 70% of the planet

is covered by water, and the vast majority of this water is contained in oceans and is saline. Only

2.5% is fresh water and is suitable for human consumption and crop growth. In addition, the

discrepancies in the repartition across the globe makes the access to potable water one of the most

challenging problem of the century. A technology solution to this issue is desalination of saline

water that is readily available in the oceans and seas. The depletion of fossil fuel resources coupled

with the climatic change creates a need to perform water desalination in an environmentally benign

and sustainable fashion.

With that in mind, desalination plants across the world use a wide range of technologies

depending the local resources, the population density, as well as the infrastructures already in

place. The opportunity to drive those systems using solar energy or waste heat from already

existing power plants is of great interest. The cost of those resources pushes both towards an

efficient design as well as an optimal control for efficient operation.

The performances of solar desalination plants are a combinations of multiple factors. Each

technology having its own strengths and weaknesses, and a variety of elements have to be taken

into account to recommend one technology over another. The efficiency is without a doubt, a key

factor. The economic viability is of first importance. Both capital, operating and maintenance

costs have to be taken into account in the decision making. Nonetheless, all the systems are aiming

at producing fresh water out of saline or brackish water and performance at the system scale can

be measured by comparing the energy input with the fresh water production rate for the given

environment.

In this context, two approaches can be taken with both their advantages and inconveniences. On
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the one hand, large scale plants with a fresh water production greater than ten thousand meter cube

per day with a low water specific energy consumption is one approach, these are usually expensive

to build and maintain along with complex operation. On the other hand, small scale production

systems are cheaper, easy to operate, and require little maintenance but can only produce few meters

cubed per day, usually with a higher specific energy consumption. Though their simplicity allows

them to be suitable for decentralized water production, which removes the need to safely distribute

the fresh water to a large population.

In this context, the humidification-dehumidification (HDH) desalination systems is a promis-

ing technology that is suitable for decentralized production using locally available water. The

humidification-dehumidification process is based on the ability of a non-condensable gas to carry

a substantial amount of water vapor, which increases with temperature. Currently available macro

scale modeling is able to predict the performances at the scale of the system, but it lacks informa-

tion on the physics that is taking place at the local small scale such as evaporation, condensation,

momentum exchange among others. These phenomena find their origin at the liquid-vapor in-

terface and makes experimental studies particularly challenging if not impossible and limits our

understanding and improvements in performances.

Over the past 20 years, computational fluid dynamics (CFD) as become a very powerful tool

to improve our understanding of fluid based system. The constantly increasing computing power

available has allowed scientists to solve more and more complex problems in all domains involving

fluid mechanics in both single phase and multiphase flows. This latter application is computationally

expensive; it is only over the last decade that the interest in multiphase computational fluid dynamics

for system modeling has really captured a growing interest.

A typical solar HDH system involves numerous components such as solar collectors, heat

exchangers, pumps and air blower. The focus of this work is to investigate using CFD the critical

component that is the evaporator for which the current knowledge is extremely limited. Developing

and utilizing the necessary CFD framework will allow a much deeper understanding of the phases

interaction taking place in the evaporator and the way to enhance their performances.
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1.2 Objectives

This work aim at studying the momentum, heat and mass transports phenomena occurring in

the evaporator using computational fluid dynamics to understand and enhance their performances.

Using CFD, the accomplishment of this goal is divided into three main objectives. First, it

is necessary to develop the computational framework that enables the study of inter-phase mass

transfer in a numerical environment. Secondly, the validation of this framework against reliable data

is key before applying the model to a larger system such as an evaporator. Finally, the application

of the framework to a typical HDH evaporator configuration under various conditions to observe

the impact on the performances while observing and understanding the complex interaction of

phenomena taking place.

1.3 Manuscript Organization

This manuscript is divided in three identifiable sections. The first three sections present the

state of the art and literature reviews on both desalination technologies, packed columns as well

as the numerical methods for multiphase flows. The second section details the development and

validation of the framework accomplished in this work. Finally, the third part is dedicated to the

application and study on a real evaporator.

• Chapter 2 reviews the state of the art in solar desalination technologies.

• Chapter 3 introduces a literature review of packed column modeling using both experimental

and numerical tools.

• Chapter 4 is a review of the tools available to model multiphase flows using computational

fluid dynamic and sets the mathematical framework necessary.

• Chapter 5 is a brief review of the available mass transfer model available in the literature and

then details the method introduced in this work to model the diffusive mass transfer taking
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place in the evaporator. Fluent solver settings are also exposed and the implementation of

the added source terms is discussed.

• Chapter 6 is assessing the accuracy of the model and the algorithm implemented by comparing

the results from CFD against developed analytical solutions.

• Chapter 7 is applying the previously developed method to a counter-current evaporator with

a particular emphasize on the domain and mesh generation. The sensitivity to operating

conditions and boundary conditions is studied and discussed.

• Chapter 8 is taking on the modeling of the blockage phenomenon to understand the parameters

triggering this instability.

• Chapter 9 is giving guidelines in the design of structured packing to enhance performances

and scalability along with a first attempt in designing an optimal geometry.
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CHAPTER 2

SOLAR DESALINATION TECHNOLOGIES

2.1 General

If this work focuses on solar desalination, which by essence is renewable, the early stages of

desalination used fossil fuel in oil rich countries of the Middle East (Kalogirou (2005)). Gude

et al. (2010) estimated that driving desalination plants using a conventional fossil fuel such as

oil would require 1.42 million tons of oil per day. Aside from the evident costs, the emissions

of greenhouse gases (156 tons/d of 𝐶𝑂2) resulting from the oil combustion are unsustainable in

the long term. In 2020, ten years later, the increased world population brings that value to 1.63

million tons of oil per day. The need of driving the desalination process using renewable energies

has been extensively and regularly treated since the early 2000s for a wide variety of systems

(Kalogirou (2005), Sharon & Reddy (2015), Gude (2016), M. & Yadav (2017)). At this period in

time, the worldwide desalination capacity was 23 millions 𝑚3/day. In 2019, Jones et al. (2019)

reports a worldwide desalination capacity of 95 millions 𝑚3/day across 15906 operational plants

with multiple technologies employed. This section offers an overview of the technologies currently

available and installed across the world.

2.2 Indirect Solar Desalination Technologies

2.2.1 General

The first type of solar desalination process are the so called indirect processes in which two sub-

categories coexist. The membrane processes, and the non-membrane processes. Indirect systems

represent the majority of large plants distribution and consist in the coupling of two sub-systems,

solar collectors and a desalination unit. The denomination indirect comes from the use of the

solar collectors utilized to harvest the solar energy. They can be concentrated or non-concentrated
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thermal solar collectors such as flat plates, evacuated tube among others, or simply photo-voltaic

panels generating electricity to power the plant. An extensive review of these solar collectors is

provided by Kalogirou (2004).

2.2.2 Membrane Processes

2.2.2.1 Reverse Osmosis

The most common desalination technology is the Reverse Osmosis (RO) process who represents

more than 50% of the plants installed and 69% of the worldwide production capacity (Ali et al.

(2011), Jones et al. (2019)). Among the RO systems, two sub-categories coexist depending upon

the water salinity they aim at treating. Brackish water RO plants (BWRO), handle salinity ranging

from 500 ppm to 10000 ppm and sea water RO plants (SWRO) handle salinity up 30000 ppm.

The working principle of an RO system is based on the natural osmosis process in which the

water molecules from a low salinity solution moves toward a high salinity solution across a semi-

permeable membrane as shown in Fig. 2.1a. The process naturally stops when the system reaches a

chemical equilibrium as shown by Fig. 2.1b. Applying a larger pressure than the osmotic pressure

on the high concentration side reverses the natural osmosis, and the water molecules flows toward

the low concentration side, thus reducing the salinity of the already low concentration side, as

depicted by Fig. 2.1c. The main interest of the RO technology is the ease of adaption to the

local environment and the plant size adjustment to meet long term requirements, that are likely

to arise from a growing population (Alkaisi et al. (2017)). According to Gude et al. (2010), RO

plants specific energy consumption ranges between 5-9 kWh/𝑚3 mainly depending if the plant is

equipped with Energy Recovery Device (EDR) for the brine feed. As a result, RO plants specific

cost is among the lowest ranging between 0.2 and 1.2 USD per meters cubed depending the plant

type (Ghaffour et al. (2013)).

Even if the RO technology is economically viable as shown by its worldwide implementation,

it also counts numerous weaknesses. The most critical is the failure of the semi-permeable
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membranes used in the plants. Over time, due to the water impurities, the permeation flux decays,

which increases the pressure necessary to reverse the flow, and ultimately, leads to the fouling

phenomenon. As described by Jiang et al. (2017), the fouling phenomenon can be of multiple

origins: biofouling, organic, inorganic or colloidal. Unfortunately, it is impossible to completely

suppress this phenomenon but it can be monitored and controlled to avoid the cascade of issues

following; such as increased feed pressure, or lower mass fluxes, that inevitably lead to system

downtime.

The main challenge in the modeling of RO systems is the membrane modeling which is key

into predict and improve the plants efficiency and reliability (Jain & Gupta (2004)). The literature

is divided into two model categories. First, the phenomenological models, that are based on the

principle of irreversible thermodynamic and assume a quasi-equilibrium of the membrane (Kedem

& Katchalsky (1958), Spiegler & Kedem (1966)). On the one hand, they have the advantage of

being able to predict the membrane performances at macro-scale as a function of experimentally

measurable quantities such as; water mass flow rate, salinity content and temperature. On the

other hand, the membrane treatment as a black box limits the performances enhancement since

the transport phenomena remain unknown. The other type of membrane models, the mechanistic

models, correlates the performances with the solutions properties as well as both physical and

chemical properties of the membrane. An extensive review of the membrane models available in

the literature is proposed by Wang et al. (2014).

(a) Osmosis (b) Osmotic Equilibrium (c) Reverse Osmosis

Figure 2.1: Reverse Osmosis Principle (Qasim et al. (2019))
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2.2.2.2 Electrodialysis

Originally presented by Maigrot and Sabates in 1890, the industrial exploitation of Electrodialysis

(ED) only started in 1970 and represents today 4% of the total worldwide desalination capacity

(Al-Amshawee et al. (2020)). The principle, as shown in Fig. 2.2, consists in an ion transfer through

membranes from the saline feed water compartment to the fresh water compartment. The system is

driven by applying a DC current between the anode and cathode, which forces the positive sodium

ions
(
𝑁𝑎+

)
toward the cathode and the negative chlorine ions (𝐶𝑙−) toward the anode. Therefore,

with the use of anions and cations permeable membranes, the water in the central compartment

looses its salinity. This technology scales by stacking multiple cells in parallel (AlMadani (2003)).

Figure 2.2: Electrodialysis Principle (Kalogirou (2005))

The main advantage of ED is a specific energy consumption between 0.6 and 1 kWh/𝑚3, which

is lower than the equivalent RO system (Ali et al. (2011)). Nonetheless, the ED process comes

with major weaknesses. First, ED only allows a water salinity up to 12000 ppm, which is three

time inferior to the average seawater salinity (35000 ppm). Secondly, ED does not remove bacterial

contaminants from the feed water, which does not make the water potable. Thirdly, similarly to

RO systems, a periodic maintenance of the membranes is necessary. Finally, the capital cost of

an ED system is usually superior to its RO equivalent, which can be absorbed overtime due the

lower specific energy consumption and membranes longer lifetime (7 to 10 years depending water

quality). The techno-economic analysis comparing RO and ED systems accomplished by Abraham

& Luthra (2011) showed the ED technology to be more suitable for local water production from
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brackish water rather than seawater purification.

2.2.3 Non-Membrane Processes

Non-membrane desalination systems rely on the thermal processes of evaporation and condensation

to produce fresh water. Generally, a warm water feed is distilled in an evaporator and further

condensed in a condenser. Their main advantage over membrane processes is the high quality of

the water obtained (Roberts et al. (2010)). These systems are also less sensitive to the water quality,

which make them suitable for high salinity seawater.

2.2.3.1 Multi Effect Distillation

Multi Effect Distillation (MED) plants are in principle constituted of one or multiple vessels

usually called effects. These effects are maintained at a gradually decreasing level of pressure, thus

increasing the water saturation pressure driving the evaporation process. In the first effect, the feed

saline water is sprayed from the top onto a bundle of tubes in which by means of solar collectors,

heated water circulates. The vapor generated in the first effect is further injected into the second

effect tube bundle where it condenses and the process repeats until the last effect where the cold

sea water condenses the remaining water vapor as shown by Fig. 2.3. MED plants represent 6% of

the worldwide production distributed among 900 plants (Jones et al. (2019)).

Figure 2.3: Schematic of a conventional MED plant with 6 effects from Christ et al. (2014)

Similarly to most of the non-membrane indirect processes, MED offers an excellent flexibility
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regarding the quantity of energy required to operate the system. Therefore, MED systems are

suitable for operation using renewable energy supply (Wang et al. (2011)). Christ et al. (2014)

shown that with a proper optimization and design, MED plants can efficiently operates using

low-grade heat available in a large amount of industrial plants. The downside of using low-grade

heat is the that efficiency decays with temperature (Zhao et al. (2011)). The gain output ratio

(GOR) reported by various authors is highly dependent on the addition of other components such

as thermo-vapor compressor or a recuperative feed heater. Using a conventional MED laboratory

scale facility, Joo & Kwak (2013) obtained a GOR of 2.0, Alasfour et al. (2005) obtained a GOR

ranging between 8.0 and 10.5 using an MED-TVC configuration with feed heaters. As a result,

the specific energy consumption is also extremely variable. Alkaisi et al. (2017) reports a specific

energy consumption ranging between 6.5 and 11 kWh/𝑚3 for a conventional MED and ranging

between 11 and 28 kWh/𝑚3 for MED-TVC plants. A typical MED industrial plant usually employs

a TVC to limit the initial steam requirements (hua Qi et al. (2014)).

As an MED plants usually involves a large quantity of individual components, evaporator,

condenser, pumps, heat exchangers among others, the modeling is usually based on an energy

balance of the entire system (Alarcón-Padilla & García-Rodríguez (2007), Zhao et al. (2011), Wang

et al. (2011), de la Calle et al. (2015)). Similarly to phenomenological models for membranes,

the shortcoming of all those studies is the use of empirical correlations to calculate the heat and

mass transfer coefficients in the evaporator and condenser. de la Calle et al. (2015) improved by

calculating the heat and mass transfer using knowledge acquired from falling film theory on tube

bundles. Mabrouk et al. (2015) added the influence of the tube bundle arrangement and outlined

the influence of the spray pattern on the performances of the system.

2.2.3.2 Solar Pond

Solar pond is the simplest desalination system and relies on the principle of water stratification

with heat supplied by solar radiation to obtain fresh water. Several variations of that technology

exist; salt gradient solar pond (SGSP), partitioned solar pond (PSP), viscosity stabilized solar pond
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(VSSP), membrane stratified solar pond (MSSP) (Hull (1980)), saturated solar pond (STSP), and

shallow solar pond (SSP).

As shown in Fig. 2.4, a solar pond is divided into three sections: the upper convective zone

(UCZ), the non-convective zone (NCZ), and the lower convective zone (LCZ) at the bottom. The

working principle between each technology remains similar and consist in having warmer water

in the LCZ than the UCZ that is compensated by the salinity. The main differences between each

technology is the way to prevent the arising convective currents created by the density difference as

described by El-Sebaii et al. (2011). Even if the solar pond is rarely used as a standalone desalination

system, it is often used as a thermal energy storage for other processes such as Multi-Stage Flash

(MSF) to obtain a warmer saline feed water (Lu et al. (2001), Saleh et al. (2011)). When coupled

with an MSF plant the reported production ranges from 2.35 to 7.2 𝑚3/d depending the season (Ali

et al. (2011)).

Figure 2.4: Example of Solar Pond Facility (Saleh et al. (2011))

The modeling of solar pond usually consist in a direct application of the conservation equations

in one dimension (Ouni et al. (1998)), two dimensions (Liu et al. (2015)) or three dimensions

(Karakilcik et al. (2013)). Suárez et al. (2010) published a computational fluid dynamic (CFD)

study modeling a trapezoidal solar pond, which took into account the secondary flows created by

the natural convection occurring in the pond and showed the convective mixing to significantly

affects the pond temperatures.
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2.2.3.3 Vapor Compression

Vapor compression (VC) was first described by Aly (1984) as a promising technology for de-

salination. Two distinct sub-categories of VC plants coexist depending the type of compressor:

mechanical vapor compression (MVC) or thermal vapor compression (TVC). In both cases, it

consists in heating the saline water feed to produce vapor. The produced vapor is then thermally

or mechanically compressed resulting in a pressure and temperature increase that is further used

as a heat source. Figure 2.5 presents a single stage VC plant diagram. MVC plants are usually

designed for a small to medium water production up to 3000𝑚3/day and TVC plants capacity ranges

from 10000 𝑚3/day to 30000 𝑚3/day (Al-Karaghouli & Kazmerski (2013)). The specific energy

consumption reported in the literature are highly variable depending the plants. Sharaf et al. (2011)

reported a specific consumption as low as 1.58 kWh/𝑚3 in an hybrid MED-VC plant. Conventional

MVC plants have specific energy consumption reported to be ranging between 6.1 kWh/𝑚3 and

11.5 kWh/𝑚3 (Alkhulaifi et al. (2019), Veza (1995), Zimerman (1994), Matz & Zimerman (1985)).

Figure 2.5: Schematic of VC desalination unit (Al-Karaghouli & Kazmerski (2013))

The high specific energy consumption of the VC technology is its main drawback, and is mainly

due to the power input required for the compression. Nonetheless, the integration of the latter has
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already proven to be successful to enhance other desalination process, such as MED and multi-stage

flash plants (Sharaf et al. (2011)). With the additional use of batteries for energy storage, Zejli

et al. (2011) successfully demonstrated the viability of an wind/PV powered MVC plant for up to

40 households depending the location.

2.2.3.4 Multi-Stage Flash

Multi-stage flash (MSF) represents 18% of the worldwide desalination capacity and 13% of the

indirect solar plants (Ali et al. (2011), Jones et al. (2019)). The MSF working principle consists

in heating the saline feed water using the hot brine and solar collectors passed the saturation

temperature. The water feed is further flashed in multiple chambers, where using vacuum pumps, a

low pressure is maintained as shown in Fig. 2.6. One of the first plant was implemented in the 80’s

in Mexico with a production capacity of 10 𝑚3/𝑑 with an estimated specific consumption of 144

kWh/𝑚3 (Sharon & Reddy (2015), Manjarez & Galvan (1979)). Nowadays, modern MSF plants

as proposed by Alsehli et al. (2017) can produce up to 2678 𝑚3/𝑑 at 5 kWh/𝑚3 proving the high

suitability of MSF for large production plants similarly to RO.

Figure 2.6: Schematic of solar powered MSF plant (Sharon & Reddy (2015))
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The main advantage of the MSF process is its suitability for very high salinity contents (up

to 70000 ppm) while yielding a potable water containing less than 10 ppm. MSF also has major

drawbacks, such as the amount of thermal energy required in addition to the high capital cost. The

complexity of the plants also increases maintenance costs. As as result, MSF desalination is not

suitable for a small scale decentralized water production.

2.2.3.5 Natural Vacuum Desalination

Thermal desalination usually involves the production of water vapor by increasing the temperature

of the saline feed water. Reducing the ambient pressure diminishes the water saturation temperature,

thus diminishes the thermal energy requirement to generate water vapor. Using this principle, Tay

et al. (1996), first used vacuum pumps to lower the system’s pressure and low grade wasted heat to

increase the saline water temperature. In a similar fashion, natural vacuum desalination (NVD), is

to replace the vacuum pumps by a waterfall, which under gravity, naturally creates a vacuum in the

chamber maintained above, as shown in Fig. 2.7. Al-Kharabsheh & Goswami (2003) managed to

produce up to 6.5 𝑘𝑔/𝑑.𝑚2 of evaporator. Maroo & Goswami (2009) coupled a similar facility to

1 𝑚2 of solar collectors and achieved a production rate of 85 𝑘𝑔/𝑑.𝑚2.

Figure 2.7: Schematic of Natural Vacuum Desalination Unit (Maroo & Goswami (2009))
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Similar setup employed by Gude et al. (2012b) achieved 100 𝐿/𝑑 using 15𝑚2 of solar collectors

and 1𝑚3 of thermal energy storage. In any case, the production rates yielded by vacuum desalination

made it oriented toward decentralized production with small plants. Gude et al. (2012a) proved the

viability of such small plants with a two stages system coupled with solar collectors. The specific

energy consumption reported is as low as 1.42 kWh/𝑚3 divided in 1500 MJ/𝑚3 of thermal and

3.6 MJ/𝑚3 of mechanical energy respectively. Such a low specific energy consumption resulted in

a specific cost of 3 US$/𝑚3 using wasted heat. Lately, Abbaspour et al. (2019), using evacuated

tube collectors, managed to reach 8.065 𝑘𝑔/𝑑.𝑚2 with a capital cost of only US$ 243 proving the

suitability for an household production in remote areas. The modeling is very well known and relies

and direct solution of governing equations with minimal empiricism (Midilli & Ayhan (2004)).

2.2.3.6 Freeze Desalination

Freeze desalination (FD), was first considered in the late 60s and the first facility driven with solar

energy only arrived in the 90s in Saudi Arabia with a production capacity of 200 𝑚3/𝑑 (Nebbia &

Menozzi (1968), Zahed & Bashir (1990)). The process consists in freezing the saline water, which

naturally separates water and ice crystals yielding iced fresh water at the surface as described by

Fig 2.8.

Figure 2.8: Diagram of freezing desalination principle (Rahman et al. (2006))

According to Ali et al. (2011), freezing desalination only represents 1% of the worldwide

desalination capacity. It is sub-divided in three main technologies: direct contact, indirect contact,

and vacuum method (Rane & Padiya (2011)). Direct contact freezing describes systems where

the saline feed water is directly mixed with an immiscible refrigerant (Curran (1970)). With this
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method, using n-butane as a refrigerant, Madani (1992) obtained a specific energy consumption

of 13.78 kWh/𝑚3. The main advantage of the direct contact method is the high interfacial area

and low heat transfer resistance between water and refrigerant, but the brine separation necessary

thereafter is challenging.

The indirect contact freezing desalination method uses a heat exchanger. Therefore, the saline

water and refrigerant are not in contact with each other. The evident gain is the suppression of the

water/refrigerant separation process, which is replaced by the need to scrape the ice formation on the

heat exchanger (Habib & Farid (2006)). Nonetheless, coupling an indirect freezing process with a

membrane distillation (MD) process, Wang & Chung (2012) obtained specific energy consumption

of 4.633 kWh/𝑚3. Finally, vacuum driven freeze desalination consists in lowering both temperature

and pressure of the saline water past the triple point to have the coexistence of solid and gas phase

that are then separated using various processes (Rahman et al. (2006)). The advantages of the FD

process is that it can handle salinity content up to 40000 ppm while yielding an average fresh water

quality with concentrations inferior to a 100 ppm (Youssef et al. (2014)). The specific cost reported

by Qiblawey & Banat (2008) is as low as 0.34 US$/𝑚3.

2.2.3.7 Adsorption Desalination

Adsorption desalination (AD) is an emerging technology resulting from the efforts to develop a

purification method that is inherently designed for the low temperatures provided by wasted heat.

In comparison with traditional thermal systems, AD provides two beneficial effects. In addition to

yield high quality fresh water with a distillate containing less than 10 ppm, it also provide a cooling

effect (Ng et al. (2013)).

The working cycle of a two bed adsorption desalination is divided into two processes. Initially,

the evaporation - adsorption where at low temperatures and pressure, the water evaporates and is

adsorbed by the silica gel packed bed in bed one as shown in Fig. 2.9. During that process, the

heat released by the adsorption is transported by the cold water circulating in the bed. Once the

bed reaches saturation, the desorption - condensation process starts. Valve number one closes and
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valve number two opens while the water circulating in bed 1 is now hot water, thus triggering

the silica gel bed regeneration (desorption) and releasing the water vapor into the condenser. The

interest of having two beds lies with the ability to run the system continuously with each bed being

alternatively driven. In other words one bed is adsorbing while the other is desorpting.

Figure 2.9: Schematic of an adsorption desalination unit (Wu et al. (2010))

In addition of having two beneficial effects and accepting water feed salinity up to 67000 ppm

(Youssef et al. (2014)), another advantage of the adsorption process is the low maintenance costs

because it does not include moving mechanical part. As the system operates at low temperatures

and pressures, fouling is maintained to a minimum. Finally it is environmentally safe since the

cleaning of the beds does not require any chemicals (Alsaman et al. (2016)). The specific energy

consumption is extremely competitive in comparison with traditional plant using RO , MSF or

MED technologies with values reported by various authors ranging between 1.38 and 1.5 kWh/𝑚3

(Ng et al. (2008), Ng et al. (2013), Youssef et al. (2014)). As a consequence, the specific cost is

as low as 0.2 US$/𝑚3. The early stages of adsorption desalination system modeling focused on the
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thermodynamic cycles of the units (Zejli et al. (2004), Wang & Ng (2005), Wu et al. (2012)). The

research transitioned to macro-scale analysis similarly to other technologies where the whole plant

is taken under consideration (Thu et al. (2013)). In the recent years, the research interests moved

toward the understanding of the adsorption process as well as the study of multiple adsorbent in

order to improve the performances of the systems (Saha et al. (2016), Ali et al. (2018), Elsayed

et al. (2020)).

2.3 Direct Solar Desalination Technologies

2.3.1 General

As opposed to indirect solar desalination, with direct systems, the energy coming from solar

radiation is directly harvested by the desalination unit. These systems aim at a decentralized

production using local brackish water. The production is three to four orders of magnitude smaller

than industrial plants with only a few 𝑚3/𝑑. Those systems are usually simpler than indirect units

and remove the need of highly trained workers for maintenance in addition to offer a low capital

cost.

2.3.1.1 Solar Still

Desalination systems in their simplest and ancient form take the shape of solar still collectors, which

is a small scale mimic of the natural hydrology cycle. As shown in Fig. 2.10, the saline water is

injected at the bottom of the basin, where it evaporates using the heat radiated by the sun through

a magnifying glass. The water vapor naturally rises in the chamber and condenses on the inclined

glass. The droplets formed on the glass surface gravitate downward and drip into the collector.

The main energy input being solar, the design efforts to improve the performances of solar still

desalination systems aim at maximizing radiation absorption. Hence, the bottom of the basin is

usually covered with a black liner and authors use internal or external reflectors to augment the

surface area and improve efficiency. Kabeel et al. (2015) and Omara et al. (2017) offer extensive

reviews of the various techniques employed to improve the performances of solar still systems.
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Figure 2.10: Single stage solar still schematic (Sharon & Reddy (2015))

Because of the low productivity, solar still technology is not employed in large scale plants, but

is suitable for a small, decentralized, water production. Using external solar collectors, Srivastava

& Agrawal (2013) and Tanaka & Nakatake (2005) reported a production between 80 and 40

𝑘𝑔/𝑚2/𝑑𝑎𝑦 respectively, while conventional solar still systems yield daily fresh water production

between 1.2 and 8 𝑘𝑔/𝑚2/𝑑𝑎𝑦 (Omara et al. (2017)). The modeling of solar system is well covered

in the literature and consists in a direct solution of the governing equations as a function of the main

parameters; such as water height, materials emissivities, tilt angle among others (Manikandan et al.

(2013)). The empiricism of these models is often in the correlations employed to calculate the

convection coefficients needed to close the problem(Ahsan et al. (2013); Setoodeh et al. (2011)).

2.3.1.2 Humidification - Dehumidification

The working principle of Humidification-Dehumidification (HDH) is based on the ability of a

carrier gas, usually air, to transport a certain amount of water vapor that exponentially increases
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with temperature. Therefore, as shown in Fig. 2.11, the system consists in spraying warm saline

water at the top of an evaporator while cool dry air is supplied at the bottom. At the contact

of the warm saline water, the cool dry air heats up and pure water vapor is extracted, this is the

humidification process. On the other side, in the condenser, the dehumidification process takes

place where the cold fresh water is used to condense the hot humid air coming out the evaporator

yielding pure fresh water and cold dry air at the bottom. Two main configurations of HDH

desalination systems are available depending the fluid cycles (Narayan et al. (2010)).

• Closed Air Open Water (CAOW)

• Closed Water Open Air (CWOA)

In both cases, the systems can be air-heated or water-heated with natural or forced circulation.

According to Müller-Holst et al. (1998), the most efficient configurations are water heated CAOW

systems with a specific consumption ranging between 3 to 7 US$/𝑚3. The main features of HDH

systems is their simplicity. Similarly to other thermal systems, they can handle brackish water with

very high salinity with a very low maintenance requirements.

Figure 2.11: Working principle of HDH desalination unit (Al-Hallaj et al. (1998))
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Alnaimat et al. (2021) offers an extensive review of the recent advances of HDH systems

using solar energy. Nonetheless, an extensive amount of studies are available in the literature

that aim at finding the optimal design and operating parameters for HDH desalination systems.

Such studies usually observe the influence of mass flow rates and temperatures of the fluids in

order to optimize water production and minimize the energy requirements. Other works include

the coupling of HDH with other desalination technologies such as solar still or flash evaporation

(Srithar & Rajaseenivasan (2018)). Focusing on conventional HDH systems, several innovations

have been studied in the literature. Chafik (2003) and more recently Kang et al. (2014) used a

multi-stage heating humidification cycle in order to improve the absolute humidity output, the latter

achieved a production rate up to 72.6 kg/h and a GOR of 2.44.

Different design approaches consist in having a common heat transfer wall between the evap-

orator and condenser to enhance the energy recovery efficiency (Govindan et al. (2011)). Other

solutions that globally improves the performances of HDH consist in employing a carrier gas with a

higher water vapor saturation pressure than air. Abu Arabi & Reddy (2003) used different gases in

their HDH facility and concluded carbon dioxide to be the best carrier. The main issue with having

a carrier gas different than air is the significant increase of the system’s complexity both in terms

of operation and maintenance, which impacts the cost of the unit. Finally the last design features

that broadly improved the performances of HDH process is the use of direct contact evaporator and

condenser in the process. The use of these type of humidifier and dehumidifier removes the resis-

tance induced by the conventional shell and tubes evaporators and condensers usually employed

and therefore results in a significant increase of fresh water production (Giwa et al. (2016)).

Modeling of HDH system is usually based on solving an energy balance for each component of

the facility: humidifier, dehumidifier and heat exchangers. Each analysis being plant specific, the

modeling assumptions are validated with the results from an experimental apparatus. To compare

each facility, authors usually calculate the Gained Output Ratio (GOR):

𝐺𝑂𝑅 =
¤𝑚𝑙𝑔ℎ
¤𝑄ℎ𝑒𝑎𝑡

(2.1)

where ¤𝑚𝑙𝑔 is the production rate of fresh water and ¤𝑄ℎ𝑒𝑎𝑡 is the thermal energy supplied to the
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system. In all cases, the difficulty is the calculation of the heat and mass transfer coefficients. They

are calculated using the temperatures and humidity ratio at the inlet and outlet of the humidifier and

dehumidifier or by using an empirical correlation based on the mass fluxes (Mehrgoo & Amidpour

(2012)).

Improvements by taking into account the humidifier and dehumidifier geometries was accom-

plished by Li et al. (2006). A modified version of Onda’s correlation (Onda et al. (1968)) is

employed to calculate the intefacial area, heat, and mass transfer coefficients as a function of the

packing material properties, geometry, fluid properties, mass flow rates, and temperatures. The

proposed 1D model showed a good agreement with experimental data for both steady-state and

transient operations (Alnaimat et al. (2011)). Using 16 𝑚2 of solar collectors, the system is able to

produce up to 100 L/d with 0.36 𝑚2 of evaporator (Alnaimat et al. (2013)). Nonetheless, as con-

cluded by Nawayseh et al. (1999) an accurate evaluation of the heat and mass transfer coefficients

is necessary and requires computer simulation.
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CHAPTER 3

EVAPORATOR & PACKED COLUMNS

3.1 General

3.1.1 Evaporator & Desalination

As developed in Chapter 2, the coupled use of an evaporator and condenser is essential in all thermal

desalination processes. In a wide majority of studies, the authors interest lie in the macro-scale

performances, thus evaporator and condenser components are often treated as black box.

Nonetheless, it is evident that overlooking the transport phenomena occurring in those compo-

nents is a critical and limiting factor in globally enhancing the desalination performances of any

facility along with the reduction of the capital and operating costs. Currently, the majority of evap-

orators and condensers are designed using tube bundles (vertical or horizontal) on which water is

sprayed creating a downward gravitating film. The heavy usage of those designs made the literature

very rich in both experimental and numerical studies regarding flow patterns, pressure drop, heat

transfer, and mass transfer. Therefore, some desalination studies are employing the knowledge

acquired on tube bundles to model their desalination facility (Bourouni & Chaibi (2004), de la

Calle et al. (2015), Mabrouk et al. (2015)). The use of low-grade heat to drive desalination systems

pushed researchers toward direct contact evaporation and condensation, which requires the use of

packed columns to increase the interfacial area between liquid and gas in replacement of the classic

shell and tubes heat exchangers.

3.1.2 Packed Columns & Desalination

A packed column or packed bed, is in general a vessel in which a packing material is setup. These

vessels are usually employed to perform chemical processes such as adsorption, distillation or

stripping. They are of capital importance in critical industries such as pharmaceutical or food
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processing industry. They are filled with a large variety of objects depending the application. On

the one hand they can be filled with inert small objects such as Raschig rings, Pall rings or simply

spheres. On the other hand they can be filled with catalysts that react with the fluids flowing through

and are therefore called packed bed reactor (PBR).

In both cases, the main distinction between packed columns is the nature of the packing

material. When the packed column is just filled with objects that are dumped they are called

random packing. On the opposite, structured packing, consist of numerous small and organized

channel. The presence of the material aims at enhancing the surface area between the two or more

phases involved in the process. In a similar way as tube bundles, their extensive use in the industry

pushed the literature to extensively study hydrodynamics, heat transfer, and mass transfer both

numerically and experimentally.

Even if packed columns are a commonly employed device in the industry, their usage in

desalination remains limited and almost entirely restricted to HDH systems. Only a few studies are

available toward desalination using packed columns. Khedr (1993) used ceramic Raschig rings,

Al-Hallaj et al. (1998) used a wooden packing, Klausner et al. (2004) used a polypropylene packing

Lantec HD-QPAC, and He et al. (2018) used a Sulzer Mellapak 250Y. In all studies the use of

general packed columns was applied towards the need of modeling evaporation or condensation for

desalination. The following sections aim at describing the important parameters and considerations

in the design of packed columns as well as a literature review of the various studies and models

available for structured packed beds.

3.2 Design of Structured Packed Bed

3.2.1 Flow Patterns

As previously mentioned, the use of packed columns for desalination naturally involves the presence

of multiphase flows that are inherently complicated to model and study. Depending the configuration

of the system, the fluids involved may operate in co-current, counter-current or cross-flow thus

leading to different flow patterns depending the operating and design parameters as shown in Fig.
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3.1.

At low gas and liquid flow rate, Fig. 3.1a, the liquid flows around the bed surface and is

described as the film flow regime. Increasing the gas flow rate leads to the regime shown in Fig.

3.1b where part of the liquid is stripped from the film creating droplets. This regime is known as

the trickle regime. Increasing again the gas flow rate leads to the spray regime, where the film no

longer covers the bed, and only suspended droplets are existing as described by Fig. 3.1c. Finally

increasing the liquid flow rate leads to flooding the packed bed where the continuous phase is no

longer the liquid but the gas instead. It is the bubbly regime and is depicted by Fig. 3.1d.

Figure 3.1: Flow regimes in packed columns (Gunjal et al. (2005))

Naturally, multiple flow patterns lead to very different liquid distributions since the interaction

between liquid and gas changes. As a consequence, the packed columns literature uses different

design and performance parameters to describe and broadly characterize the geometry.
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3.2.2 Hydrodynamic Parameters

3.2.2.1 Liquid Holdup

At the scale of the column, the liquid holdup is the total volume or mass of liquid retained in the

packing. It depends on the flow parameters, fluid properties and the packing geometry. Billet &

Schultes (1999) developed a complete model for random and structured columns and showed the

liquid holdup to be strongly affected by the gas capacity factor which characterize the drag from

the gas phase on the liquid phase. Increasing the gas flow rate for the same liquid rate eventually

leads to the liquid being entirely retained in the packing, this is described as the flooding point.

Many authors proposed correlations for liquid holdup depending packing geometry, gas and liquid

load as well as fluid properties (Suess & Spiegel (1992); Sidi-Boumedine & Raynal (2005); Alix

& Raynal (2008)).

The inherent difficulty in the study of packed columns is the extreme complexity of instrumen-

tation, especially when the information to acquire is the presence or not of liquid at a given location

in space and time which requires local observation over the entire column. Sato et al. (1973)

mounted the packed bed of his experimental apparatus on a scale to determine the liquid holdup.

Since then, measurement techniques greatly improved and recent studies use magnetic resonance

imaging (MRI) or electrical capacitance tomography imaging with accuracy greatly improving over

the years (Mantle et al. (2001); Bolton et al. (2004); Robbins et al. (2012); Aferka et al. (2011); Wu

et al. (2018)).

3.2.2.2 Pressure Drop

The operating costs are mainly related to the pumping power required to have the liquid and gas

circulating in the column at the desired regime. Therefore, the pressure drop of a packed bed is a

key factor in the overall design of a facility. Depending the operating conditions and the packing

geometry, majority of the pressure drop is due to the dry pressure drop or the irrigated pressure

drop. This is especially true near and past the flooding point. Similarly to the liquid holdup,
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many correlations for pressure drop are available in the literature based on superficial velocity, void

fraction, and specific area (Ergun (1952); Stichlmair et al. (1989); Hanley et al. (1994); Stockfleth

& Brunner (2001)).

3.2.3 Heat & Mass Transfer Parameters

The use of packed columns is essentially driven by the need to increase the surface area between

the phase involved for a chemical or thermal process. In most cases, the mass transfer is highly

dependent of the heat transfer since temperature is a catalyst. In the context of desalination, the

interest is the amount of fresh water produced which is directly linked to the packed column ability

to transfer heat and mass efficiently between liquid and gas. The ability to predict those quantities

accurately determines the dimensions of the column, height and cross section, to meet the required

output.

3.2.3.1 Interfacial Area

The rate of heat and mass through an interface is proportional to the surface area available for

these transfers to occur. As a result, knowledge of the interfacial area between liquid and gas in

the packed column is of critical importance. Ideally, the liquid covers entirely and homogeneously

with an infinitely thin film the packing surface thus maximizing the surface area available and

minimizing pressure-drop. Unfortunately, because of the gas-liquid interaction, surface roughness,

packing non-homogeneity, turbulence etc., the apparition of dry zones is often observed both

experimentally and numerically (Haroun et al. (2014); Ataki & Bart (2006)). The literature provides

a reasonable amount of empirical correlations to calculate the interfacial area which, unfortunately,

is impossible to measure experimentally. In all studies, authors used an experimental apparatus to

infer phenomenologically the interfacial area (Onda et al. (1968); Xu et al. (2000)). Even if these

methods allow to back calculate the interfacial area at the scale of the column, they fail at providing

a local value and a spatial distribution. The only way to obtain an accurate value of the interfacial
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area is through the use Computational Fluid Dynamic (CFD) at multiple scales as developed in

section 3.3.

3.2.3.2 Heat & Mass Transfer Coefficients

At the interface between liquid and gas, the heat and mass transfer are usually not symmetric.

The consequences of this phenomenon is represented by having different heat and mass transfer

coefficients for the liquid side and gas side. These latter assess from the resistance to heat and mass

transfer on the gas and liquid side. The heat transfer coefficients,𝑈𝑙 and𝑈𝑔, are highly function of

the fluid properties, operating temperature as well as the flow regime, often expressed as a function

of the Reynolds (Re) and Prandtl (Pr) using non-dimensional groups. Mass transfer coefficients,

𝑘𝐿 and 𝑘𝐺 , mainly depends on the hydrodynamics, the interaction between liquid and gas, and the

heat transfer coefficients. In both cases the packing geometry plays a fundamental role in the heat

and mass transfer performances of a packed column. Wang et al. (2005) proposed a detailed review

of the mass transfer correlations for structured packed columns and concluded that the rigorousness

of CFD allows for a detailed picture of the heat and mass transfer in correlation with the fluid flow

associated.

3.3 Numerical Modeling of Two-Phase Flows in Structured Packing

3.3.1 Porous Media Approach

The modeling of packed columns started on at a global scale with the prediction of pressure drop.

The use of Darcy-Forchheimer’s law for single phase flows was further extended to two-phase flows

by Muskat & Meres (1936). More recent models for pressure drop are based on the summation

of a dry pressure drop and an additional source term that takes into account gas-liquid-packing

interaction when irrigated. These interactions were characterized by a wet friction factor function

of the liquid loading. The irrigated pressure drop is then accounted for by finding the constants in a

modified Ergun equation (Stichlmair et al. (1989); Billet & Schultes (1999); Stockfleth & Brunner

(2001)). Finding these constants is achieved by fitting the experimentally measured pressure losses
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to the equation. The constants are therefore a representation of the packing geometry as well as

the geometry induced fluid interactions. Therefore, each group of constants only characterize one

geometry and one material and a pair of fluid. The packing geometry are characterized using their

void fraction 𝜀 and specific area 𝑎𝑠. Similar assumptions are employed regarding liquid holdup.

The retrieval of heat and mass transfer coefficients can also be achieved by inferring the interfacial

area as previously mentioned in section 3.2.3.1. Those empirical laws were then employed for the

prediction and dimensions calculation of packed bed.

The emergence of CFD offers a powerful alternative to long and expensive experimental cam-

paigns. The early stage used a porous media approach in 2D to solve hydrodynamic at the scale of

the columns. Jiang et al. (2002) used an Eulerian k-th fluid to obtain velocity, liquid distribution

and pressure drop. Empirical closure correlations were used for inter-phase momentum transfer.

The early stage of such approach had interest in liquid distribution and pressure losses, the increase

in computing power allows for the simulation of energy and mass transport. Mahr & Mewes (2007)

used an Eulerian approach to simulate momentum and mass transport in structured packing at the

scale of the column in a 3D environment. Khosravi Nikou & Ehsani (2008) proposed a study

on a structured packing Flexipac 1Y accounting for turbulent momentum, heat and mass transfer

using various turbulence models. The outcome showed the resistance to mass transfer is mainly in

the liquid phase which remains laminar hence the use of turbulent model were not improving the

agreement with experimental data. The porous media approach is slowly disappearing for packed

bed modeling because of the emergence of Direct Numerical Simulation (DNS) of two phase flows

with interface tracking. Nonetheless, Horgue et al. (2015) developed an open source toolbox for

general multiphase flows through porous media for the OpenFOAM environment. The model was

able to simulate 1010s of flow time in only 26s with only 256 cores allowing the study of phenomena

taking place on a longer time scale.
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3.3.2 Pore Resolved Simulations

In parallel to simulations done at the scale of the column, with the porous media approach, the

DNS studies started at the scale of the corrugation. Petre et al. (2003) introduced the notion of

Representative Elementary Unit (REU), to predict the dry pressure drop at the scale of the column.

This was achieved by adding each individual pressure losses calculated at the scale of the elementary

unit or corrugation. Using Large Eddy Simulation (LES), Kuwahara et al. (2006) studied the dry

pressure drop at the scale of the REU to obtain the friction factor. The study concluded the Ergun

equation to very well describe the pressure drop relationship for turbulent flows in porous media

for single phase.

The extension to two phase flows simulations in order to obtain the wet pressure drop, liquid

distribution and interfacial area is necessary. Raynal et al. (2008) first started using the Volume-Of-

Fluid (VOF) multiphase formulation in 2D at the scale of the column in a co-current configuration

to observe liquid holdup and wet pressure drop. The film thicknesses obtained by CFD were

within 20% of the experimentally observed using tomography. Similar approach as Petre et al.

(2003) in a 2D VOF environment was accomplished by Raynal & Royon-Lebeaud (2007), with

the simulation of the wet corrugation that is further extended to the entire column. Even if these

simulations yielded a significant quantity of informations on wetting and wet pressure drop, they

lacked critical considerations. Firstly, the limitation to a 2D environment is a major shortcoming

as improving packing geometries is inherently a 3D problem. Secondly the studies only focused on

the hydrodynamics, hence no insights on heat and mass transfer could be extracted. Haroun et al.

(2010) developed the framework to accurately study mass transfer in reactive flows with a VOF

method. The method was successfully applied at the scale of the corrugation and showed the mass

transfer to be very dependent of the advection at the interface (Haroun et al. (2012)). The extension

to study mass transfer in 3D was done by Sebastia-Saez et al. (2013) at small scale and showed a

strong relation between the packing geometry and the interfacial area. Since, constant increase of

the computing powers allowed researcher to include turbulence and the application of DNS at the

scale of the column.
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Yang et al. (2018) applied LES at the scale of the column in a counter-flow configuration.

Results showed the importance of the surface tension forces in the wetting through the use of

the Weber (We) number. High We numbers lead to a better wetting but is usually obtained at

high liquid mass flux which may lead to flooding. Lee et al. (2019b) studied the flow around an

elliptic tube accounting for the complete physics by solving continuity, momentum, temperature

and mass transfer in a 3D configuration and showed a decrease in heat transfer depending the angle

of distribution of liquid. A similar study was accomplished in a counter current flow configuration

(Lee et al. (2019a)). The reader is directed to Wen et al. (2020a) for an extensive review of DNS

applications to heat and mass transfer.

Although the improvements over the last 5 years have been tremendous in terms of physics

modeled through CFD, several limitations are identifiable and have not been studied to the author

knowledge. First, all the configuration studied are either applied to the corrugated plates, tube banks

or spheres which are to be considered simple geometries. Second, the liquid distribution is often

considered continuous hence limiting the study to the falling film flow regime as described by Fig.

3.1a. In reality, a wide majority of experimental apparatus employed for CFD validation uses sprayer

or distributors for which the description is often overlooked. The packed column coverage as well

as droplets size distribution is overlooked but it evidently affects the packed column hydrodynamic

behavior, and as consequences, the heat and mass transfer. Third, in counter-current flow studies,

the splitting of the boundary conditions at the bottom to let gas in and liquid out is not accounted

for even though it naturally creates an uneven distribution of the gas phase (Xie et al. (2019)).

Hence the work taken in this study is to first develop the numerical framework necessary toward an

accurate modeling of diffusion driven evaporation. Study the influence of gas and liquid distribution

on the overall performances of a structured packed columns. Ultimately, develop geometries to

improve the performances of packed columns for the application to direct contact evaporation in

HDH systems.
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CHAPTER 4

MATHEMATICAL FORMULATION OF TWO-PHASE FLOWS

4.1 General

The definition of multiphase flows covers a very broad amount of physical phenomena that can

be studied with each and every one of them being driven differently. As examples the modeling

of a dam breaking where body forces are the main source of momentum or the study of droplets

in a capillary channel where surface tension forces are predominant. The differences in scale

along with the quantities of interest makes the existence of a single mathematical formulation to

describe all type of multiphase flows impossible. As consequences, modeling multiphase flows

is not achievable without previously identifying the physics one aims to focus on. With this first

step accomplished, the development of a rigorous mathematical model relevant to the physics of

interest can be developed. Currently, those mathematical models differ by the presence or not, of

a surface tracking algorithm. Currently, the two approaches without surface tracking are available,

the Eulerian-Eulerian where the phases are treated as interpenetrating continuum developed by

Ishii & Hibiki (2011), and the Eulerian-Lagrangian approach.

The Eulerian-Lagrangian formulation is usually employed when the secondary phase is highly

dispersed (less then 10% of the domain volume), hence with a low interaction. The most common

formulation is the Discrete Particle Model (DPM). It consists in modeling the continuous or primary

phase with a classic Eulerian formulation while the second phase is tracked in the Lagrangian frame

using a lumped mass model. Empirical closure correlations are needed to model the interaction with

the continuous phase depending the quantity of interest such as drag, heating, cooling, evaporation,

etc. The main limitation of the Eulerian-Lagrangian approach are the computation expenses when

a large amount of particles need to be tracked or the inaccuracy engendered by the secondary phase

interaction when this latter represent more than 10%. When this occurs the Eulerian-Eulerian

formulation is preferable. In both cases both Eulerian-Eulerian and Eulerian-Lagrangian do not

32



provide informations on the transport phenomena at the interface since this latter is not modeled.

This issue is overcome by surface tracking methods.

The main advantage of surface tracking methods are their ability to provide a close understanding

of the phenomena occurring at the interface that is not available for non surface tracking models and

almost impossible to measure with experimental techniques. The main drawback is the necessity

of very fine mesh to track the interface motion accurately which can also be computationally

expensive. This is particularly true when the interface position is not predictable. Multiple

formulations are available in the literature. They all have in common to assume a zero thickness

interface which represent the transition between the fluids involved. The main difference between

models is the technique employed to track the interface motion. Two distinct categories exist,

interface capturing and interface tracking method. The following sections presents the various

mathematical approaches available for modeling multiphase flows with surface tracking.

4.2 Two-Fluid Formulation

The two-fluid formulation is the most complete mathematical formulation when it comes to

model multiphase flows with the interface being explicitly defined. The flow domain is divided

into two sub-domains filled with each individual phase. Therefore, each sub-domain is treated

as a single phase domain in which the classic single-phase Navier-Stokes equations are valid.

Hence each phase posses its own set of conservation equations for mass, momentum and energy

principally.

Conservation of mass for k-th phase:

𝜕

𝜕𝑡
(𝜌𝑘 ) + ∇ · (𝜌𝑘𝒖𝑘 ) = 0 (4.1)

Conservation of momentum for k-th phase:

𝜕

𝜕𝑡
(𝜌𝑘𝒖𝑘 ) + ∇ · (𝜌𝑘𝒖𝑘𝒖𝑘 ) = −∇𝑝 + ∇ · (𝝉𝑘 ) + 𝜌𝑘 𝒈 + 𝑭 (4.2)

where 𝝉𝑘 = 𝜇𝑘
[
∇𝒖𝑘 + (∇𝒖𝑘 )𝑇

]
is the shear stress tensor when the fluids considered are Newtonian.

𝑭 is a general body force such as a magnetic field.
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Energy of k-th phase:

𝜕

𝜕𝑡
(𝜌𝑘𝒖𝑘𝐸𝑘 ) + ∇ · (𝜌𝑘𝐸𝑘 ) = −∇ · (𝜆𝑘∇𝑇𝑘 ) + 𝝉𝑘 : ∇𝒖𝑘 +𝑄𝑘 (4.3)

where 𝐸𝑘 = 𝐶𝑝𝑘𝑇𝑘 and 𝑄𝑘 accounts for energy source terms within the phase. Along with this

set of conservation equation the necessary interfacial jump equations which serve as boundary

conditions for each sub-domains. First derived by Ishii & Hibiki (2011), those conditions were

simplified by Juric & Tryggvason (1998) using the assumption of, infinitely thin, and massless

interface with constant surface tension. The jump conditions for mass, momentum and energy

across an interface separating the fluids l and k are as follows:

¤𝑚𝑘𝑙 = ¤𝑚𝑙𝑘 = ¤𝑚 = 𝜌𝑘 (𝒖𝑘 − 𝒖𝑖) · 𝒏 = 𝜌𝑙 (𝒖𝑙 − 𝒖𝑖) · 𝒏 (4.4)

𝑝𝑘 − 𝑝𝑙 = − ¤𝑚2
(

1
𝜌𝑘

− 1
𝜌𝑙

)
+ (𝝉𝑘 · 𝒏) · 𝒏 − (𝝉𝑙 · 𝒏) · 𝒏 + 𝜎𝜅 (4.5)

(𝝉𝑘 · 𝒏) · 𝒕 = (𝝉𝑙 · 𝒏) · 𝒕 (4.6)

(𝒒𝑘 − 𝒒𝑙) · 𝒏 = ¤𝑚
(
(𝝉𝑘 · 𝒏) · 𝒏

𝜌𝑘
− (𝝉𝑙 · 𝒏) · 𝒏

𝜌𝑙

)
− ¤𝑚3

2

(
1
𝜌2
𝑘

− 1
𝜌2
𝑙

)
− ¤𝑚

[
ℎ𝑙𝑘 +

(
𝐶𝑝,𝑘 − 𝐶𝑝,𝑙

)
(𝑇𝑖 − 𝑇𝑠𝑎𝑡)

]
(4.7)

where 𝒖𝑖 is the velocity of the interface, 𝒏 and 𝒕 are the unit normal and tangential vectors to the

interface, ¤𝑚 is the mass flux across the interface, ℎ𝑙𝑘 is latent heat, 𝑇𝑖 the interface temperature

and 𝑇𝑠𝑎𝑡 the saturation temperature. Note that an additional closure correlation is necessary for

the interface temperature 𝑇𝑖. In general the two-fluids formulation is employed when particularly

high gradients are present in the vicinity of the interface others than the density gradient. This

occurs in numerous amount of problems, such has gas-liquid flows where the viscosity ratio is

high at the interface, or in cases with a high relative velocity between phases. In those cases,

the two-fluid formulation performs really well and the phenomena occurring at the interface are

accurately computed.
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4.3 Single Fluid Formulation

The single fluid formulation for multiphase flows consists in describing the entire domain with

a single set of conservation equations. As a consequence, the numerical domain is considered to

be filled with a single fluid whose properties abruptly changes at the interface. Source terms are

added to the conservation equations model interfacial effects. Therefore, the jump conditions in

the single fluid formulation, are replaced by a Dirac function commonly called 𝛿 function and only

the domain boundary conditions are needed. The conservation equations are defined as follows:

Conservation of mass:
𝜕𝜌

𝜕𝑡
+ ∇ · (𝜌𝒖) =

∫
Γ(𝑡)

¤𝑚𝛿 (𝒙 − 𝒙𝑠) 𝑑𝑠 (4.8)

Conservation of momentum:

𝜕

𝜕𝑡
(𝜌𝒖) + ∇ · (𝜌𝒖𝒖) = −∇𝑝 + ∇ · (𝝉) + 𝜌𝒈 +

∫
Γ(𝑡)

𝜎𝜅𝒏𝛿 (𝒙 − 𝒙𝑠) 𝑑𝑠 (4.9)

Conservation of energy:

𝜕

𝜕𝑡
(𝜌𝐸) + ∇ · (𝜌𝒖𝐸) = −∇ (𝜆∇𝑇) + 𝝉 : ∇𝒖 −

∫
Γ(𝑡)

¤𝑞𝛿 (𝒙 − 𝒙𝑠) 𝑑𝑠 (4.10)

where ¤𝑚 and ¤𝑞 are the interphase heat and mass fluxes. Γ(𝑡) represents the interface position in

the domain and 𝛿 (𝒙 − 𝒙𝑠) is the a delta function that has the value of unity at 𝒙 = 𝒙𝑠 and zero

everywhere else. One can immediately notice that equations (4.8), (4.9), and (4.10) are the same

as the single phase Navier-Stokes equations except for the source terms due to the interface jump.

Numerically, this leads to solve those equations with similar algorithms as the single phase set.

However, in addition to the classic single phase Navier-Stokes equations, an additional marker

function is required to compute the position of each phase as well as calculate fluid properties.

Along with the marker function, a method to update the latter as the interface topology evolves

over time is also necessary. Then, an approximation of the delta function for computational grid

is required for modeling interfacial effects. Finally, a reconstruction of the interface topology to

calculate normal vector and interface curvature in order to compute surface tension effects is also

essential.
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Arbitrarily chosen, the marker function, 𝐼 (𝑥, 𝑡) is equal to unity in the primary phase and nil in

the secondary phase. Using the 𝛿 function, the marker function is:

𝐼 (𝒙, 𝑡) =
∫
Ω(𝑡)

𝛿 (𝒙 − 𝒙𝑠) 𝑑𝑣 (4.11)

where Ω(𝑡) is the control volume. The use of the marker function allows for the calculation of fluid

properties at the interface which for a general property 𝑏 in between phase k and phase l yields:

𝑏(𝒙, 𝑡) = 𝐼 (𝒙, 𝑡)𝑏𝑙 + 𝑏𝑘 (1 − 𝐼 (𝒙, 𝑡)) (4.12)

Finally, the gradient of the marker function is employed to retrieve the interface normal vector:

∇𝐼 (𝒙, 𝑡) =
∫
Γ(𝑡)

𝒏𝛿 (𝒙 − 𝒙𝑠) 𝑑𝑠 (4.13)

By essence, the definition of the marker function creates abrupt changes of fluid properties which,

in a numerical environment, is always problematic. In this case, the numerical instabilities that

may arise from this definition are often traded in accuracy with the interface smearing across a few

cells. The main difference in between single-fluid formulations is in the expression of the marker

function. Those can be classified into two categories:

• interface tracking (surface methods)

• interface capturing (volume methods)

With interface tracking methods, the interface is marked using massless particles (marker) that are

explicitly advected in the Lagrangian frame using the local velocity field from the background fixed

grid. Therefore, with a sufficient amount of marker, the interface can be reconstructed at every time

step by knowing the position of each marker. This technique, called Marker And Cell (MAC), was

first developed by Harlow & Welch (1965) and was further improved numerous authors McKee

et al. (2008).

The other interface tracking method, is the surface-fitted method, where the interface is attached

to the grid which is then forced to move with the interface. The advantages of this method is the
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reduction of the storage needed since it does not need to keep track the markers position. A perfectly

sharp interface is also ensured since partially filled cells do not exist. The evident drawbacks are

the necessity to generate a mesh at each time step along with the impossibility to model breaking or

coalescing interface Yeoh & Tu (2010). A common interface tracking method is the Front Tracking

algorithm (FT) and is described in the following section.

With interface capturing methods, each fluids is defined on either side of the interface using

an indicator function. The interface is further advected by solving a conservation equation derived

from the continuity equation. Substituting equation (4.12) into equation (4.8) as shown by Lakehal

et al. (2002) yields an equation for the conservation of mass and the marker function:

∇ · 𝒖 = 0 (4.14)

𝜕𝐼

𝜕𝑡
+ 𝒖 · ∇𝐼 = (𝒖 − 𝒖𝑖) · ∇𝐼 (4.15)

Two main interface capturing methods currently exist, the Level-Set (LS) method developed by

Sussman (1994) and the Volume-of-Fluid (VOF) proposed by Hirt & Nichols (1981). Both methods

are introduced in the following sections with their strength and weaknesses. Emphasized is made

on the VOF since it is the method employed in this work.

4.4 Front Tracking Algorithm

Several versions of the Front Tracking algorithm are available in the literature and have been

successfully implemented for various multiphase flow problems. Lately, Hua & Mortensen (2019)

successfully implemented the method on the commercial software ANSYS Fluent. Nonetheless,

all the front tracking algorithms are derived from the works of Unverdi & Tryggvason (1992).

As shown in Fig. 4.1, the conservation equations are solved on the background fixed grid while

the interfacial source terms and the interface advection are computed using the front grid. Each

markers is tracked in a Lagrangian fashion using a numerical integration from its initial position:

𝒙𝑚 = 𝒙0
𝑚 +

∫ 𝑡

0
𝒖𝑚𝑑𝑡 (4.16)
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where 𝒙𝑚 is the marker position, 𝑥0
𝑚 is the initial position and 𝒖𝑚 is the local velocity field computed

on the fixed Eulerian grid.

Figure 4.1: Front and background grids for the computation of multiphase flows (Tryggvason et al.
(2001))

To reconstruct the indicator function, 𝐼 (𝒙, 𝑡), the strategy employed is to calculate the divergence

of equation (4.13) which leads to a Poisson equation that is further solved.

∇ · ∇𝐼 = ∇2𝐼 = ∇ ·
∫
Γ(𝑡)

𝒏𝛿 (𝒙 − 𝒙𝑠) 𝑑𝑆 (4.17)

The difficulty of this method lies in the transfer of informations between the background grid and

the front grid once the indicator function is reconstructed using equation (4.17). To achieve that

transfer, a distribution function is employed to estimate the delta function in equation (4.13). This

is further used to calculate the smoothly varying fluid properties occurring across the artificially

distributed interface. Therefore the sharp jump of the indicator function 𝐼 (𝒙, 𝑡) is spread across

the neighboring cells. The discretized form of equation (4.13) according to Unverdi & Tryggvason

(1992) is given by equation (4.18).

∇𝐼 =
∑︁
𝑓

𝐷

(
𝒙 − 𝒙 𝑓

)
𝒏 𝑓Δ𝑠 𝑓 (4.18)
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where 𝒏 𝑓 is the unit normal vector at an interface element of area Δ𝑠 𝑓 whose centroid is 𝒙 𝑓 . The

distribution function, 𝐷
(
𝒙 − 𝒙 𝑓

)
, proposed by Peskin (1977), is employed and defined as follows:

𝐷

(
𝒙 − 𝒙 𝑓

)
=


4Δ−𝛼

𝛼∏
𝑖=1

(
1 + 𝑐𝑜𝑠

( 𝜋
2Δ

��𝒙 − 𝒙 𝑓
��) ) , if

��𝒙 − 𝒙 𝑓
�� < 2Δ

0, otherwise
(4.19)

where Δ is the fixed grid spacing and 𝛼 represents the number of dimensions. Equation (4.19) is

also used in the reverse direction from the calculation of ∇𝐼 in equation (4.18) to interpolate the

velocity from the background fixed mesh to the front mesh:

𝒖 𝑓 =
∑︁

𝐷

(
𝒙 − 𝒙 𝑓

)
𝒖 (4.20)

Hence, the front position is retrieved using equation (4.16). Other field variables such as energy

or momentum are also interpolated and integrated in the same fashion. The front tracking method

offers the major advantage of its explicit tracking of the interface on the fixed grid which remove

the necessity of computing the interface curvature. Unfortunately, the usage of marker points to

define the interface by geometrical reconstruction is its sensitivity to the marker spacing, which,

in time, may evolve further apart depending the flow physics. Avoiding that effect requires the

computational effort of redistributing the markers across the interface at each time step which

becomes extremely complicated in three dimensional calculations. Similar issues occurs when

break-up or coalescence of the interface is involved.

4.5 Level-Set Method

The Level-Set (LS) method, first developed by Sussman (1994), is an interface capturing

method. It relies on the transport of a function, the level set function, that is only meaningful at the

interface. The level set function, 𝜙(𝒙, 𝑡) is tracked using equation (4.21). Physically, as shown in

Fig. 4.2, 𝜙(𝒙, 𝑡) represents the signed minimum distance from the interface and is equal to zero at

this latter. In other words, arbitrarily, 𝜙(𝒙, 𝑡) < 0 within the primary phase and 𝜙(𝒙, 𝑡) > 0 within

the secondary phase.
𝜕𝜙

𝜕𝑡
+ 𝑢 · ∇𝜙 =

¤𝑚
𝜌
|∇𝜙| (4.21)
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Figure 4.2: Reprentation in 2D of the level-set function 𝜙(𝒙, 𝑡) (Lakehal et al. (2002))

Solving the convective term of equation (4.21) is usually complicated and requires high order

discretization schemes to avoid the oscillation of the interface. Harten et al. (1987) developed

a third order accuracy scheme, Essentially Non Oscillatory (ENO), successfully implemented by

Luo et al. (2005) to model bubble rising with phase change. A fifth order scheme, Weighted-ENO

(WENO), proposed by Jiang & Peng (2000) is also commonly employed in the literature Gibou

et al. (2007); Tanguy et al. (2007). Once the level-set function is known, the normal vector and the

curvature are retrieved:

𝒏 =
∇𝜙
|∇𝜙| (4.22)

𝜅 = −∇ · 𝒏 = −∇ · ∇𝜙
|∇𝜙 | (4.23)

The next step in the calculation, similarly to the FT algorithm, is the interpolation of the fluid

properties across the interface accomplished with an Heavyside function 𝐻𝜀 (𝜙). The definition

given by Sussman (1994) is:

𝐻𝜀 (𝜙) =


0 if 𝜙 < −𝜀
1
2 + 𝜙

2𝜀 +
1

2𝜋 𝑠𝑖𝑛
(
𝜋𝜙
𝜀

)
if |𝜙 | ≤ 𝜀

1 if 𝜙 < 𝜀

(4.24)
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where 𝜀 is the interface thickness parameter function of the grid spacing Δ. A typical value is to

take 𝜀 = 1.5Δ. An example of the smoothed Heaviside function is shown in Fig. 4.3. The main

advantage of this method is that it naturally bounds the interface thickness limiting the numerical

diffusion usually involved with the interface smearing.

Figure 4.3: Smoothed Heaviside Function

One of the issues of the level-set method is the need to reinitialize the level-set function as

it no longer represent the signed distance from the interface when solving equation (4.21) as the

interface stretches or smears. Maintaining 𝜙(𝑥, 𝑡) being the signed distance is crucial for the fluid

properties computation but also to avoid critical numerical diffusion usually leading to mass loss

or gain. Hence 𝜙(𝒙, 𝑡) is reinitialized in the vicinity of 𝜙(𝒙, 𝑡) = 0 to enforce:

|∇𝜙| = 1 (4.25)

This condition is ensured by solving for the steady-state solution of the following equation:

𝜕𝜙

𝜕𝜏
= 𝑆 (𝜙0) (1 − |∇𝜙 |) (4.26)

where 𝜏 is here a pseudo time different from the real time. 𝜙0 is the initial distribution before being

reinitialized and 𝑆 (𝜙0) represent a smoothed signed distance defined equation (4.27).

𝑆 (𝜙0) =
𝜙0√︃
𝜙2

0 + Δ2
(4.27)
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When equation (4.26) reaches steady-state, the condition defined by equation (4.25) is satisfied.

Therefore the approximation of the 𝛿 function in equations (4.8), (4.9) and (4.10) is realized by

taking the derivative of the smoothed Heaviside function:

𝛿(𝜙) = 𝜕𝐻𝜀 (𝜙)
𝜕𝜙

(4.28)

The main flaw of the level-set method is the non respect of mass conservation. Several numerical

procedures are available in the literature to minimize this effect. Russo & Smereka (2000) or Du

Chéné et al. (2008) computed the fluxes with a second and fourth order accuracy in cells containing

an interface. Other solution consist in solving the level-set equation on high resolution grid using

Adaptative Mesh Refinement (AMR). The consequence of this issue is the partial loss of the level-

set method simplicity that normally only requires to solve one additional equation in comparison

with single-phase Navier-Stokes equations. Though this method is still present in the literature,

Gibou et al. (2018) recently reviewed the level-set method and its applications.

4.6 Volume-of-Fluid Method

The Volume-Of-Fluid method (VOF), introduced by Hirt & Nichols (1981), relies on a scalar

indicator function, the volume fraction, to make the distinction between the fluids in the domain.

The volume fraction is bounded between zero and one. Arbitrarily, one corresponds to a cell full

of the primary phase and zero correspond to a cell full of the secondary phase. When the values of

the volume fraction lies between zero and one, it indicates the presence of an interface. In a similar

fashion as the level-set function, the marker function is advected using the following equation

derived from (4.15).
𝜕𝐼

𝜕𝑡
+ 𝒖 · ∇𝐼 = ¤𝑚

𝜌
𝛿(𝑥) (4.29)

where the volume fraction, 𝛼, results from a spatial integration within the volume of a computational

cell Ω.

𝛼 =
1
Ω

∫
Ω
𝐼 (𝒙, 𝑡)𝑑Ω (4.30)

𝑁∑︁
𝑘=1

𝛼𝑘 = 1 (4.31)
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Note that only N-1 volume fraction equations are solved for a system of N phases as defined by

equation (4.31) which is a consequence of the mass conservation equation. The fluids properties

are then retrieved using a volume fraction averaging which, for a two-phase system yields:

𝑏(𝒙, 𝑡) = 𝛼𝑏1 + (1 − 𝛼) 𝑏2 (4.32)

The interface unit normal vector and curvature are then retrieved using the same equations as the

level-set method.

𝒏 =
∇𝛼
|∇𝛼 | (4.33)

𝜅 = −∇ · 𝒏 = −∇ · ∇𝛼
|∇𝛼 | (4.34)

As a consequence, the 𝛿 function is also expressed with the same formalism:

𝛿(𝛼) = |∇𝛼 | (4.35)

The combination of equations (4.30), (4.29) and (4.35) with the use of Green’s theorem yields:

𝜕𝛼

𝜕𝑡
+ 1
Ω

∫
𝑆
(𝒖 · 𝒏) 𝐼 (𝒙, 𝑡)𝑑𝑆 =

¤𝑚
𝜌
|∇𝛼 | (4.36)

where the 𝑆 is the external surface of the cell Ω. The use of a transport equation to solve the

volume fraction field makes it particularly sensitive to numerical diffusion. Accurate algorithms

are necessary to ensure the conservation of mass when the volume fraction is transported. This is

especially true for the convective term which usually leads the volume fraction to be smeared across

a few cells to ensure the volume fraction remains bounded between zero and one. An example of

this phenomenon is described in Fig. 4.4 where instead of a perfectly sharp interface, the volume

fraction field gradually transition across a few cells.

Numerous techniques are available in the literature to limit this phenomenon and reconstruct a

sharp interface. Two main categories currently exist: donor-acceptor formulation or the so called

,line techniques, that are based on a geometric reconstruction of the interface within the cell.

The original version of those geometrical reconstructions is the Simple Line Interface Calculation

(SLIC) developed by Noh & Woodward (1976). With this method, the interface is represented by
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Figure 4.4: Volume fraction field: (a) ideal sharp interface (b) smeared interface

segments aligned with the grid. The algorithm uses a direction split for which only the neighboring

cells in the swept direction are considered. Figures 4.5b and 4.5c show the consequences of the

direction split with interface being reconstructed differently as function of the sweeping direction.

The full part of the cells is identified using ∇𝛼.

Another type of interface reconstruction is the donor-acceptor formulation, originally employed

by Hirt & Nichols (1981). In the donor-acceptor approach, when a cell contains an interface, one

cell is marked as donor of a defined amount of fluid from one phase and the other as acceptor of that

same amount of fluid. The amount of fluid available in the donor cell and the free volume available

in the acceptor cell are bounding the amount of fluid that can be convected across a cell face. In

two dimensions the interface orientation is either horizontal or vertical. Depending the interface

orientation as well as its motion, the flux values are obtained by updwinding, downwinding or a

combination of both. The resulting interface reconstruction is described by Fig. 4.5d.

An interesting improvement on the SLIC method, conducted by Youngs (1982), consist in

using oblique lines to describe the interface. This method is called Piecewise Linear Interface

Construction (PLIC). The orientation of the interface is determined by unit normal vector as given

by equation (4.33). The interface is then reconstructed using geometrical considerations. The

major flaw of that algorithm is that it does not enforce the continuity of the interface in between

neighboring cells as shown in Fig. 4.5e. This is the algorithm implemented in ANSYS Fluent.

Finally the Flux Line-Segment Model for Advection and Interface Reconstruction (FLAIR)

developed by Ashgriz & Poo (1991) solves this issue by enforcing a line at each cell face instead of
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(a) (b) (c)

(d) (e) (f)

Figure 4.5: Interface Shape with different reconstruction schemes: (a) original fluid distribution
(b) SLIC (x-sweep) (Noh & Woodward (1976)) (c) SLIC (y-sweep) (Noh & Woodward (1976))
(d) Donor-Acceptor (Hirt & Nichols (1981)( (e) PLIC (Youngs (1982)) (f) FLAIR (Ashgriz & Poo
(1991))

a line per cell as shown in Fig. 4.5f. Even if the FLAIR method yields a really accurate description

of the interface, its implementation in three dimensions environment with high order cells is fairly

complicated and casts a shadow on the simplicity of the VOF method.

The strength of the VOF approach being its simplicity, because, similarly to the level-set

method, only one additional equation is required in comparison to single phase Navier-Stokes

equations. Nonetheless, the discretization of the convective term in the volume fraction equation

(4.36) requires accurate algorithm to avoid smearing or oscillations of the interface. Although such

algorithms are ensuring a very good accuracy in regard of mass conservation, the representation

of the interface curvature using equation (4.34) is poor. This phenomenon is due to the derivation

schemes employed that are poorly performing with non continuous functions such as the volume
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fraction. The consequences are an inaccurate computation of the surface tension force which may

leads to numerical instabilities in some cases. Remedying to curvature computation inaccuracies

as well as interface smearing is widely covered in the literature and is developed in section 4.9.

4.7 Hybrid Methods

On the one hand, the LS method, with the use of a continuous level function offers an accurate

computation of the interface curvature but the re-distancing that needs to be applied to recover the

signed distance after the interface advection leads to mass loss or gain. On the other hand, the

VOF method, offers an excellent mass conservation but even sophisticated interface reconstruction

algorithms such as PLIC or FLAIR fail to accurately represent the interface curvature. Therefore,

the solution is naturally to combine VOF and LS methods to take advantage of each approach

strengths.

This was accomplished by Sussman & Puckett (2000) with the Coupled Level-Set Volume of

Fluid (CLSVOF) algorithm. In the CLSVOF method, both level-set and VOF functions equations

are solved in parallel. The level-set function is used to compute the normal vector and curvature

as well as the fluid properties while the interface advection is handled by the PLIC scheme from

the VOF framework. Hence, the correction of the level-set function to retrieve the signed distance

is accomplished using the information from the volume fraction advected field. This method

was successfully implemented to model various problems such as dam breaking, droplet break-up

among others Zhao & Chen (2017); Chakraborty et al. (2016); Ménard et al. (2007).

Other hybrid methods consist in the coupling of a FT algorithm with LS or VOF approaches.

The combination of FT and LS was accomplished by Enright et al. (2002) and consists in placing

markers on the zero value of the level-set function. After the advection step is performed, the

marker are used for the re-initialization of the level-set function to retrieve the signed distance. The

coupling of FT and VOF was proposed by Aulisa et al. (2003). The markers are used to reconstruct

and advect the interface while the volume fraction enforce mass conservation. As a result, the

interface topology is described by segments connecting two types of markers: intersection markers
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and volume conservation markers. The intersection markers remove the need of re-meshing while

the volume conservation markers are added to the interface inside each cell to enforce mass

conservation through the use of the volume fraction. By enforcing the conservation of the area

within a cell instead the volume fraction, Aulisa et al. (2004) improved on the original FT-VOF

method. The improved method shown to be computationally more efficient and accurate.

4.8 Surface Tension and Wall Adhesion Modeling

4.8.1 Surface Tension

Surface tension is a phenomenon that occurs at the interface between fluids because of the different

molecular forces of attraction in this region. The surface tension force prevents the interface area

increase. Therefore a defined amount of work is required for the interface to move. This amount

of work is characterized by 𝜎, the surface tension coefficient, which depends on the pair of fluids

involved and can be positive or negative. When negative, the fluids are defined as miscible and

immiscible when positive. At the macroscale, surface tension forces are expressed as a body force

in 𝑁.𝑚−3 concentrated at the interface and defined by:

𝑭𝜎 = 𝜎𝜅𝒏 (4.37)

Knowing that, several approaches exist to model surface tension forces. The most common model

is the Continuum Surface Force (CSF) proposed by Brackbill et al. (1992). The basic principle of

that model is to consider the interface as a transition region of finite thickness on which the forces

are continuously distributed. As a result, using a general marker function, the surface tension can

be expressed as:

𝑭𝜎 (𝒙) =
𝜌(𝒙)
< 𝜌 >

𝜎𝜅(𝒙) ∇𝐼 (𝒙)[𝐼] (4.38)

where 𝐼 (𝒙) is the smoothed expression of the marker function according to the method employed

and [𝐼] is the jump in that function across the interface. As an example, in the case of the VOF

formulation, 𝐼 (𝒙) is the volume fraction 𝛼, and [𝐼] = [𝛼] = 1 since the volume fraction varies from

1 to 0 across an interface. 𝜌(𝒙) is the local density within the interfacial region calculated using
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the necessary interpolation and < 𝜌 >= 1
2 (𝜌𝑙 + 𝜌𝑘 ). From the definition of < 𝜌 > it is evident

that surface tension forces are not evenly distributed across the interface when equation (4.38) is

employed. The forces are shifted towards the heavier fluid but the total resulting force is conserved.

The drawback of this method comes when the fluids density ratio is important. When this occurs,

the sharp jump in surface tension force may leads to numerical difficulties as described further.

Other well-known formulations are the Continuum Surface Tension (CST) and Continuum

Surface Stress (CSS) proposed by Jacqmin (1996) and Lafaurie et al. (1994) respectively. The

CST model is analytically equivalent to the original CSF model but removes the need of explicitly

computing the curvature. The CSS model introduces the use of a pressure tensor 𝑻, which, in the

case of the VOF method is expressed as follows:

𝑻 = 𝜎

(
|∇𝛼 |𝑰 − ∇𝛼 ⊗ ∇𝛼

|∇𝛼 |

)
(4.39)

where 𝑰 is the identity matrix. Finally the Ghost Fluid Method (GFM) developed by Liu et al.

(2000) narrows the region where the surface tension forces are applied in comparison with the

CSF model. This leads to a more realistic jump for the pressure field but is computationally more

expensive.

Modeling the surface tension with the CSF model leads to the well-known issues of spurious

velocities or parasitic currents as rigorously analyzed by Harvie et al. (2006). These nonphysical

velocity fields arise at the interface vicinity and often lead to numerical instabilities responsible for

simulation failure or, at least, a strong alteration of the results. The spurious velocities arise from

two issues when using the CSF model. First, it is a consequence of the discretization mismatch

between the pressure gradient and the surface tension terms in the momentum equation Renardy

& Renardy (2002). The solution to minimize that mismatch is to add the pressure jump from the

surface tension force during the computation of the velocity field at the pressure correction stage

Popinet (2009). Secondly, as shown by Meier et al. (2002), it results from the poor curvature

calculation done by the CSF model. The curvature estimation can be greatly improved by the use

of high accuracy algorithms to reconstruct the interface as discussed by Guo et al. (2014). Such
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algorithms are developed in section 4.9. An extensive review of the surface tension models for the

VOF method is proposed by Baltussen et al. (2014).

4.8.2 Wall Adhesion Modeling

The wall adhesion phenomenon also known as wettability is the consequence of the interaction

between the molecules of a solid and a liquid, which, provides an adhesive force between them.

The force magnitude depends on the liquid and solid properties as well as the roughness of the

surface considered. In the CSF model framework, the wetting phenomenon is simply expressed

through the definition of 𝜃𝑒𝑞 , the static contact angle, which is experimentally measured. Figure

4.6 shows the definition of 𝜃𝑒𝑞 . The limiting cases are 𝜃𝑒𝑞 = 0° resulting in the liquid perfectly

spreading on the surface as opposed to 𝜃𝑒𝑞 = 180° where the liquid does not wet the surface. A

surface will be called hydrophyilic if 𝜃𝑒𝑞 < 90° or hydrophobic if 𝜃𝑒𝑞 > 90°.

Figure 4.6: Wetting phenomenon

The knowledge of 𝜃𝑒𝑞 in the work of Brackbill et al. (1992) is employed to calculate the normal

vector to the interface at the wall using:

𝒏 = 𝒏𝑤𝑐𝑜𝑠𝜃𝑒𝑞 + 𝒕𝑤𝑠𝑖𝑛𝜃𝑒𝑞 (4.40)

where 𝒏𝑤 is the unit normal vector pointing towards the wall and 𝒕𝑤 is the unit vector that belongs

to the wall and is normal to the contact line between the wall and the interface. The combination

of this contact angle with the usually computed interface normal vector one cell away from the

wall determines the local curvature of the surface. This curvature is further employed to adjust the

surface tension body force term in the momentum equation.
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4.9 Interface Reconstruction Algorithms

When studying multiphase flows, the key and the challenge to obtain an accurate modeling

is a proper computation of the interface topology. This task is accomplished by the interface

reconstruction algorithm that computes the interface normal vector and curvature. In the VOF

framework, the interface reconstruction algorithm estimate the unit normal vector and curvature

from the volume fraction gradient using equations (4.33) and (4.34). The variation between each

interface reconstruction algorithm lies in the method employed to make this estimation. Several

expectations can be set for an interface reconstruction algorithm.

• Precision on coarse grid

• Convergence as the grid refines

• Adaptable to any grid topology

• Simplicity of implementation

Algorithms that satisfy all the mentioned expectations are not yet available in the literature to

the authors knowledge. The literature is rich and many approaches are available depending the

accuracy required, the number of dimensions, and the mesh topology. This section offers a brief

overview of the methods available.

The first method to geometrically reconstruct the interface was the PLIC algorithm developed by

Youngs (1982). The interface is approximated to be a line in 2D or a plane in 3D. With knowledge

of the volume fraction in the cell, the normal vector defined by equation 4.33, the interface position

is retrieved. It is the only scheme available in ANSYS Fluent that uses a geometrical reconstruction.

Unfortunately this method is poorly accurate and its major problem being the non convergence of

the curvature when refining the mesh as shown by Magnini et al. (2013). Improving on Youngs

algorithm was proposed by Williams et al. (2002) by simply using a smoothed version of the

volume fraction field. The resulting normal vector and interface curvature converges with a first

order accuracy.
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Significant improvement came with the method called Parabolic Reconstruction Of Surface

Tension (PROST) introduced by Renardy & Renardy (2002). This method approximates the

interface as a parabolic curve in a 3-by-3 stencil. The coefficient of the parabola were obtained using

a least-square fitting. A similar method, the Least squares Volume-of-fluid Interface Reconstruction

Algorithm (LVIRA) further refined in Efficient LVIRA (ELVIRA) proposed by Pilliod & Puckett

(2004) shows a second order accuracy in space. The main drawbacks of those methods are their

computational costs along with implementation complexity in 3D unstructured mesh.

The last method category is called Height Function (HF) algorithm. Based on the work of Malik

et al. (2007) in 2D, the interface curvature is locally calculated by finite difference in a 7-by-3 or

3-by-7 stencil depending the interface orientation by the means of an height function. The method

was extended to 3D by Hernández et al. (2008) and showed a second order curvature accuracy

while maintaining an acceptable computation efficiency.

Finally, aside from errors in the computation of the interface normal vector and curvature,

the smearing of the interface due to numerical diffusion can also be problematic. To treat this

problem, the solution is to artificially sharpen the interface. Following the works of Olsson &

Kreiss (2005), it usually consist in adding an artificial viscosity to the marker function in order to

maintain the interface thickness. The drawback of these sharpening schemes is the non respect

of mass conservation as discussed by numerous authors (So et al. (2012); Sato & Ničeno (2012);

Malgarinos et al. (2015)). In ANSYS Fluent, the unique sharpening scheme available is a so called

𝛾 model as described by Gupta et al. (2016).
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CHAPTER 5

MASS TRANSFER MODELING

5.1 Mass Transfer Model in Multiphase Flows

The mass transfer phenomenon is important in a majority of process involving multiphase flows

such as boiling/condensation, 𝐶𝑂2 capture or, in this case, desalination. In thermal desalination

application, the heat and mass transfer problem cannot be decoupled as temperature is a catalyst for

mass transfer and this latter represents a significant amount of energy transfer when phase change is

involved. Therefore solving the heat transfer problem in parallel with the mass transfer is inevitable.

To predict mass transfer, several models have been developed and implemented in CFD solvers

for different type of applications. Higbie (1935) developed the penetration model based on film

theory. The model assumed a non equilibrium at the interface and mass transfer coefficient are

calculated as follows:

𝑘𝑙 = 2
√︂
𝐷𝑙

𝜋𝑡𝑐
(5.1)

𝑘𝑔 = 2

√︄
𝐷𝑔

𝜋𝑡𝑐
(5.2)

where 𝐷𝑙 and 𝐷𝑔 are the liquid and gas diffusion coefficients respectively and 𝑡𝑐 is the exposure

time. The interphase mass flux is then retrieved by application of Fick’s first law. The main

drawback of the Higbie model is it assumes an infinitely developing boundary layer, which in most

applications, is false as saturation is reached. Nonetheless it is successfully employed in various

studies when the conditions are appropriate. Wen et al. (2020b) used this formulation to model

condensation in falling films, van Baten & Krishna (2004) used it to simulate the mass transfer in

Taylor bubbles and observed the CFD results deviating from the experimental for given conditions.

Because of its ease of implementation, the penetration model is still employed in recent studies.

Wen et al. (2020b) used a modified version of the Hibgie model in order to enhance the condensation

process for falling film on flat plates.
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Based on the Hertz-Knusden equation, Schrage (1953) developed another model for mass

transfer assuming a temperature and pressure jump at the interface.

¤𝑚 =
2𝛾

2 − 𝛾

(
𝑀

2𝜋𝑅

)1/2 (
𝑝𝑣√
𝑇𝑣

− 𝑝𝑙√
𝑇𝑙

)
(5.3)

where 𝑀 is the molecular weight, 𝑅 the universal gas constant, 𝑝𝑣 and 𝑇𝑣 , 𝑝𝑙 and 𝑇𝑙 , are the vapor

and liquid pressures and temperatures at the interface. 𝛾 is a coefficient of accommodation depend-

ing on the fluid properties. It is difficult to measure experimentally with reasonable uncertainty as

shown by Marek & Straub (2001). Therefore, the resulting mass transfer is highly dependent of that

latter. Nonetheless, this formulation remains highly used for modeling boiling and condensation

taking 𝛾 as unity for water systems Magnini & Thome (2016); Georgoulas et al. (2017).

A simplification of the Schrage model is the Lee model Lee (1980). It assumes a constant

pressure and saturation temperature at the interface. The mass transfer rate is driven by the

temperature gradient from saturation and defined as:

¤𝑚 =


𝑓𝐿𝑒𝑒𝛼𝑔𝜌𝑔

𝑇−𝑇𝑠𝑎𝑡
𝑇𝑠𝑎𝑡

if 𝑇 < 𝑇𝑠𝑎𝑡 (𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛)

𝑓𝐿𝑒𝑒𝛼𝑙𝜌𝑙
𝑇−𝑇𝑠𝑎𝑡
𝑇𝑠𝑎𝑡

if 𝑇 > 𝑇𝑠𝑎𝑡 (𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛)

(5.4)

where 𝑓𝐿𝑒𝑒 is an accommodation coefficient that is fitted to experimental data. This make numerical

results obtained using the Lee model as uncertain as the experimentally measured data which is a

major flaw. This lack of physical meaning is essentially traded by the ease of implementation in

numerical solvers.

Removing the empiricism of the Schrage and Lee models is achieved by the sharp interface

model based on the Rankine-Hugoniot jump condition at the interface. Using energy conservation,

the mass flux is expressed as

¤𝑚 =

(
𝜆𝑙∇𝑇𝑙 − 𝜆𝑔∇𝑇𝑔

ℎ𝑙𝑔

)
· 𝒏 (5.5)

where 𝜆𝑙 and 𝜆𝑔 are the liquid and gas thermal conductivities, ℎ𝑙𝑔 is the latent heat and 𝒏 the

unit normal vector to the interface. This formulation is usually employed in CFD studies using
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commercial software because of its simplicity and the accuracy provided Nichita & Thome (2010);

Ganapathy et al. (2013).

Even if all these mass transfer models have proven their accuracy in capturing the physics in

a wide variety of fundamental problems, they generally show one or multiple flaws. On the one

hand, the Schrage, Lee and Sharp Interface model are only suitable when a non-condensable is

not involved hence restricting them to boiling and condensation problem. In addition, the Schrage

model require a suitable value for 𝛾 that is challenging to obtain. Similarly, the Lee model requires

𝑓𝐿𝑒𝑒 , the accommodation coefficient which depends entirely on experimental data. On the other

hand, the Higbie model relies on the value of exposure time, 𝑡𝑐, to calculate the mass transfer

coefficients. The calculation of the exposure time is extremely dependent of flow conditions van

Baten & Krishna (2004).

As a result, in this study, a model based on theoretical analysis is employed in order to remove

the empiricism or the limit to a narrow range of flow conditions. The model employed, based on

a direct application Fick’s first law, is compatible with the presence of a non-condensable gas as

it is the case in the evaporator or condenser of an HDH system. Finally, regardless of the model

employed, an accurate computation of the interfacial area is necessary to accurately compute the

mass transfer flux. The following section develops the mass transfer model implemented and the

in algorithm employed.

5.2 Mass Transfer Model & Interfacial Area

5.2.1 Mass Transfer Model for Desalination

5.2.1.1 Modeling & Assumptions

Within an HDH system, the evaporation process is taking place at low temperatures through

diffusion and convection in the presence of a non-condensable gas that is, by principle, used as a

carrier for the water vapor. For economical purposes the carrier gas is usually air but other carrier

could be employed as previously mentioned. In this study, the computation of the interfacial mass

54



transfer consist in a direct local application of Fick’s first law of diffusion. Therefore, the need of

empiricism for closure as well as the limitation to certain flow conditions are removed. In its most

general form Fick’s first law is written as follows:

𝑱𝒊 = −𝜌𝐷𝑖 𝑗∇𝑌𝑖 (5.6)

where 𝑱𝒊 is the flux vector of species 𝑖 into 𝑗 , 𝜌 is the mixture density, 𝐷𝑖 𝑗 is the molecular diffusion

coefficient and 𝑌𝑖 is the mass fraction of species 𝑖. Note that with this form of Fick’s first law, 𝑱𝒊

as the dimension of a mass flux
(
𝑘𝑔.𝑚−2.𝑠−1

)
. Assuming the diffusion of air in liquid water to

be negligible, only the diffusion of water vapor in the gas remains. Therefore, the application of

Fick’s first law as described by equation (5.6) at an air-water interface with air assumed to be a

single component gas yields:

𝑱𝐻2𝑂/𝑎𝑖𝑟 = −𝜌𝐷𝐻2𝑂/𝑎𝑖𝑟∇𝑌𝐻2𝑂 (5.7)

5.2.1.2 Discretization of Fick’s Law

The application of equation (5.7) onto a computational grid requires the discretization at the local

scale. To model the diffusive mass flux, the assumption taken here is to treat the interface between

air and water as a moving, internal, boundary condition. As a consequence, the air at the interface

is assumed to be saturated with water vapor. In the numerical environment, this translate as treating

the liquid to be an internal Dirichlet boundary condition for the species conservation equation. As

a result, the mass fraction gradient in equation (5.7) to be along the interface normal vector 𝒏:

∇𝑌𝐻2𝑂 =
𝜕𝑌𝐻2𝑂

𝜕𝒏
= ∇𝑌𝐻2𝑂 · 𝒏 (5.8)

which is then discretized at the scale of a computational cell by applying a first order approximation:

∇𝑌𝐻2𝑂 · 𝒏 ≈ 𝑌∗ − 𝑌∞
Δ𝑥

(5.9)

Δ𝑥 = (𝒙𝐺 − 𝒙𝐼 ) · 𝒏 (5.10)

where 𝑌∗ is the mass fraction corresponding to saturation that is assigned at the interface, 𝑌∞ is

the current mass fraction of water vapor in the air, and Δ𝑥 the characteristic length. In this work,
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the normal distance Δ𝑥 is taken as defined by equation (5.10) where 𝒙𝐺 is the position vector of

the gravity center of the truncated cell and 𝒙𝐼 is the position vector of a point belonging to the

interface. The interface is assumed to be flat locally, as depicted by Fig. 5.1. Combining equations

(5.9) and (5.7) the mass flux is approximated as follows:

𝐽∗ = 𝜌𝐷𝐻2𝑂/𝑎𝑖𝑟
𝑌∗ − 𝑌∞

Δ𝑥
(5.11)

Figure 5.1: Interfacial cell

The calculation of Δ𝑥, the characteristic length, requires knowledge of the coordinates of G (see

Fig. 5.1) which can only be determined by knowing the exact position of the interface. By default,

even if computed, the position of the interface is not available to the user in ANSYS Fluent. Hence,

an in-house geometric reconstruction is necessary to retrieve the interface position.

5.2.2 Volume Enforcement Algorithm

Retrieving the interface position knowing the interface orientation and the volume of fluid in a cell is

a classic volume enforcement problem which can be solved using different scheme. The assumption

of a flat interface, line in 2D or plane in 3D naturally leads to employing a PLIC scheme. Several

algorithms are available in the literature, Rider & Kothe (1998), López & Hernández (2008), Soh

et al. (2016) to reconstruct the interface using a geometrical interpretations. In this study, the

algorithm implemented to retrieve the interface position is based on the work of López et al. (2016)
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and is detailed here. The example taken here is for a general cell with a 𝐽 amount of faces, 𝑁

number of vertices, and an 𝐼 𝑗 number of vertices per face.

5.2.2.1 Initial Bracketing

At the beginning of the calculation the only known cell variable are the volume fraction, the

interface normal unit vector, and the coordinates of the cell vertices in the domain. In the case of

the VOF method it yields:

𝒏 =
∇𝛼
|∇𝛼 | (5.12)

𝑉𝑇 = 𝛼𝑉𝑐𝑒𝑙𝑙 (5.13)

As the volume enforcement is solved iteratively, providing an adequate initial guess is very important

in order to obtain an computationally efficient algorithm. In this case, the initial values takes the

form of guessing the upper and lower bound position of the interface position along the normal

vector direction. The initial bracketing starts by calculating 𝑑𝑛, the signed normal distance from

the interface for each cell vertices.

𝑑𝑛 = 𝒙𝑛 · 𝒏 (5.14)

where 𝒙𝑛 is the position vertex position vector in the domain. Using equation (5.14), the position of

each vertex relatively to the interface can be determined. The vertices at a minimum and maximum

distance from the interface immediately yield the nodes corresponding to an empty and a full cell.

As shown in the example depicted by Fig. 5.2 the vertices corresponding to an empty and full cell

are 𝑛 = 1 and 𝑛 = 3.

The vertexes are then sorted in growing 𝑑𝑛 order. In the example shown the ordained list is

given in Table 5.1. Note that the distances 𝑑𝑛 given here are arbitrary and only used as example.

An index k is assigned to each vertex once ordained.

𝑑𝑖𝑏 =
𝑉𝑇 −𝑉𝑚𝑖𝑛
𝑉𝑚𝑎𝑥 −𝑉𝑚𝑖𝑛

(𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛) + 𝑑𝑚𝑖𝑛 (5.15)
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Figure 5.2: Interfacial cells after initial calculation for bracketing

Table 5.1: Ordained list of vertexes by signed distance from the interface

𝑉𝑒𝑟𝑡𝑒𝑥 𝑛𝑢𝑚𝑏𝑒𝑟 1 5 2 4 3
𝑑𝑛 -2 -1 1 2 4
𝑘 1 2 3 4 5

The next step in the calculation consist in using equation (5.15) with 𝑑𝑚𝑖𝑛 corresponding to the

signed distance of an empty cell and 𝑑𝑚𝑎𝑥 the signed distance of a full cell. In the example depicted

by Fig. 5.2, assuming 𝛼 = 0.45 the initial linear interpolation is done between the vertex number 1

and number 3 yielding:

𝑑0
𝑖𝑏

= 0.45 (𝑑3 − 𝑑1) + 𝑑1 = 0.7 (5.16)

Based on that value of 𝑑0
𝑖𝑏

the closest plane passing through one of the cell vertex is selected and

an exact calculation of the truncated volume is obtained using the algorithm developed in section

5.2.2.2. The resulting volume, 𝑉𝑖𝑏 is compared to the targeted volume 𝑉𝑇 .

On the one hand, if 𝑉𝑖𝑏 > 𝑉𝑇 , then the selected vertex is assigned the upper bound (𝑘𝑚𝑎𝑥) and

a new truncation is done using the next cell vertex in descending sequence until 𝑉𝑖𝑏 < 𝑉𝑇 . After

each truncation the upper bound is updated.

On the other hand, if 𝑉𝑖𝑏 < 𝑉𝑇 , the selected vertex is assigned the lower bound and a new

truncation is done using the next cell vertex in ascending sequence until 𝑉𝑖𝑏 > 𝑉𝑇 . At the end of
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this routine, two cell vertices are defined as 𝑘𝑚𝑖𝑛 and 𝑘𝑚𝑎𝑥 respecting the conditions:
𝑉𝑘𝑚𝑖𝑛

< 𝑉𝑇 < 𝑉𝑘𝑚𝑎𝑥

𝑘𝑚𝑎𝑥 − 𝑘𝑚𝑖𝑛 = 1
(5.17)

Applying this procedure to the picture shown in Fig. 5.2 yields 𝑉𝑖𝑏 = 𝑉2 which is superior to 𝑉𝑇 .

Hence, the value 𝑘𝑚𝑎𝑥 = 3 (corresponding to vertex number 2, see Table 5.1) for the upper bound

is selected and a new volume calculation is done using vertex number 5 that yields 𝑉5 < 𝑉𝑇 . Thus

yielding the lower bound of the bracketing since the condition 𝑘𝑚𝑎𝑥 − 𝑘𝑚𝑖𝑛 = 1 is respected.

Finally with the initial bracketing obtained, a new linear interpolation is accomplished using

equation (5.15) with 𝑉𝑚𝑖𝑛 = 𝑉𝑘𝑚𝑖𝑛
, 𝑉𝑚𝑎𝑥 = 𝑉𝑘𝑚𝑎𝑥 and 𝑑𝑚𝑖𝑛 = 𝑑𝑘𝑚𝑖𝑛

, 𝑑𝑚𝑎𝑥 = 𝑑𝑘𝑚𝑎𝑥 . The new

volume calculated, 𝑉𝑖+1, is used to update the value of 𝑉𝑚𝑖𝑛 or 𝑉𝑚𝑎𝑥 and 𝑑𝑚𝑖𝑛 or 𝑑𝑚𝑎𝑥 following:
𝑉𝑚𝑖𝑛 = 𝑉𝑖+1 𝑖 𝑓 𝑉𝑇 > 𝑉𝑖+1

𝑉𝑚𝑎𝑥 = 𝑉𝑖+1 𝑖 𝑓 𝑉𝑇 < 𝑉𝑖+1
(5.18)

This process is repeated until the calculated volume is within 1% of the cell total volume.

5.2.2.2 Volume Calculation & Interfacial Area

The first step in the volume calculation of the truncated polyhedron is to determine the coordinates

of the intersection points between the plane and the edges of the cell. For example, using the case

depicted by Fig. 5.3 it consists in obtaining the position vectors of the vertices 8, 9, 10 and 11.

Knowing the normal distance from each cell vertex (𝑑𝑛) to the truncation plane, a linear interpolation

yields the intersection position vector 𝒙𝑖𝑛𝑡𝑒𝑟 as follows:

𝒙𝑖𝑛𝑡𝑒𝑟 = 𝒙+ − 𝑑+
𝑑− − 𝑑+

(𝒙− − 𝒙+) (5.19)

where 𝒙+ and 𝒙− denotes the vertexes above and below the truncation plane with respect of the

normal vector orientation. 𝑑+ and 𝑑− are calculated using equation (5.14). As example, the

intersection point calculation between vertex 6 and 1 is obtained as 𝒙10 = 𝒙6 − 𝑑6
𝑑1−𝑑6

(𝒙1 − 𝒙6).

When all the intersection points are known, the volume of the truncated polyhedron is calculated
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Figure 5.3: Truncated polyhedron with intersection points

using the formula given by Schneider & Eberly (2003):

𝑉 =
1
3

𝐽∑︁
𝑗=1

[(
𝒏 𝑗 · 𝒙 𝑗 ,1

)
𝒏 𝑗 · 𝑨 𝑗

]
(5.20)

where 𝑨 𝑗 is the area vector of face 𝑗 with an 𝐼 𝑗 number of vertices within a polyhedron with 𝐽

faces. 𝒏 𝑗 is the unit normal vector to face number 𝑗 pointing outward of the polyhedron. The area

vector is obtained as follow:

𝑨 𝑗 =
1
2

𝐼 𝑗∑︁
𝑖=1

(𝒙 𝑗 ,𝑖 × 𝒙 𝑗 ,𝑖+1) (5.21)

where 𝒙 𝑗 ,𝑖 is the position vector of the i-th vertex of the j-th face, ordered counterclockwise from

an outside point of view of the polyhedron. Note that 𝒙 𝑗 ,𝐼 𝑗 = 𝒙 𝑗 ,1.

It is now evident that the computation of the truncated polyhedron volume implies the calculation

of the area vector which, in Fig. 5.3, corresponds to the area of the polygon defined by the vertices

{8; 9; 10; 11}. Per definition, the effective area, 𝐴𝑖𝑛𝑡 , is simply calculated by taking the norm of the

area vector. When the volume calculation is converged, the position vector of the gravity center is
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extracted using equation (5.22) and Δ𝑥 is retrieved using equation (5.10).

𝒙𝐺 =
1

𝑁𝑡𝑟𝑢𝑛𝑐

𝑁𝑡𝑟𝑢𝑛𝑐∑︁
𝑖=1

𝒙𝑖 (5.22)

where 𝑁𝑡𝑟𝑢𝑛𝑐 is the amount of vertices of the truncated polyhedron.

5.3 ANSYS Fluent Solver and Implementation of User-Defined-Functions

ANSYS Fluent is a commercial solver for computational fluid dynamic that is widely employed

in the industry and in academic research. The version employed in this work is the 19.2 with

double precision to limit the truncation error. The parallel version of the solver is employed since

all calculations are accomplished in an High Performance Computing (HPC) environment. Even

if the solver has made a lot of improvements in its last release, it remains critically lacking for

complex flow problems which is the case here. To overcome this issue, the software allows partial

modification of the solver through the so called User-Defined Functions (UDF) that are written in

C or C++. These UDFs are further compiled and added to the solver to orient the code toward the

seek usage. Therefore, the modeling developed in section 5.2 is implemented in the solver using

UDFs. The goal of this section is to introduce the reader to the setup employed in this work to

solve the partial differential equations governing the physics we are aiming to model as well as an

introduction of the UDFs employed to achieve that goal.

5.3.1 Governing Equations & Source Terms

In this work, the flow solver requires the solution of 7, non-linear, partial differential equations:

continuity equation (4.8), volume fraction equation (4.36), momentum equation (4.9) in the three

space coordinates, the energy equation (4.10), and the species conservation to track the water vapor

concentration in the non-condensable gas. Within the VOF framework of ANSYS Fluent, the

two Newtonian and incompressible phases with mass transfer assuming laminar flow results in the

following equations. Note that the viscous heating terms are neglected in the energy equation and

𝛼, by choice, represents the gas volume fraction. The liquid mass fraction is simply retrieved using
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equation (4.31).

∇ · 𝒖 =

(
1
𝜌𝑔

− 1
𝜌𝑙

)
𝑆𝛼 (5.23)

𝜕𝛼

𝜕𝑡
+ ∇ · (𝛼𝒖) = 𝑆𝛼

𝜌𝑔
(5.24)

𝜕

𝜕𝑡
(𝜌𝒖) + ∇ · (𝜌𝒖𝒖) = −∇𝑝 + ∇ · 𝜇

[
(∇𝒖) + (∇𝒖)𝑇

]
+ 𝜌𝒈 + 𝑭𝜎 + 𝑭𝑏𝑢𝑜𝑦 (5.25)

𝜕

𝜕𝑡
(𝜌𝐸) + ∇ · (𝜌𝒖𝐸) = ∇ · (𝜆∇𝑇) + 𝑆𝐸 (5.26)

𝜕

𝜕𝑡

(
𝜌𝑔𝑌𝐻2𝑂

)
+ ∇ ·

(
𝜌𝑔𝒖𝑌𝐻2𝑂

)
= ∇ · (𝜌𝑔𝐷𝐻2𝑂/𝑎𝑖𝑟∇𝑌𝐻2𝑂) + 𝑆𝑌𝐻2𝑂

(5.27)

In the above equations the source terms 𝑆𝛼, 𝑆𝐸 , and 𝑆𝑌𝑖 are the source terms due to the evaporative

mass transfer and are defined as follows:

𝑆𝛼 = 𝐽∗
𝐴𝑖𝑛𝑡

𝑉𝑐𝑒𝑙𝑙
(5.28)

𝑆𝐸 = −𝑆𝛼ℎ𝑙𝑔 (5.29)

𝑆𝑌𝐻2𝑂
= 𝑆𝛼 (5.30)

where 𝐴𝑖𝑛𝑡 is the interfacial area calculated by the volume enforcement algorithm and ℎ𝑙𝑔 is the

latent heat of vaporization. This normalization per unit volume of the source terms using 𝑉𝑐𝑒𝑙𝑙 is

necessary as Fluent employs a finite-volume method to solve the governing equations. The fluid

properties are calculated using equation (4.12) which, in the case of the VOF framework leads to:
𝜌 = 𝛼𝜌𝑔 + (1 − 𝛼)𝜌𝑙

𝜇 = 𝛼𝜇𝑔 + (1 − 𝛼)𝜇𝑙

𝜆 = 𝛼𝜆𝑔 + (1 − 𝛼)𝜆𝑙

(5.31)

Note that each individual phase properties remains defined by the user.

5.3.2 Fluent Discretization Method

Similarly to any numerical approach, the set of governing equation needs to be discretized. As

Fluent employs a finite volume method (FVM), the transport equations are integrated over a control
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volume that, once discretized, transforms the set of non-linear equations into a discrete system of

linear equations further solved numerically. For a generic variable 𝜙, the transport equation is:

𝜕

𝜕𝑡
(𝜌𝜙) + ∇ · (𝜌𝒖𝜙) = ∇ · (𝐷∇𝜙) + 𝑆𝜙 (5.32)

where 𝐷 is a generic diffusion coefficient. Applying to a control volume Ω with a surface area Γ,

the above equation becomes:∫
Ω

𝜕

𝜕𝑡
(𝜌𝜙) 𝑑Ω︸             ︷︷             ︸

unsteady term

+
∫
Ω
∇ · (𝜌𝒖𝜙) 𝑑Ω︸                ︷︷                ︸

convective term

=

∫
Ω
∇ · (𝐷∇𝜙) 𝑑Ω︸                 ︷︷                 ︸
diffusion term

+
∫
Ω
𝑆𝜙𝑑Ω︸     ︷︷     ︸

source term

(5.33)

Using the divergence theorem, the convective and diffusion terms in equation (5.33) become:∫
Ω
∇ · (𝜌𝒖𝜙) 𝑑Ω =

∫
Γ
(𝜌𝒖𝜙) · 𝒏 𝑑Γ (5.34)∫

Ω
∇ · (𝐷∇𝜙) 𝑑Ω =

∫
Γ
(𝐷∇𝜙) · 𝒏 𝑑Γ (5.35)

where 𝒏 is the unit normal vector pointing outside of the control volume. Within FVM the control

volume is the cell volume.

Assuming the value at the center of the cell is equal to the average of the function in the cell,

the unsteady and source terms are estimated by multiplying the average value by the cell volume.

Using a similar assumption, and assuming the value of the term at the cell center is the average of

the function over all the cell faces and the value at each face is equal to the average of the function

over that face multiplied by the surface area, the surface integrals in equations (5.34) and (5.35) are

estimated for a cell with 𝑁 𝑓 faces as follows:∫
Γ
(𝜌𝒖𝜙) · 𝒏 𝑑Γ =

𝑁 𝑓∑︁
1

(
𝜌 𝑓 𝒖 𝑓 𝜙 𝑓

)
· 𝒏 𝑓 𝐴 𝑓 (5.36)

∫
Γ
(𝐷∇𝜙) · 𝒏 𝑑Γ =

𝑁 𝑓∑︁
1

(
𝐷 𝑓 (∇𝜙) 𝑓

)
· 𝒏 𝑓 𝐴 𝑓 (5.37)

where the subscript 𝑓 designate the face centered value of the variable. Hence the discretized

version of equation (5.33) is:

𝜕

𝜕𝑡
(𝜌𝑐𝜙𝑐)Ω +

𝑁 𝑓∑︁
1

(
𝜌 𝑓 𝒖 𝑓 𝜙 𝑓

)
· 𝒏 𝑓 𝐴 𝑓 =

𝑁 𝑓∑︁
1

(
𝐷 𝑓 (∇𝜙) 𝑓

)
· 𝒏 𝑓 𝐴 𝑓 + 𝑆𝜙Ω (5.38)
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where the subscript 𝑐 designate the cell centered value of the variable. Note that the source term

𝑆𝜙 is always applied at the cell center.

5.3.3 Reconstruction of Cell Gradient

Within Fluent, the governing equations are solved using variables at the cell center. As a result,

knowledge of the gradients involved in these equations at that location is required. Using Green-

Gauss theorem, the gradient at the cell center is expressed as follows:

(∇𝜙)𝑐 =
1
Ω

𝑁 𝑓∑︁
1
𝜙 𝑓 𝒏 𝑓 𝐴 𝑓 (5.39)

As a consequence, calculating the value of the cell centered gradients requires knowledge of the

face centered value (𝜙 𝑓 ) for all faces within a cell. Within Fluent, several interpolation schemes

are available, Green-Gauss Cell Based, Green-Gauss Node Based and Least-Square Cell Based

ANSYS Inc. (2018). In this work the Least-Square Cell Based formulation is employed unless

stated otherwise because it yields a similar accuracy on unstructured mesh as the Green-Gauss

Node Based but with a far inferior computational cost.

5.3.4 Temporal Discretization

Solving numerically partial differential equations for unsteady flows, all the terms are summed in

order to obtain the temporal derivative and then update the solution to the next time step. Two types

of temporal discretization exist: explicit and implicit. Depending the types of partial differential

equations, hyperbolic, parabolic or elliptic, one or the other should be employed Anderson (1995).

Using a first order scheme, the unsteady term is expressed as follows:

𝜙𝑛+1 − 𝜙𝑛
Δ𝑡

= 𝐹
(
𝜙𝑛

)
(5.40)

while the implicit formulation takes the following form:

𝜙𝑛+1 − 𝜙𝑛
Δ𝑡

= 𝐹

(
𝜙𝑛+1

)
(5.41)
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where 𝐹 (𝜙𝑛) represent all the convective, diffusive and source terms in equation (5.38) at time step

𝑛 andΔ𝑡 is the time step size. The explicit formulation is consistent but usually requires a small time

step to be stable. On the opposite the implicit formulation is unconditionally stable but requires an

iterative process at each time-step to solve the transport equations. For Fluent incompressible solver,

only the implicit time-stepping method is available to solve all the conservation equations except

the VOF equation. This latter is solved explicitly using a sub time-stepping method to maintain

stablity. In this work, the first order implicit formulation is employed for the time discretization

for two reasons. Firstly it is the only time stepping method available when using the geometric

reconstruction algorithm. Secondly, the second-order temporal discretization method is necessary

when important temporal gradients are expected in the simulation and are of interest to the user

which is not the case here as a pseudo-transient solution is targeted.

5.3.5 Spatial Discretization

The spatial discretization scheme is in charge of interpolating the face centered variable (𝜙 𝑓 )

with the cell centered value (𝜙𝑐) for the convective term of each conservation equation. Note

that the diffusion term is always discretized using a central differencing which is a second order

accuracy scheme. Fluent possesses multiple schemes to interpolate the face centered value that

can be adjusted for each equation individually. In this study all the convective term are spatially

discretized using Quadratic Upstream Interpolation for Convective Kinematics (QUICK) introduced

by Leonard (1979).

Figure 5.4: Spatial discretization with QUICK scheme
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For face 𝑒 the face centered variable is expressed as follows:

𝜙𝑒 = 𝜃

[
𝑆𝑑

𝑆𝑐 + 𝑆𝑑
𝜙𝑃 + 𝑆𝑐

𝑆𝑐 + 𝑆𝑑
𝜙𝐸

]
+ (1 − 𝜃)

[
𝑆𝑢 + 2𝑆𝑐
𝑆𝑢 + 𝑆𝑐

𝜙𝑃 − 𝑆𝑐

𝑆𝑢 + 𝑆𝑐
𝜙𝑊

]
(5.42)

Immediately, if 𝜃 = 1 equation (5.42) yields a central second order interpolation and 𝜃 = 0 yields

second order upwind interpolation. The original formulation of the QUICK scheme used 𝜃 = 1/8

but in Fluent this value is adjusted depending the flow conditions and the cells topology. On hybrid

meshes, Fluent will use the second order upwind scheme at non hexahedral cells and at partition

cell boundaries when the parallel solver is employed which is the case here. Hence the use of the

QUICK scheme is ensuring a stable second order accuracy.

5.3.6 Pressure-Velocity Coupling

Numerically solving the Navier-Stokes equation requires a minimum of knowledge about the flow

pattern in order to determine the approach one should take. At low Mach number (𝑀𝑎 << 1), the

fluids are considered incompressible. Therefore, the coupling between density and pressure is weak

and the former is not considered as a variable that needs to be calculated. In that case, the pressure

is considered an independent variable and solving the continuity equation is reduced into solving

the pressure equation (Poisson equation). On the opposite, for high Mach number, compressibility

effects are not negligible anymore and a density field must be obtained by solving the continuity

equation and pressure is retrieved with a state equation. Within Fluent, these two distinguishable

approach are called pressure-based and density based. In this work, since 𝑀𝑎 << 1, only the

pressure-based approach is used and the continuity and momentum equations are solved using a

segregated algorithm.

Originally, the continuity and momentum are 4 equations (3D environment) that are coupled and

non-linear. The segregated approach allows to solve them sequentially with an iterative process until

convergence for momentum is reached and continuity is respected. Segregated approach consist

in a predictor-corrector fashion to predict the velocity and pressure field. Using the momentum

equation and an initial guess on the pressure field, a velocity field is calculated (predictor). Then,
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with that previously calculated velocity field a pressure correction equation is solved to obtain a

new pressure field used to correct the initial velocity field that respects continuity.

Fluent offers several options to accomplish that prediction-correction such as Semi Implicit

Method for Pressure Linked Equation (SIMPLE) or SIMPLE Consistent(SIMPLEC) that are often

employed in the literature. Here because it is the most robust and computationally efficient on

hybrid meshes, the Pressure Implicit Splitting of Operator PISO algorithm is employed Issa (1986).

As shown by Magnini et al. (2013), the PISO algorithm reaches convergence faster than others

pressure-velocity coupling methods.

Finally, the use of the FVM requires knowledge of the pressure at the face centroid that is

not available since a staggered grid is employed to respect continuity. As a result, the pressure

is known at the cell center and the velocity at the face center thus requiring an interpolation for

the pressure from the cell centroid to the face centroid. Different schemes are available in Fluent

to accomplish this interpolation. Here, because of the surface tension modeling, the spurious

velocities must be maintained to a minimum in order to maintain accuracy and stability. Therefore,

the PREssure STaggering Option (PRESTO) scheme is used. It solves the pressure correction

equation on a staggered volume which directly evaluate the pressure at the face center. Hence, the

need of interpolation is removed. As a consequence, the part of the spurious currents arising from

the interpolation error is also non-existent.

5.3.7 Implementation of User Defined Functions

The implementation of the algorithm presented in section 5.2.2 is accomplished using multiple

User Defined Functions. Multiple type of UDF are available in Fluent depending the task the user

aim to achieve and the model employed. Here is a list of the type of UDF employed in this work

and their purpose.

• Define Profile: Defining a field profile such as velocity profile at an inlet for the validation

case.
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• Define Adjust: Function executed at the beginning of each iteration to modify or extract

variable. In this work, it is employed to extract the volume fraction gradient and to correct

the mass fraction value in the interfacial cells.

• Define Source: Adding source terms to conservation equations.

• Define Mass Transfer: Implementation of interphase mass transfer. The mass transfer model

in this work is implemented using this framework.

• Define Execute at End: Called at the end of each time step, this type of UDF can be used for

multiple purposes: compute variables, modify variables, write text files. In this work it was

use to write monitoring and controls text files.

• Define Properties: Custom laws or values for fluid properties such as density, viscosity

among others. Here it is used to implement a temperature dependent molecular diffusivity

or enforce a constant density in multicomponents phase.
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CHAPTER 6

VALIDATION OF THE NUMERICAL FRAMEWORK

As rigorous as the mathematics involved in numerical modeling may be, the need for validation

benchmark is always critical to justify the assumptions taken. For this study, two validation cases are

employed. The first benchmark, is a classic static droplet which, is often employed in the literature

as a benchmark for surface tension models as well as measuring the accuracy of the curvature and

interface normal vector computation. Here, this latter is employed to asses the accuracy of the

interfacial area computation. The second test, consists in simulating a gas flowing above a body of

fluid to test the validity of Fick’s law first order approximation at the interface.

6.1 Accuracy of Interfacial Area Computation: Single Static Droplet

The static droplet in equilibrium is a classic test case in numerical multiphase flows studies

to asses the accuracy of CFD solvers in computing curvature and normal vector as well as their

stability and convergence (Soh et al. (2016); Magnini et al. (2013)). Here, it is employed to validate

the interfacial area calculation on various type of meshes. As a consequence, various meshes are

generated using Fluent Meshing software with three different cell topologies as shown by Fig. 6.1.

Fig. 6.1a is an hexahedral core mesh, Fig. 6.1b is a tetrahedral mesh, and Fig. 6.1c is a polyhedral

mesh.

The domain consist of a cube with a 100 mm edge length that is meshed using tetrahedral,

hexahedral and polyhedral cells with similar targeted metric. The resulting metrics are are summed

up in Table 6.1. The calculation consist in initializing a static 10 mm radius sphere of water at the

center of the domain with all the domain boundaries set as walls.

Usually authors in the literature use this technique to compute magnitude of the velocity field

arising (spurious currents) due to the numerical errors. In the absence of gravity and a nil initial

velocity, only the surface tension forces and pressure gradient remain non nil in the momentum

equation. Therefore, these two terms should be in perfect equilibrium and no velocity field should
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(a) Hexahedral (b) Tetrahedral (c) Polyhedral

Figure 6.1: Mesh with different cell topologies

arise. Here, this benchmark is employed to compute the interfacial area yielded by the in-house

volume enforcement algorithm and compare with the |∇𝛼 | commonly employed in the literature.

In order to initialize a sphere at the domain center, the user inputs the sphere radius and centroid

coordinates. Then, the solver sets the volume fraction to unity at any cell centroid that is contained

in this defined sphere. As a result, the initialized sphere is not exactly as defined by the user.

(a) Hexahedral (b) Tetrahedral (c) Polyhedral

Figure 6.2: Contour of the initial liquid volume fraction for the various mesh topologies

In order to suppress this error, the calculation of an equivalent diameter based on the mass of

liquid in the domain at initialization is employed. The radius , 𝑟𝑒𝑞, is then used to calculate the
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theoretical area 𝐴𝑒𝑞

𝑟𝑒𝑞 =
3
√︄

3
4
𝑚𝑙

𝜌𝑙𝜋
(6.1)

𝐴𝑒𝑞 = 4𝜋𝑟2
𝑒𝑞 (6.2)

where𝑚𝑙 is the mass of liquid computed by the solver after initialization and 𝜌𝑙 is the liquid density.

Because of the natural instability of Young’s algorithm, the interface reconstruction algorithm, and

its non convergence as the mesh refines the reported areas are time averaged. The procedure consist

in averaging the computed area over a 100 time steps whereΔ𝑡 = 5 ·10−5𝑠. The results are compiled

in Table 6.1.

Table 6.1: Mesh metrics and results

𝑇𝑜𝑝𝑜𝑙𝑜𝑔𝑦 Tetrahedral Hexahedral Polyhedral
𝐶𝑒𝑙𝑙 𝑐𝑜𝑢𝑛𝑡 9,332,973 681,869 1,619,210
𝐴𝑚𝑖𝑛

(
𝑚2

)
6.805 × 10−8 9.16 × 10−8 1.15 × 10−9

𝐴𝑚𝑎𝑥

(
𝑚2

)
9.63 × 10−7 4.00 × 10−6 1.23 × 10−6

𝑉𝑚𝑖𝑛

(
𝑚3

)
6.80 × 10−12 1.96 × 10−11 7.28 × 10−11

𝑉𝑚𝑎𝑥

(
𝑚3

)
2.92 × 10−10 8.00 × 10−9 9.86 × 10−10

𝐴𝑒𝑞

(
𝑚2

)
1.257 × 10−3 1.302 × 10−3 1.256 × 10−3

𝐴𝑃𝐿𝐼𝐶

(
𝑚2

)
1.188 × 10−3 1.285 × 10−3 1.477 × 10−3

𝐴|∇𝛼 |
(
𝑚2

)
7.290 × 10−4 6.209 × 10−4 5.684 × 10−4

𝜀 (%) 5.49 1.30 17.5

As shown by the results in Table 6.1, the in-house algorithm is far more accurate than the usual |∇𝛼 |

formulation of the interfacial area that shows an error above 40% on all topologies. The results also

show low order cells (tetrahedral and hexahedral) to be preferable in regard of area computation

than polyhedral due to a smaller interpolation error between the face and cell center.

6.2 Validation of Mass Transfer Modeling

The previous section showed the accuracy of the interfacial area computation for any type of

convex grid. Nonetheless, it is necessary to verify if the first order approximation of Fick’s first law
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and the assumption taken on the characteristic length (Δ𝑥) defined by equations (5.9) and (5.10),

are valid. The following section consist in a test case that allows a direct comparison of numerical

results with a newly developed analytical solution.

6.2.1 Flow Over a Stationary Body of Fluid

6.2.1.1 CFD Domain Generation

Flow of gas over a stationary body of liquid is a classic test case for mass advection-diffusion and

is used here to validate the mass transfer model. Figure 6.3 depicts the numerical domain and the

associated surfaces. The bottom part of the domain is filled with a liquid. The gas enters at the

inlet with a fully-developed parabolic velocity profile (laminar flow) and flows over the body of

liquid. The mass transfer model assumes a constant concentration at the interface between liquid

and gas (𝑌∗), and the liquid naturally evaporates into the gas phase creating a species concentration

boundary layer. Table 6.2 specifies the type of boundary conditions applied to each surface of the

computational domain.

Figure 6.3: 3-D cartesian numerical domain

The slip boundary condition applied on the side walls allows this three-dimensional problem to

be reduced to a two-dimensional problem for all the governing equations. As a consequence, if

only the gas phase is considered, this allows the comparison of the CFD results with a solution
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Table 6.2: Boundary conditions applied in the cartesian numerical model

𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝐻𝑦𝑑𝑟𝑜𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑆𝑝𝑒𝑐𝑖𝑒𝑠

Inlet Velocity Inlet (𝑉𝑥 (𝑦)) 𝐶0 = 0
Outlet Pressure Outlet Zero flux
Top Wall No Slip 𝐶0 = 0
Bottom Wall No Slip Zero flux
Outlet Wall No Slip Zero flux
Inlet Wall No Slip Zero flux
Side Walls Slip Zero flux

of the species equation that can be solved analytically. Hence, for this test case, two models are

employed to compute the characteristic length Δ𝑥. The first, PLIC-1, correspond to the value given

by equation (5.10). The second, PLIC-2, is defined as:

Δ𝑥 = 3√︁𝛼𝑉𝑐𝑒𝑙𝑙 (6.3)

The formulation of Δ𝑥 using equation (6.3) is simpler and computationally very efficient since, the

costly calculation of the volume enforcement problem is removed. The downside of this method

is the non computation of the interfacial area. Therefore, the calculation of this latter relies on the

|∇𝛼 | formulation. In order to obtain a consistent comparison between PLIC-1 and PLIC-2, this

formulation of the interfacial area is employed for both methods. In both cases, similarly to Soh

et al. (2016), a volume fraction cut-off 0 < 𝛼 < 0.95 is employed to take into account interface

smearing as well as properly identify interfacial cells. It also prevent the concentration gradient to

go to infinity when 𝛼 goes to unity.

6.2.1.2 Analytical Domain

The analytical solution consists in solving the species conservation equation in the gas phase as

shown in Fig. 6.4. In cartesian coordinates the species conservation equation without source term

is:
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Figure 6.4: 2-D projection of the 3-D cartesian numerical domain

𝜕𝐶

𝜕𝑡
+ 𝜕 (𝑉𝑥𝐶)

𝜕𝑥
+
𝜕 (𝑉𝑦𝐶)
𝜕𝑦

+ 𝜕 (𝑉𝑧𝐶)
𝜕𝑧

=
𝜕

𝜕𝑥

(
𝐷𝑥

𝜕𝐶

𝜕𝑥

)
+ 𝜕

𝜕𝑦

(
𝐷𝑦

𝜕𝐶

𝜕𝑦

)
+ 𝜕

𝜕𝑧

(
𝐷𝑧
𝜕𝐶

𝜕𝑧

)
(6.4)

where 𝐶 is the concentration, 𝑽 is the velocity vector, and 𝐷 the molecular diffusion. For a two-

dimensional steady-state problem considering a fully developed laminar flow with an isotropic and

constant molecular diffusion, the equation simplifies to:

𝜕2𝐶

𝜕𝑥2 + 𝜕
2𝐶

𝜕𝑦2 − 𝑉𝑥 (𝑦)
𝐷

𝜕𝐶

𝜕𝑥
= 0 (6.5)

𝑉𝑥 (𝑦) = −𝑎0𝑦
2 + 𝑏0𝑦 + 𝑐0 (6.6)

where the velocity profile, 𝑉𝑥 (𝑦), is the solution of the Navier-Stokes equations for laminar flow.

The exact solution of equation (6.5) is developed in Appendix B and is given as follows:

𝐶 (𝑥, 𝑦) = 𝐶𝑠
(
1 − 𝑦

𝐻

)
+

∞∑︁
𝑛=0

𝐴𝑛𝐶𝑛 (𝑦)𝑒−𝛼
2
𝑛𝑥 (6.7a)

𝐶𝑛 (𝑦) = 𝐶1𝑈

(
𝑎, 𝜀𝑛

(
𝑦 − 𝐵

2𝐴

))
+ 𝐶2𝑉

(
𝑎, 𝜀𝑛

(
𝑦 − 𝐵

2𝐴

))
(6.7b)

𝐴𝑛 =

∫ 𝐻
0 (𝐶0(𝑦) − 𝜙(𝑦))𝐶𝑛 (𝑦)𝑤(𝑦)∫ 𝐻

0 𝑤(𝑦)𝐶𝑛2(𝑦)
(6.7c)

𝑤(𝑦) = 𝑉𝑥 (𝑦)
𝐷

(6.7d)
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6.2.1.3 CFD-Analytical Linkage

Since the liquid-gas interface is not a rigid wall, the shear continuity existing between gas and liquid

creates a residual inter-facial velocity which, may lead to local Kelvin-Helmholtz instabilities in

the CFD simulation. This phenomenon being dependent on the fluid viscosity ratios, the fluid

viscosities are increased compared to an air/water system. As such, the fluid and mass problem can

be decoupled, which only requires solution of equation (6.5), while treating the liquid as a Dirichlet

boundary condition for the species equation. Figure 6.4 is a 2D projection of the three dimensional

numerical domain. The parameters used for the numerical solution are shown in Table 6.3.

Table 6.3: Domain dimensions and fluid properties

(a) Domain dimensions

𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑉𝑎𝑙𝑢𝑒 𝑈𝑛𝑖𝑡

𝑎0 4.9383 × 104 𝑚−1.𝑠−1

𝑏0 444.44 𝑠−1

𝑐0 0 𝑚.𝑠−1

𝐻 0.009 𝑚

𝐿 0.1 𝑚

𝛿 0.001 𝑚

(b) Fluids Properties

𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑉𝑎𝑙𝑢𝑒 𝑈𝑛𝑖𝑡

𝐷 2.88 × 10−5 𝑚2.𝑠−1

𝐶𝑠 0.013986 𝑚𝑜𝑙.𝐿−1

𝜌𝑙 998.2 𝑘𝑔.𝑚−3

𝜇𝑙 0.5 𝑘𝑔.𝑚−1.𝑠−1

𝜌𝑔 1.225 𝑘𝑔.𝑚−3

𝜇𝑔 0.001 𝑘𝑔.𝑚−1.𝑠−1

6.2.1.4 Results & Discussion

In order to validate the computational approach, grid independence is first established. This is

accomplished using the overall mass transfer rate in the domain at steady-state. Therefore, the

mesh employed in this section consist of 575,000 hexahedral cells. The resulting profiles are shown

in Fig. 6.5.

Figure 6.5a shows the computed and analytical velocity profiles in the domain at 𝑥 = 80 𝑚𝑚

downstream of the inlet at steady-state. The analytical profile corresponds to a perfect parabolic

velocity profile with a zero velocity at the upper wall and the interface. It is also the velocity profile

set at the inlet as boundary condition (𝑉𝑥 (𝑦)). As shown in Fig. 6.5a, the computational velocity

profile downstream slightly deviates from the analytical profile at the interface. This phenomena
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(a) Velocity profiles at 𝑥 = 80 𝑚𝑚 (b) Mass fraction profiles at 𝑥 = 80 𝑚𝑚

(c) Mass fraction profile at 𝑥 = 80 𝑚𝑚 for PLIC-1 and
PLIC-2 characteristic length

Figure 6.5: Test case results

exists for two reasons. Firstly, as mentioned before, the interface is not a perfect wall and a residual

interfacial velocity is created because of the shear continuity between liquid and gas. Secondly,

this phenomenon is exacerbated by the VOF one fluid formulation. Within the interfacial cells,

the velocity field is the one of the mixture, which is calculated using volume fraction averaged

properties (density and viscosity) of the phases involved. Finally, because of the volume fraction

equation stiffness and the algorithm employed, the interface diffuses across a few cells (interface

smearing) increasing the amount of cells where the fluid hydrodynamics is affected. Although, the

velocity profile is slightly modified, the concentration profile shown in Fig. 6.5b is in excellent
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agreement with the analytical solution thus validating the mass transfer modeling on a cartesian

grid.

Finally the last result of this section involves comparing the results between the PLIC-1 and

PLIC-2 methods. As shown in Fig. 6.5c, the second method (PLIC-2) for the characteristic length

calculation is not able to reproduce the concentration profile obtained with the first method (PLIC-

1). The concentration is significantly lower near the interface because underestimating of the mass

flux.

Δ𝑥 =
1
𝑉

∫
𝑉
Δ𝑥 𝑑𝑉 (6.8)

𝐶 (𝑥)/𝐶𝑠 =
∫ 1

0

𝐶 (𝑥, 𝑦)
𝐶𝑠

𝑑

( 𝑦
𝐻

)
(6.9)

𝜀 =

����(𝐶 (𝑥)/𝐶𝑠)𝐶𝐹𝐷 −
(
𝐶 (𝑥)/𝐶𝑠

)
𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙

����(
𝐶 (𝑥)/𝐶𝑠

)
𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙

× 100 (6.10)

Various quantities can be used to evaluate the accuracy of the two schemes considered. Table 6.4

groups the quantities calculated using equations (6.8), (6.9), and (6.10). The concentration gradient

drives the mass transfer, which is itself largely driven by Δ𝑥; and its overestimation shown in Table

6.4 leads to a smaller gradient and a lower evaporative flux. Although Δ𝑥, is ten times higher using

PLIC-2, the average normalized concentration shows an error that is less than 10%. The mass flux

calculated is supposedly the one necessary to obtain saturation at the interface. When a saturation

state is reached in a cell containing an interface, the mass flux becomes nil. With PLIC-1, the mass

flux is accurately computed to reach saturation within the interfacial cells. Hence, the mass flux

becomes nil in these cells, whereas with the PLIC-2 method, a saturation state is not reached due

to the lower mass flux. Therefore, these cells remain active for mass transfer thus resulting in a

smaller concentration error than in Δ𝑥.

6.3 Conclusion on Mesh Topologies

In this chapter, the in-house algorithm developed to calculate the interfacial area was applied to

various cell topologies and obtained satisfactory results. The author emphasize here the difficulty
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Table 6.4: Averaged quantitative values for PLIC-1 and PLIC-2

Quantity Δ𝑥 (𝑚) 𝐶/𝐶𝑠 (𝑥 = 80𝑚𝑚) 𝜀

PLIC-1 2.811 × 10−7 0.2297 2.92
PLIC-2 2.439 × 10−6 0.2139 9.59
Analytical - 0.2366 -

of the static drop test case for the VOF single fluid formulation with CSF model for surface tension.

Then the first order approximation of the gradient at the scale of the cell was tested and yielded

excellent results in comparison with the analytical solution. Knowing that, several other factor

should be taken into account for achieving calculations on the packed bed complex geometries.

First, the cell counts of the meshes used in the static drop case are separated by more than one

order of magnitude which should be accounted for. The computational cost of a mesh containing

9 millions tetrahedral cells is far superior than a 0.7 million hexahedral cells. In addition, the

convergence rate of tetrahedral cells is far slower than the one of hexahedrals. In other words, with

the same amount of cells, the cost of using tetrahedral cells is already higher. The advantage of

tetrahedral cells is their ability to mesh complex geometries rapidly in comparison with the time and

efforts required to obtain a perfectly structured hexahedral mesh. As a consequence, the solution

is naturally to use hybrid meshes that employ hexahedral elements in parallel with tetrahedral or

polyhedral when the geometry cannot be properly described with conventional hexahedral cells.

This is the strategy employed here where hybrid meshes are employed to discretized the complex

geometries studied.
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CHAPTER 7

APPLICATION TO A COUNTER-CURRENT PACKED BED

The previous chapters of this work were written for the reader to understand the context, the stakes,

as well as the difficulties encountered in the modeling an evaporator using a packed column with

direct numerical simulations. This chapter provides the insights necessary to build a proper domain

in order to study the response of a packed column under multiple flow conditions. An in depth

analysis of the evaporator behavior as function of the boundary conditions is provided.

7.1 Computational Domain Generation

7.1.1 Geometry

Originally accomplished by Klausner et al. (2006) and further improved by Alnaimat et al. (2011),

the studies that lead to this work all employed the packing material HQ Q-PAC manufactured by

Lantec. For validation of the CFD results and because of the availability of data, this is the geometry

employed here.

First, to obtain a CAD model, a sample of the packing geometry was measured and drawn in

Solidworks. Experimental apparatuses employed in former studies are considered large scale from

a CFD point a view. Li et al. (2006) used a 200mm height column and Alnaimat & Klausner

(2013) system had a 254mm cross section diameter with one meter high column. Using CFD in a

three dimensional environment to simulate domains of that size is computationally expensive and

here only part of the problem is simulated by assuming symmetry and periodicity in transverse

directions. Here, as the column is counter-currently driven; reducing the problem in the vertical

direction is not possible since the boundary conditions are only known at the top and bottom of

the column. The geometry is similar in both transverse directions allowing for a reduction of the

domain along those axes. The resulting geometry is shown in Fig. 7.1. The final dimensions are

50.89 × 25.52 × 25.52 mm corresponding to 6.5 elementary corrugations in the vertical direction
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and 4 in the transverse directions.

Figure 7.1: Lantec HD-PAC geometry used in the CFD study

7.1.2 Domain Setup

Building the numerical domain consist in setting the packing geometry in an environment as close

as possible to the experimental conditions. Here, the goal is to reproduce the conditions in former

experiments to the best extent possible as described by Li et al. (2006).

Therefore, the numerical domain is divided in five sections as depicted by Fig. 7.2a corresponding

to different vertical position. From bottom to top the description is as follow:

• 𝑧 < −𝛿𝑔 is the bottom section where the water crossing the domain gets stored. It is ensured

that the volume of this section is sufficient to store all the water injected during the total

duration of the simulation.

• −𝛿𝑔 < 𝑧 < 0 is the gas developing section that allows the gas to develop and homogeneously

cover the packing material.

• 0 < 𝑧 < 𝐻 is the packing section also called test section. This section is highlighted by a red

dashed line in Fig. 7.2a.

80



(a) 2D projection of the domain (b) 3D wireframe representation

Figure 7.2: Domain surfaces definition

• 𝐻 < 𝑧 < 𝐻 + 𝛿𝑙 is the water flow developing section.

• 𝑧 > 𝐻 + 𝛿𝑙 is the exhaust section where the humidified air is evacuated.

The total domain height measures 108 millimeters. Figures 7.3a and 7.3b show a cross-sectional

view of the domain from the top and bottom respectively. The water and air inlets in the domain

are depicted. The domain dimensions are given in Table 7.1. The positions of each water and air

injectors is calculated in order to homogeneously cover the whole cross section of the packing.
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(a) Water inlets (b) Air inlets

Figure 7.3: Domain fluids inlets

Table 7.1: Domain dimensions

Parameter Value (mm)
𝐻 50.89
𝛿𝑔 15
𝛿𝑙 15
𝑑𝑙 1.5
𝑑𝑔 7
𝑤𝑥 25.52
𝑤𝑦 25.52

7.1.3 Mesh Generation

As mentioned in section 6.3 the meshing strategy taken in this work is to employ hybrid meshes

to ensure the creation of hexahedral cells that are computationally efficient and accurate while

allowing the creation of polyhedral elements to perfectly acquire the small features of the geometries

studied. For that purpose, the meshing tools employed here are BlockMesh and SnappyHexMesh,

the meshing tools of the well known open source CFD package OpenFOAM. The use of this

package allows the creation a highly configurable routines providing a fast mesh generation while

maintaining high quality meshes. The geometry is exported from Solidworks using an stereo-
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lithography (STL) format and meshed by successively using BlockMesh and SnappyHexMesh.

(a) Mesh after BlockMesh step (b) Mesh after SnappyHexMesh step

Figure 7.4: Meshing process (OpenFOAM Foundation (2020))

Firstly, as shown in Fig. 7.4a, BlockMesh generates a background structured hexahedral mesh with

a user defined cell size. In this case, to mesh the domain shown in Fig. 7.2a, three blocks were

used in order to make the packing section independent from the top and bottom of the domain so

has to apply different cell size depending the needs.

Figure 7.5: Partial enhanced view of the resulting mesh

Secondly, SnappyHexMesh crops the previously generated hexahedral mesh to the surface of the

geometry using the STL file provided. Figure 7.5 shows a zoomed partial cut view of the obtained
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mesh. For this geometry the resulting mesh possesses 2.4 millions cells at 99.39% hexahedral. The

water and air inlets being circular, they were meshed using polyhedral elements by SnappyHexMesh.

Several other features are accomplished during the meshing steps such as the surface definition

which is further used for assigning boundary conditions in Fluent as well as the conversion of the

mesh in the format employed by Fluent. This is accomplished by successively calling the functions

topoSet, createPatch, and foamMeshToFluent that are included with OpenFOAM. The resulting

mesh file is then ready for use with Fluent solver.

7.1.4 Mesh Convergence

Mesh convergence is typically achieved by tracking several quantities relevant to the phenomena

studied. Those values are usually obtained by running the entire numerical problem for various grid

sizes until the solution becomes independent of the mesh. Here, because of the high computational

cost to compute even one solution, mesh convergence is a two step process. The first step consist

in measuring the computed interfacial area as a function of the curvature to cell size ratio, which

is accomplished by placing a static droplet in a cuboid domain, similar to Soh et al. (2016). This

is achieved by reusing the test case of the static droplet. Through this benchmark, as shown by the

results compiled in Table 7.2, it was determined that to maintain a satisfactory accuracy, based on

the water inlet diameter 𝑑𝑙 , the cell size should not exceed 𝑑𝑙/5. The assumption taken here is that

no secondary break-up of the droplets is occurring in the packed bed which is justified using the

break-up criteria from Kitscha & Kocamustafaogullari (1989). As a consequence, for the second

benchmark, two meshes are generated. The first mesh uses 0.3mm cell size resulting in 2.4 million

cells and a finer mesh using 0.23mm cell size resulting in 4.4 million cells as shown by Fig. 7.6

The second benchmark consists in running the model without the presence of water to control the

accuracy of the mesh in modeling the gas flow behavior in the packing. This case is solved with

both meshes for three different gas fluxes, and the pressure drop is extracted. The resulting linear

pressure drops are compiled in Table 7.3 in 𝑃𝑎/𝑚 for each mesh for the gas mass fluxes studied.

The results are compared with the experimental correlation given by equation (7.9) reported by
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(a) Coarse mesh (2.4M) (b) Fine mesh (4.4M)

Figure 7.6: Detail view of the two meshes employed around an individual packing geometrical
feature

Table 7.2: Sphere test results with Δ𝑥 = 0.3 𝑚𝑚

𝑑𝑙/𝑙𝑐𝑒𝑙𝑙 𝐴𝑃𝐿𝐼𝐶 (𝑚2) 𝐴|∇𝛼 | (𝑚2) 𝑇ℎ𝑒𝑜𝑟𝑦 (𝑚2) 𝜀

20 1.101 × 10−4 5.396 × 10−5 1.131 × 10−4 2.65%
15 6.079 × 10−5 3.040 × 10−5 6.362 × 10−4 4.71%
10 2.897 × 10−5 1.300 × 10−5 2.827 × 10−5 10.6%
3.3 2.717 × 10−6 4.166 × 10−7 3.141 × 10−6 13.5%

Alnaimat et al. (2011). As the resulting linear pressure drop does not vary by more than 5% for all

operating conditions with almost doubling the amount of cells, the coarser mesh (2.4 millions) is

employed for the rest of the study.

Table 7.3: Linear dry pressure drop for the different mesh cell size and various gas mass flux

G
(
𝑘𝑔.𝑚−2.𝑠−1

)
0.25 0.5 1

Gas Velocity
(
𝑚.𝑠−1

)
0.3835 0.767 1.534

𝑙𝑐𝑒𝑙𝑙 (𝑚𝑚) 0.3 0.23 0.3 0.23 0.3 0.23
HD Q-PAC 𝑃𝑎/𝑚 6.631 6.710 15.372 15.744 37.931 39.446
Eq.(7.9) 𝑃𝑎/𝑚 6.3 16.7 44.1
𝜀 (%) 5.3 6.5 5.7 3.4 14.0 10.5
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7.1.5 Boundary & Operating Conditions

7.1.5.1 Boundary Conditions

In this case, the boundary conditions are straightforward in regard of the numeric. Both water

and air inlets are set as velocity inlets where a fluid inflow is imposed. As a consequence, the

pressure at the boundary face is calculated from the pressure correction equation. This type of

boundary condition, in Fluent, imposes the user to set velocity, temperature and volume fraction of

each fluids. Within the VOF framework, only a single temperature and velocity is set since it is a

single-fluid formulation. In addition, the water vapor mass fraction is also set since it is necessary

to solve equation (5.27), the species concentration equation.

The packing is numerically considered a wall where the velocity is nil (no slip). Within the FVM,

this translate to an imposed nil velocity value at the boundary face centroid. This information

is then interpolated to the cell center using the chosen discretization scheme for the momentum

and pressure correction equation. In addition to its geometry, the packing material also plays a

role in the water distribution because of the contact angle between water and the packing surface.

Numerically this translate to the wall adhesion as described in section 4.8.2. The contact angle, 𝜃𝑒𝑞,

is set constant and equal to 60 degrees in all simulations, no moving contact lines are considered.

Thermally, the packing is considered adiabatic.

The air outlet is defined as a pressure outlet which is Dirichlet type boundary condition for pressure.

The relative nature of pressure in the Navier-Stokes equations makes the user input to be the static

gauge pressure. Other quantities such as volume fraction, velocity, temperature, and mass fraction

are calculated from the interior cells assuming a zero gradient at the boundary faces. In this case,

the gauge pressure is equal to zero.

Finally, the side boundaries of the domain are divided in two categories. The first type, applied to

the surfaces minY and maxY as shown in Fig. 7.2b, are symmetry type boundary conditions which,

numerically, impose a zero gradient for all variables in the normal direction to the surface. The

second type, applied to minX and maxX, is a periodic type boundary conditions. Numerically, the
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face value at one of the plane is calculated using the value of the cell center adjacent to the opposing

plane. In this case the values at the surface maxX are accomplished using the values of the cell

center adjacent to the surface minX. Values applied to each boundary conditions are compiled in

Table 7.4.

Table 7.4: Type and values of boundary conditions

𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝐻𝑦𝑑𝑟𝑜𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑆𝑝𝑒𝑐𝑖𝑒𝑠

Water Inlet Velocity Inlet 333𝐾 𝑌𝐻2𝑂 = 0
Air Inlet Velocity Inlet 296𝐾 𝑌𝐻2𝑂 = 0
Bottom Wall Wall Adiabatic Zero Gradient
Air Outlet Pressure Outlet 296𝐾 𝑌𝐻2𝑂 = 0
Packing No Slip Adiabatic Zero Gradient

7.1.5.2 Operating Conditions

As previously mentioned, the pressure only appears as the form of a gradient in the Navier-Stokes

equations. Therefore, knowledge of the absolute pressure is not necessary a priori. In the pressure

based approach, the solver uses a relative pressure calculation and then add the operating pressure

set by the user at the end of the calculation. Nonetheless, the operating pressure may play an

important role to calculate fluid properties with a state equation as it is done in compressible

computations. In this study the operating pressure is set to 1 atm.

When body forces terms are involved in the computation, which is the case in single phase

buoyancy driven flows as well as in a wide majority of multiphase flows problems (bubble riser,

falling films, etc...), the operating density plays a fundamental roles. The operating density is

necessary to calculate the buoyancy force, 𝑭𝑏𝑢𝑜𝑦, appearing in the momentum equation (5.25). In

Fluent, the computation of this term is accomplished by combining the buoyancy force term with

the gravity term as follows:

𝑭𝑏𝑜𝑑𝑦 = (𝜌 − 𝜌0) 𝒈 (7.1)
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where 𝜌0 is the operating density. In multiphase flows, as the fluids densities are usually separated

by several order of magnitude, the contribution from the buoyancy forces to the body forces is

extremely high (bubble riser) or extremely low (droplet flow). In the absence of a user defined

value, Fluent calculates the operating density as the volume average density in the computational

domain which, in this case, would lead to an overestimation of the buoyancy forces. Therefore,

𝜌0 = 1.225 𝑘𝑔.𝑚−3 which corresponds to the density of dry air at 25°C.

As previously mentioned, in the VOF formulation, the fluid properties in a cell are a volume

fraction average of both phase, as defined by equation (5.31). Nonetheless, the properties of each

individual phase remain a user input. In this study, the two phases involved are water and humid

air. Water being a single component phase, its properties are defined by Table 7.5.

Table 7.5: Water properties

Property Value Unit
𝜌𝑙 998.2 𝑘𝑔.𝑚−3

𝐶𝑝𝐿 4182 𝐽.𝑘𝑔−1.𝐾−1

𝜆𝑙 0.6 𝑊.𝑚−1.𝐾−1

𝜇𝑙 1.003 ×10−3 𝑘𝑔.𝑚−1.𝑠−1

𝑀𝑤 18.0152 𝑔.𝑚𝑜𝑙−1

Table 7.6: Individual properties of humid air components

(a) Water vapor properties

Property Value Unit
𝜌𝑣 0.5542 𝑘𝑔.𝑚−3

𝐶𝑝𝑣 polynomial 𝐽.𝑘𝑔−1.𝐾−1

𝑀𝑣 18.0152 𝑔.𝑚𝑜𝑙−1

(b) Air properties

Property Value Unit
𝜌𝑎 1.225 𝑘𝑔.𝑚−3

𝐶𝑝𝑎 1006.43 𝐽.𝑘𝑔−1.𝐾−1

𝑀𝑎 28.966 𝑔.𝑚𝑜𝑙−1

The second phase, humid air, is a two components phase composed of air and water vapor.

Note that air is treated as a single component. As a consequence, the properties of the gas phase are

not necessarily constant but defined as a function of the mass fractions of each component within

the phase. The thermal conductivity and viscosity, 𝜆𝑔 and 𝜇𝑔, of humid air are taken as constants

while the density and specific heat are function of the mass fraction and are given by the following
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equations:

𝜆𝑔 = 0.0454𝑊.𝑚−1.𝐾−1 (7.2)

𝜇𝑔 = 1.72 × 10−5 𝑘𝑔.𝑚−1.𝑠−1 (7.3)

𝜌𝑔 =
𝜌𝑣𝜌𝑎

𝑌𝐻2𝑂 (𝜌𝑎 − 𝜌𝑣) + 𝜌𝑣
(7.4)

𝐶𝑝𝑔 = 𝑌𝐻2𝑂𝐶𝑝𝑣 +
(
1 − 𝑌𝐻2𝑂

)
𝐶𝑝𝑎 (7.5)

The individual properties of water vapor and air are given in Table 7.6. The molecular diffusivity

of water vapor into air, 𝐷𝐻2𝑂/𝑎𝑖𝑟 , that appears in equations (5.27) and (5.11) is set as a function

of temperature using equation (7.6) from Massman (1998). Note that (7.6) returns the molecular

diffusivity in the dimensions of 𝑐𝑚2/𝑠 with 𝑇0 = 298𝐾 .

𝐷 = 0.2178
(
𝑇

𝑇0

)1.81
(7.6)

Finally, the water vapor saturation pressure necessary to calculate the mass fraction at the interface,

𝑌∗, is the same as employed by Alnaimat & Klausner (2012) and is given by equation (A.1).

7.2 Water Inlet Boundary Conditions

Early studies on the flow dynamics of packed columns were experimental and consisted in

measuring simple quantities such as pressure drop and temperatures. The literature naturally

developed its way of expressing mass flow rates as function of what is called the superficial

velocity. The well-known Ergun equation and its numerous variations are all function of that

velocity formulation. This latter is convenient because it removes the need of characterizing the

flow pattern at the bed entrance. The application of the mass conservation equation between the

feed mass flow rate and the cross sectional area of the packed column yields the superficial velocity.

𝑢𝑠 =
𝑄

𝐴𝑐
(7.7)

where 𝑄 is the feed volume flow rate and 𝐴𝑐 the cross sectional area of the packed column. Note

that multiplying the superficial velocity by the fluid density leads to the mass flux which is also a
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commonly employed formulation in the literature. As mentioned before, two problems arise from

this formulation. First it assumes an homogeneous distribution of the feed over the column which

is, in reality, unachievable. Second it does not account for the flow pattern at the entrance that

could take the form of droplets, sheets or columns among others.

The aim of this study is to observe how the water distribution can have a significant impact on the

performances of the packed column. For that purpose, three different cases are set with the same

water mass flux but are generated using three different inlet configurations. Figure 7.7 shows the

water distribution employed in all three cases view from the top of the domain.

(a) N=1 (b) N=5 (c) N=9

Figure 7.7: Contour of liquid volume fraction at water inlet for different spray densities

The water mass flux is fixed for all three cases at 0.97 𝑘𝑔.𝑚−2.𝑠−1 and the diameter of each

individual inlet is 𝑑𝑙 = 1.5 𝑚𝑚. To match the targeted mass flux, the strategy taken here is to

modulate the water entrance so that the time average value of the mass flux remains the same.

Hence the time average mass flux is now calculated as follows:

𝐿 =
𝜌𝑙𝑢𝑙𝑖𝑛

𝐴𝑐

𝑡𝑜𝑛

𝑡𝑡𝑜𝑡
𝑁
𝜋𝑑2

𝑙

4
(7.8)

where 𝑢𝑙 is the inlet absolute velocity, 𝑡𝑜𝑛 is the time during water is injected in the domain and

𝑡𝑡𝑜𝑡 is the total time of an injection cycle. Figure 7.8 shows an example of the injection cycles for

the three studied cases. With this model, the mass flux, 𝐿 is now function of the number of inlets,

the diameter of each individual inlets 𝑑𝑙 , 𝑡𝑜𝑛, 𝑡𝑡𝑜𝑡 , and the inlet velocity. Therefore an infinite
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Figure 7.8: Water inlet time modulation

amount of configurations are possible and the choice of adjusting the modulation ratio was dictated

by multiple physical or numerical issues.

The first natural choice in adjusting the mass flux would be to adjust the inlet velocity 𝑢𝑙𝑖𝑛 . This

leads to three problems. Firstly, with the targeted mass flux (0.97 𝑘𝑔.𝑚−2.𝑠−1), if 𝑡𝑜𝑛/𝑡𝑡𝑜𝑡 = 1 and

𝑑𝑙 = 1.5 𝑚𝑚 with 9 inlets employed, the inlet velocity is on the order of 40 mm/s thus leading to

an extremely long computational time to reach a pseudo steady-state. Secondly, using the same

conditions with 1 inlet leads to an inlet velocity of 𝑢𝑙𝑖𝑛 = 0.36 m/s changing the inertia forces by

an order of magnitude which is expected to affect the flow behavior. Finally, on a computational

point of view, it affects the Courant number which could lead to numerical instabilities. The second

logical choice is to modify the inlet diameter, 𝑑𝑙 , which immediately changes the surface tension

forces as defined by the Young-Laplace equation. As a consequence, the only remaining choice is

to adjust the modulation ratio.

The flow conditions employed in each case summed up in Table 7.7. For the cases N equal to 9

and 5, each individual injector is the exact same from a physical standpoint (inertia and surface

tension forces). The velocity for N=1 case has to be increased in order to reach the targeted mass

flux. Though the calculated 𝑊𝑒𝑙 and 𝑅𝑒𝑙 based on the inlet diameter stay within the same range.

For this study the gas flow rate was fixed at 0.5 𝑘𝑔.𝑚−2.𝑠−1 corresponding to 𝑢𝑔𝑖𝑛 = 0.767 m/s.
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Table 7.7: Water inlet boundary properties

N 𝑢𝑙𝑖𝑛

(
𝑚.𝑠−1

)
𝑡𝑜𝑛 (𝑠) 𝑡𝑡𝑜𝑡 (𝑠) 𝑅𝑒𝑙 𝑊𝑒𝑙

9 0.20 0.05 0.25 298 0.83
5 0.20 0.09 0.25 298 0.83
1 0.36 0.25 0.25 529 2.62

Finally, for each case, the system runs until 4s with a fixed time-step of 5 ·10−5𝑠 which corresponds

to the time necessary to reach a pseudo steady-state. Each case represents 10 days of computational

time on 4 nodes with a total of 160 cores.

7.2.1 Results & Discussion

7.2.1.1 Pressure Drop & Liquid Hold-Up

In a similar fashion to the first experimental campaigns in the study of packed columns, the first

quantity of interest is the pressure drop across the column. Similarly to experimental measurements,

the acquisition of the pressure drop is accomplished on the gas side and is time averaged since the

presence of water affects the instantaneous pressure values. To compute the gas pressure drop, in

pre-processing, planes are initialized at various vertical positions within the packed column. Every

5 milliseconds, the static pressure and volume fraction are recorded at every cell crossed by each

individual plane. In post-processing, the data recorded are temporally and spatially averaged over

the last second of the run when pseudo steady-state is reached.

Δ𝑝

𝐻
=
𝐺1.4

𝜌𝑔

[
0.054 + 654.48

(
𝐿

𝜌𝑙

)2
+ 1.176 × 107

(
𝐿

𝜌𝑙

)4
𝐺4

𝜌2
𝑔

]
(7.9)

Figure 7.9 shows the resulting static pressure profiles in the packing section with the linear

regression accomplished in each case. The slope of each regression gives the pressure drop in

Pa/m. The results show a 30 % difference in the linear pressure drop depending the configuration

which shows the importance of the distribution on the packing performance. All cases are on

the same order as 16.9 Pa/m obtained using equation (7.9) from Alnaimat & Klausner (2013).
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(a) N=1 (b) N=5

(c) N=9

Figure 7.9: Spatially and temporally averaged gas static pressure as function of the vertical position

The increase in pressure drop with the number of inlets is explained by the enhanced interaction

between the packing and the water, which leads to an increase in the liquid hold-up thus globally

reducing the cross-sectional area available for the gas to flow through the packing as welle as the

increased shear between water and liquid. Nonetheless, in comparison with the dry linear pressure

drop obtained, this latter represent at least 60% of the wet values, hence showing the need for low

drag column designs.

Figure 7.10 pictures contours of the volume fraction of water in the three cases. The water is

mainly maintained in the column through the wall adhesion forces due to surface tension. With

a low spray density (𝑁 = 1) the water has a limited interaction with the packing resulting in a
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(a) N=1 (b) N=5 (c) N=9

Figure 7.10: Water volume fraction contours at 𝑡 = 3.5𝑠

low liquid-hold up. The surface interaction between the liquid and the packing geometry naturally

increases with the spray density and results in a larger liquid hold-up. Though, increasing the spray

density from 𝑁 = 1 to 𝑁 = 5 increases the liquid hold-up by a factor of 9, the gain diminishes with

increasing N. Going from 𝑁 = 5 to 𝑁 = 9, the liquid hold-up only increases by a factor of 45%.

With this result, the liquid hold-up is expected to reach a limit with when the number of inlets per

unit area corresponds to the amount of corrugations per unit area. Here, the domain possesses 16

corrugations, thus the independence of the liquid hold-up is expected to be reached with the use

of 16 inlets, which shows a critical need of conceiving a packed column adapted to the distributor

and vice-versa. Figure 7.11b shows an interpolation of the liquid hold-up as a function of N using

a least square fit method.

Even if the observation of global values over the whole domain are interesting for validation

purposes, the real added value of CFD calculations is the knowledge of every quantity at every point

of the domain where reliable experimental measurements or observations are at best limited and

in most cases, not possible. This gives the possibility to observe and understand the interactions

between liquid, gas and packing. Using the same data and procedure as for the pressure drop
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(a) Liquid hold-up (b) Time averaged liquid hold-up

Figure 7.11: Liquid hold-up in the test section

profiles, Fig. 7.12 shows the water volume fraction 𝛼𝑙 extracted at different vertical positions.

The resulting profiles confirm the liquid hold-up results as the water volume fraction for the two

highest spray density (𝑁 = 5 and 𝑁 = 9) are close to each other. In both cases, the peak location are

situated underneath each packing vertical corrugation. Knowing that, the planes where the peaks

are observed are further used to calculate a spatially averaged contour of volume fraction in the

transverse directions as depicted by Fig. 7.13.

In both cases, water is less at the center of the column because it is the region where the

evaporation is the most important as described in the next section. In Figure 7.13a, this phenomena

is exacerbated because of a lesser water coverage in the central region. Nonetheless, the water

reside at the same location, underneath each vertical corrugation of the packed column. The spray

density only improves the activation of the horizontal corrugation of the geometry. The systematic

presence of water in those region is explained by the strong adhesion force due to the presence of

both vertical and horizontal features of the packing geometry.

Recording the velocity in the vertical direction and the volume fraction allows the extraction of the

water and air velocity. Figure 7.14 shows the water time averaged velocity as function of height for

the highest spray densities. It is naturally in phase opposition with the water volume fraction profile.

Computing the mean velocity for each case leads to 𝑢𝑙 = 0.096 m/s for 𝑁 = 5 and 𝑢𝑙 = 0.065 m/s
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Figure 7.12: Liquid volume fraction along the z-axis

(a) N=5 (b) N=9

Figure 7.13: Time and spatial average contour of liquid volume fraction
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Figure 7.14: Water velocity

Table 7.8: Water velocity

N 𝑢𝑙𝑚𝑎𝑥

(
𝑚.𝑠−1

)
𝑢𝑙𝑚𝑖𝑛

(
𝑚.𝑠−1

)
𝑢𝑙

(
𝑚.𝑠−1

)
9 0.19 0.0033 0.065
5 0.24 0.0029 0.096

for 𝑁 = 9. The difference is due to the enhanced shear between water and air for increasing N as

well as the increased interaction with the packing.

The superficial velocity 𝑢𝑙𝑠 for these conditions is equal to 0.977 mm/s which is 3 to 250 times

smaller than values calculated by CFD. Globally the velocity values are much closer to the set

inlet value (𝑢𝑙𝑖𝑛 = 0.2 m/s at inlet) than the superficial velocity. Investigating the water velocity

dependence to the inlet velocity would be of interest in future studies.

7.2.1.2 Heat & Mass Transfer

The performance of a thermal desalination system depends on the evaporator efficiency and the

ability to exchange heat and mass between gas and liquid. This section examines the heat and mass

transfer performances of the packed column for the three different cases. In the same fashion as

pressure drop and velocity, the time average temperature of each phase can be extracted as shown
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in Fig. 7.15.

(a) Air temperature (b) Water temperature

Figure 7.15: Phase temperature profiles

As shown in Fig. 7.15a the gas temperatures at the top of the packed column for 𝑁 = 5 and 𝑁 = 9

are 311.3K and 313.4K respectively which is good agreement with 309.8K predicted by the 1D

model. For 𝑁 = 1, the outlet temperature is well underneath because of the limited interfacial area

available for heat and mass transfer(see Fig. 7.17b).

In contrast, the temperature at the bottom of the column is higher than 𝑁 = 5 and 𝑁 = 9

cases. This is due to the presence of water at the bottom of the domain as depicted by Fig. 7.16.

With 𝑁 = 1, Fig. 7.16a, the liquid hold-up in the column is small leading to a large amount of

warmer water in the bottom section that transfers heat and mass to the air entering the test section

thus pre-heating the gas entering the column. With a higher liquid hold-up, for cases 𝑁 = 5 and

𝑁 = 9, the amount of water contained in the bottom section of the domain is less important as

shown by Fig. 7.16b and Fig. 7.16c; hence there is a diminishing influence of the bottom section

on temperature profiles. The discrepancy between 𝑁 = 5 and 𝑁 = 9 profiles is dictated by the

single energy equation employed in the VOF method. Since the temperature is shared, the only

inter-phase heat transfer mode is through conduction, which in this case is driven by the interfacial

area available. Figure 7.15b shows the water temperature profiles. For all spray densities, the

temperature value at the bottom is slightly higher than the 323.5K predicted by the 1D model. This
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discrepancy is due to minimal convection that would otherwise transport heat from the liquid into

the gas phase, thus decreasing the water temperature at the outlet(bottom).

(a) N=1 (b) N=5 (c) N=9

Figure 7.16: Contour of liquid volume fraction in the bottom section at t=3.5s. The horizontal and
vertical axes are x and z

In their experimental facility, Klausner et al. (2006), determined the interfacial area by measuring

the mass fraction of water vapor at the top of the evaporator. For validation, the same procedure is

employed here and consist to record overtime the average mass fraction of vapor at a plane located

at 𝑧 = 55.89 mm, which is 5 mm above the top of the packed column. As shown in Fig. 7.17a the

mass fraction is strongly dependent on the spray density.

This dependence is explained by the higher interfacial area available for mass transfer when the

spray density increases as shown by Fig. 7.17b. Having a higher spray density naturally increases

the vapor mass fraction output since more water is held-up in the packing as previously shown. It is

interesting to compare mass fraction results, which are in good agreement with the 1D model, and

the interfacial area concentration that is in poor agreement in all three cases due to the presence of

water in the bottom section. The values reported in Fig. 7.17b only take into account the interfacial

area available in the test section, which is highlighted in red in Fig. 7.2a and ranges from z = - 5

mm to z = 55.89 mm. Therefore the reported values do not account for the bottom section where,

as shown by Fig. 7.16, water resides and contributes to the overall interfacial area and therefore the

mass transfer.
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(a) Mass fraction of water vapor (b) Interfacial area (test section)

(c) Interfacial area (whole domain)

Figure 7.17: Transient response of water vapor mass fraction and interfacial area

In experimental campaigns, the empirical correlation employed to determine the interfacial

area is usually fitted to match the data using knowledge of the mass fraction, which, by essence,

considers the whole evaporator with the bottom section. As a result the interfacial area concentration

effectively present in the packing is overestimated. A shown in Fig. 7.17c, using the same definition

as used for experiments, the results are in good agreement with the 1D model.

Figure 7.18 shows mass fraction profiles, evaporation mass flow rate and the discretized vapor

concentration gradient at the interface value as function of heights. The mass fractions behaves in a

similar way as the gas temperature profile which is reasonable considering heat and mass transfers

are coupled phenomena. Similarly the entrance mass fraction for 𝑁 = 1 is higher because the

100



(a) Water vapor mass fraction (b) Mass transfer rate

(c) Concentration gradient

Figure 7.18: Mass fraction, Mass transfer rate, and concentration gradient profiles

bottom section influence.

The mass transfer rate as depicted in Fig. 7.18b shows periodic peaks that are naturally in phase

with the volume fraction since the evaporation process can only occur in the presence of water. In

all cases, the amplitude of those peaks coincide with the amplitude of the mass fraction gradient as

shown in Fig. 7.18c which shows a very different behavior depending the spray density.

For 𝑁 = 1, the mass transfer rate shows only one peak at the bottom of the column even though

the presence of water is periodic throughout the packing (see Fig. 7.12). Nonetheless, with a low

spray density, the hydrodynamics lead the water droplets to travel in the water vapor boundary layer

as depicted by the contour in Fig. 7.19a. Therefore, as shown in Fig. 7.20a the evaporation process
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(a) N=1 (b) N=5 (c) N=9

Figure 7.19: Normalized water vapor mass fraction contour at t=4s

is concentrated in a small portion of the total available volume. Hence the gas in contact with the

water is closer to the thermodynamic equilibrium, yielding a lower gradient value at the interface

along the column height.

With the spray density increasing (𝑁 = 5), the mass transfer rate naturally increases because

of the superior interfacial area available, which also results in a better distribution of the water

vapor in the gas phase as shown in Fig. 7.19b. Similarly, the mass transfer peak amplitudes are

driven by the value of the gradient peaks, which increase along the height. The amplitude of those

peaks gradually increases across the height signifying that (𝑌∗ − 𝑌∞) increases. This is the result

of 𝑌∗ exponentially increasing with temperature while 𝑌∞ remains limited by the interfacial area

available for the mass transfer to take place. As shown in Fig. 7.20b the mass fraction remains low

in most of the gas stream.

Finally, with the highest spray density, 𝑁 = 9, the mass transfer rate rises again because of the

gain in interfacial area. The enhancement of this latter translates to very high amplitudes for the

mass transfer peaks, similarly driven by the mass fraction gradient. Though in comparison with

𝑁 = 5 the amplitude of theses peaks decays. In this configuration the interfacial area available at
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(a) N=1 (b) N=5

(c) N=9

Figure 7.20: Time and spatial average contour of water vapor mass fraction

the bottom is sufficient to increase 𝑌∞ very close to saturation. As a consequence, the gradient

becomes limited by the temperature rise and the the difference (𝑌∗ − 𝑌∞) is decreasing. The mass

fraction contour, Fig. 7.13b, shows a well distributed mass fraction but at a much higher value than

Fig. 7.13a. This trend is confirmed by Fig. 7.20c with high mass fraction values across the section.

The bottom part of the packed column (𝑧/𝐻 < 0.5) delivers more than 50% of the overall mass

transfer. As a result, the top part of the column is relatively inefficient since the linear pressure drop

remains but the evaporated mass is much lower due the gas stream getting closer to saturation. This

is the reason why the calculation of the packed column height should be coupled with the water
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distribution system employed and vice-versa. As an example, when delivering a certain amount

of fresh water requires 𝑌𝐻2𝑂 (𝑧 = 𝐻) = 0.025, the highest spray density will only need a 21 mm

high column to achieve that target while the lowest won’t be able to achieve it. When sizing an

evaporator there is always a trade between evaporation rate and pressure drop through the column.

There is a need for innovative packing design that delivers high evaporation rate at low pressure

drop.

7.3 Air Inlet Boundary Conditions

The previous section emphasized the critical correlation between the water distribution and

the packed column response regarding pressure drop, liquid hold-up, heat and mass transfer. The

counter-flow configuration also requires the gas distribution at the bottom of the column which may

be non uniform because of the water dripping at the bottom but also because of a poorly designed

distributor. In the same fashion, this section reproduces a similar study as for the liquid distribution

but on the gas side to observe the impact of the gas distribution on the packed column response.

For that purpose the air inlet diameters varies and the velocity is adjusted to match the targeted

gas mass flux. Two additional cases were created, one with 𝑑𝑔 = 5 mm for which the setup is

straightforward and another that would correspond to a perfect coverage of the packed column by

introducing an artificial boundary conditions at the bottom of the domain. In all cases, the highest

water spray density (𝑁 = 9) is employed and all other conditions remain the same.

As shown in Fig. 7.21, the bottom section of the domain was suppressed and the wall boundary

condition defined at the bottom is now the gas inlet. The removal section is here to remove the water

dripping out the packing. This water removal is accomplished by the addition of the following
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Figure 7.21: Schematic of modification to obtain homogeneous air inlet

source terms in the conservation equations:

𝑆𝑚𝑙 = −𝜌𝑙𝛼𝑙
Δ𝑡

(7.10a)

𝑺𝐹𝑙 = −𝜌𝑙𝛼𝑙𝒖
Δ𝑡

(7.10b)

𝑆𝐸𝑙
= −𝜌𝑙𝛼𝑙𝐸

Δ𝑡
(7.10c)

where 𝑆𝑚𝐿 is the water mass removal added to the continuity equation, 𝑺𝐹𝐿 is the momentum

source term and 𝑆𝐸𝐿 is the enthalpy source terms for the energy equation. The flow conditions for

the case studied are given in Table 7.9.

Table 7.9: Air inlet flow conditions

𝑑𝑔 (𝑚𝑚) 𝜙𝑔

(
𝑘𝑔.𝑚−2.𝑠−1

)
𝑢𝑔

(
𝑚.𝑠−1

)
Δ𝑃/𝐻

(
𝑃𝑎.𝑚−1

)
5 0.25 0.752 10.9
7 0.25 0.3835 11.20
Uniform 0.25 0.204 11.44
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7.3.1 Results & Discussion

7.3.1.1 Pressure Drop & Liquid Hold-Up

Using the same post-processing algorithm as in section 7.2.1.1 the linear pressure drop can be

computed. As shown in Fig. 7.22a the pressure drop is not significantly affected by the distribution

for the cases studied. The geometry employed is a build of very small corrugations which leads

the flow to develop in a similar fashion as observed in porous media. Therefore, the gas velocity

profile develops extremely quickly and the pressure drop becomes linear after the first corrugation,

independent of the air distribution.

(a) Static pressure (b) Liquid hold-up

Figure 7.22: Static pressure profile and transient response of liquid hold-up

Similarly, the liquid hold-up in the test section remains unaffected by the gas distribution for

the same reasons as the pressure drop. The interaction between the packing and water, is the main

driver for variations in liquid hold-up. Since the gas velocity profile develops extremely fast, the

gas-liquid interaction remains the same thus leading to a similar liquid hold-up.

7.3.1.2 Heat & Mass Transfer

With similar liquid hold-up and pressure drop, the liquid distribution and gas-liquid interactions

remain close; hence the heat and mass transfer are also expected to be similar. As shown in Fig.
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7.23 the phase temperature profiles are very close from each other. The water temperature profiles

shown in Fig. 7.23b are overlapping one another while a slight difference is observed on the air

temperature profiles shown in Fig. 7.23a. The air temperature of the uniform configuration shows

a lower temperature at the bottom of the column mainly due to the heat and mass sink acting in the

removal section. In the other cases, the residual water in the test section slightly pre-heats the gas

before entering the column. Past that lower region, the gas temperature gradient has the same slope

in all cases.

(a) Air temperature (b) Water temperature

Figure 7.23: Transient response of water vapor mass fraction and interfacial area

Similar results are observed regarding the transient response shown in Fig. 7.24. In all cases,

the water vapor mass fraction and interfacial area remain unaffected by the gas distribution at

this regime. The mass fraction profiles shown on Fig. 7.25a are also lying on one another. The

mass transfer and the gradient shown in Figs.7.25b and 7.25c have the same profile with the peak

amplitude.

The results obtained show a clear insensitivity to the air distribution for these conditions. Caution

should be exercised to not overgeneralize. The results obtained could be different with vastly

different boundary conditions. As an example for 𝜙𝑔 = 0.25 𝑘𝑔.𝑚−2.𝑠−1, the velocity needed for

a single 7 mm inlet is 3.45 m/s. At such velocity, the flow would transition to a turbulent regime,

hence strongly affecting the results. The use of a single fluid formulation such as the VOF also
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(a) Mass fraction of water vapor (b) Interfacial area

Figure 7.24: Transient response of water vapor mass fraction and interfacial area

(a) Water vapor mass fraction (b) Mass transfer rate

(c) Concentration gradient

Figure 7.25: Mass fraction, mass transfer rate, and concentration gradient profiles
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limits the modeling of inter-phase momentum exchange. With high relative velocities, the drag

induced by the gas on the liquid is expected to take a significant role on the hydrodynamic behavior

of the column. Accurate modeling of these inter-phase phenomena would require a significantly

finer mesh or the introduction of a two-fluid formulation.

7.4 Packing Geometry Design Improvements

After studying the influence of the liquid and gas distribution, the multiple configurations

provide guidance on the design of novel geometries for direct contact evaporation. Novel packing

geometries should seek to improve aerodynamics, reduce water blockage, and enhance air/vapor

mixing.

The calculation of the dry pressure drop during the mesh convergence study shows that, for the

geometry studied, this latter represents 60 % of the wet pressure drop. Employing an aerodynam-

ically optimal geometry would considerably decrease the pressure drop and increase the overall

efficacy of the evaporator tower. The added pressure drop due to the presence of water can be

divided into two contributions. The contribution from the enhanced interfacial area inducing more

shear between gas and liquid and the contribution from the non-homogeneous distribution of liquid

along the packing that necessarily reduces the cross-sectional area available for the gas to flow

through. Ultimately, this non-homogeneity leads to the blockage phenomenon as depicted by Fig.

7.26, where 4 corrugations are blocked by water. This phenomenon, first observed experimentally

by Li et al. (2006), is due to the surface tension effects and wall adhesion which becomes the

primary momentum source when the water velocity is low. As a result, the water accumulates in

these regions until a blockage is created.

For the conditions studied, the heat and mass transport is mainly through convection in the ver-

tical direction and diffusion based in the transverse directions as shown by the quasi-nil normalized

velocities in Fig. 7.27a.

This unidirectional transport phenomena limits the efficacy of the packing when the interfacial

area in the transverse direction is too low. This phenomenon is particularly strong for the lowest
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Figure 7.26: Liquid volume fraction contour showing the blockage phenomenon

spray density (𝑁 = 1) where a significant part of the air stream is not exploited. The natural solution

to broadly improve the efficacy is to enhance the mixing in the gas phase to obtain a homogeneous

distribution of the mass fraction across the section, leading to a lower mass fraction at the vicinity

of the interface, yielding a higher gradient.

(a)
√︃
𝑢2
𝑥 + 𝑢2

𝑦/𝑢𝑔𝑖𝑛 (b)
√︃
𝑢2
𝑥 + 𝑢2

𝑦 + 𝑢2
𝑧/𝑢𝑔𝑖𝑛

Figure 7.27: Normalized contour of velocity at t=3.5s
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CHAPTER 8

MODELING OF THE BLOCKAGE PHENOMENON

8.1 General

Phenomena commonly associated with packed columns are blockage and flooding. On one

hand, the latter is known to be associated with a significant increase in liquid hold-up, pressure

drop and thus a loss in efficiency which typically occurs at high gas or liquid loading. The flooding

phenomenon has been extensively studied in the literature since the late 30s, Sherwood et al. (1938)

developed a correlation for Raschig rings to determine the flooding point depending on the mass

flow rates and the properties of the fluids involved. In the following decades, multiple studies

aimed at developing predictive models of the flooding point. Hutton et al. (1974) obtained a similar

correlation for Pall rings. Stichlmair et al. (1989) developed a general model for the flooding point

that uses empirically determined constants for each packing type. The resulting model yields good

agreement with experimental data. The common ground for all these models is that their aim is

predicting the flooding point for various packing materials using an experimental measurement

that is further fitted to the model. Wolf-Zöllner et al. (2019) recently reviewed eight flooding point

correlations for 32 packings and concluded that the sole use of the specific area and void fraction to

describe the packing is a significant limitation. A geometry with the same void fraction and specific

area but a different geometrical shape is defined by the same values but yields a very different flow

pattern.

On the other hand, blockage or local flooding, in opposition with flooding, can occur at any

operating conditions and is defined as when the liquid locally creates a bridge in a corrugation as

described by Li et al. (2006) experimentally and is shown numerically in chapter 7. It is a function

of the packing geometry, the contact angle, and the flow pattern. The harmful consequences

of blockage are multiple as it globally reduces the cross-sectional area available for the gas to

flow through. Hence, it increases the pressure drop and locally reduces the active interfacial area
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available for mass transfer to take place. To the author’s knowledge, in opposition with flooding, no

predictive models of blockage are currently available in the literature. Improving packed columns

performance necessarily goes through a deeper understanding of the blockage phenomenon.

Blockage being a phenomena taking place locally, the use of experimental techniques is ex-

tremely complicated; and isolating individual parameters such as contact angle, surface tension,

flow pattern, velocity, and mass flow rate is not yet achievable. On the other hand, the use of

multiphase computational fluid dynamic allows a relatively accessible and rigorous solution to

control and monitor local variables such as pressure, velocity, and volume fraction. Computational

fluid dynamics have been extensively employed over the last decades to solve more and more com-

plicated multiphase problems involving packed columns. At the scale of the corrugation also called

Representative Elementary Unit, Sebastia-Saez et al. (2018) studied the impact on mass transfer

of the contact angle on an inclined plate and showed a strong correlation between wetting and the

interfacial area. Kang et al. (2017) compared the resulting liquid-gas interfacial area from a 2D

VOF calculation with well known empirical correlations such as Onda et al. (1968) and Billet &

Schultes (1999) in a random packed column made of Raschig rings. Fu et al. (2020) proposed a

similar study using a 3D model and derived a novel correlation for calculating the interfacial area

for a random packed column of Pall rings. The common ground of these studies is the calculation

of the flow hydrodynamic in currently existing geometries: random or structured.

The work developed and completed in this chapter aims at understanding the influence of flow

pattern and packing geometric characteristics on the hydrodynamics between liquid and gas with

an emphasis on the blockage and flooding phenomena. The results obtained give important insight

in order to improve the geometries employed for the design of structured packed columns.

8.2 Governing Equations

To numerically model this phenomenon, simplified equations from section 5.3.1 are employed.

The system of equations is simplified because heat and mass transfer are not modeled to save
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computational time. Therefore, the remaining equations are given as follows:

∇ · 𝒖 = 0 (8.1)

𝜕𝛼

𝜕𝑡
+ ∇ · (𝛼𝒖) = 0 (8.2)

𝛼 + 𝛼𝑙 = 1 (8.3)

𝜕

𝜕𝑡
(𝜌𝒖) + ∇ · (𝜌𝒖𝒖) = −∇𝑝 + ∇ · 𝜇

[
(∇𝒖) + (∇𝒖)𝑇

]
+ 𝑭 (8.4)

The surface tension forces are still modeled using the CSF model developed by Brackbill et al.

(1992)

𝑭𝜎 = 𝜎𝜅∇𝛼 (8.5)

where ∇𝛼 is computed by the interface reconstruction algorithm Youngs (1982). At the wall the

contact angle is defined to enforce the interface normal vector using the following equation:

𝒏 = 𝒏𝑤𝑐𝑜𝑠 𝜃𝑒𝑞 + 𝒕𝑤𝑠𝑖𝑛 𝜃𝑒𝑞 (8.6)

All calculations for this study employ the same discretization methods as in the previous chapter,

and the only difference lies in the use of an adaptive time-stepping method where the time step is

calculated in order to maintain the CFL condition that is set to unity.

8.3 Problem Setup & Boundary Conditions

The enhancement in heat and mass transfer for packed columns is highly dependent on increasing

the specific area of the packing. Unfortunately, increasing this latter goes through the reduction of

the hydraulic diameters the fluids must flow through, which is the main cause of the blockage onset.

The goal here is to understand the influence of the flow pattern, packing geometry, and material on

the blockage instability. As a consequence, the choice is made to study the problem at the scale of

the corrugation assuming the symmetry in the whole column. As shown in Fig. 8.1, the domain

consists of one corrugation in both horizontal and vertical directions to limit the computational

expense. Water coming from the previous corrugation is modeled by placing an injector at the top
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Figure 8.1: 2D schematic of the setup

of the domain. The counter-current gas stream is assumed to be perfectly homogeneous using the

removal section in a similar fashion to section 7.3.

Figure 8.2 depicts the numerical domain in 3D with the name of the associated surfaces. The

side walls are defined as symmetry boundary conditions; both fluids’ inlets are velocity inlets; and

the geometry surface is defined as a wall where the no slip and contact angle condition is imposed.

The domain dimensions are given in Table 8.1. Note that the total height of the domain is equal to

40 𝑚𝑚.

Table 8.1: Blockage domain dimensions

Parameter Value Unit
𝑤𝑥 8 𝑚𝑚

𝑤𝑦 8 𝑚𝑚

𝐷 1.5 𝑚𝑚

𝐻 5 𝑚𝑚

𝐿𝑡 5 𝑚𝑚

𝛿 1.5 𝑚𝑚

In order to obtain a more accurate description of the geometries using broadly non-dimensional

numbers, the novel approach taken here is to characterize the Re number using the size of the

constriction in place of the traditional void fraction and specific area (Klausner et al. (2006)).
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Figure 8.2: 3D schematic of the numerical domain with associated surfaces

This choice is dictated by two needs. First, as recently mentioned by Wolf-Zöllner et al. (2019),

those definitions (void fraction, specific area) are limiting in terms of geometry characterization.

Secondly, since the case studied here only considers a single corrugation, using the specific area

and void fraction that are based on a per unit volume characterization is irrelevant. In other words,

it would be easy to match a targeted void fraction and specific area by adjusting the distance in

between each corrugation in the vertical direction. As a consequence, the Re number for the gas

phase here is defined as 𝑅𝑒𝛿 is given as follows:

𝑅𝑒𝛿 =
𝜌𝑔𝑢𝛿𝐷ℎ

𝜇𝑔
(8.7a)

𝐷ℎ =
4𝐴𝛿
𝑃𝛿

=
4 (2𝛿𝑤𝑥)

2 (2𝛿 + 𝑤𝑥)
(8.7b)

𝑢𝛿 = 𝑢𝑔𝑖𝑛
𝐴𝑐

𝐴𝛿
= 𝑢𝑔𝑖𝑛

𝑤𝑦𝑤𝑥

2𝛿𝑤𝑥
(8.7c)

This definition characterizes the flow pattern at the constriction where the blockage is expected

to occur while remaining robust for any type of geometry. Water properties remain identical and are
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given in Table 7.5. The gas properties in this case are taken as constants with 𝜌𝑔 = 1.225 𝑘𝑔.𝑚−3

and 𝜇𝑔 = 1.72× 10−5 𝑘𝑔.𝑚−1.𝑠−1. The surface tension remains at 0.072 𝑁/𝑚. The gravity vector

points in the opposit direction to the z-axis and 𝑔 = 9.81 𝑚.𝑠−2.

8.4 Mesh Generation & Independence Study

The difficulty of this study is the application of the same boundary conditions to different

geometries. Hence, the mesh generation and convergence consists of converging a meshing method

that is further applied to all the geometries studied. As a result, the domain shown in Fig. 8.1 is

subdivided into multiple blocks as depicted by Fig. 8.3. The block 0 is generated using 0.3 mm

hexahedral cells in every directions. Block 1 is defined as a box spanning the whole depth and

width of the numerical domain and starts 0.5 mm under the corrugation and finishes 0.5 mm above

it. This refinement is here to ensure that there is a high resolution of the gas phase flowing through

the constriction where velocity gradients are expected. Block 2 is a boundary layer type refinement

that is normal to the corrugation with a constant thickness equal to 𝛿. Water is expected to form

a film at the surface of the corrugation; thus, it is necessary to ensure the proper resolution of the

film hydrodynamics at the corrugation surface as well as a smooth interface to obtain a satisfactory

accuracy, while maintaining numerical stability. Block 3 is here to maintain accuracy when water

forms a drop or a sheet underneath the corrugation, which has been shown to have a strong influence

on the rest of the film as described by Wang et al. (2019). Finally, Block 4, is defined in order to

have an accurate definition of the jet or drops impinging on the packing surface. The cell size of

each block is given in millimeters in Table 8.2 for the three mesh densities tested. Note that when

the blocks intersect, the intersections are meshed using the smaller cell size.

Table 8.2: Refinements level for each block

Mesh 𝐵𝑙𝑜𝑐𝑘 0 𝐵𝑙𝑜𝑐𝑘 1 𝐵𝑙𝑜𝑐𝑘 2 𝐵𝑙𝑜𝑐𝑘 2+ 𝐵𝑙𝑜𝑐𝑘 3 𝐵𝑙𝑜𝑐𝑘 4 𝛿2 𝛿2+
0.8 M 0.3 0.075 0.075 0.075 0.15 0.075 2 1
3.26 M 0.3 0.075 0.0375 0.0375 0.15 0.075 2 1
5.2 M 0.3 0.0375 0.0375 0.0375 0.15 0.075 2 1
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Figure 8.3: Mesh block definition

The meshing method validation is accomplished by measuring the average thickness of the

falling film along the x-axis as well as observing the vertical velocity profile in both gas and liquid

at the center-line of the constriction. For this convergence test, the contact angle is set to zero, the

water velocity at the inlet is set at 0.6 m/s, and the air velocity at the bottom is set at 0.408 m/s

corresponding to 𝑅𝑒𝛿 = 492.

As shown by Figs. 8.4a and 8.4b both the film thickness and velocity profile converge when the

cell size in the vicinity of the interface refines to 0.0375 mm. Therefore, since the target of this study

is to observe the blockage phenomenon where the film thickness would be equal to the constriction,

the choice is made to globally refine Block 1 with the 0.0375 mm cells. As a consequence, this

meshing method is applied to the three geometries tested in this study.
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(a) Average film thickness along the tube (b) Vertical component of velocity at the constriction

Figure 8.4: Mesh convergence study with 𝑢𝑙𝑖𝑛 = 0.6 m/s and 𝑢𝑔𝑖𝑛 = 0.408 m/s

8.5 Study in the Column Regime

8.5.1 Validation of Numerical Results

In the water column regime that usually leads to the well-known flow pattern of falling film around

a tube, the analytical solution developed by Nusselt is often used for validation of numerical results

(Zhao et al. (2018), Li et al. (2016), Hou et al. (2012)) and is given as follows:

𝛿𝑙 =

(
3𝜇𝑙Γ

𝜌𝑙
(
𝜌𝑙 − 𝜌𝑔

)
𝑔𝑠𝑖𝑛 (𝛽)

)1/3
(8.8)

𝛿𝑙 =

(
3𝜇𝑙Γ

𝜌𝑙
(
𝜌𝑙 − 𝜌𝑔

)
𝑔𝑠𝑖𝑛 ( 3𝛽

4 )

)1/3
(8.9)

where Γ is the liquid flow rate per unit length on each side of the horizontal tube and 𝛽 is the

circumferential angle measured from the top of the tube. As shown in the literature, several

factors besides water flow rate are known to have an impact on the film thickness, such as surface

tension, liquid distribution height (H), tube diameter (L), or the pitch between tubes if a tube bank

is considered Zhao et al. (2018). Finally the presence of a counter-current flow is also a factor

affecting the film thickness. In this study the film thickness is compared with the Nusselt solution

and the correlation from Ji et al. (2017) given by equation (8.9). The flow conditions are given in

Table 8.3.
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Table 8.3: Flow conditions for validation in the column regime

Parameter Value Unit
𝑢𝑙𝑖𝑛

0.6 𝑚.𝑠−1

Γ 0.066 𝑘𝑔.𝑚−1.𝑠−1

𝑢𝑔𝑖𝑛 0.408 𝑚.𝑠−1

Figure 8.5: Spanwise averaged film thickness for various angular position in comparison with
analytical solution and experimental correlation from Ji et al. (2017)

As shown by Fig. 8.5 the spanwise averaged film thickness is in good agreement with both

the Nusselt solution and the correlation. The discrepancy between these ideal cases and the

results obtained are due to two contributions. Firstly, the numerical calculation yields a highly

three-dimensional flow pattern because of the tube to inlet diameter ratio in opposition with both

equations (8.8) and (8.9) that were obtained assuming a two-dimensional problem. Secondly, the

increased film thickness observed for 80◦ < 𝛽 < 110◦ is due both to the strong drag generated by

the gas flow along with the influence of the removal section (Hou et al. (2012)).

8.5.2 Influence of the Contact Angle & Geometry

The first part of this study consists in studying the influence of the contact angle, 𝜃𝑒𝑞, on the

film hydrodynamics for each geometry. The water mass flux remains the same as for the mesh
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convergence study, and the gas mass flux is divided by two. Hence, using equation (8.7), 𝑅𝑒𝛿 = 246.

Figure 8.6 shows the average specific coverage of the corrugation as a function of the contact angle.

When 𝜃𝑒𝑞 = 0◦, a perfect wetting of each corrugation is obtained as expected. Nonetheless the

flow pattern obtained for the three different geometries is widely different as depicted by Fig. 8.7a.

For the cylindrical geometry, the flow pattern obtained depicts a falling film over a cylinder as

reported both numerically and experimentally in the literature (Qiu et al. (2017), Li et al. (2016),

Fernández-Seara & Pardiñas (2014)). The crest observed is due to the water impinging the surface

and generating a slight hydraulic shock. On the one hand, the diamond geometry yields a similar

flow pattern with a film covering the entire surface and results in a column underneath and a crest at

the top of the geometry, where the water impinges the surface. On the other hand, even if the specific

water coverage remains equal to unity, the square geometry is presenting a strongly different flow

pattern. First, because of the flat surface where the water impinges, this latter first accumulates at

the top and it is only when the top surface is covered that the water starts reaching out and flowing

on the sides. When the entire surface of the geometry gets covered, the drag generated by the

gas stream on the interface present at the bottom plane prevents the water from gravitating further

down. As a consequence, on the sides, the film thickness homogeneously increases on the whole

span until the constriction is blocked. When the blockage occurs, the pressure increases until the

liquid sheet atomizes upward.

With 𝜃𝑒𝑞 increasing to 30◦, the specific water coverage shows a discrepancy in between the

geometries. The cylinder remains perfectly covered, but the adhesion force generated by the surface

through the contact angle homogenizes the film thickness across the span. Hence, the flow pattern

at the bottom transitions to a sheet mode where these latter are periodically released from the

surface. The diamond geometry shows a significant decay in the specific water coverage with only

70% of the surface covered. The water impinges on the sharp edge at the top and spreads on the

upper part of the corrugation before forming a rivulet type flow pattern on the down part. Finally,

the water leaves the corrugation surface at the centerline of the bottom sharp edge in a steady

column flow. This is extremely interesting because, in addition to providing a good coverage, the
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Figure 8.6: Specific water coverage for the three geometries studied as function of the contact angle

water flow stream leaving the corrugation has the same pattern as the incoming water, making the

system periodic in the water streamwise direction. This flow characteristic is very important to

develop a reliable model to calculate the interfacial area in order to predict mass transfer. The

square geometry shows a specific water coverage around 90%, which is really close to the ideal

coverage. The flow pattern shows the blockage instability with partial atomization of the liquid

film. The higher contact angle prevents the perfect wetting thus, allowing the gas to flow through

the constriction; and sheets of liquid are periodically released from the bottom plane.

Increasing 𝜃𝑒𝑞 to 60◦ naturally decreases the specific water coverage, and both the cylinder

and diamond transition to a rivulet flow pattern on the top and bottom part of the geometry. The

former shows a transitory blockage at the constriction, which naturally disappears once steady-state

is reached. Similarly, the column flow pattern exiting the geometry is the same as the one that is

impinging, making the water flow periodic. The latter (diamond) also shows an exiting column flow

that is slightly off the center line due to the apparition of the teapot effect triggered by the contact

angle increase in the presence of a sharp edge (Duez et al. (2010), Kistler & Scriven (1994)). The

square shaped geometry shows a similar trend with a specific water coverage decaying but less than

the other geometries tested. The increased contact angle exacerbates the accumulation of water at

the top of the corrugation and no liquid flowing is observed. When the mass of liquid is sufficient to
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(a) 𝜃𝑒𝑞 = 0◦ (b) 𝜃𝑒𝑞 = 30◦

(c) 𝜃𝑒𝑞 = 60◦ (d) 𝜃𝑒𝑞 = 90◦

Figure 8.7: 3D contour of the free surface for the different contact angle at various flow time

overcome both surface tension and drag forces, the constriction is instantly overflowed and blockage

is observed. Because of the amount of momentum required to cover the entire surface, the blockage

is only partial in the spanwise direction and the gas flow can flow through the non-blocked portion

of the constriction.

Ultimately, 𝜃𝑒𝑞 is set to 90◦ and the surfaces are now considered hydrophobic. The specific

water coverage of all geometries decreases and partial blockage is present in all cases. Only 30%

of the cylinder and square shaped geometries are now covered with a similar flow pattern. After

accumulating at the top, the water starts flowing down using one side of the span and the gas flows

on the other in a quasi-steady fashion. Drops and columns form at the bottom of these geometries

that are periodically released. On the other hand, the diamond geometry shows a specific water

coverage of 14%, which is the lowest of all three geometries; but the impossibility for water to

accumulate on top initiate an instantaneous stream of water that creates a small blockage at the

constriction. This further leads to the steady release of droplets at the constriction and, as a result,
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the bottom part of the corrugation is dry. The consequence of a non periodic water stream is that,

in this case, if another corrugation is positioned aligned underneath, the water will not interact with

this latter unless another disruption would cause it to.

8.5.3 Summary of Column Regime

As shown in the previous section the water flow pattern can take widely different shapes depending

on both the geometry and the contact angle assigned to the surface. As shown by Fig. 8.6, each

geometry possesses a critical value of the contact angle from which the coverage diminishes linearly.

It is emphasized here that the linear decay is quasi-independent of the geometries considered for

the of contact angles studied. As shown by the free-surface contours in Fig. 8.7, the flow pattern

varies widely as a function of geometry and out of the 12 cases studied, only two showed periodicity

in the water flow direction. The square geometry showed blockage to different extents depending

upon the contact angle and would be a poor packed column design. This is mainly due to the

flat surface at the top that prevents water from gravitating downward. The cylinder improves this

phenomenon until the surface contact angle reaches 𝜃𝑒𝑞 = 90◦ and then the same flow pattern is

observed. Finally, in this regime, the diamond geometry shows a good compromise across a wide

range of contact angle since only a partial blockage at 𝜃𝑒𝑞 = 90◦ is observed. Nonetheless, one

should keep in mind that for low contact angles, the square shaped geometry can be considered if

the bottom plane is removed to allow water to gravitate downward.

8.6 Study in Droplet Regime for Packed Columns

The study in the column regime provides useful insights on the flow pattern and the blockage

instability depending on both geometry and contact angle. In the study of falling films around

cylinders, Γ, which represents the mass flow rate per unit length of liquid on one side of the tube,

which is employed as parameter to describe the flow rate of liquid. Depending on the study, Γ ranges

between 0.01 𝑘𝑔/𝑠.𝑚−1 and 0.284 𝑘𝑔/𝑠.𝑚−1 (Xie et al. (2019), Zhao et al. (2018), Ji et al. (2017)).

Unfortunately, for multiple reasons, this formulation is not applicable to packed columns. Firstly,
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it assumes a symmetry of the film on each side of the tube, which is a limiting factor. Secondly, it

is also a different mass flow rate scale where, in packed columns studies, the superficial velocity or

mass flux are usually employed to describe the fluid supplied to the column (Alnaimat et al. (2013),

Carbonell (2000), Billet & Schultes (1999)). With Γ = 0.066 𝑘𝑔/𝑠.𝑚−1 the corresponding mass

flux is 16.5 𝑘𝑔/𝑠.𝑚−2 based on the cross-sectional area of the domain. This value is extremely high

for packed columns where the typical mass flux ranges between 0.5 𝑘𝑔/𝑠.𝑚−2 and 10 𝑘𝑔/𝑠.𝑚−2

(Li et al. (2006), Lopes & Quinta-Ferreira (2009), Alnaimat & Klausner (2013)). Therefore, the

strategy taken here is similar to section 7.2 where the water is modulated in order to control the

droplet size (𝑑𝑙), velocity (𝑢𝑙𝑖𝑛) along with the mass flux (𝐿). As a consequence, the modulation of

the water input is done by applying a simple mass conservation. Figure 8.8a depicts the periodically

generated droplets.

𝑡𝑜𝑛 =
16

3𝐷2𝑢𝑙𝑖𝑛

(
𝑑𝑙

2

)3
(8.10)

𝑡𝑡𝑜𝑡 =
𝜌𝑙𝑢𝑙𝑖𝑛

𝐴𝑐𝐿

𝜋𝐷2

4
𝑡𝑜𝑛 (8.11)

(a) 𝑑𝑙 = 0.75𝑚𝑚 (b) 𝑑𝑙 = 1.5𝑚𝑚

Figure 8.8: Droplet generated by adjusting the injection time
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8.6.1 Validation of Numerical Results

8.6.1.1 Experimental Setup

In the column regime, the validation of the numerical results was done using the Nusselt analytically

derived solution. Unfortunately, this approach is not valid in the drop regime, as the flow pattern

of a falling film is very different from the drop regime. Therefore, the choice is made to validate

the numerical results with flow visualization using a high speed camera.

Figure 8.9: Schematic of high speed camera experiment for droplet validation

As depicted in Fig. 8.9, the experiment consist of generating droplets using hypodermic needles

that will impinge on the geometry and are then recorded using a high-speed camera. The needles

are fed using a programmable syringe pump capable of pushing all 3 syringes in parallel in order

to obtain the same mass flow rate at all needles. Figure 8.10a shows the assembly with the frame,

needle holder and the geometry. Both the geometry part and the needle holder were created using a

3D printer for the ease and flexibility of the manufacturing as well as the high precision of the parts

obtained. In post-processing, the geometry is coated with black paint to limit as much as possible

the glare generated by the illumination.

Figure 8.10b depicts an enhanced view of the needle holder assembly. The difficulty of this

part was to maintain the space in between needle to 8mm as well as the leveled position of the tips

while making the assembly possible since the Luer-Lock fittings radius is greater than 4mm. In
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(a) CAD assembly (b) Enhanced view of needles holder

Figure 8.10: Assembly zoom of drop experiment

other words, the fittings cannot be placed inline and have to be staggered as shown in Fig. 8.10b.

In combination with needles of different length (6.35mm in the center and 50.8mm on the sides),

the tips are aligned so that the drops release height is the same for each needle. For this study, 26

gauge needles are employed, which have a 0.464mm OD and 0.26mm ID.

(a) Front and left illumination (b) Front and right illumination

Figure 8.11: Illumination setup

Finally, the main constraint with the use of high-speed cameras is the illumination. Traditional

setups usually involve using back illumination, which is impossible here since the frame and the
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geometry would be in the shadow. To solve this issue, the strategy taken here is to use a two sided

illumination along with a front illumination as shown in Fig. 8.11. As depicted by Fig. 8.11a and

8.11b, the side illumination is accomplished using two LED arrays. The left array produces up to

3600 lumens (lm), while the custom made, right LED array, consists in 4 LED panels with each

producing 4000 lm for a total of 16000 lm. The front illumination is handled using another custom

made ring LED array that allows the camera objective to get through and therefore an excellent

illumination without any obstruction. This latter is composed of 8 squared LEDs that produces

up to 8000 lm each. Depending upon the camera framerate, the power supplied to the ring array

is modulated to avoid excessive brightness querying the image quality. The high speed camera

employed is a Photron SA-Z 2100K with an internal memory of 64GB, which allows the storage of

43,682 frames with a resolution of 1024x1024 pixels.

8.6.1.2 Procedure & Results

The experimental procedure consists of measuring the static contact angle of the painted geometry

as shown in Fig 8.12a. Then, the high speed camera is employed to measure the droplets diameter.

Finally, the velocity of the droplets is then calculated using the standard free fall equation neglecting

the air resistance. As shown by Van Der Leeden et al. (1955), air resistance can be neglected when

the distance at which velocity is of interest is situated less than half a meter underneath the departure

location. The drop size and velocity are then set as input for the CFD; and a visual comparison of

the free surface is accomplished as shown in Fig. 8.12b.

As shown in Fig. 8.12b the resulting free surface obtained with the CFD is in good agreement

with the images obtained experimentally. The shift observed on the experimental image is due to the

slight misalignment between the needles and the geometry as well as the surface roughness of the

latter. The use of a 3D printer employing the Fusion Deposition Method (FDM) yields parts with

very small ridges, which by nature affect the contact angle value. Nonetheless, the drop dynamic on

the surface remains similar. The droplet impinges the surface and spreads homogeneously on each

side of the corrugation until the adhesion and viscous forces stops this process. Then the surface
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(a) Static drop on painted geometry

(b) Dynamic free-surface comparison

Figure 8.12: CFD and high-speed camera comparison

tension forces pulls the drop back together. When this process is done the drop slides underneath

the corrugation and is then in a stable equilibrium. Experimentally 4 drops were observed to be

necessary to trigger the departure of the lump created by the accumulation of water underneath.

8.6.2 Result & Discussion

This section discusses the parametric study results. The numerical procedure consists of varying

the parameters of interest and running the CFD code using adaptive time-stepping until 0.5s of

flow-time in a similar fashion as the column regime. For this study, the contact angle is set at

𝜃𝑒𝑞 = 30◦.
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8.6.2.1 Influence of 𝑑𝑙

The first parameter of interest is the droplet size since, as observed experimentally, the flow pattern

departing a corrugation is either a drop of a different diameter from the one impinging or as

observed in the column regime study, drops of various size are generated with a column of fluid.

The parameters for this study are given as cases 1,2, and 3 in Table 8.4. The input values of 𝑡𝑜𝑛 and

𝑡𝑡𝑜𝑡 are calculated using equations (8.10) and (8.11). As the same meshing method as in the column

regime is employed, the smallest diameter 𝑑𝑙 that can be accurately computed is determined by the

cell sizes in block 4, where the drop travels prior to impinge the surface. According to Meier et al.

(2002), with the use of the CSF method, the smallest droplet diameter for which the surface tension

force is accurately computed is 𝑑𝑙 = 0.75 𝑚𝑚.

Table 8.4: Flow conditions for the drop regime

Case 𝑑𝑙 (𝑚𝑚) 𝐿 𝑢𝑙𝑖𝑛
𝑡𝑜𝑛 (𝑠) 𝑡𝑡𝑜𝑡 (𝑠) 𝐺 𝑢𝑔𝑖𝑛 𝑅𝑒𝛿

1 0.75 1 0.10 0.0013 0.0034 0.25 0.204 246
2 1.5 1 0.10 0.0100 0.0276 0.25 0.204 246
3 3 1 0.10 0.0800 0.2205 0.25 0.204 246
4 1.5 1 0.05 0.0200 0.0276 0.25 0.204 246
5 1.5 1 0.10 0.0100 0.0276 0.25 0.204 246
6 1.5 1 0.30 0.0333 0.0276 0.25 0.204 246
7 1.5 1 0.60 0.0166 0.0276 0.25 0.204 246
8 1.5 1 0.90 0.0111 0.0276 0.25 0.204 246
9 0.75 1 0.10 0.0013 0.0034 0.25 0.204 246
10 0.75 1 0.10 0.0013 0.0034 0.50 0.408 492
11 0.75 1 0.10 0.0013 0.0034 0.75 0.612 739
12 0.75 1 0.10 0.0013 0.0034 1.00 0.816 986

The free surface patterns resulting from the diameter variation on each geometry are shown

in Fig. 8.13. Depending upon the geometry, the resulting flow pattern for each drop diameter

is relatively different. For the cylinder geometry, three different patterns are observed. When

𝑑𝑙 = 0.75𝑚𝑚, the high frequency of drops impinging upon the surface and later on the water

film, the water starts accumulating and generates a steady source of momentum that is sufficient

to overcome the adhesion force from the surface. As a consequence, a steady rivulet type flow is

129



(a) 𝑑𝑙 = 0.75 𝑚𝑚 (b) 𝑑𝑙 = 1.5 𝑚𝑚

(c) 𝑑𝑙 = 3 𝑚𝑚

Figure 8.13: 3D contour of the free surface for the different drop diameters at various flow time

observed with water accumulating at the bottom. When the drop diameter increases, the frequency

at which the drops impinge the film diminishes; and if a rivulet type flow is observed, this film

is unstable and the surface tension forces separate the lump of water at the top from the lump

accumulating at the top. Nonetheless, this translates to a very similar specific water coverage as

shown by Fig. 8.14a. Finally, increasing 𝑑𝑙 to 3mm leads to the drop atomization because of

the lower surface tension forces. Therefore, no water remains at the top, and water accumulates

underneath. Hence, as shown in Fig. 8.14a, the specific water coverage is 15 % lower than the

other configurations.

The diamond geometry does not show significant differences depending on the drop diameter

because of the sharp edge at the top that systematically breaks the surface tension of the drop and

forces the the water to spread on the corrugation surface. This tendency is confirmed by Fig. 8.14b

where the coverage is approximately 60% at the final time but with a different trend. This difference

is due to the larger mass of water injected at once instead of a smaller and regular feed that lead to
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a sharp increase in coverage.

Finally, the square geometry shows interesting features depending upon the droplet diameter.

In all cases, the water first accumulates on the top surface as shown by Figs. 8.13a, 8.13b, and

8.13c. The difference appears in a second phase where, because of the regular input of momentum

generated by the drop impinging the water film created, small drops start sliding on the side of

the corrugation. This phenomenon is confirmed by Fig. 8.14c where the coverage increases

significantly with the small drops (𝑑𝑙 = 0.75𝑚𝑚) where the larger drops coverage stagnates. On

the other hand, with 𝑑𝑙 = 3𝑚𝑚 the water film created at the top has time to be stabilized by the

surface tension forces until the next drop comes, which leads to a increased water accumulation.

This excessive water accumulation would likely lead to a blockage later in time in a similar fashion

observed on Fig. 8.7b.

(a) Cylinder (b) Diamond (c) Square

Figure 8.14: Transient specific coverage for each geometry as a function of the drop diameter

The geometry comparison yields a similar conclusion to the film regime. First, it is emphasized

here that no blockage is observed for the flow-time computed; though the square geometry shows

a large accumulation of water at the top for a large drop diameter, which is likely to produce this

instability. The main advantage of the diamond geometry is its versatility with a similar water

coverage in all cases along with a high specific water coverage. Finally, the cylinder also offers

good coverage when the drops are small, but this is adversely affected for large drops that atomize

on the surface.
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8.6.2.2 Influence of 𝑢𝑙𝑖𝑛

The second hydrodynamic parameter studied is the velocity at the inlet, 𝑢𝑙𝑖𝑛 . This parameter

corresponds to cases 4, 5, 6, 7, and 8 in Table 8.4. With a contact angle of 𝜃𝑒𝑞 = 30◦, the results

both in terms of flow pattern and specific coverage are very close. Increasing the drop velocity

evidently changes the drop inertia, which for every geometry, increases the initial spread of the drop

onto the surface. This phenomenon repeats over time at every drop because of the more important

perturbation of the film that is created at the top of the surface. This explains the slightly higher

specific water coverage observed for the high velocity as shown in Fig. 8.15.

(a) 𝑢𝑙𝑖𝑛 = 0.05 𝑚/𝑠 (b) 𝑢𝑙𝑖𝑛 = 0.1 𝑚/𝑠

(c) 𝑢𝑙𝑖𝑛 = 0.9 𝑚/𝑠

Figure 8.15: 3D contour of the free surface for the different 𝑢𝑙𝑖𝑛 at various flow time

As a result of the increased velocity and, therefore, the perturbation, the differences observed on

the flow pattern are similar across geometries where the water starts flowing through the constriction

earlier in flow time. This is particularly noticeable on the square geometry in Fig. 8.15c where the

water starts flowing on the side explaining the slight increase in coverage starting at 0.35s in Fig.

8.16c. This tendency is also observable on other geometries but is less pronounced.
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(a) Cylinder (b) Diamond (c) Square

Figure 8.16: Transient specific coverage for each geometry as a function of 𝑢𝑙𝑖𝑛

In terms of blockage, a similar conclusion to the drop diameter study can be drawn. No

blockages were observed for the flow time studied. Similarly, the accumulation of water at the top

on the square geometry is likely to trigger blockage since more water is held up before it starts

gravitating downward. Nonetheless, increasing the velocity naturally improves the water capability

to overcome the surface tension forces, which later on allows water to flow through the constriction

earlier in time. Hence, the likeliness for blockage to occur is diminished.

8.6.2.3 Influence of Re𝛿

Finally, the last parameter to be studied is the gas Reynolds number at the constriction, 𝑅𝑒𝛿,

which characterizes the amount of gas flowing through the packed column. This parameter study

corresponds to cases 9, 10, 11, and 12 in Table 8.4.

As shown in Fig. 8.17, blockage is not observed for all geometries in all cases. It is emphasized

here that on a longer time scale, blockage might be observed in the form of flooding because of the

increased water accumulation taking place underneath, due to the drag generated by the counter-

current gas flow. The cylinder geometry, because of its shape, does not show any major sensitivity

in terms of specific water coverage for the range studied. The slightly higher coverage observed

in Fig 8.17a is due to the drag increasing the water spread. A similar trend is observed on the

diamond geometry where the highest gas flow rate, as depicted by Fig. 8.18c, shows a 5% increase

after 𝑡 = 0.45𝑠, which corresponds to the water reaching all the inferior faces of the corrugation
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(a) 𝑅𝑒𝛿 = 246 (b) 𝑅𝑒𝛿 = 492

(c) 𝑅𝑒𝛿 = 986

Figure 8.17: 3D contour of the free surface for different 𝑅𝑒𝛿 at various flow time

where the gas stream is favorable for the water to spread. Ultimately, the square geometry shows a

similar pattern and specific water coverage for all configuration. Nonetheless, it is expected for the

latter to display a comparable trend where the coverage would increase once the water reaches the

underneath plane.

(a) Cylinder (b) Diamond (c) Square

Figure 8.18: Transient specific coverage for each geometry as a function of 𝑅𝑒𝛿

With these observations, the author emphasizes the importance of the contact angle for the

study of this parameter. As shown by Figs. 8.17 and 8.18 the specific water coverage increases
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slightly because of the pressure generated by the counter-current gas stream when this latter reaches

the bottom part of the corrugations. Therefore with a lower contact angle, the water would already

naturally spread more on the surface, thus offering a superior surface area for the gas stream to

apply pressure. This enhanced interfacial area for momentum exchanged, coupled to the inferior

amount of work necessary to wet the surface, will result in a greater sensitivity to the gas flow rate.

8.6.3 Conclusion on Drop Regime

As shown in the previous sections, the drop characteristic shows a limited influence on the flow

pattern observed at the scale of corrugation. For all the configurations tested, no blockages were

observed, but caution is exerted here because of the short flow times simulated due to the computing

expense that the study of multiple geometries and conditions cost. The square geometry shows

incipience of the blockage phenomenon because of the water accumulating on the top plane.

Similarly, with 𝑑𝑙 increasing, the atomization observed with the cylinder geometry, as shown in

Fig. 8.13c, would also lead to a temporary blockage with a slight increase in speed. A similar

conclusion can be said for the specific water coverage where the drop pattern does not significantly

affect the wetting of the corrugations for all geometry.

8.7 Conclusion on the Blockage Phenomenon

This study on the blockage phenomenon brings a lot of information on the packed bed hydro-

dynamic behavior. The most prominent information to retain from the observations is the blockage

phenomenon is entirely determined by the corrugation geometry and material through the contact

angle rather than the flow conditions for both gas and liquid. These parameters (geometry and

contact angle) determine the amount of water that needs to accumulate before an actual film forms

and starts flowing. They also determine the pattern in which the film gravitates downward as

shown by Fig. 8.7. This also explains why the blockage phenomenon is observed independently

of the liquid and gas mass fluxes. As a consequence, for future studies the column regime can

be considered as a good indicator to determine the hydrodynamic performance of a corrugation
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for purpose of coverage and blockage. Knowing that, among the geometries studied, the diamond

shape showed interesting results for purposes of blockage at high contact angles, which is traded

by a lower specific water coverage. The square showed the highest specific water coverage but

a high predisposition to create blockage. Finally the cylinder showed satisfying results for low

contact angles but water periodicity in the vertical direction should be improved. This allows one

to design packed columns with corrugations very close to one another driving a significant increase

of specific area while remaining free of the blockage instability that queries the efficiency of the

tower. It should also be mentioned that under certain conditions this geometry also provides a

quasi-periodic flow pattern that is important in developing accurate design tools.
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CHAPTER 9

PACKED COLUMN GEOMETRY IMPROVEMENTS

9.1 General Introduction

The initial interrogation that led to this work was the opportunity to improve on almost 90

years of research in the study of packed columns. The studies presented in this work allow general

guidelines for the packing design. As mentioned in section 7.4, at the scale of the column, the

necessity to analyze the column as a whole with the distributor is necessary in order to drive the

efficiency of the evaporator higher. With that in mind the usage of hydrophilic packing material that

naturally spreads the water into a film will considerably reduce the costly atomization taking place

in the sprayer that is currently employed to ensure homogeneous wetting of the packing surface.

Nonetheless, geometry improvements should start at the scale of the corrugation in order to obtain

the following:

• Blockage free for a wide range of contact angle

• High specific water coverage

• Periodicity in the water flow pattern

• Low gas pressure drop

The blockage free geometry is the first design parameter to consider because it is the main issue

encountered when the corrugations are getting closer to one another. As shown in the previous

chapter, this phenomenon mainly depends on the geometry itself and the material employed for

manufacturing. The results obtained with the diamond shaped geometry clearly drives the design

in this direction. The presence of a sharp edge at the top to break the surface tension of the

impinging stream is of first importance. Then preventing water accumulation on the upper part of

the corrugation has to be addressed. It simply consists in avoiding at any location the geometry
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surface normal vector pointing in the upward direction. It is the case with the diamond geometry

because the inclined planes present on both sides in the upper region immediately force the water

to flow downward.

(a) High speed camera visualization

(b) Free surface contour using CFD

Figure 9.1: Numerical and experimental visualization of the free surface on diamond geometry

The third feature that one should seek is to remove sharp edges at the constriction in order to

prevent the water accumulation on the upper faces as depicted both numerically and experimentally

in Fig. 9.1. The presence of a sharp edges also causes, as shown in Fig. 8.7d, the film to separate

from the surface past the sharp edge, which seriously affects the specific water coverage. Ultimately
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ensuring periodicity of the water stream is also of importance for interfacial area predictability and

developing 1D models. Hence, the goal is to obtain a similar flow pattern between corrugation

impinging and exiting. Even if the diamond shaped geometry showed interesting results regarding

that matter, the presence of the teapot effect as shown in Fig. 8.7c requires further analysis. As

a consequence, one should avoid having a straight sharp edge at the bottom of a corrugation. A

similar statement can be said for the presence of a flat face at the bottom that creates a strong amount

of drag on the water film leading to its atomization and blockage. Along with this issue, working

on the gas pressure drop, which is a main source of losses, the presence of a flat face significantly

increases the gas pressure drop in comparison with aerodynamically optimized shapes.

9.2 Geometry Iterations

With all these observations, the diamond shaped geometry is taken as a baseline and all of its

defects are removed. In order to be able to compare the new geometries with the one tested in

the previous chapter, two design constraints are imposed. First, the distance between the water

inlet and the geometry must remain equal to 𝐻. Second, the characteristic length of the geometry,

𝐿𝑡 , as shown in Fig. 8.1 is also equal in order to maintain the constriction characterization. The

(a) First iteration geometry (b) Free surface (𝜃𝑒𝑞 = 60◦)

Figure 9.2: First iteration results

first iteration depicted on Fig. 9.2a and only addresses the flaws of the diamond geometry. As a

consequence, the sharp edge at the constriction is traded for a round and smooth surface. The main
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changes are at the bottom where instead of the sharp edge, a conical surface is added to make water

converge toward the center-line to enforce the periodicity along with preventing incipience of the

teapot effect.

A first calculation is accomplished under the same flow conditions as in section 8.5.2 with

𝜃𝑒𝑞 = 60◦. In comparison with Fig. 8.7c, the resulting free-surface obtained, as shown in Fig. 9.2,

depicts a rivulet type flow that is periodic while remaining free of blockage. The specific water

coverage remains similar at 40%. Even if this already constituted satisfying results, this iteration

failed to provide a blockage free flow pattern when 𝜃𝑒𝑞 = 90◦. Therefore, the second iteration,

shown in Fig. 9.3a, adds chamfers on the side to enhance the film spreading on the side of the

corrugation and diminish its thickness at the constriction to prevent blockage.

(a) Second iteration geometry (b) Free surface (𝜃𝑒𝑞 = 90◦) (c) Free surface with partial block-
age

Figure 9.3: Second iteration results

The resulting free-surface shown on Fig. 9.3b does not present a chronic blockage, but the

instability of the liquid column at the bottom sometimes triggers a brief clogging of the constriction

(see Fig. 9.3c). Nonetheless, the specific water coverage obtained is about 25%, which is twice as

high as the diamond geometry for the same conditions. This gain is mainly due to the suppression

of the sharp edge at the constriction, preventing the water film separating from the surface.

The good results obtained with the second iteration enforces the idea of spreading the water

onto the surface further, which resulted in the geometry shown in Fig. 9.4a. As shown in Fig.

9.4b, the carved shape added at the top shows the result expected where the water is directed on

the whole surface. Unfortunately, a too important portion of the the water gets directed to the side
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(a) Third iteration geometry (b) Free surface (𝜃𝑒𝑞 = 60◦) (c) Free surface (𝜃𝑒𝑞 = 90◦)

Figure 9.4: Third iteration results

leading the center-line to be dry and a partial blockage of the constriction when 𝜃𝑒𝑞 = 60◦ and a

complete blockage when 𝜃𝑒𝑞 = 90◦.

(a) Fourth iteration geometry (b) Free surface (𝜃𝑒𝑞 = 60◦)

Figure 9.5: Fourth iteration results

Finally, using these observations, the carving in the upper part is diminished to enlarge the

tip and direct an increased amount of the water towards the center-line. Fins pointing toward the

center-line are also added to reduce the flow inertia and avoid accumulation on the sides that lead

to the partial blockage observed in Fig. 9.4b. As shown in Fig. 9.5b, the resulting free-surface is

blockage free, both during the transient phase and at steady-state while yielding a specific water

coverage of about 50%. The flow pattern observed is very similar to the one obtained for the

cylinder geometry on Fig. 8.7c, where water naturally goes on the side, which shows the water

stream periodicity. The common conclusion for both of these situations is that the length of the

corrugation could be increased to make the most of the water impinging the surface. Using the
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same reasoning, the mass flow rate of water could be reduced so that the water front stops exactly

at the side boundary. At the system scale, this will lead to a great reduction of the water needed to

obtain the interfacial area required for the targeted mass fraction output.

9.3 Conclusion of Corrugation Geometry Design

As briefly shown in the previous section, improving the corrugation designs is straightforward

as long as the fluids’ flow rate and patterns are known along with the contact angle, which is

determined by the material employed for manufacturing. The contact angle and material cost

should be a first concern in the design of an evaporator because the ideal geometry and distributor

to be employed in the evaporator are heavily dependent on contact angle. The three elementary

geometries studied are necessary stepping stones to give a baseline to anyone who seeks the design

of an efficient evaporator. Depending on the contact angle, any geometry can be used and more

or less design refinement work will be necessary. As an example, if one uses a super hydrophilic

material, the square geometry could be considered as long as some design work is accomplished

on the bottom part to avoid the formation of a liquid sheet normal to the gas stream.

Knowing that, one should find a satisfying corrugation geometry that is blockage free both

transiently and at steady-state with a high and homogeneous specific water coverage while offering

water flow periodicity. The targeted geometry characteristics are necessary in order to develop

simpler models at the scale of the column or more precisely at the scale of a row of corrugations

and update the design tools currently available.

Though the blockage phenomenon is depicted as harmful when it leads to the entire constriction

to be blocked in the packing, it could also be thought as a feature to enhance the interfacial area

between liquid-gas beyond the specific area provided by the packed column geometry. In other

words, the design of a corrugation could be to naturally bridge with its neighbors for a given design

point.

Finally, in the counter-current configuration, and has been shown in chapter 7, requires signif-

icant work on the gas side to reduce the pressure drop and, if possible at the corrugation scale, as
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well as enhancing the air/vapor mixing. The author emphasizes here that a blockage free geometry

intrinsically allows corrugations to be extremely close to each other, hence limiting the need to

enhance mixing. The work accomplished here shows very satisfying results with corrugations

being 3mm apart from each other. Therefore, two philosophies in the evaporator design should

emerge based on the global size of the system. On the one hand, very compact systems with low

gas mass fluxes that will have small corrugations very close to each other and where a blockage free

geometry has to be targeted but air/vapor mixing would not matter. Because of the small hydraulic

diameters, the pressure losses would rapidly increase with the gas mass flux. On the other hand,

large systems, characterized by corrugations placed further apart such that the presence of capillary

instabilities becomes impossible. Those systems would naturally posses a low linear pressure drop

at high mass fluxes due to the large hydraulic diameters. The consequence of that design strategy

is the requirement of additional geometrical features to obtain a proper mixing in the gas phase as

well as a larger evaporator footprint.
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CHAPTER 10

CONCLUSION AND PERSPECTIVES

The study of a direct contact evaporator for Humidification-Dehumidification desalination systems

guided the orientation of this thesis. The absence of prior work in the domain of computational

fluid dynamic applied to desalination and more broadly low temperature evaporation at the local

scale led the author to develop, validate, and finally contribute to the ultimate challenge of water

scarcity.

In the second chapter, a global review of solar desalination technologies is covered and showed

the great interest of using HDH system in remote areas using local water. The main issue of an

HDH system is the poor scalability along with the high specific water consumption when compared

to other thermal process such as MSF. In the last decade, several solutions have been proposed to

enhance the performances such as the use of a TVC or using different carrier gas, but they all query

the simplicity of the system. The use of direct contact evaporation and condensation that consist in

using a packed column instead of a traditional tube and shell design has shown to greatly enhance

the performances of the system while maintaining its simplicity.

The third chapter covers the state of the art in the modeling of packed columns, either structured

or random. The early extensive experimental campaigns offer a good prediction of a given geometry

in various conditions but critically lack the understanding at the local scale of the liquid-gas

interaction. The use of the porous media approach, if convenient, does not solve this issue as it

relies on empirical closure correlations to close the governing equations. The tremendous increase

in computing power over the last decade as allowed researchers to move on to direct numerical

simulation of multiphase flows at various scale.

Chapter four pursues the current methods available in the modeling of multiphase flow with

interface tracking with an emphasis on the VOF method. The reader is introduced to the various

techniques to reconstruct and sharpen the interface, model surface tension, and wall adhesion. An

understanding of those method limitations is crucial in obtaining a stable and accurate simulation.
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The fifth chapter pursues an interest in the current methods employed to model interfacial mass

transfer in CFD and their limitations. The model proposed by the author, based on a first order

approximation of Fick’s first law at the interface, removes the need of empricism to close the mass

transfer problem. In addition, the calculation of the characteristic length necessary to compute the

mass fraction gradient at the interface also yields an accurate calculation of the interfacial area

on any type of convex grid. This chapter also briefly develops the Finite Volume Method and the

discretization schemes, the equations solved in ANSYS Fluent, and the implementation of the UDF

used in this work.

Chapter six aims at validating the numerical framework developed in chapter five using a classic

static drop test where the accuracy of the interfacial area calculation is assessed on various grid

topologies. The results show an excellent accuracy on hexahedral and tetrahedral cells and is

acceptable on mixed polyhedral cells. Nonetheless, the calculation of the interfacial area shows

an error reduction of up to 30% in comparison with the |∇𝛼 | formulation usually employed. The

second test consisted in testing the assumption taken on the mass fraction gradient discretization

at the interface, which assumes the characteristic length to be the normal distance between the

interface and the center of gravity of the truncated cell. This is accomplished by comparing the

numerical results with a novel analytical solution. The computed error between analytical and

numerical is inferior to 2%, mainly due to the approximation of the VOF method on the fluid

properties in the interfacial cells.

Chapter seven is a detailed description of the transition between the experimental setup using

a direct contact evaporator and the necessary simplification and assumptions taken in order to

model the problem using computational fluid dynamic. The chapter covers geometry, domain,

and mesh generation and validation along with the complex post-processing. The mesh validation

being particularly complicated due to the trade between accurate geometry description, interface

curvature computation, and computational expenses. Hence, the latter is accomplished using

multiple test cases relevant to the physics being modeled here.

A comparison of the evaporator performances obtained is accomplished under various fluid

145



distribution conditions. The study shows a strong dependence on the water spray density. The results

showed a little sensitivity to the gas distribution for the conditions studied with the Lantec HD-QPAC

geometry. It also showed the critical need to couple the distributor and column designs together

will significantly increase the efficiency of the systems. The detailed results obtained depicted the

importance of an homogeneous mixing in the gas mixture to avoid local vapor saturation limiting

the evaporative process. Finally, the numerical model, similarly to experimental observations, also

displayed the presence of the blockage phenomenon or local flooding. This phenomenon, appearing

when driving down the hydraulic diameters to increase the geometries specific area, is responsible

for increases pressure losses and querying heat and mass transfer.

These observations lead to chapter eight where an in-depth study of the parameters responsible

for blockage are investigated and applied to three elementary geometric shapes. Two regimes are

considered: the column regime, usually associated with falling film on tube banks and the droplet

regime usually associated with packed columns where a spray distributor is employed. The study

has two important observations. First, the wettability of the surface, which is directly associated

to the contact angle value, is the main parameter affecting the flow pattern for each geometry. If

a poor wettability clearly shows a higher predisposition for any geometry to generate the blockage

instability, their general shape have a significant impact on mitigating this instability. Secondly,

the study in the column regime showed little sensitivity to the distribution since, the existence of

water flowing only starts after a defined amount of water has been distributed. It should also be

mentioned that during the blockage incipience, the cross sectional area available for the gas to flow

through becomes small, hence the gas velocity increases. This phenomenon may lead to a brief

and local transition to the turbulent regime of the gas stream.

Finally, a few design iterations were accomplished in chapter nine that aimed at making the

diamond geometry free of blockage for high contact angle values in the given flow conditions.

Result showed, after only four iterations, improvement on the specific water coverage of 10%

for 𝜃𝑒𝑞 = 60◦ and 12.5% for 𝜃𝑒𝑞 = 90◦ while suppressing blockage and obtaining water flow

periodicity.
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These encouraging results open several needs both in terms of modeling at the scale of the

column and at the scale of the corrugation. The progress accomplished here in modeling the

transport phenomenon at the local scale yields significant insight. Nonetheless, more studies on

larger models should be accomplished to confirm the tendencies observed here. With the emergence

of low drag geometries, the interest in high gas mass fluxes to improve the scalability in the height

of HDH will require the modeling of turbulence with its effect on heat and mass transport. At the

scale of the corrugation, much needs accomplished on the geometry with, in the first place, a proper

parametrisation. One area to explore is the use of similar laws (camber and thickness) as used in

turbomachinery that will allow a fine and structured tuning of the geometry. A significant amount

of work should be accomplished on the corrugation scalability by determining the relevant non-

dimensional groups. This would prove extremely helpful for experimental work by significantly

increasing the working scale from the millimeter to the centimeter. With the global shrinking in the

corrugation sizes, the influence on the flow pattern when the droplets or column size becomes equal

or larger than the characteristic size of the corrugation is yet to observed. A similar study when

the impinging water flow is no longer normal to the geometry but comes at an angle is of interest

when a sprayer is employed in the experiments and determining its impact on the hydrodynamic,

heat, and mass transfer.
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APPENDIX A

WATER SATURATION PRESSURE

𝑃𝑠𝑎𝑡 = 0.611379𝑒
(
𝑎𝑇−𝑏𝑇2+𝑐𝑇3

)

𝑎 = 0.07236669

𝑏 = 2.78793 × 10−4

𝑐 = 6.76138 × 10−7

(A.1)
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APPENDIX B

SOLUTION OF EQUATION (6.5)

For a steady-state 2D fully developed laminar flow with an isotropic and constant diffusion coeffi-

cient the advection-diffusion equation becomes:

𝜕2𝐶

𝜕𝑥2 + 𝜕
2𝐶

𝜕𝑦2 − 𝑢𝑥 (𝑦)
𝐷

𝜕𝐶

𝜕𝑥
= 0 (B.1)

With the following boundary conditions:

𝐶 (𝑦 = 0) = 𝐶𝑠 (B.2)

𝐶 (𝑦 = 𝐻) = 0 (B.3)

𝐶 (𝑥 = 0) = 𝐶0(𝑦) (B.4)

𝐶 (𝑥 ⇒ ∞) = 𝜙(𝑦) (B.5)

𝐶0(𝑦) is the initial concentration profile in the duct and 𝜙(𝑦) is the concentration profile when the

species boundary is fully developed. The boundary conditions in the vertical axis described by

(B.2) and (B.3) makes the problem non-homogeneous which forces the adoption of a split solution.

𝐶 (𝑥, 𝑦) = 𝜓(𝑥, 𝑦) + 𝜙(𝑦) (B.6)

Injecting (B.6) into (6.5) yields the following system of equations:

𝜕2𝜓

𝜕𝑥2 + 𝜕
2𝜓

𝜕𝑦2 − 𝑢𝑥 (𝑦)
𝐷

𝜕𝜓

𝜕𝑥
= 0 (B.7a)

𝑑2𝜙

𝑑𝑦2 = 0 (B.7b)

The adoption of the split solution also splits the boundary conditions. Hence the boundary

conditions for 𝜓(𝑥, 𝑦) are:

𝜓(𝑦 = 0) = 0 (B.8)
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𝜓(𝑦 = 𝐻) = 0 (B.9)

𝜓(𝑥 = 0) = 𝐶0(𝑦) − 𝜙(𝑦) (B.10)

𝜓(𝑥 ⇒ ∞) = 0 (B.11)

Naturally the in-homogeneity is driven onto the boundary conditions for 𝜙(𝑦).

𝜙(𝑦 = 0) = 𝐶𝑠 (B.12)

𝜙(𝑦 = 𝐻) = 0 (B.13)

Immediately the solution for 𝜙(𝑦) is found by integrating twice (B.7b). The coupling with the

boundary conditions from (B.12) and (B.13) allows the integration constants to be determined.

𝜙(𝑦) = 𝐶𝑠
(
1 − 𝑦

𝐻

)
(B.14)

To solve (B.7a) the same approach as Hes & Staňková (1987) is employed, which consists of

substituting 𝜓(𝑥, 𝑦) as shown in (B.15) which will automatically respect the boundary conditions

defined by (B.10) and (B.11).

𝜓(𝑥, 𝑦) = 𝐶𝑛 (𝑦)𝑒−𝛼𝑛
2𝑥 (B.15)

Substituting (B.15) in (B.7a) leads to the following second order ordinary differential equation:

𝑑2𝐶𝑛
𝑑𝑦2 +

(
−𝐴𝑦2 + 𝐵𝑦 + 𝐶

)
𝐶𝑛 = 0 (B.16)

Where the constants 𝐴, 𝐵, and 𝐶 are defined as follow:

𝐴 = 𝛼𝑛
2 𝑎𝑥
𝐷

(B.17a)

𝐵 = 𝛼𝑛
2 𝑏𝑥
𝐷

(B.17b)

𝐶 = 𝛼𝑛
4 + 𝛼𝑛2 𝑐𝑥

𝐷
(B.17c)

Equation (B.16) is the parabolic cylinder differential equation. By rewriting (B.16) and replacing

the original variable 𝑦 by 𝑢 = 𝑦 − 𝐵
2𝐴 .

𝑑2𝑔(𝑢)
𝑑𝑢2 +

(
−𝐴𝑢2 + 𝐸

)
𝑔(𝑢) = 0 (B.18a)

𝐸 = 𝛼𝑛
4 + 𝛼𝑛

2

𝐷

(
𝑐𝑥 +

1
4
𝑏𝑥

2

𝑎𝑥

)
(B.18b)
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Furthermore replacing by the variable 𝑢 by 𝜂 = 𝑢
√

2 4√
𝐴 = 𝜀𝑛𝑢 the following equation is obtained:

𝑑2𝑣(𝜂)
𝑑𝜂2 −

(
1
4
𝜂2 + 𝑎

)
𝑣(𝜂) = 0 (B.19a)

𝑎 =
−𝐸
2
√
𝐴

= −1
2

√︂
𝐷

𝑎𝑥

[
𝛼3
𝑛 +

𝛼𝑛

𝐷

(
𝑐𝑥 +

1
4
𝑏2
𝑥

𝑎𝑥

)]
(B.19b)

The solutions of (B.19a) are the linear combination of an odd and an even function defined by

Abramowitz et al. (1965). The descriptions of𝑈 (𝑎, 𝜂) and 𝑉 (𝑎, 𝜂) are given in Appendix C.

𝑣(𝜂) = 𝐶1𝑈 (𝑎, 𝜂) + 𝐶2𝑉 (𝑎, 𝜂) (B.20)

Hence, the solution of (B.16) is:

𝐶𝑛 (𝑦) = 𝐶1𝑈

(
𝑎, 𝜀𝑛

(
𝑦 − 𝐵

2𝐴

))
+ 𝐶2𝑉

(
𝑎, 𝜀𝑛

(
𝑦 − 𝐵

2𝐴

))
(B.21)

The constants 𝐶1 and 𝐶2 are found using the boundary conditions in the spanwise direction and

leads to the following transcendental equation:

𝑉

(
𝑎,

−𝜀𝑛𝐵
2𝐴

)
−
𝑉

(
𝑎, 𝜀𝑛

(
𝐻 − 𝐵

2𝐴

))
𝑈

(
𝑎, 𝜀𝑛

(
𝐻 − 𝐵

2𝐴

))𝑈 (
𝑎,

−𝜀𝑛𝐵
2𝐴

)
= 0 (B.22)

Finally the complete solution to (6.5) can be derived where 𝐴𝑛 is the normalization factor and 𝑤(𝑦)

is the weighting function from the Sturm-Liouville theory,

𝐶 (𝑥, 𝑦) = 𝐶𝑠
(
1 − 𝑦

𝐻

)
+

∞∑︁
𝑛=0

𝐴𝑛𝐶𝑛 (𝑦)𝑒−𝛼
2
𝑛𝑥 (B.23a)

𝐴𝑛 =

∫ 𝐻
0 (𝐶0(𝑦) − 𝜙(𝑦))𝐶𝑛 (𝑦)𝑤(𝑦)∫ 𝐻

0 𝑤(𝑦)𝐶𝑛2(𝑦)
(B.23b)

𝑤(𝑦) = 𝑢𝑥 (𝑦)
𝐷

(B.23c)
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APPENDIX C

DESCRIPTION OF PARABOLIC CYLINDER FUNCTIONS𝑈 (𝑎, 𝜂) AND 𝑉 (𝑎, 𝜂)

The two standard linearly independent solutions of (B.19a) defined by Abramowitz et al. (1965)

are denoted𝑈 (𝑎, 𝜂) and 𝑉 (𝑎, 𝜂).

𝑈 (𝑎, 𝜂) = cos
[
𝜋

(
1
4
+ 1

2
𝑎

)]
𝑌1 − sin

[
𝜋

(
1
4
+ 1

2
𝑎

)]
𝑌2 (C.1)

𝑉 (𝑎, 𝜂) =
sin

[
𝜋

(
1
4 − 1

2𝑎
)]
𝑌1 + cos

[
𝜋

(
1
4 + 1

2𝑎
)]
𝑌2

Γ

(
1
2 − 𝑎

) (C.2)

where

𝑌1 =
1
√
𝜋

Γ

(
1
4 − 1

2𝑎
)

2𝑎/2+1/4 𝑒
−𝜂

2
4 𝐹1 1

(
1
2
𝑎 + 1

4
,
1
2
,
1
2
𝜂2

)
(C.3)

𝑌2 =
𝜂
√
𝜋

Γ

(
3
4 − 1

2𝑎
)

2𝑎/2−1/4 𝑒
−𝜂

2
4 𝐹1 1

(
1
2
𝑎 + 3

4
,
3
2
,
1
2
𝜂2

)
(C.4)

where 𝐹1 1 (𝛼, 𝛽, 𝛾) is the confluent hypergeometric of the first kind. Various representations are

given by Arfken et al. (2013) either as a sum or as an integral.
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