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ABSTRACT

INTERPRETABLE ARTIFICIAL INTELLIGENCE USING NONLINEAR DECISION TREES

By

Yashesh Deepakkumar Dhebar

The recent times have observed a massive application of artificial intelligence (AI) to automate

tasks across various domains. The back-end mechanism with which automation occurs is generally

black-box. Some of the popular black-box AI methods used to solve an automation task include

decision trees (DT), support vector machines (SVM), artificial neural networks (ANN), etc. In the

past several years, these black-box AI methods have shown promising performance and have been

widely applied and researched across industries and academia. While the black-box AI models have

been shown to achieve high performance, the inherent mechanism with which a decision is made

is hard to comprehend. This lack of interpretability and transparency of black-box AI methods

makes them less trustworthy. In addition to this, the black-box AI models lack in their ability to

provide valuable insights regarding the task at hand. Following these limitations of black-box AI

models, a natural research direction of developing interpretable and explainable AI models has

emerged and has gained an active attention in the machine learning and AI community in the past

three years. In this dissertation, we will be focusing on interpretable AI solutions which are being

currently developed at the Computational Optimization and Innovation Laboratory (COIN Lab)

at Michigan State University. We propose a nonlinear decision tree (NLDT) based framework to

produce transparent AI solutions for automation tasks related to classification and control. The

recent advancement in non-linear optimization enables us to efficiently derive interpretable AI

solutions for various automation tasks. The interpretable and transparent AI models induced using

customized optimization techniques show similar or better performance as compared to complex

black-box AI models across most of the benchmarks. The results are promising and provide

directions to launch future studies in developing efficient transparent AI models.
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CHAPTER 1

THE NEED AND THE START

The year was 2016 and our lab was offered with a project from the Dow Chemical Company. The

goal of that project was to develop an automation system to automatically predict the harmonized

tariff schedule code (HS-code) given the chemical recipe of a product which the Dow Chemical

Company imports or exports. Prof. Deb, Prof. Goodman and I operated as a team from MSU

and collaborated with concerned experts from the Dow who were involved in manually solving the

task of HS-code assignment. At the end of the project, we were able to successfully develop an

automation system to predict the HS-codes of chemical products with a human-level accuracy. This

work attracted attention from various corporate organizations and is currently under the process of

getting patented. During the process of developing a classifier, the team at Dow used to casually

intervene into those slides where I used to show them how the AI doing HS-code prediction looks

like. They were intrigued by the fact that the task being handled manually at Dow was now getting

done by the AI, with the same performance accuracy as that of manual HS-code assignment. More

than that, they were interested to know how the AI is thinking in the background and is coming up

with a HS-code for a supplied chemical product. The AI developed however was fairly complicated

and no such human interpretable logic could be borrowed through the visual inspection of AI, but

we got the signal that a human mind is simply not satisfied with answers an AI is providing, and it

longs to understand “why" the thing worked.

The implicit signal to develop an interpretable AI from Dow was made explicit a few months

later. Our lab was approached by General Motors (GM), which wanted to develop a classifier to

distinguish between good and bad designs. The task here was to develop a classifier which could

be read by design engineers at GM. The readable AI would then serve as a tool to develop better

insights regarding the design process and could be used as a recipe by design engineers to develop

and innovate future car designs.

Later, a similar problem of developing an explainable AI was floated to us by Ford Motors,
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where the task was to decipher the complicated logic learnt by a deep neural network (DNN)

which is controlling a car for autonomous driving. The research presented in this dissertation is a

byproduct of the process we went through in answering the questions laid out by two automotive

giants. It has triggered many possibilities and we believe that foundation set by our work would

lead to a further advancement in the field of interpretable and explainable AI.

1.1 Our Work

The field of interpretable and explainable AI has received active attention in the past four years.

Broadly speaking, the interpretable AI approaches are categorized into two main groups

• Intrinsic (or model based) and

• Post-hoc.

Within the framework of intrinsically interpretable AI, the AI model itself is transparent and

interpretable. The task of generating a less complex AI is generally realized using decision trees,

rule-sets [2, 3] or additive models [4, 5, 6]. The aim here is to express an AI (or a subpart of an

AI) in as simple format as possible.

The post-hoc interpretable methods are aimed towards analyzing the behavior of an already

trained AI, mostly using visualization techniques such as partial dependence plots, histogram plots,

heat-maps, attention maps, etc. A more comprehensive explanation to these is provided in [7, 8].

In this dissertation, we focus at developing an intrinsically interpretable AI solutions in form of

a nonlinear decision trees (NLDT). The main criteria we consider in our research is to reduce the

complexity of the transparent AI while ensuring it has a good performance for the machine learning

task under consideration. Additionally, the approach being developed assumes that the features

(or attributes) in a given automation task are interpretable. The optimization algorithm is then

developed to induce an AI which is visually simple, involves less number of terms or functionals

and can be expressed in a format which is humanly comprehensible.
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The dissertation is organized as follows. First, a birds-eye view of the overall interpretable AI

framework is provided in Chapter 2. In Chapter 3, we formally introduce the algorithm to derive

NLDT for classification problems. Next, the approach developed to induce NLDT in Chapter 3 is

extended to solve control problems involving discrete actions. In the same chapter, a reinforcement

learning algorithm in form of closed-loop training is proposed to enhance the control performance

of NLDT. The approach to arrive at interpretable controllers is improvised and tested for scalability

on custom designed benchmarks in Chapter 5. A methodology to extend the concept of NLDT to

solve regression and continuous control problems is discussed in Chapter 6. Concluding remarks

and possible directions for future work are provided in Chapter 7.
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CHAPTER 2

A HIGH LEVEL VIEW OF OUR INTREPRETABLE AI MODEL

Before we dig into the details, I would like to provide you with a bird’s eye view of the overall

approach. The interpretable and explainable AI we are developing assumes the framework of a

Nonlinear Decision Tree (NLDT). A high-level perspective of NLDT for a classification task and

regression task is provided in Figures 2.1 and 2.2 respectively.

Figure 2.1: NLDT for classification: At each conditional node (white colored), a nonlinear condition
58 (x) ≤ 0 is checked for a datapoint x. The datapoint x traverses the NLDT by following conditions
58 (x) at each conditional node and reaches a leaf node (colored) where it is assigned to a class
represented by the leaf node.

Here 58 (x) and '8 (x) can be any linear or non-linear functions on the input feature vector x.

Conceptually, all AI models can be represented in the NLDT format. For instance, artificial

neural networks (ANNs) or support vector machines (SVMs) designed for binary classification

tasks will have one single condition 50(x) ≤ 0 which will be used to predict if the supplied input

datapoint x belongs to Class 1 or Class 2. A natural extension to handle multi class problems

is possible either by increasing number of conditions 58 (x) or by increasing number of splits per

condition by allowing more branches from a conditional node. We shall visit the topic of handling

multiple classes with our proposed NLDT approach later in the thesis. A complicated axis parallel
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Figure 2.2: NLDT for Regression: Each terminal leaf node (green colored) here represents a
regression equation '8 (x) to predict the value of a dependent variable H. However, these regression
rules (H = '8 (x)) are valid only for certain part of the feature space. These regions of the feature
space are defined using the partition rules 58 (x) at each condition node (white).

decision tree (decision tree involving only rules such as G8 ≤ g8, where G8 is the 8-th component of

the feature vector x) are by default in the NLDT format.

Similar to classification problems, all the AI models developed to handle regression problems

can be represented with the NLDT framework. In case of ANNs, the NLDT representation will

involve only one node (which will be also a terminal node) with regression rule H = '0(x), where

'0(x) will represent an ANN.

While ANNs, SVMs or traditional CART decision trees can be used to model classification

decision boundaries or regression surfaces, they are expressed with either a very complicated

expression for functions 58 (x) or '8 (x) (like in ANNs or SVMs) but simpler topology (only upto 1

layer of NLDT is sufficient), OR are topologically very complex (like CART based decision trees)

but have simple expressions for 58 (x) and '8 (x). Hence, existing AI models lie in either of the two

extremes:

• Either they have a very complicated function representation for 58 (x) and '8 (x), OR

• They are topologically complicated and involves many nodes in the overall structure of the

NLDT.
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The above mentioned two aspects make these traditional AI models non-comprehensible and

thus non-interpretable.

However, what if we allow a controlled non-linearity for 58 (x) and '8 (x)? Maybe allowing

some degree of non-linearity for 58 (x) and '8 (x) can help us induce a decision tree with fewer

nodes while also ensuring the simplicity of rule expression for 58 (x) and '8 (x) as compared to

black-box AI counterparts like ANN, DNN, SVM 0r CART based DT1.

In this dissertation, we develop algorithms which navigate through the search space of equations

to obtain visually simple linear or non-linear rules ( 58 (x), '8 (x)) as compared to black-box AI

counterparts and eventually induce decision tree with fewer nodes. A more in-depth discussion

will follow in subsequent chapters where we design dedicated algorithms to solve classification

and regression problems and apply them to generate a relatively interpretable translator to policy

networks for reinforcement learning tasks. The interpretable AI (IAI) models developed are

relatively simple, easy to read and thus humanly more comprehensible thank black-box AI models.

1In this work, we will use black-box term for AI models represented as DNN, ANN, SVM and topologically
complex CART Based trees.
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CHAPTER 3

CLASSIFICATION

In a classification task, usually a set of labelled data involving a set of features and its belonging to

a specific class are provided. The task in a classification problem solving is to design an algorithm

which works on the given dataset and arrives at one or more classification rules (expressed as a

function of problem features) which are able to make predictions with maximum classification

accuracy. A classifier can be expressed in many different ways suitable for the purpose of the

application. It can be a procedure in which a feature vector is supplied to the procedure as an

input and the procedure determines the class in which the feature vector belongs. It can also be a

mathematical function of the feature vector, considering only a few features, instead of all features,

that when takes a valuewithin a non-overlapping range in the real space, it belongs to a specific class.

It can also assume the form of a rule-set system with several “if-then-else" conditional statements.

Each rule in the rule-set system helps to generate an overall classification logic. Decision Trees

(DT) fall under this category, wherein the rule-set is represented in an inverted tree based structure.

The non-terminal conditional nodes comprise of conditional statements and the terminal leaf-nodes

have a class label associated with them. A datapoint traverses through the DT by following the

rules at conditional nodes and lands at a particular leaf-node.

The classifier under consideration involves several variables which are supposed to be learned

(or optimized) using an optimization algorithm to achieve an optimal classification performance. In

case of mathematical single-rule based classifiers like artificial neural networks (ANNs) or support-

vector-machines (SVM), these variables are associated with connection-weights or coefficients and

location of support-vectors respectively. If the classifier is represented as a rule-set like in DT, each

of the conditional split-rules involve some variables which dictate the equation of the split-rule. The

optimization problem of determining these variables of classifier involves one or more objectives

specifying the quality of classification.

Due to their importance in many practical problems involving design, control, identification,
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and other machine learning related tasks, researchers have spent a lot of attention to develop efficient

optimization-based classification algorithms [9, 10, 11]. While most algorithms are developed for

classifying two-class data sets, the developed methods can be extended to multi-class classification

problems as a hierarchical two-class classification problem or by extending them to constitute a

simultaneous multi-class classification algorithm. In this chapter, we will consider the binary

classification task. An extension to multi-class classification will be discussed later in Chapter 4.

In most classification problem solving tasks, maximizing classification accuracy or minimizing

classification error on the labelled dataset is usually used as the sole objective. However, besides

the classification accuracy, in many applications, users are also interested in finding an easily

interpretable classifier for various practical reasons: (i) it will help identify most important rules

which are responsible for the classification task, (ii) it will help provide a more direct relationship

of features to have a better insight for the underlying classification task for knowledge enhancement

and future developmental purposes. The definition of an easily interpretable classifier will largely

depend on the context. In terms of mathematically expressed classifier, this may mean a linear,

polynomial, or posynomial function involving only a few features. In the case of a DT-based

classifier, this may additionally mean a low-depth tree involving only a few branches of the tree.

In our work, we propose a number of novel ideas. First, instead of a DT, we propose to develop

a nonlinear decision tree (NLDT) as a classifier, in which every non-terminal conditional node will

represent a nonlinear function of features ( 5 (x)) to express a split-rule. Each of these split-rules

will split the data into two non-overlapping subsets. Successive hierarchical splits of these subsets

are carried out and the tree is allowed to grow until one of the termination criteria is met. We argue

that flexibility of allowing nonlinear split-rule at conditional nodes (instead of a single-variable

based rule, which is found in tradition ID3 based DTs [12]) will result in a more compact DT (i.e.

it will have fewer nodes). Second, to derive the split-rule at a given conditional node, a dedicated

bilevel-optimization algorithm is applied. The upper level optimization focuses at determining the

structure of the split-rule, while the lower level optimization searches for the necessary coefficients

(weights) and biases of the corresponding rule-structure as supplied by the upper level. Third,
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our proposed methodology uses some generic classification problem information to make the

overall bilevel optimization algorithm computationally efficient. Fourth, we emphasize simplistic

rule structures in our bilevel optimization method so that obtained rules are also relatively more

interpretable than the black-box AI counterparts like SVM or ANN.

In the remainder of this chapter, we provide a brief survey of the existing approaches of inducing

DTs in Section 3.1. A detailed description about the problem of inducing interpretable DTs from

optimization perspective and a high-level view on proposed approach is provided in Section 3.2.

Next, we provide an in-depth discussion of the bilevel-optimization algorithm which is adopted

to derive interpretable split-rules at each conditional node of NLDT in Section 3.3. Section 3.6

provides a brief overview on the post-processing method which is used to prune the tree to simplify

its topology. Compilation of results on standard classification and engineering problems is provided

in section 3.7. The chapter ends with concluding remarks and some highlights on future work in

Section 3.9.

3.1 Past Studies

There exist many studies involving machine learning and data analytics methods for discovering

rules from data. Here, we provide a brief mention of some studies which are close to our proposed

study.

Traditional induction of DTs is done in an axis-parallel fashion [12], wherein each split-rule

is of type G8 ≤ g8 or G8 ≥ g8. Algorithms such as ID3, CART and C4.5 are among the popular

ones in this category. The work done in the past to generate non-axis-parallel trees can be found

in [13, 14, 15], where the researchers rely on randomized algorithms to search for multi-variate

hyperplanes. Work done in [16, 17] use evolutionary algorithms to induce oblique DTs. The idea

of OCI [15] is extended in [18] to generate nonlinear quadratic split-rules in a DT. Bennett Et al.

[19] uses SVM to generate linear/nonlinear split-rules.

However, these works do not address certain key practical considerations, such as the complexity

of the combined split-rules and handling of biased data. Some works which take the aspect of
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complexity of rule into consideration are discussed next.

In [20], ellipsoidal and interval based rules are determined using the set of support-vectors and

prototype points/vertex points. The authors there primarily focus at coming up with compact set

of if-then-else rules which are comprehensible. Despite its intuitiveness, the approach proposed

in [20] doesn’t result into comprehensible set of rules on high-dimensional datasets. Another

approach suggested in [21] uses the decompositional based technique of deriving rules using the

output of a linear-SVMclassifier. The rules here are expressed as hypercubes. Themethod proposed

is computationally fast, but it lacks in its scope to address nonlinear decision boundaries and its

performance is limited by the performance of a regular linear-SVM.On the other hand, this approach

has a tendency to generate more rules if the data is distributed parallel to the decision boundary.

The study conducted in [22] uses a trained neural-network as an oracle to develop a DT of at least

m-of-n type rule-sets (similar to the one described in ID2-of-3 [23]). The strength of this approach

lies in its potential to scale up. Its pedagogical approach of inducing DT by referring to the oracle

empowers it to create as many synthetic datapoints as desired using the oracle neural-network.

However, its accuracy on unseen dataset usually falls by about 3% from the corresponding oracle

neural-network counterpart. Authors in [24] use a pedagogical technique to evolve comprehensible

rules using genetic-programming. The algorithm G-REX proposed in this work considers the

fidelity (i.e. how closely can the evolved AI agent mimic the behaviour of the oracle NN) as the

primary objective and the compactness of the rule expression is penalized using a parameter to

evolve interpretable set of fuzzy rules for a classification problem. The approach is good enough to

produce comprehensible rule-set, but it needs tweaking and fine tuning of the penalty parameter.

A nice summary of the above mentioned methods is provided in [25]. Ishibuchi et al. in [26]

implemented a three-objective strategy to evolve fuzzy set of rules using a multi-objective genetic

algorithm. The objectives considered in that research were the classification accuracy, number of

rules in the evolved rule-set and the total number of antecedent conditions. In [27], an artificial

neural network (ANN) is used as a final classifier and a multi-objective optimization approach is

employed to find simple and accurate classifier. The simplicity is expressed by the number of nodes.
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Hand calculations are then used to analytically express the neural network with a mathematical

function. This procedure however becomes intractable when the evolved neural network has a large

number of nodes.

Genetic programming (GP) basedmethods have been found efficient in deriving relevant features

from the set of original features which are then used to generate a classifier [28, 29]. In some studies,

the entire classifier is encoded with a genetic-representation and the genome is then evolved using

GP. Some works conducted in this regard also simultaneously consider complexity of the classifier

[30, 31, 32, 33], but those have been limited to axis-parallel or oblique splits. Application of GP

to induce nonlinear multivariate decision tree can be found in [34, 35]. Our approach of inducing

nonlinear decision tree is conceptually similar to the idea discussed in [34], where the DT is induced

in the top-down way and at each internal conditional node, the nonlinear split-rule is derived using a

GP. Here, the fitness of a GP solution is expressed as a weighted-sum of misclassification-rates and

generalizability term. However, the interpretability aspect of the split-rule does not get captured

anywhere in the fitness assignment and authors do not report the complexity of the final classifier.

No further extension of this study is found in the literature.

In our proposed approach, we attempt to evolve nonlinearDTswhich are robust to different biases

in the dataset and simultaneously target in evolving nonlinear yet simpler polynomial split-rules at

each conditional node of NLDT with a dedicated bilevel genetic algorithm (shown pictorially in

Figure 3.1). In oppose to the method discussed in [34], where the fitness of GP individual doesn’t

capture the notion of complexity of rule expression, the bilevel-optimization proposed in our work

deals with the aspects of interpretability and performance of split-rule in a logically hierarchical

manner (conceptually illustrated in Figure 3.2). Results indicate that the proposed bilevel algorithm

for evolving nonlinear split-rules eventually generates classifiers which are simpler than other

black-box AI and traditional machine learning (ML) based classifiers and have high or comparable

classification accuracy on all the test problems used in this study.
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3.2 Proposed Approach

3.2.1 Classifier Representation Using Nonlinear Decision Tree

As mentioned before, the classifier developed in this work is represented in the form of a nonlinear

decision tree (NLDT) as depicted in Figure 3.1.

Figure 3.1: An illustration of a Nonlinear Decision Tree (NLDT) for a classification problem.
For a given conditional node, the split-rule function 58 (x) is derived using a dedicated bilevel-
optimization procedure. At first, the algorithm is applied to the entire data on Node 1 to obtain
split-rule 51(x) ≤ 0. If this split-rule is not able to partition the data perfectly, then a similar
bilevel optimization is invoked at Node 2 and Node 3 to determine 52(x) and 53(x), respectively,
on the subset of data present in Node 1 (wherein the Node 2 will have the data satisfying the
split-rule 51(x) ≤ 0 and Node 3 will have data of Node 1 which violates split-rule 51(x) ≤ 0). The
process continues until a certain termination criteria is met. Terminal leaf-nodes are assigned with
a class-label based on the distribution of data in that node.

The decision tree (DT) comprises of conditional (or non-terminal) nodes and terminal leaf-

nodes. Each conditional-node of the DT has a rule associated to it. In NLDT, we allow this rule

to assume a nonlinear equation. A datapoint x traverses the DT based on conditions defined by

split-rules at conditional nodes and eventually lands at a particular terminal leaf node. To make the

DT more interpretable, two aspects are considered:
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1. Simplicity of split-rule 58 (x) at each conditional nodes (see Figure 3.2) and

2. Simplicity of the topology of overall DT, which is computed by the counting total number of

conditional-nodes in the DT.

Under an ideal scenario, the simplest split-rule will involve just one attribute (or feature) and

can be expressed as 5 (x) : G: − g ≤ 0. Here, the split occurs based on the : Cℎ component of

the overall feature vector x. Since for most of the problems, just one such simple split-rule is not

sufficient to partition the data into two-classes, many such splits are used in hierarchical fashion to

partition the dataset, wherein the first split is done on the entire training-dataset and the subsequent

splits are conducted on the subsets of the original training-dataset. This exercise usually resolves

into a topologically complicated DT. DTs induced using algorithms such as ID.3 and C4.5 fall

under this category. In the present work, we refer to these trees with CART.

On the other extreme, a topologically-simplest tree will correspond to the DT involving only one

conditional node, but the associated rule is complex to interpret. SVM based classifiers fall in this

category, wherein decision-boundary is expressed in form of a complicated mathematical equation.

Another way to represent a classifier is through an artificial neural network (ANN), which when

attempted to express analytically, will resort into a complicated nonlinear function 5 (x) without

any easy interpretability.

In this work, we propose a novel and compromise approach to above two extreme cases so

that the resulting DT is not deep and associated split-rule function at each conditional node 58 (x)

assume a nonlinear form with controlled complexity and is easily interpretable as compared to

the rule equation corresponding to SVM (or ANN). Allowing the flexibility to have nonlinear

split-rules is believed to induce the tree which is topologically simpler than the CART counterpart,

while simultaneously ensuring simplicity of split-functions 58 (x). If the split at the root-node is

not sufficient to partition the dataset into two classes, subsequent nonlinear splits are determined

in a hierarchical fashion, similar to popular ID3 and C4.5 approaches of inducing CART based
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decision trees. This process continues until one of the termination criteria is met1. The challenging

task of obtaining nonlinear split-rule 5 (x) ≤ 0 for each conditional-node is carried out using a

dedicated bilevel-optimization, which we discuss in Section 3.2.2. A high-level perspective of this

is provided in Figure 3.1. During the training phase, NLDT is induced using a recursive algorithm

as shown in Algorithm 1. Brief description about subroutines used in Algorithm 1 is provided

below and relevant pseudo codes for ObtainSplitRule subroutine and an evaluator for upper-level

GA are provided in Algorithm 2 and 3 respectively.

• ObtainSplitRule(Data)

– Input: (# × (3 + 1))-matrix representing the dataset comprising of # datapoints with

3 features. The last column indicates the class-label.

– Output: Nonlinear split-rule 5 (x) ≤ 0.

– Method: Bilevel optimization is used to determine 5 (x). Details regarding this are

discussed in Sec 3.3.

• SplitNode(Data, SplitRule)

– Input: Data, split-rule 5 (x) ≤ 0.

– Output: LeftNode and RightNode which are node-data-structures, where LeftN-

ode.Data represents datapoints in the input Data satisfying 5 (x) ≤ 0 while RightN-

ode.Data represents datapoints in the input Data violating the split-rule.

3.2.2 Split-Rule Discovery Using Bilevel Optimization

In this chapter, we restrict the expression of split-rule at a conditional node of the decision tree

operating on a feature vector x to assume the following structure:

Rule : 5 (x,w,�,B) ≤ 0, (3.1)

1Details regarding termination criteria can be found in the Section 3.10
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Algorithm 1: Pseudo Code to Recursively Induce NLDT.
Input: Dataset
Function UpdatedNode = InduceNLDT(Node, depth):

Node.depth = depth;
if TerminationSatisfied(Node) then

Node.Type = ‘leaf’;
else

Node.Type = ‘conditional’;
Node.SplitRule = ObtainSplitRule(Node.Data);
[LeftNode, RightNode] = SplitNode(Node.Data, Node.SplitRule);
Node.LeftNode = InduceNLDT(LeftNode, depth + 1);
Node.RightNode = InduceNLDT(RightNode, depth + 1);

end
UpdatedNode = Node;

// NLDT Induction Algorithm
RootNode.Data = Dataset;
Tree = InduceNLDT(RootNode, 0)

where 5 (x,w,�,B) can be expressed in two different forms depending on whether a modulus

operator < is sought or not:

5 (x,w,�,B) =


\1 + F1�1 + . . . + F?�? , if < = 0,��\1 + F1�1 + . . . + F?�?

�� − ��\2�� , if < = 1.
(3.2)

Here, F8’s are coefficients or weights of several power-laws (�8’s), \8’s are biases,< is themodulus-

flagwhich indicates the presence or absence of themodulus operator, ? is a user-specified parameter

to indicate the maximum number of power-laws (�8) which can exist in the expression of 5 (x), and

�8 represents a power-law rule of type:

�8 = G
181
1 × G1822 × . . . × G183

3
, (3.3)
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Algorithm 2: ObtainSplitRule subroutine. Implements a Bilevel optimization algorithm
of determine a split-rule. The UpperLevel searches the space of Block Matrix B and
modulus-flag <. Constraint violation value for an upper level individuals comes by
executing lower-level GA (LLGA) as shown in Algorithm 3.
Input: Data
Output : SplitRule // split-rule 5 (x)
Function SplitRule = ObtainSplitRule(Data):

Initialize: %* // Upper Level population
// Execute LLGA (Algorithm 3)
%* = EvaluateUpperLevelPop(%*);
// Upper Level GA Loop
for gen = 1:MaxGen do

%%0A4=C
*

= Selection(%*);
%�ℎ8;3
*

= Crossover(%%0A4=C
*

);
%* = Mutation(%�ℎ8;3

*
);

// Execute LLGA (Algorithm 3)
%* = EvaluateUpperLevelPop(%*);
// Elite preservation

%* = SelectElite(%%0A4=C
*

, %*);
if TerminationConditionSatisfied then

break;
end

end
// Extract best solution in %*
SplitRule = ObtainBestInd(%*);

B is a block-matrix of exponents 18 9 , given as follows:

B =



111 112 113 . . . 113

121 122 123 . . . 123
...

...
...

. . .
...

1?1 1?2 1?3 . . . 1?3


. (3.4)

Exponents 18 9 ’s are allowed to assume values from a specified discrete set E. In this work, we set

? = 3 and E = {−3,−2,−1, 0, 1, 2, 3} to limit the maximum complexity of the rule, however value

of ? and set E can be changed by the user. Parameters F8 and \8 are real-valued variables in [−1, 1].

The feature vector x is a datapoint in a 3-dimensional space. Another user-defined parameter 0max
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Algorithm 3: EvaluateUpperLevelPop subroutine. A dedicated LowerLevel optimization
is executed for each upper level population member.
Input: %* // Upper Level population
Output
:

%′
*
// Evaluated Population

Function %′
*
= EvaluateUpperLevelPop(%*):

for i = 1:PopSize do
// Execute LLGA (see Section 3.3.3)
[�! , w, �] = LLGA(Data, B, <);
[%*[i].w, %*[i].�] = [w, �];
// Constraint and Fitness Value
%*[i].CV = �! − g� ;
%*[i].�* = MaxActiveTerms(B);

end
%′
*
= %*

controls the maximum number of variables that can be present in each power-law �8. The default

is 0max = 3 (i.e. dimension of the feature space).

3.3 Bilevel Approach for Split-Rule Identification

3.3.1 The Hierarchical Objectives to derive split-rule

Here, we illustrate the need of formulating the problem of split-rule identification as a bilevel-

problem using Figure 3.2.

The geometry and shape of split-rules is defined by exponent terms 18 9 appearing in its expres-

sion (Eq. 3.2 and 3.3) while the orientation and location of the split-rule in the feature-space is

dictated by the values of coefficients F8 and biases \8 (Eq. 3.2). Thus, the above optimization task

of estimating split-rule 5 (x) involves two types of variables:

1. Discrete: �-matrix representing exponents of �-terms (i.e. 18 9 as shown in Eq. 3.4) and the

modulus flag < indicating the presence or absence of a modulus operator in the expression

of 5 (x), and

2. Continuous: weights w and biases � in each rule function 5 (x).
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Figure 3.2: In this illustration, a two-class data comprising of two features G1 and G2 is provided.
�, � and � are three different split-rules. Split-rule � is able to optimally partition the data, but
is complex and may not be interpretable. Rule � is simple, however it does not produce accurate
classification. Rule � is simple as well as classifies the data accurately.

Identification of a good structure for � terms and value of< is a more difficult task, compared to the

weight and bias identification. We argue that if both types of variables are concatenated in a single

genome, a good (B, <) combination may be associated with a not-so-good (w, �) combination

(like split-rule � in Fig. 3.2), thereby making the whole solution vulnerable to deletion during

evolution. It may be better to separate the search of a good structure of (B, <) combination from

the weight-bias search at the same level, and search for the best weight-bias combination for every

(B, <) pair as a detailed task. This hierarchical structure of the variables motivates us to employ

a bilevel optimization approach [36] to handle above variables. The upper level optimization

algorithm searches the space of B and <. Then, for each (B, <) pair, the lower level optimization

algorithm is invoked to determine the optimal values of w and �. Referring to Fig. 3.2, the upper-

level will search for the structure of 5 (x) which might have a nonlinearity (like in rule �) or might

be linear (like rule �). Then, for each upper-level solution (for instance a solution corresponding

to a linear rule structure), the lower-level will adjust its weights and biases to determine its optimal

location �.

18



The bilevel optimization problem can be then formulated as shown below:

Min. �* (B, <,w∗,�∗),

s.t. (w∗,�∗) ∈ argmin
{
�! (w,�) |(B,<)

��
�! (w,�) |(B,<) ≤ g� ,

−1 ≤ F8 ≤ 1, ∀8, � ∈ [−1, 1]<+1
}
,

< ∈ {0, 1}, 18 9 ∈ {−3,−2,−1, 0, 1, 2, 3},

(3.5)

where the upper level objective �* is quantifies the simplicity of the split-rule, and, the lower-level

objective �! quantifies quality of split resulting due to split-rule 5 (x) ≤ 0. An upper-level solution

is considered feasible only if it is able to partition the data within some acceptable limit which is

set by a parameter g� . A more detailed explanation regarding the upper level objective �* and the

lower-level objective �! is provided in next sections. A pseudo code of the bilevel algorithm to

obtain split-rule is provided in Alogrithm 2 and the pseudo code provided in Algorithm 3 gives on

overview on the evaluation of population-pool in upper level GA. In next sections, we provide a

mathematical insight on the procedure to compute lower-level and upper level objective functions,

�! and �* respectively.

3.3.1.1 Computation of �!

The impurity of a node in a decision tree is defined by the distribution of data present in the node.

In this work, we use gini-score to gauge the impurity of a node. Thus, for a given parent node % in

a decision tree and two child nodes ! and ' resulting from it, the net-impurity of child nodes (�!)

can be computed as follows:

�! (w,�) |(B,<) =
(
#!

#%
Gini(!) + #'

#%
Gini(')

)
(w,�,B,<)

, (3.6)

where #% is the total number of datapoints present in the parent node %, and #! and #' indicate

the total number of points present in left (!) and right (') child nodes, respectively. Datapoints in

% which satisfy the split-rule at node % (i.e. 5% (x) ≤ 0, x ∈ %) (Eq 3.1) go to left node, while the

rest go to the right node. The objective �! of minimizing the net-impurity of child nodes favors
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the creation of purer child nodes (i.e. nodes with a low gini-score value). For an ideal split, the

left and right child nodes will have completely homogeneous data, i.e. all datapoints present in the

node will belong to one class (say left node will have all points from Class-1 while right node will

have all points from Class-2).

3.3.1.2 Computation of �*

The objective �* is subjective in its form since it targets at dealing with a subjective notion of

generating visually simple equations of split-rule. Usually, equations with more variables and terms

seem visually complicated. Taking this aspect into consideration, �* is set as the total number of

non-zero exponent terms present in the overall equation of the split-rule (Eq. 3.1). Mathematically,

this can be represented with the following equation:

�* (B, <,w∗,�∗) =
?∑
8=1

3∑
9=1

6(18 9 ), (3.7)

where 6(U) =


1, U ≠ 0,

0, U = 0.

Here, we use only B to define �* , but another more comprehensive simplicity term involving

presence or absence of modulus operators and relative optimal weight/bias values of the rule can

also be used.

3.3.2 Upper Level Optimization (ULGA)

A genetic algorithm (GA) is implemented to explore the search space of power-laws �8’s and

modulus flag < in the upper level. The genome is represented as a tuple (B, <) wherein B is a

matrix as shown in Equation 3.4 and < assumes a Boolean value of 0 or 1.

The upper level GA focuses at estimating a simple equation of the split-rule within a desired

value of net impurity (�!) of child nodes. Thus, the optimization problem for upper level is
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formulated as a single objective constrained optimization problem as shown in Eq. 3.5. The

constraint function �! (w,�) |(B,<) is evaluated at the lower level of our bilevel optimization

framework. The threshold value g� indicates the desired value of net-impurity of resultant child

nodes (Eq. 3.6). In our experiments, we set g� to be 0.05. As mentioned before, a solution satisfying

this constraint implies creation of purer child nodes. Minimization of objective function �* should

result in a simplistic structure of the rule and the optimization will also reveal key variables needed

in the overall expression.

3.3.2.1 Custom Initialization for Upper Level GA

Minimization of objective �* (given in Eq 3.7) requires to have less number of active (or non-zero)

exponents in the expression of split-rule (Eq 3.1). To facilitate this, the population is initialized

with a restriction of having only one active (i.e. non-zero) exponent in the expression of split-rule,

i.e., any-one of the 18 9 ’s in the block matrix B is set to a non-zero value from a user-specified set E

and the rest of the elements of matrix B are set to zero. Note here that only 23 number of unique

individuals (3 individuals with < = 0 and 3 individuals with < = 1) can exist which satisfy the

above mentioned restriction. If the population size for upper level GA exceeds 23, then remaining

individuals are initialized with two non-zero active-terms (i.e. randomly, two 18 9 ’s are set to a

non-zero value, while rest of the elements in B are fixed to zero) and the process continues until all

population members in the upper level are initialized uniquely. As the upper level GA progresses,

incremental enhancement in rule complexity is realized through crossover and mutation operations,

which are described next.

3.3.2.2 Ranking of Upper Level Solutions

The binary-tournament selection operation and (`+_) survival selection strategies are implemented

for the upper level GA. Selection operators use the following hierarchical ranking criteria to perform

selection:
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Definition 3.3.1 For two individuals 8 and 9 in the upper level, rank(8) is better than rank( 9), when

any of the following is true:

• 8 and 9 are both infeasible AND �! (8) < �! ( 9),

• 8 is feasible (i.e. �! (8) ≤ g� ) AND 9 is infeasible (i.e. �! ( 9) > g� ),

• 8 and 9 both are feasible AND �* (8) < �* ( 9),

• 8 and 9 both are feasible AND �* (8) = �* ( 9)

AND �! (8) < �! ( 9),

• 8 and 9 both are feasible AND �* (8) = �* ( 9)

AND �! (8) = �! ( 9) AND <(8) < <( 9).

3.3.2.3 Custom Crossover Operator for Upper Level GA

The main challenging aspect of developing an evolutionary algorithm is to design meaningful

genetic operators. Crossover operation is one such stage in GAs where there is an information

exchange between two (or more) individual species in the parent population pool. The crossover

operation between two (or more) participating parents creates one or more children. For a real

coded GA involving only real continous variables, Simulated Binary Crossover (SBX) [37] is one

such meaningful genetic operator for exchanging information between two parents to create two

children. A 2D illustration of the concept of meaningful crossover is provided in Figure 3.3.

In our case, in the upper level, the crossover operator needs to be designed to meaningfully

crossover two parent equations. To do that, population members are first clustered according to

their <-value – all individuals with < = 0 belong to one cluster and all individuals with < = 1

belong to another cluster. The crossover operation is then restricted to individuals belonging to

the same cluster. The crossover operation selects two parents %1 and %2 from the same cluster

having block matrix BP1 and BP2 to create two children with block matrices BC1 and BC2 . As

mentioned before, each row of a block matrix B represents a power-law �8 (Eq. 3.3). The crossover
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(a) Meaningful Crossover (SBX) example (b) Meaningless Crossover example

Figure 3.3: Illustrations of meaningful and meaningless crossover operations. In the meaningful
crossover operation, children (green dots) will carry information of parents (red dots). Hence, they
will be located with high probability at the corners of the rectangle ����. On the other hand, the
meaningless crossover operation creates children at random locations, without taking leverage of
parents.

operation is executed separately on each row of block matrices of participating parents to generate

corresponding rows of child block matrices. First, rows of block matrices of participating parents

are rearranged in descending order of the magnitude of their corresponding coefficient values (i.e.

weights F8 of Eq. 3.2). This way, the most influential power-law in the equation of parent individual

will be shuffled to the first row of the rearranged block matrix B′. The second row of the rearranged

block matrix B′ will have exponents corresponding to the second most influential power-law and

so on. Let the parent block matrices be represented as B′P1
and B′P2

after this rearrangement. The

crossover operation is then conducted element wise on each row of B′P1
and B′P2

. Doing so allows

us to mate those rows of the participating parents which had similar importance in the respective

equations of the split-rule. For better understanding of the cross-over operation, a psuedo code is

provided in Algorithm 4 and a schematic is provided in Figure 3.4.
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(a) Sorting of B-mat

(b) Crossover Operation

Figure 3.4: Upper Level Crossover Operation

3.3.2.4 Custom Mutation Operator for Upper Level GA

In genetic algorithms, the purpose of mutation operation is to conduct local perturbations to parent

solutions. A meaningful and controlled mutation generates the mutated individual in the vicinity

of the unmutated original value2. In real coded GAs, polynomial mutation [38] is popularly used to

execute this task. An illustrative plot of polynomial mutation operator is provided in Figure 3.5a.

Since the upper level of our GA focuses on the search space involving discrete variables, we

use the discretized version of mutation to mutate the values of exponents 18 9 (Eq. 3.3) as shown in

Figure 3.5. For a given upper level solution with block matrix B andmodulus flag<, the probability

with which 18 9 ’s and < gets mutated is controlled by parameter ?*<DC . From the experiments, value

of ?*<DC = 1/3 is found to work well. The mutation operation then changes the value of exponents

2while most of the times mutation is desired to create local perturbations, under some scenario, a randomized
mutation is favoured to increase the diversity of the population pool.
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Algorithm 4: Crossover operation in upper level GA.
input : Block matrices BP1 and BP2 , and weight vectors wP1 and wP2 .
output
:

Child block matrices BC1 and BC2 .

B′P1
= SortRows(BP1 ,wP1);

B′P2
= SortRows(BP2 , wP2);

=A>FB = Size(BP1 ,1);
=2>;B = Size(BP1 ,2);
for 8 ← 1 to =A>FB do

for 9 ← 1 to =2>;B do
A = rand();
// random no. between 0 and 1.
if A ≤ 0.5 then

BC1 (8, 9) = BP1 (8, 9);
BC2 (8, 9) = BP2 (8, 9);

else
BC1 (8, 9) = BP2 (8, 9);
BC2 (8, 9) = BP1 (8, 9);

end
end

end

18 9 and the modulus flag <. Let the domain of 18 9 be given by E, which is a sorted finite set of

allowable exponents. Since E is sorted, its elements can be accessed using an integer-id : , with

id-value of : = 1 representing the smallest exponent and : = =4 representing the largest exponent.

In our case, E = [−3,−2,−1, 0, 1, 2, 3] (making =4 = 7). The mechanism with which the mutation

operator mutates the value of 18 9 for any arbitrary sorted array E is illustrated in Fig. 3.5.

Here, the red tile indicates the index (:) of exponent 18 9 in array E. Red shaded vertical bars

indicate the probability distribution for obtaining mutated-values. The 18 9 can be mutated to either

of : − 2, : − 1, : + 1, or : + 2 id-values with a probability of U, VU, VU, and U respectively. The

parameter V is preferred to be greater than one and is supplied by the user. The parameter U is then

computed using the following equation:

U =
1

2(1 + V) . (3.8)
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(a) Polynomial Mutation on the 8-th component of an individual x. The
probability distribution curve %(G, [) dictates the location where the 8-th
component of child (i.e. G8

�
) will be after mutating the parent component

(i.e. G8
%
). Here, the mutated value G8

�
has a higher probability of getting

created near the parent value G8
%
. The steepness of the probability curve

%(G, [) can be adjusted by parameter [, with higher values of [ giving
steeper curve.

(b) Discretized Mutation mimics the behaviour of real polynomial mutation
discussed in figure above. Red vertical bars indicate the probability distri-
bution of obtaining mutated values. The parent unmutated value is located
at :-th index value. Here, we intentionally avoid creating mutated value on
the parent value and encourage creation of mutated values at immediate two
neighboring allowable values to facilitate the creation of unique solutions.

Figure 3.5: Mutation for Upper Level GA

The above formula to compute U is derived by equating the sum of probabilities to 1. In our

experiments, we have set V = 3. The value of the modulus flag < is mutated randomly to either 0

or 1 with 50% probability.

In order to bias the search to create simpler rules (i.e. split-rules with a small number of non-

zero 18 9 ’s), we introduce a parameter ?I4A>. The value of parameter ?I4A> indicates the probability

with which a variable 18 9 participating in mutation is set to zero (i.e. 18 9 ← 0). In our case, we

use ?I4A> = 0.75. Thus, 18 9 → 0 with a net probability of ?*<DC × ?I4A>.
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3.3.2.5 Duplicate Update Operator

After creating the offspring population, we attempt to eliminate duplicate population members.

For each duplicate found in the child population, the block-matrix B of that individual is randomly

mutated using the following equation

B(8A , 9A ) = E(:A ), (3.9)

where 8A , 9A and :A are randomly chosen integers within specified limits. This process is repeated

for all members of child population, until each member is unique within the child population. This

operation allows to maintain diversity and encourages the search to generate multiple novel and

optimized equations of the split-rule.

(`+_) survival selection operation is then applied on the combined child and parent population.

The selected elites then go to the next generation as parents and the process repeats.

The parameter setting for upper level GA can be found in Section 3.10.

3.3.3 Lower Level Optimization (LLGA)

For a given population member of the upper level GA (with block matrix B and modulus flag < as

variables), the lower level optimization problem determines the coefficients F8 (Eq. 3.2) and biases

\8 such that �! (w,�) |(B,<) (Eq. 3.6) is minimized. Thus, the lower level optimization problem

can be stated as below:

Minimize: �! (w,�) |(B,<) , (3.10)

w ∈ [−1, 1]? , � ∈ [−1, 1]<+1.

We describe the details of the real-parameter GA used for solving the lower level problem next.
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3.3.3.1 Custom Initialization for Lower Level GA

One of the most crucial and effective operator to determine optimal values of variables of lower

level optimization was the initialization operation. As stated before in Section 3.3.1.1, the lower

level objective function �! provides the quantification to the net impurity of child nodes (Eq. 3.6).

The number of points going to left child node�! and right child node�' depends on the sign of the

split function 5 (x) of the parent node, where 5 (x) ≤ 0 =⇒ x→ �! and 5 (x) > 0 =⇒ x→ �'.

Geometrically the split function 5 (x,B, <,w,�) is linear in the transformed B-space since

5 (x,B, <,w,�) =


∑?

8=1 F8�8 + \0 if < = 0���∑?

8=1 F8�8 + \0
��� − |\1 | if < = 1

where �8 =
∏3
9=1 G

18 9

9
3. Hence, the lower level searches the optimal orientation (dictated by w)

and location (dictated by�) of the linear straight line in the mapped B-space as shown in Figure 3.6.

Figure 3.6: Illustration of Data in B-Space. The split function 5 (x,B, <,w,�) is a straight line
in B-space. Dotted lines represent the convex hull engulfing the data. Different possible split
functions are shown by straight lines �, �, � and �.

Since no separation of data is evident if the straight line representing the split function in

3technically, with < = 1, there will be two linear lines which will represent the split fuction. However, each line
will be separating two classes.
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B-space lies outside of the convex hull (dotted lines in Figure 3.6), the function landscape of

�! (w,�) |B,< is flat in the region outside the convex hull (since either #! = 0 or #' = 0 in

Eq. 3.6). This constitutes a very significant portion of the domain of �! . If the initial population

pool of straight lines lies in the region outside of the convex hull, then the optimization algorithm

gets no signal and motivation to move and reorient pool of initialized straight lines. Under certain

scenarios, crossover and mutation operators might generate solutions representing straight lines

passing through the dataset (shown by � in Figure 3.6), thereby partitioning it into two subsets

5 (x) ≤ 0 and 5 (x) > 0. In practice, a lot of computation is wasted while arriving at a situation

where most of the individuals in the population pool represent straight lines in B-space which

crosses the convex hull and partition the data.

In a bilevel optimization, the lower level problem must be solved for every upper level variable

vector, thereby requiring a computationally fast algorithm for the lower level problem. Considering

these aspects, instead of creating every population member in lower level randomly, we use the

mixed dipole concept [39, 17, 40] to initialize the population pool of straight lines in B-space to

ensure each of the initialized member partitions atleast one point in the dataset from the rest as

shown in Figure 3.7. This smart initialization facilitates faster convergence towards optimal (or

near-optimal) values of w and �.

The dipole based initialization is done in the following way:

Step 1: Randomly pick two datapoints xA and xB such that xA ∈ Class-1 and xB ∈ Class-2.

Step 2: Weights wh and bias \ℎ of the hyperplane � (where � (wh, \ℎ) : wh · x + \ℎ = 0) separating

xA and xB can be computed with equation mentioned below

wh = xA − xB,

\ℎ = Δ × (−wh · xB) − (1 − Δ) × (wh · xA),
(3.11)

where Δ is a random number between 0 and 1. This is pictorially represented in Fig. 3.7.
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Step 3: Set values of variables w and � of a population member of lower level GA as shown below

w = wh, (3.12)

\1 = \ℎ, (3.13)

\2 = min(Δ , 1 − Δ) if < = 1. (3.14)

Step 4: Repeat Steps 1-3 until all population members of lower level GA are initialized.

Figure 3.7: Mixed dipole (xA, xB) and a hyperplane � (wh, \ℎ).

As mentioned before, this method of initialization is found to be more efficient than randomly

initializing w andΘ since in the region beyond the convex-hull bounding the training dataset (which

constitutes major volume of the domain space), the landscape of �! is flat thereby making any

optimization algorithm to stagnate.

3.3.3.2 Selection, Crossover, and Mutation for Lower Level GA

The binary tournament selection [38], SBX crossover [37] and polynomial mutation [41] were used

to create the offspring solutions. (` + _) survival selection strategy was then adopted to preserve

elites.
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3.3.3.3 Termination Criteria for Lower level GA

The lower level GA is terminated after a maximum of 50 generations were reached or when the

change in the lower level objective value (i.e. �!) is less than 0.01% in the past 10 consecutive

generations.

Other parameters setting for lower-level GA can be found in Section 3.10.

3.4 Ablation Studies and Comparison

In this section, we test the efficacy of lower-level and upper-level optimization algorithm by

applying them on four customized problems (DS1-DS4) which are shown pictorially in Fig. 3.8.

Their performances are compared against two standard classifiers: CART and support-vector-

machines (SVM)4.

3.4.1 Ablation Studies on Lower Level GA

Since the lower level GA (LLGA) focuses at determining coefficients F8 and bias \8 of linear

split-rule in B-space, DS1 and DS2 datasets are used to guage its efficacy. The block matrix B is

fixed to 2 × 2 identity matrix and the modulus-flag < is set to 0. Hence, the split-rule (classifier)

to be evolved is

5 (x) = \1 + F1G1 + F2G2,

where F1, F2 and \1 are to be determined by the LLGA.

The classifier generated by our LLGA is compared with that obtained using the standard SVM

algorithm (without any kernel-trick) on DS1 dataset. Since DS2 dataset is unbalanced, SMOTE

algorithm [42] is first applied to over-sample datapoints of the minority class before generating

the classifier using SVM. For the sake of completeness, classifier generated by SVM on DS2

dataset, without any oversampling, is also compared against the ones obtained using LLGA and

4Here, the support vector machine is applied without any kernal-trick.
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(a) DS1 Dataset. (b) DS2 Dataset.

(c) DS3 Dataset. (d) DS4 Dataset.

Figure 3.8: Customized datasets. DS1 is linear and balanced, DS2 is linear but unbalanced with
minority class having 10x less points. DS3 is nonlinear and DS4 has a sandwiched distribution.

SMOTE+SVM. The results are shown in Fig. 3.9 and Fig. 3.10, respectively, for DS1 and DS2

datasets. Type-1 and Type-2 errors are reported for each experiment5.

It is clearly evident from the results shown in Fig. 3.9 that the proposed customized LLGA

is more efficient than SVM in arriving at the desired split-rule as a classifier. The LLGA is able

to find the decision boundary with 100% prediction accuracy on training and testing datasets.

However, the classifier generated by SVM has an overlap with the cloud of datapoints belonging to

the scattered class and there-by resulting into the accuracy of 89% on the testing dataset.

On the DS2 dataset, SVM is required to rely on SMOTE to synthetically generate datapoints

5Type-1 error indicates the percentage of datapoints belonging to Class-1 getting classified as Class-2. Type-2
error indicates the percentage of points belonging to Class-2 getting classified as Class-1).
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(a) LLGA: (0%, 0%); (0%, 1%) (b) SVM: (0%, 17%); (0%, 10%)

Figure 3.9: Results on DS1 dataset to benchmark LLGA. Numbers in first parenthesis indicate
Type-1 and Type-2 error on training data and the numbers in second parenthesis indicate Type-1
and Type-2 error on testing data.

in order to achieve respectable performance as can be seen from Fig. 3.10b (without SMOTE) and

3.10c (with SMOTE). However, LLGA performs better without SMOTE, as shown in Fig. 3.10a.

Ablation study conducted above on LLGA clearly indicates that the customized optimization

algorithm developed for estimating weights w and bias� in the expression of a split-rule is reliable

and efficient and could easily outperform the classical SVM algorithm.

3.4.2 Ablation Studies on the Proposed Bilevel GA

As mentioned before, the upper level of our bilevel algorithm aims at determining optimal power-

law structures (i.e. �8s) and the value of modulus flag <. Experiments are performed on DS3

and DS4 datasets to guage the efficacy of upper level (and thus the overall bilevel) GA. No prior

information about the optimal values of block matrix B and modulus flag < is supplied. Thus, the

structure of the equation of the split-rule is unknown to the algorithm. Results of these experiments

are shown in Figs. 3.11a and 3.11b.

As can be seen from Fig. 3.11a, the proposed bilevel algorithm is able to find quatratic split-rule

which is able to partition the DS3 dataset with no Type-I or Type-II error. Results on DS4 dataset

validated the importance of involving modulus-flag < as a search variable for upper level GA in
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(a) LLGA : (0%, 0%); (0%, 0%) (b) SVM: (100%, 0%); (100%, 0%)
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(c) SVM+SMOTE: (0%, 1.5%); (0%, 1.5%)

Figure 3.10: Results on DS2 dataset to benchmark LLGA.

addition to the block-matrix B. The algorithm is able to converge at the optimal tree topology

(Fig. 3.11b) with 100% classification accuracy.

It is to note here that the algorithm had no prior knowledge about optimal block matrix B of

exponents 18 9 . This observation suggests that the upper level GA is successfully able to navigate

through the search space of block-matrices B and modulus-flag < (which is a binary variable) to

arrive at the optimal power-laws and split-rule.

Fig. 3.12 and Fig. 3.13 shows plots of a decision boundary (split-rule) obtained using our

bilevel-algorithm onDS3 andDS4 datasets, their corresponding NLDTs and its comparison against

the decision-tree obtain using traditional CART algorithm on DS3 and DS4 datasets.
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(a) DS3: (0%, 0%); (0%, 0%) (b) DS4: (0%, 0%); (0%, 0%)

Figure 3.11: Bilevel GA results on DS3 and DS4.

3.5 Visualization of split-rule: X-Space and B-Space

A comprehensible visualization of the decision boundary is possible if dimension of the feature

space is up to three. However, if the dimension 3 of the original feature space (or, X-space) is larger

than three, the decision-boundary can be visualized on the transformed-feature-space (or B-space).

In our experiments, the maximum number of allowable power-law-rules (?) is fixed to three (i.e.

? = 3). Thus, any datapoint x in a 3-dimensional X-space can be mapped to a three-dimensional

B-space (Eq. 3.3). A conceptual illustration of this mapping is provided in Fig. 3.14, where, for the

sake of simplicity, a three-dimensional X-space (G1 to G3) is mapped to a two-dimensional B-space

using two power-law-rules (�1 and �2).

It is to note here that the power-law rules �8’s are not known a priori. The proposed bilevel

optimization method determines them so that the data becomes linearly separable in B-space.

Results and discussions provided in Section 3.7 provide clarity on this novel aspect of our nonlinear

decision tree representation.
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(a) Bilevel GA results: (0%, 0%) and (1%, 0%). (b) Obtained NLDT for DS3 problem – One rule.

x1 ≤ 1.01

x0 ≤ 0.75 3

x0 ≤ 0.34 x1 ≤ 0.46

1 x1 ≤ 0.84

x0 ≤ 0.64 x0 ≤ 0.40
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1 1 x1 ≤ 0.58 3

1 1

x1 ≤ 0.89 3

1 3

x0 ≤ 1.01 3

x1 ≤ 0.27 3

1 x0 ≤ 0.86

1 3

(c) CART results: (0%, 4%) and (4%, 3%) – 13 rules.

Figure 3.12: Results on DS3 dataset to benchmark the overall bilevel algorithm.

3.6 Overall Tree Induction and Pruning

Once the split-rule for a conditional node is determined using the above bilevel optimization

procedure, resulting child nodes are checked for the following termination criteria:

• Depth of the Node > Maximum allowable depth,

• Number of datapoints in node < #<8=, and

• Node Impurity ≤ g<8=.
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(a) Bilevel GA results: (0%, 0%) and (0%, 0%)
– No error. (b) Obtained NLDT for DS4 problem – One rule.
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(c) CART results: (4%, 3%) and (5%, 18%), 27 rules.

Figure 3.13: Results on DS4 dataset to benchmark the overall bilevel algorithm.

If any of the above criteria is satisfied, then that node is declared as a terminal leaf node. Otherwise,

the node is flagged as an additional conditional node. It then undergoes another split (using a split-

rule which is derived by running the proposed bilevel-GA on the data present in the node) and the

process is repeated. This overall process is illustrated in Algorithm 1. This procedure eventually

produces themain nonlinear decision tree #!�)<08=. The fully grown decision tree then undergoes

pruning to produce the pruned decision tree #!�)?AD=43 .

During the pruning phase, splits after the root-node are systematically removed until the training

accuracy of the pruned tree does not fall below a pre-specified threshold value of g?AD=4 = 3%
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Figure 3.14: Feature Transformation. A point in three-dimensional X-space is mapped to a point
in a two-dimensional B-space for which �8 = G

181
1 G

182
2 G

183
3 .

(set here after trial-and-error runs). This makes the resultant tree topologically less complex

and provides a better generalizability. In subsequent sections, we provide results on final NLDT

obtained after pruning (i.e. #!�)?AD=43), unless otherwise specified.

3.7 Results

This section summarizes results obtained on four customized test problems, two real-world

classification problems, three real-world optimization problems and eight custom designed multi-

objective problems. For each experiment, 50 runs are performed with random training and testing

sets. A dataset is split into training and testing sets with a ratio of 7:3, respectively. Mean and

standard deviation of training and testing accuracy-scores across all 50 runs are evaluated to

gauge the performance of the classifier. Statistics about the number of conditional nodes (given by

#Rules) in NLDT, average number of active terms in split-rules of decision tree (i.e. �* /Rule) and

rule length (which gives total number of active-terms appearing in the entire NLDT) is provided to

quantify the simplicity and interpretability of classifier (lesser this number, simpler is the classifier).

The comparison is made against classical CART tree solution [12] and SVM [43] results. For SVM,

the Gaussian kernel is used and along with overall accuracy-scores; statistics about the number

of support vectors (which is also equal to the rule-length) is also reported. It is to note that the

decision boundary computed by SVM can be expressed with a single equation, however the length
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of the equation usually increases with the number of support vectors [44]. We used MATLAB’s

SVM routine with default parameter settings.

For each set of experiments, best scores are highlighted in bold andWilcoxon signed-rank test is

performed on overall testing accuracy scores to check the statistical similarity with other classifiers

in terms of classification accuracy. Statistically similar classifiers (which will have their ?-value

greater than 0.05) are italicized.

3.7.1 Customized Datasets: DS1 to DS4

The compilation of results of 50 runs on datasets DS1-DS4 is presented in Table 3.1. The results

clearly indicate the superiority of the proposed nonlinear, bilevel based decision tree approach over

classical CART and SVM based classification methods. Bilevel approach finds a single rule with

Table 3.1: Results on DS1 to DS4 datasets (2 features).

Dataset Method Training
Accuracy

Testing
Accuracy p-value #Rules FU/Rule Rule

Length

DS1
Bilevel 99.78 ± 0.51 99.55 ± 1.08 – 1.0 ± 0.0 2.3 ± 0.6 2.3 ± 0.6
CART 97.99 ± 0.96 90.32 ± 4.06 7.34e-10 14.5 ± 1.7 1 14.5 ± 1.7
SVM 98.67 ± 0.31 98.50 ± 1.09 1.29e-05 1 71.5 ± 3.3 71.5 ± 3.3

DS2
Bilevel 99.80 ± 0.40 99.44 ± 0.87 – 1.0 ± 0.0 2.3 ± 0.7 2.3 ± 0.7
CART 98.80 ± 0.50 95.43 ± 1.50 5.90e-10 11.0 ± 1.4 1 11.0 ± 1.4
SVM 96.95 ± 0.73 95.24 ± 0.16 2.43e-10 1 44.7 ± 1.9 44.7 ± 1.9

DS3
Bilevel 99.91 ± 0.35 99.77 ± 0.67 – 1.0 ± 0.0 2.2 ± 0.5 2.2 ± 0.5
CART 99.42 ± 0.57 95.00 ± 2.35 7.00e-10 11.5 ± 1.3 1 11.5 ± 1.3
SVM 98.96 ± 0.42 98.38 ± 1.15 7.16e-09 1 62.1 ± 3.4 62.1 ± 3.4

DS4
Bilevel 99.34 ± 1.21 98.88 ± 1.65 – 1.2 ± 0.4 2.6 ± 0.6 3.1 ± 1.4
CART 96.98 ± 1.19 88.68 ± 3.60 7.31e-10 31.3 ± 4.2 1 31.3 ± 4.2
SVM 98.19 ± 0.44 97.28 ± 1.19 1.31e-05 1 89.8 ± 3.3 89.8 ± 3.3

two to three appearances of variables in the rule, whereas CART requires 11 to 31 rules involving

a single variable per rule, and SVM requires only one rule but involving 44 to 90 appearances of

variables in the rule. Moreover, the bilevel approach achieves this with the best accuracy. Thus,

classifiers obtained by bilevel approach are more simplistic and simultaneously more accurate.
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3.7.2 Breast Cancer Wisconsin Dataset

This problem was originally proposed in 1991. It has two classes: benign and malignant, with

458 (or 65.5%) datapoints belonging to benign class and 241 (or 34.5%) belonging to malignant

class. Each datapoint is represented with 10 attributes. Results are tabulated in Table 3.2. The

bilevel method and SVM had similar performance (p-value> 0.05), but SVM requires about 90

variable appearances in its rule, compared to only about 6 variable appearances in the single rule

obtained by the bilevel approach. The proposed approach outperformed the classifiers generated

using techniques proposed in [20, 25, 24, 21, 22] in terms of both: accuracy and comprehensibil-

ity/compactness. The NLDT classifier obtained by a specific run of the bilevel approach has five

variable appearances and is presented in Fig. 3.15.

Table 3.2: Results on breast cancer Wisconsin dataset (10 features).

Method Training
Accuracy

Testing
Accuracy p-value #Rules FU/Rule

Rule
Length

Bilevel 98.07 ± 0.39 96.50 ± 1.16 0.308 1.0 ± 0.0 6.4 ± 1.7 6.4 ± 1.7
CART 98.21 ± 0.49 94.34 ± 1.92 8.51e-09 11.6 ± 2.4 1 11.6 ± 2.4
SVM 97.65 ± 0.39 96.64 ± 1.16 – 1 89.4 ± 14.8 89.4 ± 14.8

Figure 3.15: Breast Cancer Wisconsin NLDT. For each node, number of datapoints # present in
the node, impurity of the node (Gini) and class distribution (in square parenthesis) is reported.

Figure 3.16 provides B-Space visualization of decision-boundary obtained by the bilevel ap-

proach, which is able to identify two nonlinear �-terms involving variables to split the data linearly
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to obtain high accuracy.
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Figure 3.16: B-space plot for Wisconsin breast cancer dataset.

3.7.3 Wisconsin Diagnostic Breast Cancer Dataset (WDBC)

This dataset is an extension to the dataset of the previous section. It has 30 features with total 356

datapoints belonging to benign class and 212 to malign class. Results shown in Table 3.3 indicate

that the bilevel-based NLDT is able to outperform standard CART and SVM algorithms. The

NLDT generated by a run of the bilevel approach requires seven out of 30 variables (or features)

and is shown in Fig. 3.17. It is almost as accurate as that obtained by SVM and is more interpretable

(seven versus about 107 variable appearances).

Table 3.3: Results on WDBC dataset (30 features).

Method Training
Accuracy

Testing
Accuracy p-value #Rules FU/Rule

Rule
Length

Bilevel 98.24 ± 0.64 96.20 ± 1.49 4.65e-05 1.0 ± 0.0 9.2 ± 4.1 9.2 ± 4.1
CART 98.76 ± 0.60 92.11 ± 2.07 1.09e-09 10.8 ± 2.1 1 10.8 ± 2.1
SVM 98.65 ± 0.37 97.39 ± 1.37 – 1 106.7 ± 6.6 106.7 ± 6.6

The �-space plot (Fig. 3.18) shows an efficient discovery of �-functions to linearly classify the

supplied data with a high accuracy.
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Figure 3.17: Tree for WDBC dataset. For each node, number of datapoints # present in the node,
impurity of the node (Gini) and class distribution (in square parenthesis) is reported.

Figure 3.18: B-space plot for WDBC dataset.

3.7.4 Real World Auto-Industry Problem (RW-problem)

This real-world engineering design optimization problem has 36 variables, eight constraints, and

one objective function. The dataset is highly biased, with 188 points belonging to the good-class

and 996 belonging to the bad-class. Results obtained using the bilevel GA are shown in Table 3.4.

The proposed algorithm is able to achieve near 90% accuracy scores requiring only two split-rules.

The best performing NLDT has the testing-accuracy of 93.82% and is shown in Fig. 3.19.

SVM performed the best in terms of accuracy, but the resulting classifier is complicated with
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about 241 variable appearances in the rule. However, bilevel GA requires only about two rules, each

having about only 10 variable appearances per rule to achieve slightly less-accurate classification.

CART requires about 30 rules with a deep DT, making the classifier difficult to interpret easily.

Table 3.4: Results on the real-world auto-industry problem (36 features).

Method Training
Accuracy

Testing
Accuracy p-value #Rules FU/Rule

Rule
Length

Bilevel 94.36 ± 1.47 89.93 ± 2.04 4.35e-09 1.9 ± 0.5 10.0 ± 2.9 18.2 ± 5.9
CART 98.00 ± 0.55 91.13 ± 1.32 9.80e-08 29.6 ± 3.9 1 29.6 ± 3.9
SVM 94.98 ± 0.73 93.24 ± 1.38 – 1 240.8 ± 9.4 240.8 ± 9.4

Figure 3.19: NLDT for the auto-industry problem. The first split-rule uses five variables and the
second one uses 12. For each node, number of datapoints # present in the node, impurity of the
node (Gini) and class distribution (in square parenthesis) is reported.

3.7.5 Results on Multi-Objective Optimization Problems

After bench-marking the proposed bilevel GA algorithm on standard classical benchmarks and a

single-objective engineering problem, we now evaluate its performance on two real-world multi-

objective problems: welded-beam design and 2D truss design and eight modified ZDT and DTLZ

problems. We will briefly discuss the procedure used to generate datasets corresponding to these

problems followed by results obtained on them using our approach.
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3.7.5.1 Truss 2D and Welded Beam Problems

Data creation:

For each problem, NSGA-II [45] algorithm is first applied to evolve the population of # individuals

for 6<0G generations. Population for each generation is stored. Naturally, population from later

generations are closer to Pareto-front than the population of initial generations. We artificially

separate the entire dataset into two classes – good and bad – using two parameters 6A4 5 (indicating

an intermediate generation for data collection) and gA0=: (indicating the minimum non-dominated

rank for defining the bad cluster). First, population members from 6A4 5 and 6<0G generations are

merged. Next, non-dominated sorting is executed on the merged population to determine their non-

domination rank. Points belonging to same non-domination rank are further sorted based on their

crowding-distance (from highest to lowest) [45]. For the good-class, top #� points from rank-1

front are chosen and for the bad-class, top #� points from gA0=: front onward are chosen. Increasing

the gA0=: increases the separation between good and bad classes, while the 6A4 5 parameter has the

inverse effect. Parameter setting for NSGA-II algorithm which is used to generate multi-objective

datasets can be found in Section 3.10.

Truss 2D Results:

Truss 2D problem [46] is a three-variable multi objective problem involving one constraint. Visu-

alization of the Truss dataset in the F-space and X-space is provided in Figure 3.20 for gA0=: = 6

and gA0=: = 9, with 6A4 5 = 1.

Compilation of results obtained using gA0=: = 6 is provided in Table 3.5.

Table 3.5: Results on Truss-2D with gA0=: = 6.

Method Training
Accuracy

Testing
Accuracy p-value #Rules FU/Rule Rule

Length
Bilevel 99.77 ± 0.72 99.54 ± 0.75 – 1.2 ± 0.5 2.9 ± 0.5 3.3 ± 0.9
CART 99.34 ± 0.32 98.33 ± 1.10 6.04e-08 11.06 ± 3.15 1 11.06 ± 3.15
SVM 99.66 ± 0.15 99.46 ± 0.50 0.135 1 62.5 ± 2.9 62.5 ± 2.9
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(a) F-space plot with gA0=: = 6.
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(b) X-space plot with gA0=: = 6.
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(c) F-space plot with gA0=: = 9.
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(d) X-space plot with gA0=: = 9.

Figure 3.20: Truss design problem data visualization. 6A4 5 = 1 is kept fixed. For a fixed value of
6A4 5 , larger value of gA0=: implies better separation between datapoints belonging to two classes.

Clearly, the bilevel NLDT has the best accuracy and fewer variable appearances (meaning easier

intrepretability) compared to CART and SVM generated classifiers.

Fig. 3.21a shows a 100% correct classifier with a single rule obtained by our bilevel NLDT,

whereas Fig. 3.21b shows a typical CART classifier with 19 rules, making it difficult to interpret

easily.

A comparison of results obtained using NLDT approach on truss problem with gA0=: = 6 and

gA0=: = 9 is provided in Table 3.6.

Table 3.6: 2D Truss problem with gA0=: = 6 and gA0=: = 9.

gA0=:
Training
Accuracy

Testing
Accuracy #Rules FU/Rule

6 99.86 ± 0.36 99.6 ± 0.58 1.20 ± 0.53 2.92 ± 0.52
9 100 ± 0 99.92 ± 0.19 1.36 ± 0.48 2.26 ± 0.52

Clearly, since the data is more separated for gA0=: = 9, the results for gA0=: = 9 are more

accurate and relatively simpler.
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(a) Bilevel classifier requiring only one rule.

x0 ≤ 0.01

x2 ≤ 1.82 3

3 x2 ≤ 2.19

x1 ≤ 0.01 x1 ≤ 0.01

x0 ≤ 0.00 x0 ≤ 0.00

x0 ≤ 0.00 3

1 1

3 x0 ≤ 0.00

1 x1 ≤ 0.01

3 1

3 x0 ≤ 0.00

3 1

(b) CART classifier with 11 rules.

Figure 3.21: Comparison of bilevel and CART methods on truss problem with gA0=: = 6 dataset.

Welded Beam Design Problem Results:

This bi-objective optimization problem has four variables and four constraints [46]. Here, two sets

of experiments are conducted for two different values of 6A4 5 , keeping the value of gA0=: fixed to

3. Visualization of these datasets in the objective space (or F-space) is provided in Figure 3.22.

A higher value of 6A4 5 results in good and bad datapoints too close to each other (Figure 3.22b),

thereby making it difficult for the classification algorithm to determine a suitable classifier. This

can be validated from the results presented in Table 3.7. However, bilevel NLDTs have produced
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(a) F-space plot with 6A4 5 = 1.
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(b) F-space plot with 6A4 5 = 10.

Figure 3.22: Welded Beam Design Problem data visualization. gA0=: = 3 is kept fixed. Problem at
(b) is more difficult to solve than at (a).

one rule with about 2 to 4 variable appearances compared to 39.5 to 126 (on average) for SVM

classifiers. CART does well in this problem with, on average, 2.94 to 8.42 rules. The NLDT

(having a single rule) obtained with 6A4 5 = 10 is shown in Fig. 3.23. Interestingly, the bilevel

NLDTs have similar accuracy to that of CART and SVM.

Table 3.7: Results on welded beam design with 6A4 5 = 1 and 6A4 5 = 10. gA0=: = 3 is kept fixed.

Method Training
Accuracy

Testing
Accuracy p-value #Rules FU/Rule Rule

Length
6A4 5 = 1

Bilevel 99.98 ± 0.06 99.38 ± 0.49 0.158 1.0 ± 0.0 2.6 ± 0.7 2.6 ± 0.7
CART 99.97 ± 0.07 99.50 ± 0.59 – 2.94 ± 0.71 1 2.94 ± 0.71
SVM 99.37 ± 0.17 99.40 ± 0.40 0.331 1 39.5 ± 2.5 39.5 ± 2.5

6A4 5 = 10
Bilevel 99.39 ± 0.38 98.58 ± 1.13 3.42e-02 1.0 ± 0.0 3.9 ± 1.0 3.9 ± 1.0
CART 99.46 ± 0.27 97.72 ± 1.04 4.63e-08 8.42 ± 1.42 1 8.42 ± 1.42
SVM 99.46 ± 0.19 98.97 ± 0.54 – 1 126.0 ± 6.8 126.0 ± 6.8

3.7.5.2 Modified ZDT (m-ZDT) and DLTZ (m-DTLZ) Problems

Problem Definition and Dataset Creation:

These are the modified versions of ZDT and DLTZ problems [45, 47]. For m-ZDT problems, the

g-function is modified to the following:
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Figure 3.23: Welded beam classifier with one rule for 6A4 5 = 10.

6I3C (G2, . . . , G=) =1 + 18
= − 1

=∑
8 = 2 and even

(G8 + G8+1 − 1)2. (3.15)

Many two-variable relationships (G8 + G8+1 = 1) must be set to be on the Pareto set.

For m-DTLZ problems, the g-function for xm variables is

63C;I (xm) =100 ×
=∑

G8 ∈ xm and 8 is even
(G8 + G8+1 − 1)2. (3.16)

Pareto points for m-ZDT and m-DTLZ problems are generated by using the exact analytical

expression of Pareto-set (locations where 6 = 0). The non-Pareto set is generated by using two

parameters fB?A403 and f> 5 5 B4C . To compute the location of a point xnp belonging to non-Pareto

set from the location of the point xp on the Pareto set, following equation is used:

G
(8)
=? =G

(8)
? + A1(f> 5 5 B4C + A2fB?A403) (3.17)

where A1 ∈ −1, 1, A2 ∈ [0, 1] . (3.18)

Here, A1 and A2 are randomly generated for each G (8)=?. For m-ZDT problems, 8 = 1, 2, . . . =,
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Table 3.8: Parameter setting to generate datasets for m-ZDT and m-DTLZ problems. We generate
1000 datapoints for each class.

Prob. nvars fspead foffset
m-ZDT1 30 0.3 0.1
m-ZDT1 500 0.3 0.1
m-ZDT2 30 0.3 0.1
m-ZDT2 500 0.3 0.1
m-DTLZ1 30 0.05 0
m-DTLZ1 500 0.05 0
m-DTLZ2 30 0.05 0
m-DTLZ2 500 0.05 0

while for m-DTLZ problems G (8)=?, G
(8)
? ∈ xm. Parameter setting for generating m-ZDT and m-DTLZ

datasets is provided in Table 3.8. For 30 variable problems, all G8 ∈ xm are changed according to

Eq. 3.18 for generate non-pareto points. However, for 500 vars problems, only first 28 of variables

in xm are modified according to Eq. 3.18 to generate non-pareto data-points.

Visualization of Datasets for m-ZDT and m-DTLZ problems in provided in Figure 3.24 and

Figure 3.25.

(a) m-ZDT1, 30 vars (b) m-ZDT1, 500 vars

(c) m-ZDT2, 30 vars (d) m-ZDT2, 500 vars

Figure 3.24: m-ZDT Datasets.
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(a) m-DTLZ1, 30 vars (b) m-DTLZ1, 500 vars

(c) m-DTLZ2, 30 vars (d) m-DTLZ2, 500 vars

Figure 3.25: m-DTLZ Datasets.

3.7.5.3 m-ZDT and m-DTLZ Results:

Experiments conducted on datasets involving 500 features (see Table 3.9) and for two and three-

objective optimization problems confirm the scalability aspect of the proposed approach. In all

these problems, traditional methods like CART and SVM find it difficult to conduct a proper

classification task. The provision of allowing controlled non-linearity at each conditional-node

provides the proposed NLDT approach with necessary flexibility to make an appropriate overall

classification.
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Table 3.9: Results on multi-objective problems for classifying dominated and non-dominated
solutions.

Method Training Acc. Testing Acc. # Rules �* /Rule Rule Length
m-ZDT1-2-30

NLDT 99.18 ± 0.40 98.96 ± 0.59 1.80 ± 0.60 4.47 ± 2.21 7.64 ± 3.50
CART 97.48 ± 0.37 94.78 ± 1.02 26.42 ± 1.89 1.00 ± 0.00 26.42 ± 1.89
SVM 84.14 ± 2.42 82.84 ± 2.77 1.00 ± 0.00 1192.38 ± 11.34 1192.38 ± 11.34

m-ZDT2-2-30
NLDT 99.23 ± 0.38 98.96 ± 0.57 1.92 ± 0.56 4.37 ± 1.82 8.14 ± 3.36
CART 97.41 ± 0.36 94.72 ± 0.89 27.80 ± 2.19 1.00 ± 0.00 27.80 ± 2.19
SVM 99.28 ± 0.18 98.44 ± 0.57 1.00 ± 0.00 315.54 ± 6.12 315.54 ± 6.12

m-DTLZ1-3-30
NLDT 97.21 ± 2.52 96.65 ± 2.86 3.12 ± 0.59 6.14 ± 2.18 19.10 ± 7.03
CART 89.72 ± 0.88 71.74 ± 2.49 93.88 ± 3.23 1.00 ± 0.00 93.88 ± 3.23
SVM 52.44 ± 0.63 45.86 ± 1.28 1.00 ± 0.00 1381.56 ± 8.25 1381.56 ± 8.25

m-DTLZ2-3-30
NLDT 97.76 ± 1.88 97.22 ± 2.25 3.02 ± 0.62 5.81 ± 1.95 17.50 ± 6.73
CART 85.64 ± 3.33 63.41 ± 7.59 100.82 ± 6.11 1.00 ± 0.00 100.82 ± 6.11
SVM 54.82 ± 0.98 49.61 ± 1.62 1.00 ± 0.00 1367.42 ± 8.44 1367.42 ± 8.44

m-ZDT1-2-500
NLDT 99.20 ± 0.29 98.93 ± 0.60 1.78 ± 0.54 5.66 ± 3.23 9.36 ± 4.15
CART 98.76 ± 0.27 93.48 ± 0.94 20.58 ± 1.39 1.00 ± 0.00 20.58 ± 1.39
SVM 100.00 ± 0.00 100.00 ± 0.00 1.00 ± 0.00 240.88 ± 4.62 240.88 ± 4.62

m-ZDT2-2-500
NLDT 99.18 ± 0.38 98.88 ± 0.71 1.80 ± 0.69 5.30 ± 2.45 8.88 ± 3.98
CART 98.61 ± 0.36 93.95 ± 1.33 20.98 ± 1.98 1.00 ± 0.00 20.98 ± 1.98
SVM 100.00 ± 0.00 100.00 ± 0.00 1.00 ± 0.00 248.06 ± 4.37 248.06 ± 4.37

m-DTLZ1-3-500
NLDT 94.36 ± 4.03 93.77 ± 4.24 3.00 ± 0.45 7.61 ± 2.36 22.76 ± 7.57
CART 83.23 ± 3.52 58.26 ± 7.37 104.88 ± 5.49 1.00 ± 0.00 104.88 ± 5.49
SVM 51.56 ± 0.52 47.13 ± 1.19 1.00 ± 0.00 1382.38 ± 8.84 1382.38 ± 8.84

m-DTLZ2-3-500
NLDT 95.89 ± 3.83 95.33 ± 4.46 3.04 ± 0.56 7.28 ± 3.16 22.14 ± 10.45
CART 89.09 ± 1.75 70.04 ± 3.46 96.08 ± 3.93 1.00 ± 0.00 96.08 ± 3.93
SVM 51.30 ± 0.55 47.01 ± 1.20 1.00 ± 0.00 1382.62 ± 8.46 1382.62 ± 8.46

3.8 Additional Comparisons and Results

In previous sections, we focused at fundamental procedure of inducing the NLDT and com-

pared its performance against two standard algorithms: SVM and CART. In this section, we extend

our experimental study to compare our approach against other methods which are strong poten-
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tial candidates to generate an interpretable AI: generalized additive models (GAMs) and genetic

programming (GP). We also re-iterate experiments using the default parameter settings for NLDT

and CART, while we fine tune the results corresponding to SVM using the best possible parameter

values.

New problems (m-DS1 to m-DS3) are introduced here to obtain further insight into the working

principles of above mentioned algorithms. The customized problems DS1 to DS4, m-DS1 to m-

DS3, m-ZDTs and m-DTLZs are designed to benchmark the performance of classifiers on various

properties of datasets such as:

• Data Distribution: For DS1-DS4 datasets, degree of scatter in data varies across classes.

For m-DS1, m-DS2 and m-DS3 the scattering of data for each class is more similar than

that in original DS datasets. A visualisation of feature spaces for DS1 and m-DS1 dataset is

provided in Figure 3.26a and 3.26b, respectively to demonstrate this.

• Geometry of Decision Boundary: Here, the effect of the nature of the simplest possible de-

cision boundary is considered. Decision boundary corresponding to DS1-DS2 and modified

DS1-DS2 is linear, DS3 and m-DS3 have decision boundary involving nonlinearity of order

2 and DS4 have two disjoint linear decision boundaries.

• Data Bias: Here, effect of bias in class representation is considered. All datasets except DS2

and m-DS2 are balanced. For DS2 and m-DS2, minority class has 5 times less number of

data points as the majority class.

In next few sections, we briefly discuss SVM, GAM and GP to gain a conceptual insight towards

critical parameters which can influence the classification performance and the complexity of the

classifier. A more detailed discussion is provided in [48].
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(a) DS1 Dataset. (b) m-DS1 Dataset.

Figure 3.26: Original DS1 and its modified version.

3.8.1 Support Vector Machines (SVMs)

For a separable dataset, support vector machine (SVM) algorithm attempts to derive a decision

boundary in the form of a single mathematical equation as shown below:

H(x) = w)5(x) + 1, (3.19)

where 5(x) is a set of feature transformation functions which can be either linear or non-linear

functions of feature vector x, w is a weight vector and 1 is a bias term. A conceptual understanding

of SVM is provided in Figure 3.27. For a binary classification task involving class labels C = −1

or C = 1, an optimal hyper-surface is derived by maximizing the margin between two classes, as

shown by H = 0 line in the figure. Points with H ≤ −1 belong to one class and points with H ≥ 1

belong to another class. The points which fall on H = 1 and H = −1 are called support vectors, as

they alone decide the classifier. However, for non-separable datasets, such as the scenario shown

in Figure 3.28, a soft margin approach is used to allow some data points within |H | < 1 (margin)

while training the SVM. These points are also declared as support vectors in addition to the points

on the margin.

53



Figure 3.27: SVM on separable datasets with a hard margin.

Figure 3.28: SVM with non-separable datasets with a soft margin.

To identify the classifier and the support vectors, the underlying optimization problem is solved:

Minimize: 1
2 | |F | |

2 + �
#∑
8=1
Z8,

subject to : C8 (w)5(x8) + 1) ≥ 1 − Z8,

Z8 ≥ 0, 8 = 1, 2, . . . , #,

(3.20)

where C8 is the true class label (either 1 or -1) of the datapoint, Z8 is the distance of 8-th data point from

its representative margin, thus Z8 = max [0, 1 − C8H(x8)] (where value of H(x8) is estimated from

Eq. 3.19). � is a penalty parameter which is used to enhance generalizability by compromising

with training accuracy. It is also aimed to balance the complexity of the classifier (described
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with the number of non-zero terms of w) and soft support vectors within the margin and is an

important parameter. With lower values of �, broader margin (with some misclassification of

training datapoints) is achieved while for large values of �, misclassification of training datapoints

is heavily penalized and so narrower margin is achieved.

Using a kernel trick [49] : (x? , x@) = 5(x?))5(x@) Eq. 3.19 is transformed into the following:

H(x) =
#∑
8=1

08C8: (x, x8) + 1, (3.21)

where 08 is a Lagrange multiplier which is obtained by converting the optimization problem of

maximizing the margin (Eq. 3.20) to a dual Lagrangian representation [49]:

Min: ! (a) =
#∑
8=1
08 − 1

2

#∑
8=1

#∑
9=1
080 9 C8C 9 : (x8, x 9 ),

s.t. 08 ∈ [0, �],
#∑
8=1
08C8 = 0.

(3.22)

Classical gradient based algorithms can then be employed to find 08. In Eq. 3.21, data points x8

for which 08 = 0 do not contribute in the equation of the split rule (Eq. 3.21) and data points for

which 08 > 0 are called support vectors for the SVM classifier and they dictate the overall length of

the classifier’s equation (Eq. 3.21). The penalty parameter � has to be tuned to efficiently derive

the decision boundary. Lower value of � makes the classifier more generalizable. � = ∞ (hard

margin) attempts to achieve near 100% training accuracy and hence is prone to overfitting. In our

case, we use scikit-learn’s [50] SVMmodule and set � = 1, 000. We use RBF (or Gaussian) kernel

function. Table 3.10 shows results for various settings of � on some datasets considered in our

study.

3.8.2 Generalized Additive Models (GAMs)

For a binary classification task involving two classes: Class 1 (H = 0) and Class 2 (H = 1), the

GAM based classifier [5, 6] estimates the probability of a data point belonging to class H = 1 (i.e.
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Table 3.10: SVM Result for different values of penalty parameter �. For each dataset, the first
row represents the testing accuracy and the second row represents complexity (number of support
vectors). � = 1000 gives overall best performance.

Pen. Param. DS1 DS2 DS3 DS4

� = 1 94.75 ± 1.97
191.94 ± 4.38

95.24 ± 0.00
16.56 ± 0.80

96.93 ± 1.87
64.68 ± 2.16

45.20 ± 4.24
138.76 ± 1.99

� = 10 98.42 ± 1.16
58.70 ± 2.90

95.24 ± 0.00
30.46 ± 0.64

99.32 ± 0.70
26.68 ± 1.88

68.77 ± 4.00
262.60 ± 4.76

� = 1, 000 99.88 ± 0.33
8.36 ± 0.87

99.70 ± 0.50
8.56 ± 0.67

99.75 ± 0.58
10.60 ± 0.92

96.63 ± 1.35
56.70 ± 3.13

Pen. Param. m-DS1 m-DS2 m-DS3 Cancer-10

� = 1 99.77 ± 0.67
70.22 ± 2.23

95.24 ± 0.00
16.18 ± 0.59

99.97 ± 0.23
36.54 ± 1.72

97.15 ± 1.08
69.98 ± 6.51

� = 10 100.00 ± 0.00
26.42 ± 1.46

98.89 ± 0.85
14.40 ± 0.89

100.00 ± 0.00
12.60 ± 0.98

95.98 ± 1.13
56.22 ± 6.43

� = 1, 000 99.93 ± 0.33
7.38 ± 0.75

99.97 ± 0.22
5.34 ± 0.55

100.00 ± 0.00
8.82 ± 1.01

95.23 ± 1.09
52.36 ± 4.91

Pen. Param. Truss Welded Beam Cancer-30

� = 1 77.31 ± 2.16
343.76 ± 9.51

98.83 ± 0.70
47.26 ± 3.00

90.83 ± 1.83
106.88 ± 4.44

� = 10 81.29 ± 2.19
258.52 ± 10.85

99.53 ± 0.42
17.86 ± 1.73

91.94 ± 1.36
81.66 ± 4.54

� = 1, 000 88.54 ± 1.60
176.22 ± 7.87

99.63 ± 0.38
7.88 ± 0.86

95.08 ± 1.65
58.74 ± 5.18

%(H = 1|x))6 as Ĥ(x) using the following equation

Ĥ(x) = 1
1 + 4−6(x)

, (3.23)

where 6(x) is referred to as link function [51]. The link function 6(x) in GAM is expressed as a

sum of non-linear functions as shown below:

6(x) = 51(x) + 52(x) + · · · + 5" (x) + V0, (3.24)

6probability of datapoint belonging to other class (i.e. H = 0) will be 1 − Ĥ.
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where V0 is a constant and 58 (x) are scalar valued nonlinear functions. The functional form of

58 (x) and total number of such nonlinear functions is pre-specified by the user. Modelling of link

function 6(x) using Eq. 3.24 makes GAMs more generalizable than its precursor: generalized

linear models (GLMs) [4], which involves only linear terms.

In our experiments, we use penalized B-splines to model non-linearity of each feature separately

(i.e. referring to Eq. 3.24, 58 (x) = B8 (G8)). Thus, the 6-function in our case is given by

6(x) = B1(G1) + B2(G2) . . . B3 (G3) + V0,

where: B8 (G8) =
 8∑
9=1
�
(@8)
9
(G8)V 9 = B′

8
(G8)#8 .

(3.25)

Here, B8 (G8) denotes a spline function corresponding to 8-th feature, �(@8)
9
(G8) indicates the basis

function of order @8, V 9 are scalar coefficients and  8 is the total number of basis functions used to

model the spline. The order of spline (i.e. @8) and the number of basis-functions 8 is user-specified.

Once the structure of link function 6(x) is specified, an optimization algorithm is invoked to

learn parameters corresponding to basis functions �(@8)
9
(G8) and coefficients V 9 with an objective

to minimize the error between the estimated value of probability (Ĥ(x) Eq. 3.23) and the actual H

values across the dataset. To make the resulting model more generalize and simple, a second-order

smoothing is employed. Thus, using Eq. 3.23 and 3.25, the overall optimization problem translates

to minimizing the following function:

Min: � (B′, #)=
#∑
8=1
(H8 − Ĥ8 (B′#))2 +

3∑
9=1

_ 9

∫
(B′′9 (G 9 |B′

9
# 9
))23G 9 , (3.26)

where H8 is the actual class of the 8-th datapoint (which can have value of either 0 or 1) and Ĥ8 is

the probability of 8-th point belonging to class H = 1 (i.e. %(H = 1|xi)) as predicted by the GAM

classifier using Eq. 3.23. _ 9 are the penalty parameters which are prespecified. In our case, we

use _ 9 = 0.6 for all features. The rule complexity of a GAM classifier can be tuned using _ 9 ,

where higher values of _ 9 imposes heavy penalty on non-linearities with more than second order.

Additionally, the complexity can also be controlled by regulating the degree (@8) and number of
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basis-functions  8 (Eq. 3.25). In our experimental setup, we conduct series of experiments using

different combinations of ( 8, @8) to model splines for each feature. Values of  and @ are picked

from the one listed in Table 3.11.

Table 3.11: Details regarding parametric study for GAMs.

# Basis Functions ( ) Degree (@)
2, 3, 5, 8, 13, 21 2, 3, 5

Total number of terms arising from the expression of rule 6(x) (Eq. 3.25) is

Total Terms =
3∑
9=1
(@ 9 + 1) ×  9 +  9 + 1. (3.27)

However, due to second-order smoothening effect (Eq. 3.26), non-linearities greater than 2nd order

which are not contributing in minimizing the error
∑#
8=1(H8 − Ĥ8 (B

′#))2 will get removed from

the rule and thus, the effective degree of freedom (EoDF) will be far less than the total length of

the rule. Effective degrees of freedom versus accuracy plot for GAM classifiers obtained using

various combinations of ( 8, @8) on Cancer-10 dataset is shown in Figure 3.29. It is clear that a

high training accuracy is achieved with a large EoDF, but makes an over-fitting and produces less

testing accuracy. About 500 such experiments are performed and the best combinations of ( 8, @8)

are used to generate results (Table 3.13) for a given dataset. Note here that generating classifiers

using GAM is computationally expensive for high-dimensional datasets and so, we do not run

experiments on datasets involving 500 features.

3.8.3 Genetic Programming (GP)

Genetic Programming has been extensively used to derive non-linear and interpretable classifiers

[52, 53, 54, 55, 56, 57]. A GP algorithm evolves programs (or equations of classifier’s decision

boundary in our case) using genetic operators like crossover and mutation. Programs in GP are

usually represented with tree architecture as shown in Figure 3.30. Internal nodes of this tree can

involve mathematical operations, like +,×,−,÷, log, sin. Allowable set of mathematical operations
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(a) Training Accuracy (b) Testing Accuracy

Figure 3.29: Effective degree of freedom (EoDF) V/s Accuracy for Cancer-10 dataset. The best
( 8, @8) parameter setting for this dataset is found to be  ∗ = [8, 3, 8, 13, 8, 8, 13, 3, 8, 21] and
@∗ = [2, 2, 5, 5, 2, 3, 3, 2, 2, 2].

Figure 3.30: A sample genetic program (GP) tree. The above GP translates to this equation:
5 (x) = (G5 − G7) + 3G2.

are pre-specified by the user. In our case, we use {+,×,−,÷} only. Terminal leaf nodes of a GP

program either have one of the input feature G8 or a constant term 2. It is to note here that a GP tree

(T) represents one non-linear equation and is fundamentally different from the decision tree which

involves assembly of split-rule equations which are organized in a hierarchical format. The optimal

structure of tree, operators used, features G8 involved and value of constants 2 are all unknown and

are determined through an evolutionary algorithm. The evolution is conducted with an objective to

minimize the cross-entropy loss. However, if unchecked, the size of GP trees grows as the evolution

progress and the GP algorithm suffers from bloating [58]. To counter this effect of bloating and

encourage evolution of simpler trees (trees with less number of nodes), a parsimony coefficient %2

is used to penalize the fitness of a GP tree (T) as shown below:

Min: 5�% (T) = �;>BB + %2 × )B8I4, (3.28)
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where �;>BB = −
1
#

∑#
8=1 [H(x8) log( Ĥ(x8)) + (1−H(x8)) log(1− Ĥ(x8))], and Ĥ(x) = Sigmoid( 5 (x)).

In Eq. 3.28, )B8I4 represents size of the tree and is computed by counting total number of nodes in

the tree. 5 (x) is the value the GP tree outputs for a given feature vector x (see Figure 3.30).

It is important to choose a suitable parsimony coefficient %2 for a problem. Smaller value of

%2 will encourage bloating and will evolve complex equations while the higher value of %2 will

evolve simpler equations at an expense of reduced classification accuracy. In our case, we perform

experiments using three values %2: 0.01, 0.005 and 0.001, and conduct 50 runs on each dataset

shown in Table 3.12 after randomly splitting the dataset into 70% training and 30% testing for each

run. Statistics regarding testing accuracy and complexity (measured as the total number of internal

nodes) is reported in the table. It is clear from the table that while a small %2 produces a better

Table 3.12: GP Result for different values of parsimony coefficient %2. For each dataset, the first
row represents the testing accuracy and the second row represents complexity (number of internal
nodes). %2 = 0.001 produces better results.

Pars. coeff. DS1 DS2 DS3 DS4

%� = 0.01 61.07 ± 9.91
3.40 ± 3.70

95.24 ± 0.00
1.98 ± 0.14

65.37 ± 11.57
4.44 ± 2.37

49.93 ± 1.43
1.12 ± 3.40

%� = 0.005 77.3 ± 11.29
16.18 ± 9.99

95.24 ± 0.00
3.86 ± 1.23

86.27 ± 11.41
19.86 ± 11.45

50.37 ± 2.96
2.06 ± 3.88

%� = 0.001 91.70 ± 6.91
67.72 ± 26.72

95.37 ± 0.63
15.14 ± 13.55

96.50 ± 3.3
76.74 ± 33.36

58.00 ± 11.22
18.76 ± 23.94

Pars. coeff. m-DS1 m-DS2 m-DS3 Cancer-10

%� = 0.01 89.53 ± 3.27
8.34 ± 1.98

95.65 ± 0.70
3.58 ± 1.07

96.33 ± 4.68
15.04 ± 6.36

94.03 ± 4.59
5.56 ± 2.06

%� = 0.005 93.37 ± 4.57
16.32 ± 9.55

95.65 ± 0.70
3.76 ± 1.22

98.4 ± 1.99
19.88 ± 9.94

95.04 ± 1.76
7.88 ± 3.07

%� = 0.001 98.83 ± 1.88
55.38 ± 22.39

96.67 ± 1.93
14.08 ± 9.11

99.27 ± 1.22
49.80 ± 21.69

96.13 ± 1.29
15.80 ± 5.66

Pars. coeff. Truss WeldedBeam Cancer-30

%� = 0.01 82.78 ± 11.28
5.20 ± 3.30

84.88 ± 13.08
9.32 ± 5.15

90.47 ± 4.54
4.78 ± 2.30

%� = 0.005 90.03 ± 8.50
11.98 ± 7.12

92.35 ± 6.06
14.08 ± 5.35

90.96 ± 6.29
5.74 ± 1.84

%� = 0.001 97.36 ± 3.81
36.02 ± 16.99

96.46 ± 4.14
35.90 ± 18.28

92.40 ± 4.98
14.58 ± 7.14
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accuracy, a large %2 produces smaller sized GPs. To demonstrate, we present two GP classifiers for

%2 = 0.005 and 0.01 obtained for the breast cancer Wisconsin dataset (involving total 10 features)

in Figure 3.31. Training ()A ) and testing ()4) accuracy are better for %2 = 0.005.

(a) %2 = 0.005, )A = 96.44, )4 = 99.02,
Complexity = 6.

(b) %2 = 0.01, )A = 95.60, )4 = 98.05,
Complexity = 3.

Figure 3.31: Classifiers for Cancer data: %2 = 0.005: 5 (x) = G9 + −0.537
(0.171G6) (0.171G3G2)

and

%2 = 0.01: 5 (x) = G2 + −0.502
(0.077G6)

.

Table 3.12 indicates that GP does not perform well on certain problems even in small-sized

problems, such as DS1 and DS4. In a mathematical classifier search, there are two hierarchical

aspects which must be learnt: (i) structure of the classifier, and (ii) coefficient of each term in the

structure. GP attempts to learn both aspects in a single optimization task. We argue that while a

“good" structure may have evolved at a generation, if its associated coefficients are not proper, the

whole classifier will be judged as “bad". We attempt to alleviate this aspect in the next procedure

by using a bilevel optimization framework.
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3.8.4 Results

A comprehensive compilation of results obtained on all 19 datasets is shown in Table 3.13. The

results are segmented into four parts: Sr. 1-7 for synthetic DS datasets, Sr. 8-9 for traditional

cancer datasets, Sr. 10-11 for real-world multi-objective datasets, Sr. 12-19 for high-dimensional

modified multi-objective ZDT and DTLZ benchmarks. For each method, a parametric study is

performed on each problem and the setting which obtained the best testing accuracy is used to

generate the final results. Statistics of 50 runs (with random data-split of 70% training and 30%

testing in each) on each dataset for two performance metrics is presented in Table 3.13.

For CART, the complexity metric is defined as total number of nodes; for SVM, it is defined

as total number of support vectors; for GAM, it is defined as the effective degrees of freedom

(EoDF); for GP, it is defined as the total number of internal nodes; and for NLDT, it is defined as

total number of variable occurrences in the entire tree. It is clear that a method with high testing

accuracy and low complexity is better.

The table clearly indicates that NLDT performs well in terms of both metrics. Also, the

performance of NLDT scales well with an increase in feature size. CART produces a good

compromise on accuracy and complexity, but performs worse than NLDT on both metrics. While

SVM achieves a high accuracy, in general, the complexity of its classifiers is large, thereby making

them not easy to interpret for any explainability purposes. The performance of GP is poor for

achieving a high accuracy. GAM is clearly not suitable for problems with a large number of

features and cannot be run due to impractical computational time requirement for some problems

(marked with a dash). GP cannot match both accuracy and complexity obtained by NLDT. GP’s

performance is also depended on the way the data is scattered which is evident from results on

DS1 and m-DS1 problem. This is mostly because of the fact that in GP, the rule-structure and

coefficients are evolved simultaneously, thereby making it difficult to efficiently navigate through

the search-space of equations. A future study could be launched to incorporate bilevel search

strategy with customized initialization to evolve rules within GP framework. In most problems,

NLDT classifiers require fewer conditional rules (albeit with restricted nonlinearities) and still
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achieve near 100% correct testing accuracy.

Table 3.13: Summary of results obtained using various methods. For each dataset, the first row
indicates testing accuracy and the second row indicates complexity. Italicized entries are statistically
insignificant (according to 95% confidence in Wilcoxon rank-sum test) compared to the best entry
in the same row.

Sr. Problem NLDT CART SVM GAM GP

1 DS1 99.55 ± 1.08
2.3 ± 0.6

90.32 ± 4.06
14.5 ± 1.7

99.87 ± 0.45
8.16 ± 0.88

100.0 ± 0.00
2.89 ± 0.00

91.70 ± 6.91
67.72 ± 26.72

2 DS2 99.44 ± 0.87
2.3 ± 0.7

95.43 ± 1.50
11.0 ± 1.4

99.33 ± 1.10
7.64 ± 0.87

100.0 ± 0.00
2.89 ± 0.00

95.37 ± 0.63
15.14 ± 13.55

3 DS3 99.77 ± 0.67
2.2 ± 0.5

95.00 ± 2.35
11.5 ± 1.3

99.63 ± 0.69
10.22 ± 1.42

99.47 ± 1.03
4.98 ± 0.14

96.50 ± 3.30
76.74 ± 33.36

4 DS4 98.88 ± 1.65
3.1 ± 1.4

88.68 ± 3.60
31.3 ± 4.2

93.97 ± 2.35
43.70 ± 2.69

48.63 ± 6.50
3.80 ± 0.99

59.63 ± 10.81
24.70 ± 26.40

5 m-DS1 99.10 ± 1.54
2.00 ± 0.00

89.73 ± 4.53
7.90 ± 1.22

99.90 ± 0.40
7.50 ± 0.75

100.0 ± 0.00
2.90 ± 0.00

98.83 ± 1.88
55.38 ± 22.39

6 m-DS2 99.46 ± 1.08
2.10 ± 0.30

96.25 ± 1.92
5.96 ± 0.81

99.94 ± 0.44
5.44 ± 0.67

99.94 ± 0.31
2.90 ± 0.00

96.67 ± 1.93
14.08 ± 9.11

7 m-DS3 99.20 ± 1.30
2.02 ± 0.14

92.87 ± 4.35
5.78 ± 1.11

100.00 ± 0.00
8.82 ± 0.89

99.17 ± 1.48
3.24 ± 0.22

99.27 ± 1.22
49.8 ± 21.69

8 Cancer-10 96.50 ± 1.16
6.4 ± 1.7

94.34 ± 1.92
11.6 ± 2.4

95.07 ± 1.23
51.26 ± 5.02

95.32 ± 1.49
22.14 ± 10.36

96.13 ± 1.29
15.80 ± 5.66

9 Cancer-30 96.20 ± 1.49
9.2 ± 4.1

92.11 ± 2.07
10.8 ± 2.1

95.24 ± 1.29
58.88 ± 4.46

93.74 ± 5.83
32.47 ± 12.41

92.40 ± 4.98
14.58 ± 7.14

10 Welded Beam 98.58 ± 1.13
3.9 ± 1.0

97.72 ± 1.04
8.42 ± 1.42

99.58 ± 0.45
7.86 ± 1.27

99.53 ± 0.48
11.06 ± 0.81

96.46 ± 4.14
35.90 ± 18.28

11 Truss 99.54 ± 0.75
3.30 ± 0.90

98.33 ± 1.10
11.06 ± 3.15

88.21 ± 1.62
174.28 ± 8.49

96.18 ± 1.20
19.19 ± 1.06

97.36 ± 3.81
36.02 ± 16.99

12 m-ZDT1-30 98.97 ± 0.57
7.60 ± 3.50

97.77 ± 0.58
30.26 ± 4.65

99.39 ± 0.35
82.08 ± 4.19

85.31 ± 1.35
220.20 ± 11.73

93.58 ± 10.21
45.34 ± 26.09

13 m-ZDT1-500 98.93 ± 0.60
9.34 ± 4.15

95.96 ± 0.80
21.02 ± 1.55

100.00 ± 0.00
140.58 ± 4.25

—
—

83.21 ± 18.42
52.14 ± 24.47

14 m-ZDT2-30 98.96 ± 0.57
8.10 ± 3.35

97.88 ± 0.70
28.22 ± 2.35

99.51 ± 0.33
80.98 ± 3.50

84.97 ± 1.18
233.69 ± 6.56

91.57 ± 11.92
48.44 ± 23.69

15 m-ZDT2-500 98.87 ± 0.72
8.84 ± 3.95

95.96 ± 0.80
21.02 ± 1.55

100.00 ± 0.00
140.56 ± 4.00

—
—

85.06 ± 16.82
50.64 ± 21.24

16 m-DTLZ1-30 98.77 ± 0.87
11.98 ± 5.85

78.52 ± 7.94
128.40 ± 22.39

94.22 ± 0.95
615.54 ± 9.24

55.96 ± 3.19
33.89 ± 0.01

81.59 ± 17.32
16.08 ± 21.89

17 m-DTLZ1-500 93.76 ± 4.24
22.72 ± 7.50

78.31 ± 7.21
126.94 ± 20.07

64.32 ± 1.76
1236.82 ± 13.26

—
—

80.49 ± 11.54
8.66 ± 16.19

18 m-DTLZ2-30 97.22 ± 2.25
17.48 ± 6.75

69.83 ± 6.16
156.00 ± 16.09

94.25 ± 1.04
615.44 ± 10.67

54.52 ± 2.96
35.84 ± 0.02

79.81 ± 19.46
12.32 ± 14.79

19 m-DTLZ2-500 95.32 ± 4.45
22.02 ± 10.62

76.68 ± 5.44
133.22 ± 15.95

64.22 ± 1.48
1245.92 ± 11.45

—
—

78.46 ± 14.08
8.08 ± 15.21

3.9 Conclusions and Future work

In this chapter, we have addressed the problem of generating interpretable and accurate non-

linear decision trees for binary classification problems. Split-rules at the conditional nodes of

a decision tree have been represented as a weighted sum of power-laws of feature variables. A

provision of integrating modulus operation in the split-rule has also been formulated, particularly
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to handle sandwiched classes of datapoints. The proposed algorithm of deriving split-rule at a

given conditional-node in a decision tree has two levels of hierarchy, wherein the upper-level is

focused at evolving the power-law structures and operates on a discrete variable space, while the

lower-level is focused at deriving values of optimal weights and biases by searching a continuous

variable space to minimize the net impurity of child nodes after the split. Efficacy of upper-level

and lower-level evolutionary algorithm have been tested on customized datasets. The lower-level

GA is able to robustly and efficiently determine weights and biases to minimize the net-impurity. A

test conducted on imbalanced dataset has also revealed the superiority of the proposed lower-level

GA to achieve a high classification accuracy without relying on any synthetic data. Ablation studies

conducted on the upper-level GA also demonstrate the efficacy of the algorithm to obtain simpler

split-rules without using any prior knowledge. Results obtained on standard classification bench-

mark problems and a real-world single-objective problem has amply demonstrated the efficacy and

usability of the proposed algorithm.

The classification problem has been extended to discriminate Pareto-data from non-Pareto data

in a multi-objective problem. Experiments conducted on multi-objective engineering problems

have resulted in determining simple polynomial rules which can assist in determining if the given

solution is Pareto-optimal or not. These rules can then be used as design-principles for generating

future optimal designs. As further future studies, we plan to integrate non-polynomial and generic

terms in the expression of the split-rules. The proposed bilevel framework can also be tested for

regression and reinforcement-learning related tasks which we shall discuss in upcoming chapters.

The upper-level problem can be converted to a bi-objective problem for optimizing both �* and �!

simultaneously, so that a set of trade-off solutions can be obtained in a single run. Nevertheless, this

proof-of-principle study on the use of a customized bilevel optimization method for classification

tasks is encouraging for us to launch such future studies.
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3.10 Parameter Settings

3.10.1 Termination Criteria and other Parameter Settings for Inducing a Non-linear Deci-
sion Tree (NLDT)

• Number of power-laws per split-rule: ? = 3,

• Allowable set of exponents: E = {−3,−2, . . . , 3},

• Impurity Metric: Gini Score.

• Minimum Impurity to conduct a split: g<8= = 0.05

• Minimum number of points required in a node conduct a split: #<8= = 10

• Maximum allowable Depth = 5

• Pruning threshold: g?AD=4 = 3%

3.10.2 Parameter Setting for NSGA-II for multi-objective data creation

We used the implementation of NSGA-II Algorithm as provided in pymoo [59]. pymoo is an official

python package for multiobjective optimization algorithms and is developed under supervision of

Prof. Deb who is the original developer of NSGA-II and NSGA-III algorithms. Following

parameter setting was adopted to create Pareto and non-Pareto datasets for two objective Truss and

Welded beam problems:

• Population Size = 500

• Maximum Generations = 1000

• Cross Over = SBX

• SBX [2 = 15

• SBX probabililty = 0.9
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• Mutation type = Polynomial Mutation

• Mutation [< = 20

• Mutation probability ?< = 1/=E0A (where =E0A is total number of variables)

3.10.3 Parameter Setting for Upper Level GA

This section provides the general parameter setting used for the upper level of our bilevel GA.

• Population size = 10 × 3, where 3 is the dimension of the feature space of the original

problem.

• Selection = Binary tournament selection.

• Crossover probability (?*G>E4A ) = 0.9

• Mutation parameters:

– Mutation probability (?*<DC) = <8=(0.33, 1/3).

– Distribution parameter V = 3 (any value > 1 will be good).

• ?I4A> = 0.75

• Maximum number of generations = 100

3.10.4 Parameter Setting for Lower Level GA

Following parameter setting is used for lower level GA:

• Population size = 50,

• Maximum generations = 50,

• Variable range = [−1, 1],

• Crossover type = Simulated Binary Crossover (SBX)
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• Mutation type = Polynomial Mutation

• Selection type = Binary Tournament Selection

• Crossover probability = 0.9,

• Mutation probability = 1/=E0A ,

• Number of variables =E0A = ? + 1, if < = 0 or ? + 2 if < = 1, where ? is the total number of

power-laws allowed and < is the modulus flag,

• SBX and polynomial mutation parameters: ([2, [<) = (2, 15).

3.10.5 Creation of Customized 2D Datasets: DS1- DS4

As mentioned before, the customized datasets DS1-DS4 (Figure 3.8) were synthetically generated.

This section explains the procedure which was adopted to generate these customized datasets.

Datapoints in 2� space were created using a reference curve b (x) and were assigned to either

the Class-1 or Class-2. Two additional parameters X and f controlled the location of a datapoint

relative to the reference curve b (x). Datapoints (x(i)) for a given dataset were generated using

following steps:

• First = points falling on curve b (x) = 0 were initialized for reference. Lets denote these

reference points on the curve with x(i)r (where 8 = 1, 2, . . . , =). Thus,

b (x(i)r ) = 0, 8 = 1, 2, . . . , =.

• = points (x(i)) for a dataset were then generated using the following equation

x(i) = x(i)r + X + fA, 8 = 1, 2, . . . , =, (3.29)

where A is a random number between 0 and 1, X represents the offset and f indicates the

amount of spread.
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Four datasets generated for conducting ablation studies are graphically represented in Fig. 3.8.

Parameter setting which was used to generate these datasets is provided Table 3.14. #� and

#� indicate the number of datapoints belonging to Class-1 and Class-2 respectively.

Table 3.14: Parameter setting to create customized datasets D1-D4. For Class-1 data-points
(X, f) = (0, 0.01).

Dataset b (x) Class-1 Class-2
NA NB (X, f)

DS1 2G1 + G2 − 3 = 0 100 100 (0.025, 0.2)
DS2 2G1 + G2 − 3 = 0 10 200 (0.025, 0.2)
DS3 G2

1 + G2 − 1 = 0 100 100 (0.025, 0.2)

DS4 2G1 + G2 − 3 = 0 100 50 (0.025, 0.2)
50 (−0.015,−0.2)
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CHAPTER 4

CONTROL: INTERPRETABLE POLICY FOR DISCRETE ACTION SPACES

4.1 Introduction

Control system problems are increasingly being solved by using modern reinforcement learning

(RL) and other machine learning (ML) methods to find an autonomous agent (or controller) to

provide an optimal action �C for every state variable combination (C in a given environment at

every time-step C. Execution of the output action �C takes the object to the next state (C+1 in the

environment and the process is repeated until a termination criteria is met. This is conceptually

demonstrated in Figure 4.1

Figure 4.1: Control Loop

Themapping between input state (C and output action �C is usually captured through an artificial

intelligence (AI) method. In the RL literature, this mapping is referred to as policy (c(() : S→ A),

where S is the state space and A is the action space. Sufficient literature exists in efficient training

of these RL policies [60, 61, 62, 63]. While these methods are efficient at training the AI policies

for a given control system task, the developed AI policies, captured through complicated networks,

are complex and non-interpretable.

Interpretability of AI policies is important to a human mind due to several reasons: (i) they help
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provide a better insight and knowledge to the working principles of the derived policies, (ii) they

can be easily deployed with a low fidelity hardware, (iii) they may also allow an easier way to extend

the control policies for more complex versions of the problem. While defining interpretability is

a subjective matter, a number of past efforts have attempted to find interpretable AI policies with

limited success.

In the remainder of this chapter, we first present themainmotivation behind finding interpretable

policies in Section 4.2. A few past studies in arriving at interpretable AI policies is presented in

Section 4.3. In Section 4.5, we briefly discuss an extension to our nonlinear decision tree (NLDT)

approach in the context of arriving at interpretable AI policies. The overall open-loop and closed-

loop NLDT policy generation methods are described in Section 4.6. Results on some control

system problems are presented in Section 4.7. Finally, conclusions and future studies are presented

in Section 4.10.

4.2 Motivation for the Study

Asmentioned in the earlier chapters, various data analysis tasks, such as classification, controller

design, regression, image processing, etc., are increasingly being solved using artificial intelligence

(AI) methods.These are done, not because they are new and interesting, but because they have been

demonstrated to solve complex data analysis tasks without much change in their usual frameworks.

With more such studies over the past few decades, they are faced with a huge challenge. Achieving

a high-accuracy solution does not necessarily satisfy a curious domain expert, particularly if the

solution is not interpretable or explainable. A technique (whether AI-based or otherwise) to handle

data well is no more enough, researchers now demand an explanation of why and how they work.

Consider the MountainCar control system problem (see Figure 4.2, which has been extensively

studied using various AI methods [64, 65, 66]. The problem has two state variables (position GC

along G-axis and velocity EC along positive G-axis) at every time instant C which would describe the

state of the car at C. Based on the state vector (C = (GC , EC), a policy c(() must decide on one of the

three actions �C : decelerate (�C = 0) along positive G-axis with a pre-defined value −0, do nothing
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Figure 4.2: Mountain Car problem. It comprises of two state variables G, E and is controlled using
three actions: -1 for deceleration, 0 for nothing and +1 for acceleration.

(�C = 1), or accelerate (�C = 2) with 0 in positive G-axis direction. The goal of the control policy

c(() is to take the under-powered car (it does not have enough fuel to directly climb the mountain

and reach the destination) over the right hump in a maximum of 200 time-steps starting anywhere

at the trough of the landscape. Physical laws of motion are applied and a policy c(() has been

trained to solve the problem. The RL produces a black-box policy c>A02;4 (() for which an action

�C ∈ [0, 1, 2] will be produced for a given input (C = (GC , EC) ∈ R2. Figure 4.3a shows the state-

(a) Using c>A02;4 . (b) Using NLDT.

Figure 4.3: State-action combinations for MountainCar prob.

action combinations obtained from 92 independent successful trajectories (amounting to total of
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10,000 time-steps) leading to achieving the goal using a pre-trained deterministic black-box policy

c>A02;4. The G-location of the car and its velocity can be obtained from a point on the 2D plot.

The color of the point (C = (GC , EC) indicates the action �C suggested by the oracle policy c>A02;4

(�C = 0: blue, �C = 1: orange, and �C = 2: green). If a user is now interested in understanding

how the policy c>A02;4 chooses a correct �C for a given (C , one way to achieve this would be to

represent and analyze the policy function c8=C ((C) as shown below:

c8=C ((C) =


02C8>= 0, if q0((C) is true,

02C8>= 1, if q1((C) is true,

02C8>= 2, if q2((C) is true,

(4.1)

where q8 ((C) : '2 → {0, 1} is a Boolean function which partitions the state space S into two

sub-domains based on its output value and for a given state (C , exactly one of q8 ((C) is true, thereby

making the policy c8=C deterministic. If we re-look at Figure 4.3a we notice that the three actions

are quite mixed at the bottom part of the G-E plot (state space). Thus, the partitioning Boolean

functions q8 of Eq. 4.1 need to be quite complex in order to have q0((C) = true for all blue points,

q1((C) = true for all orange points and q2((C) = true for all green points in a mutually exclusive

manner.

What we address in this study is an attempt to find an approximated policy function c8=C ((C)

which may not explain all 100% time instance data corresponding to the oracle black-box policy

c>A02;4 ((C) (Figure 4.3a), but it is fairly interpretable to capture and explain most of the behavior

of c>A02;4. Consider the state-action plot in Figure 4.3b, which is generated with a simpler and

a relatively more interpretable policy c8=C ((C) = {8 |q8 ((C) is true, 8 = 0, 1, 2} obtained by our

proposed procedure as shown below

q0((C) = ¬k1((C),

q1((C) = (k1((C) ∧ ¬k2((C)) ,

q2((C) = (k1((C) ∧ k2((C)) ,

(4.2)
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where k1((C) = |0.96 − 0.63/ĜC2 + 0.28/ÊC − 0.22ĜC ÊC | ≤ 0.36, and k2((C) = |1.39 − 0.28ĜC2 −

0.30ÊC2 | ≤ 0.53. Here, ĜC and ÊC are normalized state variables (see Section 4.6.1). The action �C

predicted using the above policy does not match the output of c>A02;4 at some states (about 8.1%),

but from our experiments we observe that it is still able to drive the mountain-car to the destination

goal located on the right hill in 99.8% episodes.

Importantly, the policies are simplistic and amenable to an easier understanding of the relation-

ships between GC and EC to make a near perfect control. Since the explanation process used the

data from c>A02;4 as the universal truth, the derived relationships can also provide an explanation

of the working of the black-box policy c>A02;4. A more gross approximation to Figure 4.3a by

more simplified relationships (q8) may reduce the overall open-loop accuracy (see Section 4.4)

of matching the output of c>A02;4. Hence, a balance between a good interpretability and a high

open-loop accuracy in searching for Boolean functions q8 ((C) becomes an important matter for

such an interpretable AI-policy development study.

In this work, we focus on developing a search procedure for arriving at the k-functions (see

Eq. 4.2) for discrete action systems. The structure of the policy c8=C ((C) shown in Eq. 4.1 resembles

a decision tree (DT), but unlike a standard DT, it involves a nonlinear function at every non-leaf

node, requiring an efficient nonlinear optimization method to arrive at reasonably succinct and

accurate functionals. The procedure we propose here is generic and is independent of the AI

method used to develop the black-box policy c>A02;4.

4.3 Related Past Studies

A few studies exist which are focused at generating interpretable policies. In [67], an in-

terpretable orchestrator is developed to choose from two RL-policies: c� (modelled for reward

maximization) and c' for maximizing an ethical consideration. The orchestrator is dependent

on only one of the state-variables and despite it being interpretable, the policies: c� and c' are

still black-box and convoluted. [68] constructs a set of interpretable index based policies and uses

multi-arm bandit procedure to select a high performing index based policy. The search space of
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interepretable policies is much smaller and the procedure suggested for finding an interpretable

policy is computationally heavy, taking about hours to several days of computational time on simple

control problems. In [69], genetic programming (GP) is used to obtain interpretable policies on

control tasks involving continuous actions space through model-based policy learning. However

the interpretability was not captured in the design of the fitness function and a large archive was

created passively to store every policy for each complexity encountered during the evolutionary

search. A linear decision tree (DT) based model is used in [70] to approximate the Q-values of

trained neural network. In that work, the split in DT occurs based on only one feature, and at each

terminal node the Q-function is fitted using a linear model on all features. [71] uses a program

sketch ( to define the domain of interpretable policies 4. Interpretable policies are found using a

trained black-box oracle 4# as a reference by first conducting a local search in the sketch space

( to mimic the behaviour of the oracle 4# and then fine-tuning the policy parameters through

online Bayesian optimization. The bias towards generating interpretable programs is done through

controlled initialization and local search rather than explicitly capturing interpretability as one of

the fitness measure. Particle swarm optimization [72] is used to generate interpretable fuzzy rule

set in [73] and is demonstrated on classic control problems involving continuous actions. Works

on DT [12] based policies through imitation learning has been carried out in [74]. [75] extends this

to utilize Q-values and eventually render DT policies involving < 1, 000 nodes on some toy games

and CartPole environment with an ultimate aim to have the induced policies verifiable. [76] used

axis-aligned DTs to develop interpretable models for black-box classifiers and RL-policies. They

first derive a distribution function P by fitting the training data through axis-aligned Gaussian dis-

tributions. P is then used to compute the loss function for splitting the data in the DT. [77] attempts

to generate interpretable DTs from an ensemble using a genetic algorithm. In [78], regression

trees are derived using classical methods such as CART [12] and Kd-tree [79] to model Q-function

through supervised training on batch of experiences and comparative study is made with ensemble

techniques. In [80], a gradient based approach is developed to train the DT of pre-fixed topology

involving linear split-rules. These rules are later simplified to allow only one feature per split node
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(a) Open-loop (b) Closed-loop

Figure 4.4: Performance measures.

and resulting DTs are pruned to generate simplified rule-set.

While the above methods attempt to generate an interpretable policy, the search process does

not use complexity of policy in the objective function, instead, they rely on initializing the search

with certain interpretable policies. In our approach described below, we use to concept of NLDT

induction discussed in Chapter 3 to build an efficient search algorithm to directly find relatively

simple and interpretable policies than black-box DNN or tabular-tile based policies using recent

advances in nonlinear optimization.

4.4 Performance Measures

Before we proceed into formally discussing the NLDT based policies, we will quickly discuss

two performance metrics we used to measure and compare performance of policies.

4.4.1 Open-Loop Accuracy

Open-loop accuracy quantifies how accurately does a given policy c8=C mimics the reference black-

box oracle policy c>A02;4. This is conceptually shown in Figure 4.4a. Here, under ideal scenario

(100% open-loop accuracy), for every state ((C), the output �′(C) of policy c8=C will match the

output �(C) of the black-box policy c>A02;4. In our case, since the action-space is discrete, the

open-loop accuracy is identical to the classification accuracy on the labelled state-action dataset
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generated using the black-box policy c>A02;4.

4.4.2 Closed-loop Performance

Under the close-loop setting, theAI is directly used as a controller to control the object by interacting

with the environment or dynamics of the control system as shown in Figure 4.4b. For each transition

from state ((C) to state ((C + 1) using action �(C), a reward A (C) is collected. The loop is repeated

until a termination criteria is reached. The entire sequence of state-action-state transitions from

start to termination is referred to as episode. The cumulative reward value collected during entire

episode is given by

'4 =

C 5∑
C=0

A (C), (4.3)

where C 5 is the time-step at which an episode terminated. The episode is called a success if the

desired goal is reached or a target is achieved upon the termination. Else, the episode is declared

as a failure. In the mountain-car example (Figure 4.2), an episode is considered as a success if by

200 time-steps, the AI is able to drive the car to the flag-post located on the right up-hill, else it’s a

failure.

We measure closed-loop performance of an AI using two metrics

• Cumulative Reward which is measured using Eq. 4.3, and

• Task Completion Rate, which quantifies number of successful episodes across 100 closed-

loop simulations.

4.5 Nonlinear Decision Trees (NLDTs) as Policies

Similar to classification problems where NLDT is used as a classifier to predict the class of a

given datapoint, in control systems involving discrete actions, NLDT can represent a policy wherein

for a given input state x, the corresponding action 0 can be determined by traversing the tree and

reaching the leaf node.
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We implement two frameworks to represent non-linear decision trees: binary-split and multi-

split. The binary-split NLDT is identical to the one discussed in Chapter 3. The multi-split NLDT

can be obtained by allowing more than two splits for a given conditional node. We will briefly

discuss binary-split and multi-split NLDT frameworks.

4.5.1 Binary-split NLDT

In binary-split NLDT, a conditional node undergoes exactly two splits. Unlike in Chapter 3 where

we mainly discussed problems involving two classes, in case of discrete-action control problems,

more than two actions can appear. This is conceptually illustrated in Figure 4.5 for control problem

involving three actions.

Figure 4.5: Binary-split NLDT for Discrete action control systems.

Each conditional node represents a non-linear control logic 5 (x) ≤ 0, where the non-linear

function 5 (x) assumes the similar form as the one discussed in Chapter 3 and is shown below for

quick reference

5 (x) =


∑?

8=1 F8�8 + \1, if < = 0,���∑?

8=1 F8�8 + \1
��� − |\2 |, if < = 1,

(4.4)

The �8 are power-laws of type �8 =
∏3
9=1 G

18 9

9
and < indicates presence or absence of absolute

operator.
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4.5.2 Multi-split NLDT

Unlike the binary-split NLDT, in multi-split NLDT, a node is allowed to have more than two

partitions or splits. If the number of classes (or discrete action values in our case) in the dataset is

2, then a node in the multi-split NLDT can have upto 2-splits as shown in Figure 4.6a.

(a) Schematic of Multi-split NLDT. (b) Biases in 58 (x) for Multi-split NLDT.

Figure 4.6: Multi-split NLDT configuration. Numbers in square brackets indicate class distribution
of datapoints.

The number within square brackets in a node in multi-split NLDT of Figure 4.6a indicates class

distribution. The split function 5 (x) for a node in multi-split NLDT is given by the following

equation

5 (x) =
?∑
8=1

F8�8 . (4.5)

Notice the difference between split-rule for binary-split NLDT (Eq. 4.4) and split-rule for multi-split

NLDT (Eq. 4.5). The former involves bias terms \8 and a modulus parameter < while the latter is

expressed as the weighted sum of power-laws �8 (Eq. 3.3) only. In multi-split NLDT, for a given

feature vector x, the value of its split function 5 (x) is compared against biases \8 to determine

child node where the datapoint will belong. This is schematically shown in Figure 4.6b for a node

undergoing 4 splits. Thus, for a given feature vector x,

If −∞ < 5 (x) ≤ \1, Move to Split 1 Node,

If \1 < 5 (x) ≤ \2, Move to Split 2 Node,

· · · · · ·
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4.6 Overall Approach

The overall approach is illustrated in Figure 4.7. First, a dedicated black-box policy c>A02;4 is

Figure 4.7: A schematic of the proposed overall approach.

trained from the actual environment/physics of the problem. Training of black-box policy c>A02;4 is

not the focus of our current work and we use standard approaches from literature to obtain c>A02;4.

Next, the trained policy c>A02;4 (Block 1 in the figure) is used to generate labelled training and

testing datasets of state-action pairs from different time-steps. We generate two types of training

datasets: Regular – as they are recorded from multiple episodes, and Balanced – selected from

multiple episodes to have almost equal number of states for each action, where an episode is a

complete simulation of controlling an object with a policy over multiple time-steps. Third, the

labelled training dataset (Block 2) is used to find the NLDT (Block 3) using the recursive bilevel

evolutionary algorithm described in Section 4.6.2. We call this an open-loop NLDT (or, NLDT$!),

since it is derived from a labelled state-action dataset generated from c>A02;4, without using any

overall reward or any final goal objective in its search process, which is typically a case while doing

reinforcement learning. Use of labelled state-action data in supervised manner allows a faster

search of NLDT even with a large dataset as compared to constructing the NLDT from scratch

through reinforcement learning by interacting with the environment to maximize the cumulative

rewards [71]. Next, in an effort to make the overall NLDT relatively more interpretable while

simultaneously ensuring better closed-loop performance, we prune the NLDT by taking only the

79



top part of NLDT$! (we call NLDT
(%)
$!

in Block 4) and re-optimize all non-linear rules within it for

the weights and biases using an efficient evolutionary optimization procedure to obtain final NLDT*

(Block 5). The re-optimization is done here with closed-loop objectives, such as the cumulative

reward function or closed-loop completion rate. We briefly discuss the open-loop training procedure

of inducing NLDT$! and the closed-loop training procedure to generate NLDT* in next sections.

4.6.1 Data Normalization

First, we provide the exact normalization of state variables performed before the open-loop learning

task is executed. Before training and inducing the non-linear decision tree (NLDT), features in the

dataset are normalized using the following equation:

Ĝ8 = 1 + (G8 − Gmin
8 )/(G

max
8 − Gmin

8 ), (4.6)

where G8 is the original value of the 8-th feature, Ĝ8 is the normalized value of the 8-th feature, Gmin
8

and Gmax
8

are minimum and maximum value of 8-th feature as observed in the training dataset. This

normalization will make every feature G8 to lie within [1, 2]. This is done to ensure that G8 = 0 is

avoided to not cause a division by zero.

4.6.2 Open-loop Training

As a first step for open-loop training, the pre-trained black-box oracle c>A02;4 is used to generate

labelled state-action dataset (step A in Figure 4.7). Once the labeled dataset is generated, the

problemof inducingNLDT to fit the data translates to the supervised learning problemof developing

a classifier.

4.6.2.1 Open-loop training for Binary-split NLDT

The open-loop training for binary-split is identical to the procedure discussed in Chapter 3 wherein

an evolutionary bilevel algorithm is employed to derive non-linear split-rule at each conditional

80



node. The NLDT is grown using recursive splitting of training data.

4.6.2.2 Open-loop training for Multi-split NLDT

Similar to binary-split NLDT, a dedicated bilevel optimization algorithm is applied to derive the

split-rule 5 (x) of Eq. 4.5 and its associated biases \8 at a given conditional node. The optimization

formulation to obtain the split-rule for a conditional node in multi-split NLDT and values of

corresponding \8 is as given below

Min. �* (B,w∗,�∗),

s.t. (w∗,�∗) ∈ argmin
{
�! (w,�) |(B,<)

��
�! (w, −1 ≤ F8 ≤ 1, ∀8, �) |(B,<) ≤ g� ,

� ∈ [−1, 1]<+1
}
,

\8 < \ 9 , 8 < 9 , ∀8, 9 , 18 9 ∈ /.

(4.7)

Here, the upper level objective function �* is identical to the one given in Eq. 3.7. It quantifies

the complexity of the rule by counting the number of non-zero exponents in power-laws �8. The

lower level objective function �! quantifies the quality of split by computing weighted sum of

impurity scores of resulting child nodes as shown in the equation below

�! =

=2ℎ8;3B∑
8=1

#8

#
Gini(8), (4.8)

where =2ℎ8;3B indicates total number of child nodes created from the split. The number of splits (and

hence the number of child nodes) depends on the distribution of datapoints in the given conditional

node. If the number of datapoints belonging to 8-th class in the given conditional node is =8 and

there are total 2 classes in the original dataset, then the number of splits =B?;8CB (or equivalently

=2ℎ8;3B) a given conditional node undergoes is

=B?;8CB =

2∑
8=1

max(0, =8 − g2)
=8 − g2

, (4.9)
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where g2 is a user specified parameter. The optimization formulation for lower-level optimization

in multi-split NLDT is given as under

Min. �! (w,�)
��
(B,<) ,

s.t. \8 < \ 9 , 8 ∈ {1, . . . , =2 − 2} and 9 = 8 + 1,

F8 ∈ [−1, 1]? , � ∈ [−1, 1]=2−1,

(4.10)

where ? is the total number of power-laws �8 (Eq. 4.5).

4.6.3 Closed-loop Training

The intention behind the closed-loop training is to enhance the closed-loop performance of NLDT.

It will be discussed in Section 4.7 that while closed-loop performance of NLDT$! is at par with

c>A02;4 on control tasks involving two to three discrete actions, like CartPole and MountainCar, the

NLDT$! struggles to autonomously control the agent for control problems such as LunarLander

having more states and actions. In closed-loop training, we fine-tune and re-optimize the weights

W and biases� of an entire NLDT$! (or pruned NLDT$! , i.e. NLDT
(%)
$!

– block 4 in Figure 4.7)

to maximize its closed-loop fitness (��!), which is expressed as the average of the cumulative

reward collected on " episodes:

Maximize ��! (W,�) = 1
"

"∑
8=1

'4 (W,�),

Subject to W ∈ [−1, 1]=F ,� ∈ [−1, 1]=\ ,
(4.11)

where =F and =\ are total number of weights and biases appearing in entire NLDT and " = 20 in

our case.

4.7 Experiments: AIM and Procedure

In this work, we conduct experiments to demonstrate the performance of NLDT on control

problems involving discrete actions. Efficacy of the proposed approach of inducing NLDT is
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shown on two types of control tasks as listed below:

• Binary Discrete Action Space (B-DAS): The agent in these control tasks is allowed to

have exactly two discrete actions. Environments considered for this task are CartPole and

CarFollowing as shown in Figures 4.8a and 4.8b, respectively.

• Multiple Discrete Action Space (M-DAS): Action space of agent in these control tasks in-

volves three or more discrete actions. Environments considered for this task areMountainCar

and LunarLander as shown in Figures 4.2 and 4.8c, respectively.

(a) CartPole environment.

(b) CarFollowing environment.

(c) LunarLander environment.

Figure 4.8: Three control problems.

Through our experiments, we try to empirically demonstrate effects of training data size,

data distribution (regular or balanced) and NLDT framework (binary-split or multi-split) on the

performance of NLDT.

4.7.1 Experimental Setup

At first, a dedicated black-box AI is trained for each control tasks listed above. The method used

to derive the black-box AI for each control task is provided in the corresponding sections. It is
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to note here that training of the black-box AI is not the focus of our research. Our aim here is to

decipher complicated and incomprehensible (but efficiently functioning) black-box AI controller by

representing it in a relatively more interpretable format through Non-linear Decision Tree (NLDT).

Once the black-box AI is trained, it is used to generate labelled training and testing datasets of

state-action pairs (block 2 in Figure 4.7). The labelled training dataset is used to induce the NLDT

using the recursive bilevel evolutionary algorithm [81] (Section 4.6.2).

The training dataset is generated by storing state-action values from the sequential interaction

of black-box AI (such as DNN) with the corresponding environment. We generate two types of

training datasets: Regular and Balanced. Discussion regarding the procedure used to generate

regular and balanced dataset is explained next.

4.7.1.1 Creation of Regular Dataset

For creating a regular dataset of =C>C0; datapoints, the sequential state-action data of different

episodes is stored from the interaction of trained black-box AI with the corresponding environment.

Since the datapoint (state-action pair) is stored for each time-step in sequential manner (if the

episode terminates and the collected number of datapoints is less than =C>C0; , then a new episode

is invoked and the process of data collection repeats), there is no explicit control on the number of

datapoints which will fall into a particular action category. Hence, the resulting data distribution

might have an inherent bias. This bias in data distribution is more evident for environments

involving more than two actions as shown in Table 4.1.

Table 4.1: Class Distribution of Regular Training Datasets for different problems. For each row,
the 8-th number in second column represents the number of datapoints belonging to 8-th action.

Problem #Classes Class Distribution
CartPole 2 4997; 5003

CarFollowing 2 5237; 4763
MountainCar 3 3452; 495; 6053
LunarLander 4 3661; 1650; 3779; 910

Since some of the actions have lesser representation in the training dataset, it might negatively

affect the closed-loop performance of the NLDT. To investigate this effect of bias, we create
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balanced datasets with near-uniform distribution across all actions/classes. The procedure to

create a balanced (or almost balanced) dataset is discussed next.

4.7.1.2 Creation of Balanced Dataset

In order to create a uniformly (or near-uniformly) distributed data across all actions in the dataset

of =C>C0; datapoints, data creation procedure similar to the one discussed above is implemented,

i.e. data is stored from sequential time-steps. However, if the number of datapoints for a particular

action reaches a threshold limit of d =C>C0;=02C8>=B
e (where =02C8>=B is the total number of discrete actions

and dGe indicates the round-up function), no extra datapoints are collected for that action. It is

to note that data for other actions (for which number of collected datapoints is still less than the

prescribed threshold value) is still collected from sequential time-steps until total =C>C0; datapoints

are collected.

The regular and balanced data creation method is used to create training datasets only. Testing

datasets are created with the regular dataset creation approach. Also, since for binary action spaces,

the distribution is fairly uniform (Table 4.1), we don’t create balanced training datasets for these

problems (i.e. CartPole and CarFollowing).

4.8 Experiments and Analysis on Control Tasks with Binary Action Spaces

In this section, we conduct experiments and discuss results obtained by using our approach for

control tasks involving two discrete actions, namely: 1) CartPole, and 2) CarFollowing.

4.8.1 CartPole Problem

As shown in Figure 4.8a, the CartPole problem comprises of four state variables: 1) G-position

(G → G0), velocity in +ve G direction (E → G1), angular position from vertical (\ → G2) and angular

velocity (l → G3) and is controlled by applying force towards left (action 0) or right (action 1) to

the cart. The objective is to balance the inverted pendulum (i.e. −24 deg ≤ \ ≤ 24 deg) while also

ensuring that the cart doesn’t fall off from the platform (i.e. −4.8 ≤ G ≤ 4.8). For every time-step,
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a reward value of 1 is received while \ is within ±24 deg. The maximum episode length is set to

200 time-steps.

A deep neural network (DNN) controller is trained on the CartPole environment using the PPO

algorithm [61]. Table 4.2 shows the performance of NLDT on the training data sets of different

sizes. It is observed that NLDT trained with 5,000 and 10,000 data points shows a robust open-loop

performance and also produces 100% closed-loop performance. Keeping this in mind, we keep

the training data size of 10,000 fixed across all control problems discussed in this dissertation.

It is observed that NLDT$! trained with at least 5,000 data points shows a robust open-loop

performance. The obtained NLDT$! has a about two rules with on an average three terms in the

derived policy function.

Table 4.2: Effect of training data size on performance of NLDT$! on CartPole problem.

Training
Data Size

Training
Accuracy

Testing
Accuracy

#
Rules

Rule
Length

Cumulative
Reward

Compl. Rate
(Closed-loop)

100 97.00 82.79 1.50 3.30 199.73 95.0
500 95.5 79.66 1.90 3.88 175.38 51.00
1,000 91.90 90.59 1.80 4.05 200.00 100
5,000 92.07 92.02 1.70 4.25 200.00 100
10,000 91.86 92.05 1.30 4.45 200.00 100

Interestingly, the same NLDT (without closed-loop training) also produces 100% closed-loop

performance by achieving the maximum cumulative reward value of 200.

4.8.1.1 NLDT for CartPole Problem

One of the NLDT$! obtained for the CartPole environment is shown in Figure 4.9 in terms of

normalized state variable vector x̂.

The respective policy can be alternatively stated using the programmable if-then-else rule-

structure as shown in Algorithm 5:

A little manipulation will reveal that for a correct control startegy, Action 0 must be invoked if

following condition is true:

2.39 ≤
(
Ĝ0

Ĝ2
2 +

3.50
Ĝ3

2

)
≤ 5.06,
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Figure 4.9: CartPole NLDT$! induced using 10,000 training samples. It is 91.45% accurate on
the testing dataset but has 100% closed loop performance. Normalization constants are: xmin =
[-0.91, -0.43, -0.05, -0.40], xmax = [1.37, 0.88, 0.10, 0.45].

Algorithm 5: CartPole Rules. Normalization constants are: G<8= = [-0.91, -0.43, -0.05,
-0.40], G<0G = [1.37, 0.88, 0.10, 0.45].

if
���−0.18Ĝ0Ĝ2

−2 − 0.63Ĝ3
−2 + 0.67

��� − 0.24 ≤ 0 then
Action = 0

else
Action = 1

end

otherwise, Action 1 must be invoked. First, notice that the above policy does not require the current

velocity (Ĝ1) to determine the left or right action movement. Second, for small values of angular

position (Ĝ2 ≈ 1) and angular velocity (Ĝ3 ≈ 1), i.e. the pole is falling towards left, the above

condition is always true. That is, the cart should be pushed towards left, thereby trying to stabilize

the pole to vertical position. On the other hand, if the pole is falling towards right (large values

of Ĝ2 ≈ 2 and Ĝ3 ≈ 2), the term in bracket will be smaller than 2.39 for all Ĝ0 ∈ [1, 2], and the

above policy suggests that Action 1 (push the cart towards right) must be invoked. When the pole is

falling right, a push of the cart towards right helps to stabilize the pole towards its vertical position.

These extreme case analyses are intuitive and our policy can be explained for its proper working,

but what our NLDT approach is able to find is a precise rule for all situations of the state variables

to control the Cart-Pole to a stable configuration, mainly using the blackbox-AI data.

4.8.2 CarFollowing Problem

This problem simulates a one dimensional car chasing scenario. We have developed a discretized

version of the car following problem discussed in [82] (illustrated in Figure 4.8b), wherein the task
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is to follow the car in the front which moves with a random acceleration profile (between −1</B2

and +1</B2) and maintain a safe distance of 3B0 5 4 = 30< from it. The rear car is controlled

using two discrete acceleration values of −1</B2 (Action 0) and +1</B2 (Action 1). The car-chase

episode terminates when the relative distance 3A4; = G 5 A>=C − GA4; is either zero (i.e. collision case)

or is greater than 150 m. At the start of the simulation, both cars start with the initial velocity of

zero. A DNN policy for CarFollowing problem was obtained using a double Q-learning algorithm

[83]. The reward function for the CarFollowing problem is shown in Figure 4.10, indicating that a

relative distance close to 30 m produces the highest reward.

Figure 4.10: Reward function for CarFollowing environment.

It is to note here that unlike the CartPole control problem, where the dynamics of the systemwas

deterministic, the dynamics of the CarFollowing problem is not deterministic due to the random

acceleration profile with which the car in the front moves. This randomness introduced by the

unpredictable behaviour of the front car makes this problem more challenging.

Results for the CarFollowing problem are shown in Table 4.3. An average open-loop accuracy

of 96.53% is achieved with at most three rules, each having 3.28 terms on an average.

For this problem, we apply the closed-loop re-optimization (Blocks 4 and 5 to produce Block 6

in Figure 4.7) on the entire NLDT$! . As shown Table 4.4, NLDT* is able to achieve better closed-
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Table 4.3: Results on CarFollowing problem correspoing to open-loop training (NLDT$!).

Train. Acc. Test. Acc. Depth # Rules Rule Length Compl. Rate
96.41 ± 1.97 96.53 ± 1.90 1.90 ± 0.30 2.40 ± 0.66 3.28 ± 0.65 100 ± 0.00

loop performances (100% completion rate and better average cumulative reward). Figure 4.11

shows that NLDT* adheres the 30< gap between the cars more closely than original DNN or

NLDT$! .

Table 4.4: Closed-loop performance analysis after re-optimizing NLDT for CarFollowing problem
(k = 103).

AI Cumulative Reward Compl. RateBest Avg ± Std
DNN 174.16k 173.75k ±20.95 100 ± 0.00

NLDT$! 174.15k 173.87k ±16.48 100 ± 0.00
NLDT* 179.76k 179.71k ±0.95 100 ± 0.00
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Figure 4.11: Relative distance plot for CarFollowing problem.
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4.8.2.1 NLDT for CarFollowing Problem

The NLDT$! obtained for the CarFollowing problem is shown in Figure 4.12. The rule-set is

Figure 4.12: NLDT$! for the CarFollowing problem. Normalization constants are: Gmin = [0.25,
-7.93, -1.00], Gmax = [30.30, 0.70, 1.00].

provided in its natural if-then-else form in Algorithm 6.

Algorithm 6: Ruleset corresponding to NLDT$! (Figure 4.12) of the CarFollowing
problem.
if 0.63Ĝ0 − 0.87Ĝ1

−2Ĝ2 − 1.00 ≤ 0 then
if 0.96Ĝ1

−3 − 0.58Ĝ0 + 1.00 ≤ 0 then
Action = 1

else
Action = 0

end
else

Action = 1
end

Recall that the physical meaning of state variables is: G0 → 3A4; (relative distance between

front car and rear car), G1 → EA4; (relative velocity between front car and rear car) and G2 → 0

(acceleration value (−1 or +1 m/s2) at the previous time step). Action = 1 stands for acceleration

and Action = 0 denotes deceleration of the rear car in the next time step.

From the first rule (Node 0), it is clear that if the rear car is close to the front car (Ĝ0 ≈ 1),

the root function 50(x) is never going to be positive for any value of relative velocity or previous

acceleration of the rear car (both Ĝ1 and Ĝ2 lying in [1,2]). Thus, Node 4 (Action = 1, indicating
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acceleration of the rear car in the next time step) will never be invoked when the rear car is too

close to the front car. Thus for Ĝ0 ≈ 1, the control always passes to Node 1. A little analysis will

also reveal that for Ĝ0 ≈ 1, the rule 51(x) > 0 for any relative velocity Ĝ1 ∈ [1, 2]. This means that

when the two cars are relatively close, only Node 3 gets fired to decelerate (Action = 0) the rear

car. This policy is intuitively correct, as the only way to increase the gap between the cars is for the

controlled rear car to be decelerating.

However, when the rear car is far away for which Ĝ0 ≈ 2, Action 1 (Node 4) gets fired if

Ĝ1 > 1.829
√
Ĝ2. If the rear car was decelerating in the previous time step (meaning Ĝ2 = 1),

the obtained NLDT recommends that the rear car should accelerate if Ĝ1 ∈ [1.829, 2], or when

the magnitude of the relative velocity is small, or when G1 ∈ [−0.776, 0.700]</B. This will

help maintain the requisite distance between the cars. On the other hand, if the rear car was

already accelerating in the previous time step (Ĝ2 = 2), Node 4 does not fire, as Ĝ1 can never be

more than 1.829
√

2 and the control goes to Node 1 for another check. Thus, the rule in Node 0

makes a fine balance of the rear car’s movement to keep it a safe distance away from the front

car, based on the relative velocity, position, and previous acceleration status. When the control

comes to Node 1, Action 1 (acceleration) is invoked if Ĝ1 ≥ 0.96/(0.58Ĝ0 − 1). For Ĝ0 ≈ 2, this

happens when Ĝ1 > 1.817 (meaning that when the magnitude of the relative velocity is small,

or G1 ∈ [−0.879, 0.700]</B), the rear car should accelerate in the next time step. For all other

negative but large relative velocities G1 ∈ [−7.930, 0.879]</B), meaning the rear car is rushing to

catch up the front car, the rear car should decelerate in the next time step. From the black-box AI

data, our proposed methodology is able to obtain a simple decision tree with two nonlinear rules to

make a precise balance of movement of the rear car and also allowing us to understand the behavior

of a balanced control strategy.

Results of NLDT’s performance on problems with two discrete actions (Tables 4.2, 4.3 and

4.4) indicate that despite having a noticeable mismatch with the open-loop output of the oracle

black-box policy c>A02;4, the closed-loop performance of NLDT is at par or at times better than

c>A02;4. This observation suggests that certain state-action pairs are not of crucial importance
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when it comes to executing the closed-loop control and, therefore, errors made in predicting these

state-action events do not affect or deteriorate the closed-loop performance.

4.9 Experiments and Analysis on Multiple Discrete Action Space

In this section, we investigate the performance of proposed NLDT method to approximate

the behavior of the parent ANN/black-box AI for control tasks involving more than two discrete

actions. Here, as mentioned before, we compare the open-loop and closed-loop performances

across different representations of NLDT, i.e. binary-split NLDT and multi-split NLDT, and two

different training dataset distributions, namely, regular and balanced.

4.9.1 MountainCar Problem

A schematic of this environment is shown in Figure 4.2. The car starts somewhere near the bottom

of the valley and the goal of the task is to reach the flag-post located on the right up-hill with

non-negative velocity. The fuel is not enough to directly climb the hill and hence a control strategy

needs to be devised to move car back (left up-hill), leverage the potential energy and then accelerate

it to eventually reach the flag-post within 200 time-steps. The car receives the reward value of -1 for

each time-step, until it reaches the flag-post where the reward value is zero. The car is controlled

using three actions: accelerate left (action 0), do nothing (action 1) and accelerate right (action 2)

by observing its state which is given by two state-variables: G position→ G0 and velocity E → G1.

We use the SARSA algorithm [84] with tile encoding to derive the black-box AI controller, which

is represented in form of a tensor and has total 151, 941 elements.

Compilation of results of the NLDT controller induced using different NLDT-representations

and training dataset distributions is presented in Table 4.5. A state-action plot of the black-box AI

and the NLDT controller corresponding to the first row of Table 4.5 is provided in Figures 4.3a

and 4.3b, respectively. It can be seen from the plots that about 8% mismatch in the open-loop

performance (i.e. testing accuracy in Table 4.5) comes from the lower region of state-action plot

(Figures 4.3a and 4.3b) due to highly non-linear output of the black-box AI controller. Again,

92



despite having this mismatch, the NDLT controller is able to achieve close to 100% closed-loop

control performance. The regular dataset is able to produce a multi-split NLDT with three control

Table 4.5: Mountain car results. The numbers indicate average scores.

Balanced Training
Accuracy

Testing
Accuracy Depth # Rules Avg Rule

Length
Completion

Rate
Binary-split NLDT

No 90.61 91.92 2 2 3.00 99.8
Yes 86.11 88.70 3 4 3.00 100.0

Multi-split NLDT
No 91.66 91.50 2 3 1.67 100.0
Yes 88.53 88.44 2 4 2.50 100.0

rules with an average 1.67 terms in each rule to achieve 100% closed-loop performance. The

multi-split NLDT has a comparable performance to that of binary-split NLDT.

4.9.2 NLDT for MountainCar Problem

The NLDT$! obtained for the MountainCar problem is shown below in Figure 4.13. The resulting

rule-set is also shown in if-then-else statements in Algorithm 7.

Figure 4.13: NLDT$! for MountainCar problem. Normalization constants: Gmin = [-1.20, -0.06],
Gmax = [0.50, 0.06].

This rule-set corresponds to the plot shown in Figure 4.3b. A detail analysis of the two rules

can be made to have a deeper understanding of the control policy.
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Algorithm7:MountainCarNLDT$! . Normalization constants are: G<8= = [-1.20, -0.06],
G<0G = [0.50, 0.06].

if
���−0.22Ĝ0Ĝ1 + 0.28Ĝ1

−1 − 0.63Ĝ0
−2 + 0.96

��� − 0.36 ≤ 0 then

if
���−0.30Ĝ1

2 − 0.28Ĝ0
2 + 1.39

��� − 0.53 ≤ 0 then
Action = 2

else
Action = 1

end
else

Action = 0
end

4.9.3 LunarLander Problem

This problem is motivated from a classic problem of design of a rocket-controller. Here, the state

of the lunar-lander is expressed with eight state variables, of which six can assume continuous real

values, while the rest two are categorical, and can assume a Boolean value. The first six state

variables indicate the (G, H) position, and velocity and angular orientation and angular velocity of

the lunar-lander. The two Boolean state variables provide the indication regarding the left-leg and

right-leg contact of lunar-lander with the ground terrain. The lunar-lander is controlled using four

actions: action 0→ do nothing, action 1→ fire left engine, action 2→ fire main engine and action

3→ fire right engine as shown schematically in Figure 4.8c. The black-box DNN based controller

for this problem is trained using the PPO algorithm [61] and involves two hidden layers of 64 nodes.

Table 4.6 provides the compilation of results obtained using open-loop training.

It is evident from the table that the binary-split NLDT$! representation is superior to the multi-

split NLDT$! representation in terms of both open-loop and closed-loop performances. In this

problem, a better closed-loop performance of NLDT$! is observed when the open-loop training

is done on the balanced dataset. This indicates that under-represented actions in regular training

dataset (see Table 4.1) limits the exposure to some crucial states during the training phase of NLDT.

The crucial state-action pairs (or experience) necessary for closed-loop control gets captured while

creating the balanced dataset, and so, despite having the lower open-loop performance on the testing
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Table 4.6: LunarLander open-loop training (NLDT$!) results. The numbers indicate average
scores.

Balanced Training
Accuracy

Testing
Accuracy Depth # Rules Avg Rule

Length
Completion

Rate
Binary-split NLDT

No 79.17 76.36 3 5.60 5.59 14.00
Yes 69.83 66.58 3 4.40 5.79 42.00
No 87.43 81.74 6 34.70 4.94 48.00
Yes 81.74 71.52 6 25.70 5.17 93.00

Multi-split NLDT
No 75.84 69.68 2 4 3.50 0.11
Yes 68.31 70.79 2 5 5.80 21.60
No 86.95 79.40 6 37 3.84 17.70
Yes 82.17 71.08 6 41 3.95 89.50

dataset (which is regular), the overall closed-loop performance improves. The best performance is

observed with a binary-split NLDT$! trained on the balanced dataset.

4.9.3.1 NLDT for LunarLander Problem

The topology of one of the binary-split NLDT$! obtained after open-loop training using balanced

dataset is shown in Figure 4.14.

This NLDT$! successfully lands the lander in 93.4% episodes and has in total 26 rules each

having about 4.15 terms involving state variables.

It is understandable that a complex control task involving many state variables cannot be

simplified or made interpretable with just one or two control rules. A separate study focusing at

identifying crucial state-action pairs would help us understand this phenomenon better and we plan

to do this in our future work. Next, we use a part of the NLDT$! from the root node to obtain

the pruned NLDT(%)
$!

(step ‘B’ in Figure 4.7) and re-optimize all weights (W) and biases (�) using

the procedure discussed in Section 4.6.3 (shown by orange box in Figure 4.7) to find closed-loop

NLDT*.

Table 4.7 shows that for the prunedNLDT-3which comprises of the top three layers and involves

only four rules of original 26-rule NLDT$! (i.e. NLDT-6), the closed-loop performance increases
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Figure 4.14: NLDT-6 (with 26 rules) and other lower depth NLDTs for the LunarLander problem.
Lower depth NLDTs are extracted from the depth-6 NLDT. Each node has an associated node-id
(on top) and a node-class (mentioned in bottom within parenthesis). Table 4.7 in provides results
on closed-loop performance obtained using these trees before and after applying re-optimization
on rule-sets using the closed-loop training procedure.

from 51% to 96% (NLDT*-3 results in Table 4.7) after re-optimizing its weights and biases with

closed-loop training.

The resulting NLDT with its associated four rules are shown in Figure 4.15.

Figure 4.15: Final NLDT*-3 for LunarLander prob. Ĝ8 is a normalized state variable (see Sec-
tion 4.6.1).

As shown in Table 4.7, the NLDT* with just two rules (NLDT-2) is too simplistic and does
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not recover well after re-optimization. However, the NLDT*s with four and seven rules achieve a

near 100% closed-loop performance. Clearly, an NLDT* with more rules (NLDT-5 and NLDT-6)

are not worth considering since both closed-loop performances and the size of rule-sets are worse

than NLDT*-4. Note that DNN produces a better reward, but not enough completion rate, and the

policy is more complex with 4,996 parameters.

Table 4.7: Closed-loop performance on LunarLander problem with and without re-optimization on
26-rule NLDT$! . Number of rules are specified in brackets for each NLDT and total parameters
for the DNN is marked.

Re-Opt. NLDT-2
(2)

NLDT-3
(4)

NLDT-4
(7)

NLDT-5
(13)

NLDT-6
(26)

DNN
(4,996)

Cumulative Reward
Before −1675.77

± 164.29
42.96
± 13.83

54.24
± 27.44

56.16
± 23.50

169.43
±23.96

247.27
± 3.90

After −133.95
± 2.51

231.42
± 17.95

234.98
±22.25

182.87
± 21.92

214.94
± 17.31

Completion Rate
Before 0.00

± 0.00
51.00
± 3.26

82.00
± 9.80

79.00
± 7.66

93.00
±3.30

94.00
±1.96

After 48.00
± 7.38

96.00
± 2.77

99.00
±1.71

93.00
± 7.59

94.00
± 4.45

To demonstrate the efficacy and repeatability of our proposed approach, we perform another

run of the open-loop and closed-loop training and obtain a slightly different NLDT*-3, which is

shown in Figure 4.16. This NLDT also has four rules, which are shown in Table 4.8. Four rules

corresponding to the pruned NLDT(%)
$!

(Depth 3) are also shown in the table for comparison. It can

be noticed that the re-optimization of NLDT through closed-loop training (Section 4.6.3) modifies

the values of coefficients and biases, however the basic structure of all four rules remains intact.

Figure 4.17 shows the closed-loop training curve for generatingNLDT* fromDepth-3NLDT(%)
$!

.

The objective is to maximize the closed-loop fitness (reward) ��! (Eq. 4.11) which is expressed as

the average of the cumulative reward '4 collected over" episodes. It is evident that the cumulative

reward for the best-population member climbs to the target reward of 200 at around 25-th generation

and the average cumulative reward of the population also catches up the best cumulative reward

value with generations.
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Figure 4.16: Topology of Depth-3 NLDT(%)
$!

obtained from a different run on the LunarLander
problem. The equations corresponding the conditional-nodes before and after re-optimization are
provided in Table 4.8.

A visualization of the real-time closed-loop performance obtained using this new NLDT (Fig-

ure 4.16) for two different rule-sets (i.e. before applying re-optimization and after applying the

re-optimization through closed-loop training) is shown in https://youtu.be/DByYWTQ6X3E. It

can be observed in the video that the closed-loop control executed using the Depth-3 NLDT(%)
$!

comprising of rules obtained directly from the open-loop training (i.e. without any re-optimization)

is able to bring the LunarLander close to the target. However the LunarLander hovers above the

landing pad and the Depth-3 NLDT(%)
$!

is unable to land it in most occasions. Episodes in these

cases are terminated after the flight-time runs out. On the other hand, the Depth-3 NLDT* compris-

ing of rule-sets obtained after re-optimization through closed-loop training is able to successfully

land the LunarLander.

4.10 Conclusions

In this work, we have proposed a two-step strategy to arrive at hierarchical and relatively

interpretable rulesets using a nonlinear decision tree (NLDT) concept to facilitate an explanation

of the working principles of AI-based policies. The NLDT training phases use recent advances in
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Table 4.8: NLDT rules before and after the closed-loop training for LunarLander problem, for
which NLDT* is shown in Figure 4.16. Video showing the simulation output of the performance of
NLDTs with rule-sets mentioned in this table can be found at https://youtu.be/DByYWTQ6X3E.
Respective minimum and maximum state variables are Gmin = [-0.38, -0.08, -0.80, -0.88, -0.42,
-0.85, 0.00, 0.00], Gmax = [0.46, 1.52, 0.80, 0.50, 0.43, 0.95, 1.00, 1.00], respectively.

Node Rules before Re-optimization (Depth-3 NLDT(%)
$!

)
0

���−0.23Ĝ0Ĝ2
−1Ĝ6

−1Ĝ7
−1 − 1.00Ĝ1

−1Ĝ6 − 0.79Ĝ0
−1Ĝ1

−1Ĝ6
2 + 0.83

��� − 0.85
1 0.17Ĝ2

−1 − 0.64Ĝ3Ĝ7
−1 + 0.90Ĝ1

−2Ĝ6
−2Ĝ7

−3 + 0.29
2 0.82Ĝ7

−1 + 0.52Ĝ0
−1Ĝ4Ĝ6

−1 − 0.59Ĝ4
−1 − 0.95

6
���−0.16Ĝ4

−3Ĝ6
−3Ĝ7 − 0.86Ĝ0Ĝ5

−1Ĝ6
−3 + 1.00Ĝ4Ĝ6

−1 − 0.70
��� − 0.26

Node Rules after Re-optimization (Depth-3 NLDT*)
0

���−0.39Ĝ0Ĝ2
−1Ĝ6

−1Ĝ7
−1 − 0.96Ĝ1

−1Ĝ6 − 0.12Ĝ0
−1Ĝ1

−1Ĝ6
2 + 0.89

��� − 0.80
1 0.17Ĝ2

−1 − 0.78Ĝ3Ĝ7
−1 + 0.90Ĝ1

−2Ĝ6
−2Ĝ7

−3 + 0.35
2 0.82Ĝ7

−1 + 0.52Ĝ0
−1Ĝ4Ĝ6

−1 − 0.59Ĝ4
−1 − 0.96

6
���− (

1.3 × 10−3
)
Ĝ4
−3Ĝ6

−3Ĝ7 − 0.86Ĝ0Ĝ5
−1Ĝ6

−3 + 0.65Ĝ4Ĝ6
−1 − 0.42

��� − 0.26

nonlinear optimization to focus its search on rule structure and details describing weights and biases

of the rules by using a bilevel optimization algorithm. Starting with an open-loop training, which

is relatively fast (due computationally fast fitness evaluation) but uses only time-instant state-action

data, we have proposed a final closed-loop training phase in which the complete or a part of the

open-loop NLDT is re-optimized for weights and biases using complete episode data. Results on

popular discrete action problems have amply demonstrated the usefulness of the proposed overall

approach.

This proof-of-principle study encourages us to pursue a number of further studies. First, the

scalability of the NLDT approach to large-dimensional state-action space problems must now be

explored. A study conducted in Chapter 3 on binary classification of dominated versus non-

dominated data in multi-objective problems was successfully extended to 500-variable problems.

While it is encouraging, the use of customization methods for initialization and genetic operators

using problem heuristics and/or recently proposed innovization methods [46] in the upper level

problem can be tried. Second, this study has used a computationally fast open-loop accuracy

measure as the fitness for evolution of the NLDT$! . This is because, in general, an NLDT$! with
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Figure 4.17: Closed-loop training plot for finetuning the rule-set corresponding to depth-3NLDT(%)
$!

(Table 4.8) to obtain NLDT* for LunarLander problem.

a high open-loop accuracy is likely to achieve a high closed-loop performance. However, we have

observed here that a high closed-loop performance is achievable with a NLDT$! having somewhat

degraded open-loop performance, but re-optimized using closed-loop performancemetrics. Thus, a

method to identify the crucial (open-loop) states from the AI-based simulation dataset that improves

the closed-loop performance would be another interesting step for deriving NLDT$! . This may

eliminate the need for re-optimization through closed-loop training. Third, a more comprehensive

study using closed-loop performance and respective complexity as two conflicting objectives for a

bi-objective NLDT search would produce multiple trade-off control rule-sets. Such a study can, not

only make the whole search process faster due to the expected similarities among multiple policies,

they will also enable users to choose a single policy solution from a set of accuracy-complexity

trade-off solutions.
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CHAPTER 5

SCALE-UP STUDY AND IMPROVISATION

In this chapter, we focus at how the overall algorithm developed in previous chapter can be made

more efficient in terms of – training time and scalability. To this purpose, we introduce a benchmark

problem of planar serial robotic manipulator. This problem is inspired from the classical Acrobot

control problem [64]. A schematic of the acrobot problem and serial manipulator problem is

provided in Figure 5.1a and 5.1b respectively.

(a) Acrobot (b) Planar Serial Manipulator

Figure 5.1: Acrobot and a customized Planar Serial Manipulator benchmark problems.

The state-space for acrobot environment (Figure 5.1a) is six dimensional with following state

variables: B8=(\1), 2>B(\1), B8=(\2), 2>B(\2), l1 and l2, where \1 is the angle the first link makes

with the vertical axis and \2 is the angle the longitudinal axis of the second link makes with that of

the first one. The second joint between the first and second link is actuated with a motor. In case

of planar manipulator (Figure 5.1b), the sate space comprises of angular position \8 and angular

velocity l8 of each joint. Thus, for a =-link manipulator involving = revolute joints, the state space

would be 2= dimensional. The motor is located at the last joint of the manipulator and is actuated
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using three torque values: −g, 0 and g. Each link is of 1 unit length and has its center-of-mass at

its geometric center. The motor is assumed to be massless for the sake of simplicity. The base of

the planar-manipulator is located at (0, 0, 0) and the motion of the planar manipulator is limited

to the XZ plane. There is a downward gravitational pull (6) of 10 units (i.e. -10 along vertical Z

axis). Torque is applied along the Y-axis. The task in this problem is to take the end-effector (i.e.

tip of the last link) of the serial-manipulator to a desired height of � units by supplying torque to

the motor located at the last joint (joint between (= − 1)-th and =-th link). The difficulty of this

benchmark problem can be adjusted by

1. changing the number of links,

2. changing the value of desired height level �,

3. changing the value of torque g and

4. placing extra motors at other joints.

We simulate the mechanics of the planar serial manipulator using PyBullet [85]: a Python based

physics engine.

In our work, we provide two case-scenarios by focusing at the first three points of the above list.

As mentioned before, by changing the number of links, the dimension of the state-space changes.

The dimension of the action-space depends on the number of motors used. In the present work, we

keep the number of motors fixed to one.

The details regarding two environments which are created and studied in this chapter are

summarized in Table 5.1.

Table 5.1: Details regarding custom designed Planar Serial Manipulator environments.

Env. Name # Links
(=)

Motor
Torque (g)

Desired
Height (�)

# State
Vars.

5-Link Manipulator 5 1,000 +2 10
10-Link Manipulator 10 2,000 +2 20

The reward function A (x, �) is given by the following equation
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A (x) =


−1 −

(
�+1−I�
=+�+1

)2
if I� < �,

100 if I� ≥ H,
(5.1)

where I� is the vertical location of the end-effector. The minimium value for I� is −= when the

entire manipulator is stretched to its full length and all joint angles (i.e. \8) are 0.

At the beginning of an episode, joint angles \8 of the manipulator are randomly initialized

between −5 deg and +5 deg, and the angular velocities l8 are initialized to a value between

−0.5 rad/sec and +0.5 rad/sec.

In next sections we discuss results obtained on the above two custom designed environments

by using different procedures of inducing NLDE$! . The black-box AI (DNN) is trained using the

PPO algorithm [61].

5.1 Ablation Study for Open-loop Training

In this section, we launch two separate studies related to open-loop training procedure (see

Figure 4.7). Following our results from Chapter 4, we restrict our discussion to binary-split

NLDTs. It was seen in the previous chapter that the open-loop training is conducted using the

hierarchical bilevel-optimization algorithm, which is discussed at length in Chapter 3. A dedicated

bilevel-optimization algorithm is invoked to derive the split-rule 5 (x) at a given conditional node.

The upper-level search is executed using a discrete version of a genetic algorithm and the lower-

level search is realized through an efficient real-coded genetic algorithm (RGA). Evolutionary

algorithms are in general considered robust and have a potential to conduct more global search.

However, being population driven, their search-speed is often less that of classical optimization

algorithms. In this section, we study the effect of replacing the real-coded algorithmwith a classical

sequential quadratic programming (SQP) optimization algorithm in the lower-level of the overall

bilevel algorithm for obtaining NLDT$! . Later, closed-loop training based on real-code genetic

algorithm is applied to NLDT$! to obtain NLDT* by re-optimizing the real valued coefficients of

103



NLDT$! (section 4.6.3). We use the SciPy [86] implementation of SQP. The initial point required

for this algorithm is obtained using the dipole concept (Figure 3.7, Eq. 3.11).

For analysis, we induce theNLDT$! of depth-3 on the balanced training dataset (section 4.7.1.2)

of 10,000 datapoints. The testing dataset is regular (see section 4.7.1.1) and comprises of 10,000

datapoints. Comparison of accuracy scores and average training time of inducing NLDT$! by

using SQP and RGA algorithm at lower-level is provided in Table 5.2. For a given procedure

(SQP or RGA) the best NLDT$! from 10 independent runs is chosen and is re-optimized using

closed-loop training (section 4.6.3). Statistics regarding closed-loop performance of NLDT* is

shown in the last two columns of Table 5.2. It is to note here that the closed-loop training is done

using the real-coded genetic algorithm (RGA) discussed in section 4.6.3.

Table 5.2: Comparing performance of different lower-level optimization algorithms. For compari-
son, closed-loop performance of the original DNN policy is also reported.

Open-Loop NLDT$! Closed-Loop NLDT*
Algo.
Name

Training
Accuracy

Testing
Accuracy

Training
Time (s)

Cumulative
Reward

Completion
Rate

5-Link Manipulator
SQP 62.46 ± 2.01 69.34 ± 5.39 15.29 ± 4.95 −91.52 ± 14.42 97.92 ± 1.93
RGA 71.14 ± 1.77 69.17 ± 4.39 1091.56 ± 319.18 −123.48 ± 25.11 97.00 ± 5.13
DNN NA NA NA −170.90 ± 42.57 89.00 ± 5.19

10-Link Manipulator
SQP 56.57 ± 1.00 55.64 ± 3.58 39.27 ± 11.63 −318.82 ± 15.52 96.00 ± 3.92
RGA 65.84 ± 0.85 62.60 ± 3.09 2860.96 ± 789.49 −281.88 ± 9.38 95.00 ± 4.31
DNN NA NA NA −325.86 ± 4.63 85.88 ± 1.94

It can be observed from the results that open-loop training done with SQP in lower-level is about

70 times faster than the training done using RGA at lower level. The training done with RGA has a

better overall open-loop performance. Thus, if the task is to closely mimic the behavior of black-box

AI or if only a high classification accuracy is desired (in case of classification problems), then RGA

is the recommended algorithm for lower-level optimization to obtain NLDT$! . However, NLDT*

obtained after re-optimizing NLDT$! corresponding to SQP and RGA have similar closed-loop

completion rate (last column of Table 5.2). This implies that despite low open-loop accuracy

scores, the open-loop training done using SQP in lower-level was able to successfully determine
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the template of split-rules 5 (x) and the topology of NLDT, which upon re-optimization via closed-

loop training algorithm could fetch a decent performing NLDT*. During open-loop training,

the search on weights and coefficient using SQP was possibly not as perfect as compared to the

one obtained through RGA, however, the re-optimization done through closed-loop training could

compensate this shortcoming of SQP algorithm and produce NLDT*with a respectable closed-loop

performance. Additionally, in either cases, the NLDT* obtained always had a better closed-loop

performance than the original black-box DNN policy. This observation suggests that it is preferable

to use SQP in lower-level during open-loop training to quickly arrive at a rough structure ofNLDT$!

and then use closed-loop training to derive a high performing NLDT*. Another important thing

to note here is that the open-loop training time for obtaining NLDT$! for 10-link manipulator

problem is about 2.5 times less than the corresponding training time for obtaining NLDT$! for

the 5-link manipulator problem. This is because, the population size in upper-level GA for 10-link

manipulator problem (20 state variables) is twice that of the one for the 5-link manipulator problem

(10 state variables). Also, the upper-level search in the high-dimensional space could possibly take

more generations than it will take for lower-dimensional search spaces to converge.

5.2 Closed-loop Visualization

In this section we provide a visual insight into the closed-loop performance of NLDT* and

DNN which we derived in the previous section. In our case, the frequency of the simulation is set

to 240Hz, meaning that the transition to the next state is calculated using the time-step of 1/240

seconds. Geometrically speaking, this implies that the Euclidean distance between states from

neighboring time-steps would be small. The AI (DNN or NLDT*) outputs the action value of 0 (−g

torque), 1 (0 torque) or 2 (+g torque) for a given input state. Action Vs Time plots corresponding

to different closed-loop simulation runs obtained by using DNN, NLDT* (SQP)1 and NLDT*

(RGA)2 as controllers is shown in Figure 5.2 and 5.3 for 5-link and 10-link manipulator problems

respectively.

1NLDT* (SQP) indicates that the corresponding NLDT$! was derived using the SQP algorithm in the lower-level
2NLDT* (RGA) indicates that the correspondingNLDT$! was derived using the RGA algorithm in the lower-level
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Figure 5.2: Action Vs. Time plot for 5-Link manipulator problem. Figure 5.2b provides the
plot for NLDT* which is obtained from the NLDT$! trained using SQP algorithm in lower-level.
Similarly, Figure 5.2c provides the plot for NLDT* which is obtained from the NLDT$! trained
using RGA algorithm in lower-level.
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Certain key observations can be made by looking at the plots in Figure 5.2. The control output

for DNN is more erratic, with sudden jerks as compared to the control output of NLDT* (SQP)

and NLDT* (RGA). The performance of NLDT* in Figures 5.2b and 5.2c is smooth and regular.

This behaviour can be due to the involvement of a relatively simpler non-linear rules (as compared

to the complicated non-linear rule represented by DNN) which are captured inside NLDT*. This

is equivalent to the observation we made for the mountain car problem in Figures 4.3a and 4.3b,

wherein the black-box AI had a very erratic behavior for the region of state-space in the lower-half

of the state-action plot, while the output of NLDT was more smooth. Additionally, it was seen in

Table 5.2 that the NLDT* (irrespective of how its predecessor NLDT$! was obtained, i.e. either

through SQP or RGA in lower-level) showed better closed-loop performance than the parent DNN

policy. This observation implies that simpler rules expressed in the form of a nonlinear decision

tree have better generalizability, thereby giving more robust performance for randomly initialized

control problems. A careful investigation to the plots in Figure 5.2b and 5.2c reveals that only two

out of three allowable actions are required to efficiently execute the given control task of lifting the

end-effector of a 5-link serial manipulator. This concept will be used to re-engineer the NLDT*, a

discussion regarding which is provided in the next section.

A similar argument can be made from plots in Figure 5.3 for 10-link manipulator problem. This

is a slightly difficult problem to solve than the 5-link version since it involves twice the number

of state variables. Interestingly, the search for NLDT* provides us with the simplest solution to

this problem to lift the end-effector to the desired height of 2 units above the base. The simplest

solution here is to give a constant torque in one direction as shown in Figure 5.3b. However, for

this problem the best closed-loop performance in terms of cumulative reward (second last column

of Table 5.2) is obtained using the control strategy corresponding to NLDT* (RGA) (Figure 5.3c).

Here too, for most of the states, only one action is required, and occasionally other actions are

invoked.
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Figure 5.3: Action Vs. Time plot for 10-Link manipulator problem. Figure 5.3b provides the
plot for NLDT* which is obtained from the NLDT$! trained using SQP algorithm in lower-level.
Similarly, Figure 5.3c provides the plot for NLDT* which is obtained from the NLDT$! trained
using RGA algorithm in lower-level.
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As mentioned before, in the next section we will discuss a post-processing approach to further

simplify the NLDT*.

5.3 Reengineering NLDT*

It was seen in action-time plots in Figure 5.2b, 5.2c, 5.3b and 5.3c that not all actions are required

to perform a given control task. Also, it might be possible that while performing a closed-loop

control using NLDT, not all branches and nodes of NLDT are visited. Thus, the portion of the

NLDT which is not being utilized or is getting utilized very rarely can be pruned and the overall

NLDT architecture can be made simpler. To illustrate this idea, we consider the NLDT which is

derived for the 5-link manipulator problem. The topology of the best performing NLDT$! (SQP)

for the 5-link manipulator problem is shown Figure 5.4a.

As mentioned before, this NLDT$! is trained on a balanced training dataset which is generated

by collecting state-action pairs using parent DNN controller. In the figure, for each node, the

information regarding its node-id, class distribution (given in square parenthesis) and the most

dominating class is provided. Other than the root-node (Node 0), all nodes are colored to indicate

the dominating class, however, it is to note that only the class associated to leaf-nodes carry the

actual meaning while predicting the action for a given input state. This NLDT$! comprises of

three split-rules in total. The class-distribution for each node is obtained by counting how many

datapoints from the balanced training dataset visited a given node. Thus, the root node comprises

of all datapoints (total 10,000), which are then scattered according to the split-rules present at each

conditional node.

Figure 5.4b provides topology of NLDT* which is obtained after re-optimizing NLDT$! of

Figure 5.4a using closed-loop training. As discussed in section 4.6 and 4.6.3, the topology of the

tree and the structure of non-linear rules is identical for both: NLDT$! and NDLT*. However,

the weights and biases of NLDT* are updated to enhance the closed-loop control performance.

Similar to NLDT$! of Figure 5.4a, the information regarding node id and class-distribution is

provided for all the nodes of NLDT* in Figure 5.4b. However, the data distribution in NLDT*
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(a) NLDT$!

(b) NLDT*

Figure 5.4: NLDTs for 5-Link Manipulator problem.

is obtained by using the actual state-action data from closed-loop simulations, wherein NLDT* is

used as a controller. Total 10,000 datapoints are collected in form of sequential states-action pairs

from closed-loop simulation runs which are executed using NLDT*. As can be seen in the root

node of NLDT* (Figure 5.4b), out of 10,000 states visited during closed-loop control, action 0 (−g

torque) was chosen by NLDT* for total 7736 states and action 2 (+g torque) was chosen for 2264

states. In none of the states visited during closed-loop control was action 1 (no torque) chosen.

This is consistent with what we have observed in the Action Vs Time plot in Figure 5.2b, wherein

most of the time action 0 was executed, while there was no event where action 1 was executed.

The flow of these 10,000 state-action pairs through NLDT* and their corresponding distribution
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in each node of NLDT* is provided in Figure 5.4b. It can be observed that Node 5, Node 4 and

Node 8 of NLDT* are never visited during closed-loop control. This implies that splits at Node 2,

Node 1 and Node 6 are redundant. Thus, the part of NLDT* shown in red-box in Figure 5.4b can

be pruned and the overall topology of the tree can be simplified. The pruned NLDT* will involve

only one split (occurring at Node 0) and two leaf nodes: Node 1 and Node 6. However, it is to

note here that we need to re-assign class-labels to the newly formed leaf nodes (i.e. Node 1 and

Node 6) based on the data-distribution from closed-loop simulations. The old class-labelling for

the Node 1 and Node 6 was done based on the open-loop data (Figure 5.4a). Using the new class

distribution corresponding to NLDT* (Figure 5.4b), Node 1 is re-labelled with Class-2 and Node 6

with Class-0. The pruned version of NLDT* of Figure 5.4b is provided in Figure 5.5 (here nodes

are re-numbered, with Node 6 of NLDT* in Figure 5.4b re-numbered to Node 2 in the pruned

NLDT* as shown in Figure 5.5). The split-rule corresponding to the root-node is also shown.

Interestingly, out of 10 total state-variables, only 2 are used to decide which action to execute for

closed-loop control. G1 corresponds to the angular position of the second link and G9 variable

corresponds to the angular velocity of the last joint (i.e. the joint between link-4 and link-5 where

the motor is connected).

Figure 5.5: Pruned version of NLDT* (Figure 5.4b) for 5-link manipulator problem.

5.4 Conclusion

In this chapter we introduced benchmark problems to conduct scalable study and investigate

and compare algorithms to efficiently conduct open-loop training. The lower level optimization

111



done using SQP during open-loop training reduces the overall open-loop training time by 70 times.

The NLDT$! induced using RGA in lower level shows robust and relatively better open-loop

performance. However the closed-loop performance observed after re-optimizing NLDT$! to

NLDT* is similar in either case. This observation suggests the use of SQP in control tasks to

quickly generate NLDT$! . An extension of this work can be made for action-spaces involving

more than 3 actions. This can be achieved by allowing more joints of the serial-manipulator to get

actuated using motors. Also, a hybrid approach combining SQP and RGA for open-loop training

can be derived to efficiently induce high performing NLDT$! . This aspect will be particularly

useful for classification problems.
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CHAPTER 6

EXTENSION TO REGRESSION AND CONTINUOUS CONTROL PROBLEMS

6.1 Introduction

In this chapter, we provide a conceptual path on how to extend the idea of nonlinear decision

tree to solve problems pertaining to regression and control systems involving continuous action

as output. Regression problems involves several independent features which are represented with

feature vector x, and one dependent variable H. The task here is to learn the relationship between

dependent and independent variables (H = 5 (x)) Traditionally, linear regression models and neural

networks can be trained to predict the value of a dependent variable H from the input features x.

However, these regression models are inherently complex since they translate to long equations to

represent the mathematical relationship between output H and input features x. Regression trees

have been popularly used to find piece-wise constant curves to fit the regression surface. The idea

behind regression trees is to partition the feature space into sub-regions using one or more splits

and then have a constant term for each such sub-region to approximate the value of the dependent

variable H. CART and M5 based trees fall in this category. An improvisation to this concept is

suggested in [1], where, instead of having the leaf node to represent a constant valued function as

in CART, leaf nodes represent a linear or quadratic functions comprising of < features (where < is

a user-specified parameter). Partitioning splits however occur on only one feature. An example of

interpretable tree generated in this fashion is shown in Figure 6.1.

6.2 Interpretable AI for Regression Problems using NLDT

The interpretable AI (IAI) developed for regression in our case is represented in the form of

a nonlinear decision tree (NLDT), with terminal leaf nodes representing regression equations and

the non-terminal conditional split-nodes representing conditional rules. The set of conditions at

split-nodes define the domain in the feature space where the regression rule at a follower terminal
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Figure 6.1: Piecewise linear regression tree with two predictors from [1]. At each leaf node,
features involved in the expression of two-regressor linear model is shown. Splits use only one
feature variable.

node is applicable. A conceptual illustration of the NLDT framework for regression task is provided

in Figure 6.2.

Figure 6.2: Conceptual layout of NLDT for regression task.

The rule '8 at each terminal node is a function of feature vector x and provides the value of the

dependent variable H (i.e. H = '8 (x)). Each conditional rule %8 partitions the feature space into
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two parts: %8 (x) ≤ 0 and %8 (x) > 0. Thus mathematically, for each 8-th leaf node:

If: % 9 (x) > 0, for all 9 < 8, and %8 (x) ≤ 0,

Rule: H = '8 (x).
(6.1)

For example, for Node 1 (8 = 0) leaf node, the rule indicates: If %0 ≤ 0, then H = '0(x).

Node 3 rule (8 = 2) indicates: If %0 > 0 ∧ %2 ≤ 0, then H = '2(x). The nonlinear decision tree is

induced by hierarchically applying a Dual bilevel algorithm at each conditional node. For an 8-th

conditional node, Stage 1 of the proposed dual bilevel algorithm focuses at deriving the regression

rule H = '8 (x). Stage 2 of the algorithm is then invoked to derive the partition rule %8 (x) to split the

data in conditional node �8 into two subsets: �!8 and �'
8
. Points in �!

8
follows the regression rule

H = '8 (x) and have a mean squared error (MSE) value within a user defined threshold value g<B4.

Thus, �!
8
is declared as a terminal leaf node. A new dedicated dual bilevel algorithm is reapplied

to the datapoints present in node�'
8
and process repeats. This procedure of hierarchically inducing

the decision tree continues until one of the termination criteria is met. We now discuss the dual

bilevel algorithm which is used to derive regression and partition rule at a given conditional node

�8.

6.3 Dual Bilevel Algorithm (DBA) for Regression

The dual bilevel algorithm is used to derive two rules at a given conditional node 8: 1) regression

rule H = '8 (x) and 2) partition rule %8 (x). The objective of deriving regression rule '8 (x) is to fit

as many datapoints present in the conditional node �8 as possible. If the regression rule H = '8 (x)

is able to fit all datapoints present in node �8 within an acceptable limit on mean squared error,

the dual bilevel algorithm is terminated and the node �8 is declared as the leaf node. However,

if regression rule H = '8 (x) is not able to fit all datapoints in �8, the second stage of dual bilevel

algorithm is invoked to derive the partition rule %8 (x). As mentioned before, the partition rule

%8 (x) partitions the data in node �8 into two subsets

• Left child node (�!
8
) (for which %8 (x) ≤ 0), and
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• Right child node (�'
8
) (for which %8 (x) > 0),

such that datapoints in subset �!
8
have their MSE value w.r.t to regression curve H = '8 (x) within

a pre-specified threshold value g<B4. Thus, for a new test datapoint x, conditions listed in Eq. 6.1

are first checked before applying regression rule H = '8 (x) to estimate the value of the dependent

variable H. A high level pseudo-code for the dual bilevel algorithm is provided in Algorithm 8.

Algorithm 8: Pseudo-code of dual bilevel algorithm (DBA)
Input : Data in Conditional node �8: # datapoints with 3 independent variables

((G1, G2, . . . , G3) = x) and one dependent variable H.
Output
:

Regression Rule H = '8 (x) and partition rule %8 (x).

// Bilevel Algorithm to derive '8 (x)
Step 1 derive regression rule: H = '8 (x);
if MSE(�0C0, '8 (x)) ≤ g<B4 then

terminate;
else

Derive Partition Rule %8 (x);
end

Wewill next discuss the bilevel algorithm which is used to derive the regression rule H = '8 (x).

6.3.1 Data Normalization

Before training and inducing the NLDT for regression, we normalize the data. Each feature G8 and

dependent variable H is normalized using the following equation:

G=>A< =
G − `G
2fG

, (6.2)

where G=>A< is the normalized value of the variable G, `G and fG are mean and standard deviation

of variable G, respectively.
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6.3.2 Bilevel Regression Algorithm to Obtain '(x)

The regression rule to be evolved is expressed as a weighted sum of power-laws as given in equation

below:

'8 (x) =
F1�1 + F2�2 + · · · + F?�? + \0

\1
, (6.3)

where �8’s are power-laws of type �8 =
∏3
9=1 G

18 9

9
. Like in the standard classification task discussed

in Chapter 3, the genome representing the template of the regression rule is represented with a

block matrix B as shown below

B =



111 112 113 . . . 113

121 122 123 . . . 123
...

...
...

. . .
...

1?1 1?2 1?3 . . . 1?3


. (6.4)

The upper level of the bilevel algorithm conducts the search in the discrete space of exponents

18 9 . The lower level of the bilevel algorithm searches the coefficients F8 corresponding to power-

laws �8 and the bias terms \0 and \1. The upper level algorithm is similar to the upper level

algorithm developed for classification problems (see section 3.3.2), however the objective and

constraint evaluation is different as shown in Eq. 6.5. For the lower level, we use the sequential

quadratic program (SQP) to estimate the values of F8’s and \8’s. The optimization formulation

corresponding to the problem of estimating the regression function H = '8 (x) is given below:

Minimize �* (B,w∗,�∗) = �! (w∗,�∗) |B,

Subject to (w∗,�∗) ∈ argmin {�! (w,�) |B} ,

−1 ≤ F8 ≤ 1, ∀8, \0 ∈ [−1, 1], \1 ∈ (0, 1],

18 9 ∈ /,

(6.5)

where for our study here we choose / = {−3,−2,−1, 0, 1, 2, 3}. The allowable powers indicated

by set / controls the maximum complexity achievable by our procedure. The fitness of the upper
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level individual corresponds to the fitness of the optimal solution of the corresponding lower level

problem. We will next discuss how the lower level fitness function is designed to facilitate the

regression fit.

6.3.2.1 Lower Level Regression Optimization

Since we are targeting at evolving a simple rule, it is highly likely that one simple rule won’t fit

the entire dataset. Figure 6.3 illustrates one such situation involving two independent variables

and one dependent variable. Here, datapoints are scattered across three disjoint islands. Most of

Figure 6.3: Three Island Regression Problem.

them belong to island 2 while island 1 has the least number of datapoints. There might exist one

complicated regression surface which passes through all the datapoints. However, since we are

interested in having simple rule, one of the simple solution is to have three simple linear rules, one

for each island. Furthermore, in our overall algorithm, we would be interested to determine the

rule corresponding to island 2 first since it has majority number of points. The fitness function �!

for the lower-level optimization is formulated to capture these aspects. The algorithm to compute

�! is provided in Algorithm 9.

We will discuss the motivation behind different segments of Algorithm 9 here and explain the

idea with the help of Figure 6.4.
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Algorithm 9: Algorithm to compute the lower level fitness �!
Input : Dataset D in B-space of size # × ? and array . of length # comprising of values

of dependent variable H, weight vector w, bias valus \0 and \1.
Output
:

Lower level fitness value �!

// predict the value of H

1 . ′ = PredictY(D,w, \0, \1);
// Compute the absolute difference between predicted and actual .
values

2 .4AA>A = |. − . ′|;
// Get a Boolean array of good points

3 � = .4AA>A ≤ g4AA>A ;
// Compute the total number of good points

4 #6>>3 = Σ
#
8
� [8];

5 if #6>>3 == 0 then
// No good point found

6 �! = ComputeRMSE(. ′, .); // Root Mean Squared Error
7 else
8 if #6>>3 < # − 2 then

// Sorted array of error in ascending order
9 (4AA>A = Sort(.38 5 5 );

/* Get the error value of the best point from set of bad points
�′. */

10 3′ = (4AA>A [#6>>3 + 1];
11 if 3′ < 0.5 then

12 A = 1
#6>>3+1

Σ
#6>>3+1
8=1 (4AA>A [8]2;

13 else
14 A = ComputeRMSE(. [�], . ′[�]);
15 end
16 else
17 A = ComputeRMSE(. [�], . ′[�]);
18 end
19 �! = A − #6>>3
20 end

The value of �! is computed based on which stage the regression surface is relative to the

training data.

Stage 1 Here, the regressed surface is far off from the location of training datapoints as shown in

Figure 6.4a. This implies that no points are within a g4AA>A distance from the regressed
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(a) Stage 1 (b) Stage 2

(c) Stage 3

Figure 6.4: Computation of Lower Level Objective function �! based on Algorithm 9.

surface, i.e. ∀x ∈ �, |H(x) − H′(x) | > g4AA>A , where H and H′ are actual and regressed values

of x respectively. The value of parameter g4AA>A is user specified. Under this scenario,

the objective �! is evaluated by computing mean squared error (MSE) between actual and

predicted values. Minimization of MSE in Stage 1 brings the regression surface closer to

the location of training dataset. This is shown pictorially in Fig. 6.4a. This segment is

represented by lines 5-6 in Algorithm 9. Eventually, the regressed surface/curve will come

in the vicinity of one (or more) datapoints (shown by red in Fig. 6.4a) and will result into

#6>>3 ≥ 0, where #6>>3 is the number of datapoints for which the difference between

predicted and actual H value is less than g4AA>A .

Stage 2 During Stage 2, we already have atleast one point with |H − H′| ≤ g4AA>A (i.e. #6>>3 ≥ 1).

In Stage 2, we design the objective function �! such that its minimization will ensure

maximization of number of good points (i.e. points with |H − H′| ≤ g4AA>A ). One such way to

enforce this is to set �! = −#6>>3 . However, setting �! this way resembles a discontinuous
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many-to-one mapping. This will create local flat regions (similar to the situation discussed

in Figure 3.6) thereby making it difficult for an optimization solver to navigate the search

space of w and �. We thus do the following modification to avoid creation of flat zones in

the fitness landscape of �!:

Step 1 Determine the closest point x′ in dataset D to the regressed surface such that |H′(x′) −

H(x′) | > g4AA>A and compute its error as 3′ = |H′(x′) − H(x′) | (line 9-10 in Algorithm 9).

If 3′ < 0.5, go to Step 2, else go to Stage 3

Step 2 Since 3′ < 0.5, x′ is potentially a next good point. Thus, we append datapoint x′ to the

list of good points and compute the MSE on this modified set of good points. Let the

MSE value of this set (good points + potentially good point) be denoted with A. �! is

then computed as

�! = A − #6>>3

as shown in line 12 and line 19 in Algorithm 9. Note that at first, the term #6>>3 will

remain constant and only A will get minimized while minimizing �! . This will result

in tilting of the regressed surface as shown in Figure 6.4b (where regressed surface �

is tilted to �). Eventually, minimization of �! this way will successively cover more

points (shown by shaded red colors in Figure 6.4b) and will bring the regression surface

to location � (shown in Figure 6.4c).

Stage 3 Here, the next closest point with 3′ > g4AA>A is far away from the regression surface

(marked with green in Figure 6.4c). Hence, �! will be computed as

�! = A − #6>>3 ,

where A is the mean squared error of good points (i.e. all those points for which

|H(x) − H′(x) | ≤ g4AA>A ). In the example shown in Figure 6.4, values assumed by �!

during Stage 3 will be certainly less than those in Stage 2 since #6>>3 term of �! in
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Stage 3 will be more by atleast 1 unit than the #6>>3 term in Stage 2. Also, #6>>3 term

in Stage 3 will remain constant since the next possible good point (green colored in

Figure 6.4c) is located very far away. Thus, minimization of �! will implyminimization

of A. This will steer to re-position the line � (for which all red points of Figure 6.4c

were within g4AA>A distance) to line �.

Based on the above explanation and illustrations shown in Figure 6.4, in a particular lower level

optimization run using a point based classical optimization approach, the values of �! as observed

in Stage 1 will be more than those observed in Stage 2 and values observed in Stage 2 will be more

than those observed in Stage 3. This would be true in general, but will also depend on several other

factors such as noise in the dataset, value of g4AA>A and relative locations of datapoints in training

set.

Eventually, the regression curve will fit certain segment of the training data (represented by �

in Figure 6.4c). In our experiments, we set g4AA>A = 0.03. Computing �! using the procedure

discussed above removes the bottleneck of having flat fitness landscape. This allows us to use

point based classical optimization algorithms to quickly determine optimal values of w and �.

Having a fast and reliable lower level optimization is really important for the efficient design of the

overall bilevel algorithm to estimate the regression function '(x). Next we discuss the upper level

optimization which is used to estimate the structure and template of the regression function '(x).

6.3.2.2 Upper Level Regression Optimization

Fitness of the optimal solution of lower level optimization becomes the fitness of the upper level

optimization as shown in Eq. 6.5. Since genetic operators in the upper level are designed to

incrementally complexify the expression of the power-law rule (Eq. 6.3), starting from a very

basic rule involving only one variable appearance, we observe a natural preference and bias for

simpler rules over complex rules. Output from one run of bilevel regression algorithm is shown

in Figure 6.5. It can be observed that the algorithm is able to successfully fetch us with a linear
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regression rule '8 (x) = 0.91G1 − 0.90G0 + 0.08 to fit the island comprising of maximum number

of datapoints (Figure 6.5).

Figure 6.5: Regression algorithm is applied on all datapoints. The obtained regression rule
'0(x) = 0.91G1 − 0.90G0 + 0.08 is able to fit the subset of datapoints which are represented by
Y-predicted (in green circles). Partition rule %0(x) will be now derived to identify the domain in
G-space (i.e. %0(x) ≤ 0)) where this regression rule is applicable.

6.3.3 Bilevel Partition Algorithm (BPA) to Obtain %(x)

The regression rule (H′ = '8 (x)) derived in the previous section fits certain portion of the dataset

in node �8 (as an illustration, this is highlighted with green circles in Figure 6.5). The bilevel

partition algorithm is now employed to derive a partitioning boundary %8 (x) = 0 which separates

the dataset in �8 into two subsets: �!
8
(for which %8 (x) ≤ 0) and �'

8
(for which %8 (x) > 0). The

fraction of datapoins in �!
8
have their mean squared error w.r.t. the regression curve '8 (x) within

a user specified threshold value g<B4. Hence, for these datapoints, the depended variable H can be

predicted using the regression function '8 (x). The partition rule %8 (x) is derived to maximize the

number of datapoints in �!
8
(for which %8 (x) ≤ 0) while keeping their mean squared error value

(where the error is measured between the actual H value and the predicted H′ value) within g<B4.

The optimization formulation to derive the partition rule %8 (x) is organized in the bilevel

structure as shown below
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Minimize �* (B, <,w∗,�∗) = �! (w∗,�∗) |(B,<) ,

Subject to 6* (B, <,w∗,�∗) = 6! (w∗,�∗) |(B,<) ≤ 0,

(w∗,�∗) ∈ argmin
{
�! (w,�)

��6! (w,�) ≤ 0
} ��
(B,<) ,

−1 ≤ F8 ≤ 1, ∀8, � ∈ [−1, 1]<+1,

< ∈ {0, 1}, 18 9 ∈ /.

(6.6)

The overall bilevel algorithm is identical to the one developed for the classification problem

to derive split-rules for a classification task (as explained in Section 3.3), with the only change in

the objective and constraint functions. The partition rule %8 (x) (where 8 is the node number (see

Figure 6.2)) being derived is of the following type

%8 (x,w,�,B) =


\1 + F1�1 + . . . + F?�? , if < = 0,��\1 + F1�1 + . . . + F?�?

�� − ��\2�� , if < = 1.
(6.7)

where all symbols carry similar meanings to those discussed in the equation of split-rule for

classification problem (Eq. 3.2). x is the input feature vector, �8 is the power-law of type �8 (x) =∏3
9=1 G

18 9

9
, F8’s are the coefficients and \8’s are the biases.

Since both objective and constraint value for upper level optimization are borrowed from the

optimal solution of the lower level optimization, we discuss the optimization formulation for lower

level optimization in the next section.

6.3.3.1 Lower Level Partition Optimization

The lower level optimization estimates optimal values of weights w and biases � which minimize

the following objective function

Min. �! (w,�)
��
(B,<) = −#;4 5 C

s.t. 6! (w,�)
��
(B,<) = "(�;4 5 C − g<B4 ≤ 0

−1 ≤ F8 ≤ 1, ∀8, � ∈ [−1, 1]<+1

(6.8)
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Here, #;4 5 C indicates the number of points in node 8 for which %8 (x) |(w,�,B,<) ≤ 0 (Eq. 6.7).

Thus, this objective function tends to maximize the number of points going to the left node

�!
8

after partition. "(�;4 5 C is computed by measuring the mean squared error of the ac-

tual H value of datapoints in the left node �!
8

with the predicted H′ values obtained using

the regression function H′ = '8 (x) derived in the previous section. The constraint satisfaction(
6! (w,�) |(B,<) = "(�;4 5 C − g<B4 ≤ 0

)
ensures that H value of all datapoints coming to the left

node �!
8
after the split (i.e. %8 (x) ≤ 0) can be reliably predicted by using the regression function

H′ = '8 (x). In our experiments, we set the value of g<B4 parameter to g2
4AA>A (where g4AA>A = 0.03).

It is to note here that the regression rule H = '8 (x) is not applicable to points belonging to subset

�'
8
(i.e. %8 (x) > 0). Hence, the right node which contains datapoints from subset �'

8
becomes the

new non-terminal node and a dedicated dual bilevel algorithm is applied to it to derive its corre-

sponding regression and partition rules ('2(x) and %2(x) in Figure 6.2). This process is repeated

until maximum depth of tree is reached or the regression rule is able to fit all datapoints belonging

to a non-terminal node (in which case it is declared as a terminal leaf node).

6.3.4 Results on a Customized Benchmark Problem

In this section, we show results obtained on different versions of customized benchmark three island

problem (Figure 6.3). In the first experiment, we generate a pure dataset using the following set of

equations for islands 1, 2 and 3:

Island 1: .1 = -0 + -1 + 0.2, [-0, -1] ∈ [0, 0.2]2

Island 2: .2 = −-0 + -1 + 0.1, [-0, -1] ∈ [0.2, 0.7]2

Island 3: .3 = -0 − -1 − 0.3, [-0, -1] ∈ [0.7, 1]2

Concatenate: .?DA4 = [.1;.2;.3]

(6.9)

In the second experiment, we add noise to the pure dataset of Eq. 6.9 as shown below

.
(8)
=>8B4

= .
(8)
?DA4 + n, 8 = 1, 2, . . . #, n ∈ [−0.1, 0.1] (6.10)
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Results obtained on pure and noisy three island datasets are provided in Figures 6.6 and 6.7

respectively. Very small MSE values for each of the three leaf nodes indicate the efficacy of our

proposed Dual bilevel optimization algorithm to find regression and partition rules.

(a)

(b)

Figure 6.6: Result on the Pure Three Island Dataset. (a) Visualization of result. (b) Intert-
pretable AI representation using NLDT. Normalization constants are: Xmean = [0.49, 0.49],
Xstd = [0.25, 0.25], Ymean = 0.05 and Ystd = 0.28.

As can be seen from results shown in Figure 6.6 and Figure 6.7, the proposed approach of deriv-

ing piece-wise non-linear regression equations fetches us with a relatively simple and interpretable

regressor, which otherwise would have assumed a complicated form with other regression models

like artificial neural networks or regression CART. The rules evolved are simplistic in structure and
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(a)

(b)

Figure 6.7: Result on the Noisy Three Island Dataset. (a) Visualization of result. (b) Intert-
pretable AI representation using NLDT. Normalization constants are: Xmean = [0.52, 0.52],
Xstd = [0.28, 0.27], Ymean = 0.03 and Ystd = 0.29.

the induced NLDT is also topologically simple.

Currently, we are required to properly set the parameter g4AA>A (g<B4 = g2
4AA>A ) to get optimal

performance. One of the possible way to efficiently handle this is to re-formulate the upper-level

problem as multi-objective and search for the knee in the bi-objective pareto front of MSE Vs #!

(where #! is the number of points in left node) and use that solution to conduct the partition.

In the next section, we will apply the proposed dual bilevel algorithm to arrive at a relatively

interpretable policy for a control problem involving continuous action.

127



6.4 Interpretable AI for Control Problem with Continuous Action Space

In this section, we implement the dual bilevel algorithm we developed in the previous section to

explain control logic of an ANN (artificial neural network) agent which is used to control an object

using an action value from a continuous real domain. The problem considered here is borrowed

from [87] and is pictorially shown in Figure 6.8.

Figure 6.8: A Car-following problem with continuous acceleration. The rear car is controlled by
an AI while the car in the front moves with a random acceleration profile. This problem is similar
to the problem shown in Figure 4.8b with the only difference being that the cars can now assume
a value of acceleration in range −2</B2 to 2</B2 (unlike in the previous case where the rear car
could only have an acceleration from pre-specified discrete values).

Here, the car in the rear is autonomously controlled using an AI. The car in the front moves

with a random acceleration profile. The state of the rear car at a given time C is determined by three

quantities (the state is denoted by a real-parameter vector x):

1. Its relative distance from the front car (G0 = 3 5 A>=C − 3A40A ),

2. its relative velocity with respect to the front car (G1 = E 5 A>=C − EA40A ) and

3. its acceleration at time C − 1 (G2 = 0(C − 1)).

The control task requires to have a safe distance 3B0 5 4 between two cars, while simultaneously

ensuring a comfortable and smooth ride. The ANN agent is trained using the DDPG algorithm

[62]. For a given time-step C, the ANN agent takes the state x of the rear car as an input and outputs

the acceleration value H (i.e. 0(C)) in the continuous range from -2</B2 to 2</B2. Figure 6.9

shows a sample run where the trained ANN agent is used to control the rear car while the car in the

front operates with a random acceleration.
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(a)

(b)

Figure 6.9: ANNOutput for the continuous car-following problem described in Figure 6.8. Figures
(a), (b) and (c) are the plots of different state variables w.r.t to the time-step. The output of the
ANN is shown in Figure (d).
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Figure 6.9 (cont’d)

(c)

(d)

To explain the performance of the ANN, we first collect the data comprising of series of states

and corresponding action value as determined by the ANN. The tabulated data is then used to

train and induce the NLDT. This problem of training and deriving NLDT from the ANN generated

dataset translates to a regression problem of predicting the value of a continuous dependent variable

given a set of continuous input features (or state variables in our case). The challenge here is to

obtain the NLDT regressor with simple rules so that it can act as a logic-translator to explain the

inner-logic of the ANN, RL or any more compelex CNN/DNN used earlier to solve the problem.
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6.4.1 NLDT Representation and Training

As mentioned in the last section, the problem of developing interpretable AI for a continuous

control task involving one action translates to a regression rule finding problem. We thus adopt the

dual bilevel approach we discussed in section 6.3 to derive the NLDT for this regression problem.

For the control task, the regression rules represent different control logic and the partition rules

represent different conditions (or scenario) under which a given control logic is applicable. An

illustrative sketch of the same is provided in Figure 6.10.

Figure 6.10: NLDT Agent representation for continuous control task involving one action.

The conditional rules %8 (x) and control logic '8 (x) are expressed as weighed sum of power-laws

as mentioned in Eq. 6.3 and 6.7 respectively. The induction and training of the non-linear decision

tree (NLDT) of Figure 6.10 is done using the methodology discussed in the previous section in

Section 6.3.

6.4.2 Data generation

To derive the NLDT, the data is first generated using the trained artificial neural network (ANN)

controller. For our task, the ANN controller takes state variables as input and outputs the value

of the acceleration. In our experiments, we generate 5,000 datapoints to populate the training
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data. Once the training data is generated, the dataset is normalized using the method discussed

in Section 6.3.1. The normalized data is then used to train the NLDT. As mentioned before, each

regression rule and partition rule is derived using the proposed dual bilevel algorithm (Section 6.3).

6.4.3 Results on Car-Following Problem

In this section we discuss some results obtained on the 1D car following problem involving

continuous action space (Figure 6.8). As mentioned before, the car in the front follows a random

acceleration profile. The rear car is controlled using a trained ANN controller. The NLDT takes the

same state information as the ANN counterpart and predicts the value of acceleration. It is desired

to have the predicted acceleration value of NLDT to be as close as possible to the corresponding

ANN output for a given input state. Plots from different simulation runs are shown in Figure 6.11

to provide the visualization of how closely the NLDT is able to mimic the parent ANN controller’s

output.

The performance seen in Figure 6.11 is obtained by the NLDT agent shown in Figure 6.12.

From the results shown in Figure 6.11, it can be concluded that our proposed algorithm is able

to induce a relatively interpretable NLDT (Figure 6.12) which is able to match the predictions of the

complicated ANN controller. It is important to highlight all components of the NLDT (Figure 6.12)

which is obtained by our procedure:

1. A two-depth decision tree is adequate to explain control strategies of the ANN with a small

MSE error. Our dual bilevel approach is able to evolve this simple tree.

2. The tree involves one non-linear partition rule (%0(x)) at the root node, and two non-linear

regression rules (H = '8 (x)) at left leaf node (8 = 1, applicable for %0(x) ≤ 0) and right leaf

node (8 = 2, applicable for %0(x) > 0).

3. The structures of the regression and partition rules are evolved by our dual bilevel optimizer

involving simple expressions.
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(a) EA4; (C = 0) = 0

(b) EA4; (C = 0) = 5

Figure 6.11: Plots from different simulation runs with different initial relative velocity (EA4;)
between cars. The NLDT’s acceleration output (red line) matches with the ANN’s acceleration
output (blue line). NLDT agent behaviour is almost the same as that of ANN and can thus be used
to explain the behaviour of ANN.
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Figure 6.11 (cont’d)

(c) EA4; (C = 0) = 10

Figure 6.12: NLDT for car following problem with continuous action space.

While the original ANN can control the rear car well, it certainly cannot explain the reasons

behind choosing the action for each combination of three input states. Above partition and regression

rules paves the way of arriving at a relatively humanly-interpretable explanation to the data derived

from the ANN controller. Notice that a regular decision tree (DT) is incapable of coming up

with such a nonlinear combinations of variables. This is true even for the generalized linear

models (GLMs) and generalized additive models (GAMs). Due to hurdles of optimizing non-linear

optimization problems with guaranteed optimality, nonlinear decision trees were not studied in the
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past. With the advancements of efficient evolutionary (and bilevel) optimization methods, we are

able to open up this avenue to come up with as few as possible and as interpretable as possible

nonlinear decision rules. We believe that this strategy can be extended to more complex control

problems.
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CHAPTER 7

CONCLUSION AND FUTUREWORK

In this work, we primarily focused on inducing an intrinsically interpretable AI which is relatively

interpretable and simple than ANN, CART and SVM. The AI in our case is modelled using a

nonlinear decision tree (NLDT) wherein, unlike traditional decision trees, the conditional nodes

involve non-linear rules on input features. The non-linear rules at conditional nodes are expressed

as weighted sum of power-laws with exponents assuming values from a discrete set while the

coefficients and biases take real values between -1 to 1. The search for the non-linear rules is

carried out using a custom-designed bilevel approach. The upper level spans the discrete search

space corresponding to exponents while the lower level conducts a search on continuous variables

to optimize the split criteria. The NLDT is grown through a recursive splitting procedure, and

for each new conditional node, the non-linear rule is efficiently derived using a bilevel algorithm.

This implies that there is no need to pre-supply the topology of the NLDT since it gets organically

determined. TheNLDTs produced are simple in topology as compared to traditionalCART trees and

have much simpler rules than ANN or SVM counterparts at each conditional node, thereby making

the overall AI relatively more interpretable. A comparison with classical classification algorithms

on some standard and custom-designed benchmarks reveals the superiority of the proposed NLDT

algorithm in efficiently deriving simple yet high-performing classifiers.

This idea is extended to develop relatively interpretable controllers for control problems involv-

ing discrete actions. The open-loop training determines the structure of the NLDT and non-linear

rules, which are then re-optimized using an evolutionary-algorithm-based closed-loop training pro-

cedure to enhance the closed-loop control performance of the NLDT. The objective evaluation for

closed-loop training is computationally expensive; however, a speed-up to the overall evolutionary

closed-loop training algorithm is possible by distributing the evaluation of population individuals to

different computer cores. The proposed algorithm is able to induce an NLDT* controller which is

relatively simple than DNN controller and has better closed-loop control than the parent black-box
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AI controller. One of our key observations in this study was it was not required to have an NLDT$!

with 100% open-loop accuracy to achieve a competent closed-loop performance. We extended our

study of inducing relatively interpretable controllers in Chapter 5 to conduct a scale-up study and

proposed a benchmark-problem. The open-loop training is made considerably fast by replacing the

lower-level RGA algorithm with a classical SQP algorithm. This compromises the open-loop accu-

racy, however the re-optimization through the follow-up closed-loop training successfully readjusts

weights and coefficients of NLDT$! . The resulting NLDT* has a better closed-loop performance

than the original black-box AI. The NLDT* is then pruned and simplified by eliminating nodes

which are rarely visited during closed-loop control runs.

A conceptual layout on the possible extension of NLDT idea to solve regression and control

problems with continuous action space is demonstrated in Chapter 6. Here, a dual-bilevel algorithm

to proposed to systematically derive regression functions '(x) and partition functions %(x). The

proposed approach is first tested on a customized three-island regression problem involving three

separate disjoint linear regression surfaces. Next, the dual-bilevel algorithm of inducing NLDT

is applied to derive an interpretable translator to the DNN for a CarFollowing problem involving

continuous action. The derivedNLDT involves only one partition rule and two non-linear regression

control rules and is able to successfully mimic the behaviour of the parent DNN controller.

The results obtained are very encouraging and open up a number of possible research paths.

For classification problems, the parameter g� is required (Eq. 3.5). A parameter-free algorithm

could be developed to conduct splits. Currently, the rule structure is fixed to be a weighted sum of

power-laws. A genetic-programming-based approach can be used with the bilevel idea to derive

rules with different non-linearity. Another possible extension to this work would involve developing

an algorithm to handle categorical features in addition to ordinal or continuous features. It would

also be interesting to see how the dual-bilevel approach can be applied to any generic regression

or continuous control task. Currently, this approach is sensitive to the parameters g4AA>A and

g<B4 (Algo. 9 and Eq. 6.8). Another parallel research can be launched focused on automating

the reasoning and explanation process of developed NLDTs. Currently, we could do it for simple
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problems manually.

This work on producing a transparent AI system which is relatively interpretable used several

concepts from the non-linear optimization literature, such as bilevel-optimization and constraint-

handling. The training of inducing NLDT$! and NLDT* can be made better and faster by using

concepts from surrogate optimization and metamodelling. A multi-objective-optimization-based

approach can also be developed to induce NLDT wherein the interpretability and performance are

modelled as separate objectives. As mentioned before, interpretability is subjective, so it calls for

a joint collaborative research to develop transparent AI systems by integrating domain expertise of

human experts and requirements of end-users. We hope that our work helps to advance the research

in the field of interpretable artificial intelligence and beyond.
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