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ABSTRACT

EXPERIMENTAL SYSTEMS FOR EX-VIVO AND IN-VITRO STUDIES OF
BLAST-INDUCED TRAUMATIC BRAIN INJURY

By

Suhas Vidhate

Blast-induced traumatic brain injury (bTBI) has been widely accepted as a “signature”
wound affecting military service members in modern conflicts. When a blast-wave gener-
ated by an improvised explosive device explosion propagates through the human head, it
is hypothesized to cause direct mechanical damage to the brain tissue leading to vascular
injury, cerebral edema as well as less detectable but persistent deficits. However, the exact
mechanisms and pathophysiology of bTBI still remain poorly understood. One of the main
reasons for such poor understanding is the technical challenge of reproducing the typical
time-varying loading cycles induced on brain tissue after a blast event under controlled lab-
oratory conditions. Blast events have a sub-millisecond onset of high pressure followed by
complex dynamics resulting from the interaction between the blast wave and the intricate
anatomical structure of the human head. This interaction gives rise to time-varying intracra-
nial pressure profiles, dynamic shear loads, and cavitation events, which are hypothesized to
cause mechanical insults to the brain tissue.

To tackle these experimental challenges, we have developed four experimental devices
that can reproduce the dominant intracranial effects induced by blast loading onto the brain.
These experimental devices are: (1) Multi-material Hopkinson bar (MMHB) actuator, (2)
Generator of broadband pressure cycles, (3) Rig for controlled-cavitation events, and (4)
Generator of dynamic shear cycles. This dissertation details the design and development

of the aforementioned experimental systems along with the preliminary ez-vivo and in-vitro



experiments performed to test their applicability.

The designed apparatuses are comparably inexpensive, compact, easily portable, and
highly controllable, making them well suited for biomedical applications. These devices can
be used to conduct ex-vivo and in-vitro experiments involving animal brain tissue specimens,
cell cultures, and organoids to explore their pathophysiological response to the blast-like

loadings observed during a bTBI event.
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Chapter 1

Introduction

1.1 Introduction and Motivation

Blast-induced traumatic brain injury (bTBI) is one of the major health issues affecting
soldiers on the battlefield. It has been a leading cause of mortality and disability sustained
by armed forces and law enforcement personnel. The statistics of U.S. military casualties in
the operations held in Iraq and Afghanistan reported 253,300 traumatic brain injury cases
between 2000 and 2012 [9]. Consequently, this issue has caused a financial burden of billions
of dollars to the health care system [10].

As stated in [11-13], traumatic brain injuries associated with blast exposure follow four
distinct categories: primary injuries are caused by the interaction of the blast wave directly
with the brain tissue leading to mechanical damage; secondary injuries result from projectile
(shrapnel) penetration into the head; tertiary injuries are caused by blunt impacts to the head
as a result of being propelled away by the explosion; and quaternary injuries include other
forms of injury such as polytrauma, thermal, and chemical burns [14,15]. The four injury
categories and their causes are illustrated in figure 1.1. Out of all these injuries, primary
bTBI is the least understood and thus have been the main focus of this dissertation.

The blast-wave generated from an improvised explosive device (IED) explosion typically

follows the characteristics of a Friedlander waveform [16,17]. A Friedlander waveform consists
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Figure 1.1: Illustration showing a blast wave generated from an explosion and the resulting
injuries from the blast exposure (adapted from [3] )

of an instantaneous rise in pressure followed by an exponential decay and, lastly, a negative
pressure phase [16]. The time duration for which the pressure is above the atmospheric
pressure is known as the positive phase duration of the waveform. As an illustration, a
Friedlander waveform having a peak pressure of 450kPa and a positive phase duration of
10 ms is shown in figure 1.2.

When a human is exposed to a blast wave generated from an IED explosion, the blast
wave interacts with the skull and the intricate anatomical structure inside the head. One
such interaction is illustrated in figure 1.3, where reflection and the transmission of the head-
on incident blast wave through the human head (axial-view) is shown. This interaction alters
the blast wave’s Friedlander wave nature and gives rise to complex and time-varying intracra-

nial pressure (ICP) profiles. The comprehensive numerical studies [5,6] have simulated a
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Figure 1.2: A Friedlander waveform having a peak pressure of 450 kPa and a positive phase
duration of 10 ms
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Figure 1.3: Interaction between a blast wave and the human head (axial-view shown). The
reflection and the transmission of the incident wave and the resulting skull deformation are
also illustrated (adapted from [4]).

blast wave generated by a detonation of 2.3kg of C4 at a stand-off distance of 2.3m, and

analyzed the mechanical loads experienced by brain tissue due to the blast exposure. These



studies reported that the ICP profiles are complex, highly dynamic, and exhibit spatial vari-
ation. One such ICP profile experienced by the brain’s rear region (contrecoup region) with
respect to the incident head-on blast wave is shown in figure 1.4a. The frequency-domain

representation of the same ICP profile is shown in figure 1.4b. This ICP profile has a wide
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Figure 1.4: (a) The time-domain and (b) the frequency-domain representation of the
intracranial pressure profile at the contrecoup region (shown in figure 1.3) resulting from a
blast exposure [5, 6]



spectral distribution, which contributes to its complex and highly-dynamic nature. It can be
observed that most of the power is carried by the frequencies in the 0 — 5kHz range, which
has significantly higher amplitudes compared to the frequencies in the 5 — 10 kHz range.

The multi-material structure of the head offers interfaces with impedance mismatch for
the transmission of the incident blast wave. Because of the impedance mismatch at each
material interface, a part of the incident stress wave reflects, and a part of it is transmit-
ted. This transmission and reflection repeat at every intermediate interface and result in
a complex ICP profile because of the wave superpositions [7,13]. A blast wave also causes
the skull to deform dynamically (shown in figure 1.3), creating localized regions of high and
low pressure and large pressure gradients that sweep through the brain [18]|. This unsteady
deformation of the skull also contributes to the complexity of the ICP profiles [7, 18, 19].

The blast wave interaction with the skull and the intricate anatomical structure inside the
head also results in traveling shear waves. The unsteady deformation of the skull resulting
from reflection and transmission of the incident blast wave at the air-skull interface excites
the skull’s multi-modal response. This skull flexure phenomenon is illustrated in figure 1.5.
The skull flexure resulting from a blast exposure additionally contributes to traveling shear
waves inside the brain soft tissue [18]. As with the case of longitudinal stress waves, the
propagation of shear waves is significantly altered by the impedance mismatch at material
interfaces, which results in energy dissipation at the interfacial zones and causes focal me-
chanical damage [13]. Moreover, the transmission and attenuation of shear waves through
the human brain highly depend on the frequency of the propagating shear waves [20].

The negative ICP resulting from the multiple transmissions-reflections of the incident
blast wave, skull flexure, or the relative motion between the brain and the skull can cause

cavitation in the cerebrospinal fluid (CSF) [7,13,21]. Cavitation phenomenon is observed
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Figure 1.5: Illustration of skull flexure resulting from blast wave-skull interaction (adapted
from [7])

when a liquid is subjected to a tensile or negative pressure higher than a threshold, i.e.,
the liquid’s vapor pressure at that temperature [22]. Cavitation encompasses the formation,
growth, and collapse of the bubbles caused by the rapid changes in pressure [23]. The collapse
of the CSF cavitation bubbles generates high-pressure shock-waves and impinging jets that
can be damaging to the surrounding brain tissue [24-27].

Primary blast injuries are hypothesized to be linked with diffuse axonal injury (DAI),
vascular tears, intracranial hemorrhage, and focal cortical contusion [28]. The mechanical
damage resulting from the negative phase of ICP profiles is often associated with the CSF
cavitation [26,29,30]. The local shearing of the brain tissue resulting from pressure waves and

shear strain loads at the material interfaces is observed to be consistent with brain injuries



such as DAT near material interfaces [18,28]. Though brain soft-tissue damage resulting from
shear [29,31], cavitation [26,29,30], traumatic cell deaths, and disrupted cell structures [8,32]
have been identified as possible injury mechanisms involved in bTBI, the exact mechanisms
associated with primary blast exposure and their neuropathological consequences still remain
ambiguous.

One of the major contributing factors for such ambiguity is the difficulty in replicating
the mechanical loads observed during a blast exposure to induce mechanical insults within
brain tissue specimens or cell cultures. These mechanical loads include the complex ICP
profiles, the dynamic shear loadings induced by traveling shear waves, and the high-pressure
shock-waves resulting from the collapse of the CSF cavitation bubbles. To fully understand
the underlined pathological effects of these mechanical insults on brain tissue specimens or
cell cultures, there is a need for experimental devices that can generate such complex loading

cycles under controlled laboratory conditions.

1.2 Literature Review

Although several damage mechanisms associated with bTBI have been reported in the lit-
erature [33], this dissertation mainly focuses on three dominant damage mechanisms: (1)
impulsive, multi-frequency, and fast-varying pressure cycles, (2) cavitation and,(3) dynamic
shear loadings. This section discusses the experimental techniques that have been previously

employed to generate above mentioned mechanical loadings.



1.2.1 Experimental Techniques for Impulsive Pressure Generation

Previously, researchers have implemented experimental techniques such as split-Hopkinson
pressure bars (SHPB) [8,32,34,35], shock-tubes [36-42], and blast-tubes [43-46] to generate
pressure profiles mimicking a blast loading. In the SHPB technique, a traveling stress wave
is generated in the incident bar from a striker impact. This wave is then used to compress
water and generate impulsive pressures in the piston-cylinder assembly placed at the end of
the bar. Shock-tubes use a sudden release of compressed gases to generate impulsive pres-
sures. Furthermore, blast-tubes use confined explosive detonations to generate impulsive
pressures. These experimental setups generate pressure profiles that have a single overpres-
sure pulse either sustained or similar to a Friedlander waveform. Other researchers have
used microdetonics to generate blast loading [47,48]. Representative experimental setups for
an SHPB and a shock-tube are shown in figures 1.6 and 1.7.

All of the above-mentioned techniques have limited control over the pressure profiles that
they can generate, are not easily tunable to replicate the ICP dynamics, and are, in general,

very expensive, requiring significant technical expertise and large laboratory spaces.

Figure 1.6: Experimental setup of a split Hopkinson pressure bar (Picture Credits: REL
Inc.)



Figure 1.7: Experimental setup of a shock-tube (Picture Credits: Center for Injury Biome-
chanics, Materials, and Medicine at New Jersey Institute of Technology)

1.2.2 Experimental Techniques for Generating Cavitation

There are several experimental techniques reported in the literature employed to gener-
ate cavitation events. Some of the key techniques are a modified SHPB [25, 26, 30, 32,49,
50], shock-tube [36,37], drop tower [51,52], ultrasound [53, 54|, laser [27,55], and a laser-
ultrasound combination [56]. The modified SHPB setups use the reflected stress-pulse to
generate negative pressures and induce cavitation. The shock-tubes and drop towers de-
liver acceleration-induced or inertial cavitation. The impact from a shock-wave or a drop
weight creates a relative motion between the liquid and its surrounding solid boundary,
which generates a negative pressure region at the boundary and induces cavitation. The
SHPB, shock-tube, and drop tower setups are relatively complex and require rigorous tech-
nical training for safe operation. Also, they are extremely bulky and thus, lack portability.
The ultrasound technique uses focused ultrahigh-frequency (typically greater than 1 MHz)
acoustic waves to apply periodic compression-tension cycles. When the acoustic wave am-
plitude is sufficiently high, it generates cavitation bubbles during the negative phase. These

bubbles partially collapse during the subsequent positive phase of the acoustic wave. The



laser-based setups use a focused laser beam pulses to generate cavitation bubbles. The ul-
trasound and the laser techniques generate focused cavitation events with extremely short
timescales (order of few microseconds). The timescales and the frequency range of cavitation
events generated by laser and ultrasound techniques significantly differ from the cavitation

associated with bTBI, which typically lasts for several milliseconds.

1.2.3 Experimental Techniques for Dynamic Shear Loadings

To induce dynamic shear loading at high strain-rates, researchers have implemented a mod-
ified SHPB that includes a parallel plate fixture to shear the specimen [57,58]. However, the
shear strain magnitudes generated using the modified SHPB technique are usually very high
and result in specimen tearing. This high strain deformation does not replicate the low shear
strains observed during a primary bTBI event. The shear deformation linked to bTBI has low
strain amplitudes but high strain-rates [10]. Moreover, the SHPB technique cannot generate
oscillatory shear deformation associated with traveling shear waves. Rotational rheometers
are generally used to induce oscillatory shear deformation into a specimen and can be used
to generate shear cycles of low strain amplitudes [59]. However, they are optimized for ma-
terial characterization tasks and cannot be tuned to generate user-specified shear loading
profiles. Additionally, rheometers lack the ability to generate shear deformations at high
oscillating frequencies and strain-rates and are, in general, very expensive. Researchers have
also developed their own custom shear instruments that use linear actuators and a parallel
plate assembly to load soft tissue-like gelatin specimens [60-63]. These reported instruments
could generate either the shear strain amplitudes or loading frequencies typically associated

with a bTBI event, but not both simultaneously.
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1.3 Aims and Outline

An ideal solution to the experimental challenges involved in reproducing mechanical loads of
a blast event in a controlled manner would be the following: create completely controllable,
portable, reproducible, and inexpensive methods to generate arbitrarily complex pressure
cycles, dynamic shear loadings, and cavitation events onto living tissue and cell cultures.
Building apparatuses that could be easily shared between laboratories would also accelerate
bTBI research. Our research demonstrates the design and development of such experimental

devices that can generate tunable, reproducible, and complicated loading cycles.

1.3.1 Devices for Complex Pressure Loadings

In this dissertation, Chapter 2 discusses the concept of a Multi-Material Hopkinson bar
(MMHB) actuator to generate complicated stress-wave patterns. The MMHB actuator re-
places the incident bar of a conventional split-Hopkinson pressure bar apparatus with a
multi-material incident bar to transform the incident stress pulse into a complex loading
profile. As proof of concept, we have designed the MMHB actuator for generating various
sinusoidal pressure profiles with multi-frequencies and decaying characteristics.

Chapter 3 discusses the design and development of the apparatus for generating broad-
band pressure cycles. This apparatus uses a water-filled piston-cylinder assembly driven by a
piezoelectric actuator to generate complex and fast-varying pressure profiles. The apparatus
also incorporates a feedforward controller to track user-specified target pressure profiles. The
experimental capabilities of this apparatus are demonstrated by generating a single pressure
pulse with various pulse-widths and magnitudes, an approximate Friedlander waveform, and

a multi-modal waveform.
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1.3.2 Device to Generate Cavitation

Chapter 4 focuses on a bench-top rig designed for controlled-cavitation experiments. This
cavitation apparatus also uses a water-filled piston-cylinder assembly, which is operated
by a high-speed linear motor to generate negative pressures and induce cavitation. The
capabilities of this apparatus are demonstrated by performing a cavitation experiment with

water as the working liquid.

1.3.3 Device for Dynamic Shear Cycles

Chapter 5 discusses the design and development of the apparatus for generating dynamic
shear cycles. This apparatus uses a voice-coil actuator and two parallel plates assembly to
generate oscillatory shear loadings at various strain amplitudes and frequencies. The pre-
liminary experiments conducted to determine the mechanical properties of polyacrylamide
(PAA) gelatin specimens, as well as to test the implementation of the apparatus for loading

samples of living tissue and three-dimensional cell cultures, are also discussed in this chapter.

Chapter 6 discusses the preliminary ez-vivo and in-vitro experiments conducted to explore
the response of biological specimens to complex time-varying pressure and shear loadings.
These experiments served a dual purpose: determining the pathophysiological response of
the animal brain tissue specimens, cell cultures, and cerebral organoids to the blast-like in-
tracranial effects and testing the implementation of our experimental devices for bTBl-related
studies. Lastly, Chapter 7 summarizes the development of the aforementioned experimental

systems for loading biological specimens and provides directions for future developments.
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Chapter 2

Multi-Material Hopkinson Bar

Actuator

2.1 Introduction

In stress wave analysis and experimental characterization, the assumption of homogeneity
and continuity is mostly inadequate for contemporary engineering practices. Specifically,
there is a need to better understand the formation of complex wave profiles and the response
of the continua to these wave profiles. Conventional testing systems are not fully capa-
ble of generating controlled complex stress waves with predefined spectral characteristics
comparable to the application requirements.

Systems containing multiple materials and material interfaces typically exhibit complex
stress waveforms when subject to impact or blast-like impulsive loads. Structures made up of
layered composite materials are examples of this class of systems. The multiple transmissions
and reflections that the incident wave experiences because of the layered configuration result
in a complicated loading [64], and this phenomenon is utilized to design impact-resistant
protective equipment such as armors and helmets [65].

The response of biological systems to exogenous dynamic loadings is another phenomenon

where complex stress waveforms are observed. One such case is that of blast-induced Trau-

13



matic Brain Injury (bTBI), which is one of the major reasons for the morbidity and mortal-
ity of service-members on the battlefield [9,66]. While the nature of the incident load has
a significant effect on the magnitude and pattern of injury [67], previous studies show that
the multi-layered morphology of the head, skull, and intracranial contents, with different
impedances for wave propagation, greatly affect the peak amplitude and the spectral char-
acteristic of the intracranial pressure (ICP) profile [7,18,68]. Moreover, not only the peak
stress amplitude but also the temporal frequency of the stress profile could contribute to tis-
sue damage [68]. Due to the geometrical and material anisotropy in the brain tissues at the
micron-level, central nervous system (CNS) components such as neuron and glial structures
might produce different responses to the same blast exposure [69,70]. As a result, bTBI
is diffused in nature due to the heterogeneity of the skull’s contents and the complexity of
intracranial wave interactions. In consequence, the degree to which different spectral com-
ponents participate in brain damage is still an open question. There is also a discrepancy
in blast exposure data obtained from different laboratories because of the variations in the
experimental techniques and protocols implemented to simulate blast [71]. This poses a
challenge while comparing bTBI-related experimental studies from different research groups
and encourages an experimental technique that can consistently replicate the amplitude and
frequency characteristics of stress experienced in human bTBI. Such an experimental tech-
nique might replicate blast-like loading conditions that produce TBI neuropathologies seen
in post-trauma.

The split-Hopkinson pressure bars (SHPB) technique has been extensively used to in-
vestigate the mechanical response of materials at high strain-rate deformation [34,72]. The
details of the SHPB technique are well-known. SHPB offers a diverse arrangement of spec-

imen, bar, and loading mechanism for various high strain-rate material characterization
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studies. Additionally, the SHPB has been previously used to load biological tissues with
blast-like pressure profiles [8,32]. However, the conventional SHPB is still challenging to use
on specimens with low strength, stiffness, or impedance, such as biological tissues, foams,
gels, and polymers [72-74]. Another limitation is that the loading profile generated using a
conventional SHPB is typically a single stress wave pulse [34], despite the various available
types of accelerators, e.g., electrostatic, pneumatic, explosive, and pulsed laser [75]. The
impact of the striker generates a stress wave that propagates through the incident bar; part
of the incident stress pulse is transmitted into the specimen and the transmission bar, while
the remaining part reflects into the incident bar. The reflected pulse travels back and forth
along the incident bar as it reflects consecutively on both ends of the bar. But this effect
does not load the sample cyclically in a typical SHPB test, because the sample and trans-
mission bar tend to separate from the incident bar upon the first wave interaction. Thus, a
conventional SHPB is not capable of generating a complex, broadband stress wave akin to
ICP profiles.

In this chapter, we report on a promising methodology to design an actuator that can
generate repeatable cycles of multi-frequency stress waves at strain-rate levels typical of SH-
PBs. Because the loading generated by a conventional SHPB is a single-frequency stress-wave
pulse, we consider the more general concept of a Multi-Material Hopkinson Bar (MMHB)
actuator. Our contention is that such a device is capable of generating loading profiles hav-
ing complicated spectral characteristics as per the user specifications. In this concept, the
incident bar is substituted for multiple bars of different materials arranged in series. The
distribution of materials and lengths of these bars are chosen so as to obtain the characteris-
tics of the targeted loading profile. The underlying idea behind the multi-material incident

bar is to transform the single stress wave impact into a targeted complex wave by leveraging
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the impedance mismatch between adjacent bars. As the incident wave propagates through
the multi-material bar, each material interface produces a reflected and a transmitted wave.
This process repeats multiple times at each material interface, inducing wave interactions
that result in a more complex output at the end of the multi-material bar. The material
and geometrical features of each bar component constituting the multi-material form the
parameter design space and require a selection that is based on the targeted profile. A
multi-objective optimization algorithm is employed to acquire the multi-material incident
bar configuration that can best replicate the targeted wave profile in both the frequency and
time domains. This design optimization is achieved by coupling the numerical modeling of
the MMHB wave dynamics to the optimization algorithm.

This chapter is organized as follows. Section 2.2 discusses the working principle of the
MMHB actuator along with a numerical model analyzing stress wave propagation in multi-
material bars. The optimization algorithm and the design parameters required to develop
a target profile-specific actuator are also discussed here. The results from a series of case
studies conducted to test the applicability of the MMHB concept are presented in section
2.3. The chapter concludes in section 2.4 with a discussion on the capabilities and limitations

of the MMHB actuator.

2.2 Methods

The stress wave propagation through an interface results in a reflected and a transmit-
ted wave due to the impedance mismatch, as detailed in section 2.2.3.1. A multi-material
bar constructed by joining multiple bars of different materials naturally has interfaces with

impedance mismatch, which create reflections and transmissions of the incident stress wave.
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The superposition and interference of these wave reflections and transmissions transform a
single localized stress pulse input into a relatively complex and delocalized stress wave at

the end of the bar.

2.2.1 Stress Wave Propagation in Multi-Material Elastic Bars

The principle of generating complex stress waves using a multi-material bar is demonstrated
by analyzing longitudinal stress wave propagation for the three cases shown in figure 2.1a.
These cases are: (1) a single material bar made from aluminum, (2) a two-material bar
made from aluminum and steel, and (3) a three-material bar made from aluminum, steel,
and copper.

The resulting stress history at the end of the multi-material bar is obtained by solving
the governing equations given in section 2.2.3.1. These equations within each bar, along with
the appropriate interface equations between constituent bars, are treated numerically with
MATLAB using the method of characteristics (see section 2.2.3.2). The material properties
used for the numerical modeling presented here are listed in table 2.1.

A stress profile (o1,), such that shown in figure 2.1b, is specified on the left end of the
multi-bar assembly as a boundary condition to simulate an impact from a striker. This type
of incident stress pulse is typically observed during an impact from a spherical striker [30].
The velocity at the right end of the multi-bar assembly (V) is specified as zero to impose
the fixed-end boundary condition. As a sign convention, compressive stress is considered
positive.

The stress profiles (o) generated at the fixed right-end of the multi-bar assembly is
extracted as output from the MATLAB script. For the case studies depicted in figure 2.1a,

the corresponding computed right-end stress profiles are shown in figures 2.2a, 2.2b, and
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2.2c. As the number of bar components within the multi-material bar increases, so does

the number of interfaces with impedance mismatch giving rise to an increasing reflection

Case 1: Single-Material Bar
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Figure 2.1: (a) Schematic of the three bar configurations used to illustrate the effect of

impedance mismatch. (b) Incident stress pulse (o7,) specified as the boundary condition at
the left end x = 0.
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Figure 2.2: The stress profiles (oR) at the fixed far end of (a) single material bar, (b)
two-material bar, and (c) three-material bar depicted in figure 2.1a

and transmission cascade. Accordingly, the stress profile obtained at the right end of the
bar also increases in complexity (as is evident from figures 2.2a, 2.2b, and 2.2c). The case

studies depicted in figure 2.1a treated the metallic bar materials as purely elastic. The more
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general methodology presented here treats multi-material bars consisting of both elastic and

viscoelastic materials, the latter of which allows explicitly for dissipation.

2.2.2 Multi-material Hopkinson bar (MMHB) Actuator

Motivated by the previous considerations, we seek to replicate a given complex loading
cycle at the right end of the multi-material bar by optimally sequencing bars of different
materials and lengths. Because our primary motivation is the study of bTBI, we focus on
an experimental setup that is appropriate for applying loads on biological samples. More
generally, however, the principles are general ones that can be applied for broader purposes
of material characterization.

The multi-material incident bar shown in figure 2.3 acts as the piston in a piston-cylinder
assembly used for unsteady compression of water. Its movement produces a highly complex
pressure cycle inside the cylinder. This system is basically a pressure chamber for loading a
biological specimen. Water is used as the working fluid inside the pressure chamber due to

its nearly incompressible nature.

Loading Device Multi-Material Incident Bar

. S ——

A
\

‘

L/

Bar Component-1 Bar Component-2 Bar Component—N/

Striker

Gas Gun

Pressure Chamber
(Piston-Cylinder Assembly)

Figure 2.3: Schematic of the MMHB actuator
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The actuator design problem involves several design variables such as the lengths of the
various bar components, material selection for those components, and the striker impact
parameters. The design is now optimized in order to generate a pressure profile similar to

the user-specified target pressure profile.

2.2.3 Theoretical Background and Numerical Modeling
2.2.3.1 One-dimensional Wave Propagation in Solids

This section provides a brief review of the essential theoretical background in order to aid
in the understanding of the following sections.
One-dimensional longitudinal wave propagation in a long bar is governed by the momen-

tum balance equation

GV_&I

- == 2.1
Por ~ ox’ 21)
and the continuity equation
oV Oe
—_— = 2.2
ox Ot (22)

The dependent variables, V', o, and ¢ denote the velocity, stress, and strain respectively
at a given location x and time t. The constant p denotes the density of the bar material.
Additionally, the relation between the stress and the strain is defined by the constitutive
model of the bar material, which is taken to be viscoelastic.

Wave propagation in a viscoelastic bar has two distinct characteristics: attenuation and
dispersion [1,76]. Attenuation corresponds to the reduction in stress wave amplitude as the
wave travels along the length of the bar. Dispersion is associated with the change in either

the shape or the spectral character of the stress pulse as it propagates. Here, the standard-
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linear-solid (SLS) model is used as the constitutive model. It is modeled as a combination

of springs and a dashpot, as shown in figure 2.4.

E;
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E2 T|=E20
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Figure 2.4: A spring-dashpot representation of the standard-linear-solid (SLS) material
model

The stress-strain relationship for the SLS model is given by

do o Oe
E+§—(E1+E2)§

€

E 2.

where Fq is the long-term (fully relaxed) modulus, Eq + E» is the short-term (instantaneous)
modulus, and @ is the relaxation time constant [1,77]. The linear elastic model is the special
case of the SLS model with £y = E and Fy = 0 , where E is the Young’s modulus of the
elastic bar material.

The wave propagation phenomenon through an interface between two bars made up of
materials A and B is shown in figure 2.5. When a stress wave (o7) traveling through material
A reaches the interface where the two bars are bonded, the difference in the material proper-

ties on either side of the interface creates an impedance mismatch for the wave propagation.
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Figure 2.5: Stress wave propagation through the interface between materials A and B
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Since the two bars are bonded together, it is assumed that there is no relative motion between
the bars at the interface, implying continuous velocity and stress fields across the interface.
Part of the incident wave is reflected (oR), while the rest of the wave is transmitted into the
next bar (o).

If both materials A and B are elastic then the amplitudes of the reflected (o) and
transmitted (o) stress waves are determined as

B — A
ZpH+ 2

278

o1 and o1 = mO’I,

9R

where Z5 and Zp denote the respective acoustic impedances of materials A and B [78-80)].

This acoustic impedance is given by

Z =+\/E Xp.

As expected, perfect impedance match (Zg = Z4) gives no reflected wave and gives a
transmitted wave that exactly matches the incident wave. More generally (Zg # Zp) the
transmitted wave has the same compressive or tensile character as the incident wave whereas
the reflected wave can change its character depending on the sign of Zg — Zj,.

The numerical method described next in section 2.2.3.2 provides a treatment where mate-
rial interfaces are always nodes in the (z, t) discretization. The procedure naturally recovers
the above interface relations, if both materials are elastic. When one or both materials are

truly viscoelastic then the numerical method provides an appropriate extension.
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2.2.3.2 Method of Characteristics for Modeling One-dimensional Wave Propa-

gation in a Multi-Material Bar

Since an elastic material model can be treated as a special case of the SLS model, a numerical
model is developed to simulate the wave interaction in a multi-material bar made up of
viscoelastic bar components. The governing equations for one-dimensional wave propagation
in a viscoelastic bar are treated using the method of characteristics as described in [1].

In an (z,t) domain governed by equations (2.1), (2.2), and (2.3), there are two sets of

dz E1+ Ey
— =44/ ——==4C 24
T v (2.4)

where CV denotes the maximum (leading edge) signal speed in the viscoelastic material. The

characteristic curves

(4) sign in equation (2.4) corresponds to the waves propagating in the positive z-direction
while the (—) sign corresponds to the waves propagating in the negative z-direction. The
corresponding compatibility conditions along the characteristics are given by

1 o— Ee
pC,0

dt. (2.5)

The third set of characteristics is non-propagating and along it the compatibility condition

holds:
do o— Fie
+
Ei1+ By (E1 + EQ)@

dez =0, and de= dt. (2.6)

Quantities Fq, E9, p, 6, and Cy depends on location x as determined by the multi-material
bar under consideration.

To solve the compatibility equations along the characteristics, the spatial domain for each
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of the bar components is discretized to have

Az =Cy, x At, (2.7)

where Az denotes the distance between two adjacent nodes, and At denotes the time-step.
Additionally, the length of each of the bar components constituting the multi-material bar
is rounded so that there is an integer number of node points for each bar component, and
the interfaces occur only at the locations of the nodes.

Since the water in the piston-cylinder assembly is modeled as a linear elastic fluid, which
can again be considered a special case of the SLS model, it is numerically treated in the
same way as the rest of the bar components.

The compatibility equations are implemented along the characteristics to determine ve-
locity (V), stress (o), and strain (e€) fields for a given initial and boundary conditions. The
nodal points are divided into three categories: left boundary point (figure 2.6a), interior

points (figure 2.6b), and right boundary point (figure 2.6¢).

(xl ’tj+l) (Xi ,tj+]) (Xn stj+l)

Interface
V' N -~ V'S
(x2.) (Xi1:tp) (Xi1oty) (Xp-1:t)
(X581 (Xistio) (nstior)
Left Boundary Point Interior Point Right Boundar%; Point
a(x,,t) specified v(X,,t) =
(a) (b) (©

Figure 2.6: Characteristics solution for (a) Left boundary point, (b) Interior point, and
(c) Right boundary point of the MMHB actuator. The subscript of the spatial element (x)
indicates the location of grid points: 1 and n denote the left and right boundary, respectively,
and i denote an internal point.
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For the i interior node point, define p* (i), Ef’(z) : E;'(z), 0 (i) , and C’; () to be the
corresponding material properties of the material just right of the nodal point. Similarly,
define p (i), £y (i) , £y (i), 07 (i) , and C’; () to be the corresponding material properties

of the material just left of the nodal point. Notice that:

Oy (i) = C;(z' —1).
For the left boundary point (i = 1), only pT, Ef , E; .07 and C’; are defined, whereas
only p~, B , E5, 0 , and C‘; are defined for the right boundary point (i = n). Because
of the way material properties are assigned to the nodal points, in principle, every interior
nodal point can be treated as an interface. This observation, utilized by [81] in the analysis
of stress waves within an elastic multi-material domain, is central to our treatment of the
more general viscoelastic case. In particular, it recovers the impedance conditions of section
2.2.3.1 for the elastic special case.

For the multi-material bar, the intermediate material interfaces between the bar compo-
nents are treated as bonded interfaces implying no relative motion between the bar compo-
nents. This makes the velocity and stress fields continuous across the interfaces. However,
the strain is generally discontinuous across the interfaces, and we define e~ and €' as the
strain just to the left and just to the right of the node, respectively.

The velocities and the stresses are determined at the interior points by applying the
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compatibility conditions given in equation (2.5) along the characteristics given in equation

(2.4). These left-running and right-running characteristics are shown in figure 2.6b. This

gives:
Vit ) p (O, (D) (i1, t5) + pT ()CT OV (wig1,15) + 0(Ti41,15) — 0 (wi-1, 1))
(@isty1) = 00, 0 1 700
n At {El (2 + 1)e (541, tj) —o(Ti41, tj)
p~ (1)C (@) + pT (D) O (4) 0~ (i+1)
B (- Vet (w1, ty) - 0(%—1%)}
6+(i— 1)
(2.8)
pr()CH OV (wig1,ty) — p~ (DO (D)V (i1, t))
o(zi, tj11) = 5
{p*(z)C;(z) - p_(Z)C‘;(Z)}V(:L‘Z, tj-l—l) U($i+1, tj) + J(:[Z'_l, tj)
B 2 + 2
At E_(i -+ 1)6_(:EZ' 1,1 ) — O’(J}Z' 1,0 ) E+(i — 1)€+(:I}Z;1,t ) — O’(Cc’ifl, t )
'*??{ : e—z4fn e 1) ; }
(2.9)

If the interior point is not at an interface, the equations (2.8) and (2.9) reduce to the
corresponding ones given in [1].
The strains at the interior points are determined by applying the compatibility conditions

along the characteristics given in equation (2.6). This gives:

o(xi, J-l—l) (%a j— 1)

€ (@i tjgpn) = € (w5, tj-1) +

B (i) + By (i)
2At {E+< i)et(x;,t i D) — (xl, i 1)} (2.10)
B0+ EL() 07 (i)
€_<xivtj+1) = 6_(%'775]'_1) + (szy ]—1—(1@3 (xz,)] 1)
) (2.11)

B 2AL {E1_<Z>€ (331? j—1 (3727 j— 1)}
By (i) + Ey (i) 0~ (i)

If the interior point is not at an interface, it has €™ = ¢~ and the equations (2.10) and (2.11)
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also reduce to the corresponding equation given in [1].

At the left boundary point (i = 1), stress o(z1,t) is specified as a boundary condition to
simulate an impact from a striker. Velocity at the left boundary is determined by applying
the compatibility equation (2.5) for the wave propagating in the negative z-direction (figure

2.6a). This gives:

(.T2,t]) - (xlvtj+1)

V(z1,tj41) = V(wg,t;) +

pr()CE)
(2.12)
F A (B ) oty
DO 0= (2)
The strain calculation at the left boundary point is similar to the internal points.
(xla —i-l) (xlv 1)
€ (z1,tjp1) = € (1, 1) + j EF() T B (1 )j
(2.13)

B 2AL {E+(1) (w1, 25— 1)—0(951, - 1)}
Ef (1) + ES (1) 0+ (1)

At the right boundary point (i = n), velocity V (zp,t) is set to zero to simulate a fixed

boundary condition. Stress at the right boundary is determined by applying the compati-

bility equation (2.5) for the wave propagating in the positive z direction (figure 2.6¢). This

gives:

o(zn, tjy1) = o(xp_1,tj) +p (n)C’V(n){V(xn,tj+1) — V(xn_l,tj)}

{Ef(n — et (zp_1,tj) — o(zp_1,t;) }
0t (n—1)

(2.14)
+ At
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The strain calculation at the right boundary point is also similar to the internal points.

O\Tn, O\ Tn,
€ (zn,tjr1) =€ (zn,tj—1) + o(zn J“i o(zn, tj—1)

Ey (n)
2At {E;(n) (xn, j— 1) (be j— 1)}
E (n)+ Ey (n) 6= (n) '

By n)+ (2.15)

A MATLAB script was developed to implement the aforementioned method of charac-
teristics and numerically model the MMHB actuator. For the numerical modeling results

presented in section 2.3, time-step At was chosen to be 1 us.

2.2.4 Optimization Methodology
2.2.4.1 Design Parameters

A numerical model for the MMHB actuator dynamics is based on the method of characteris-
tics as elaborated in section 2.2.3.2. A theoretical background review for numerical modeling
is presented in section 2.2.3.1. The design of the MMHB is obtained by coupling this dy-
namical model with an optimization algorithm in order to replicate the target stress profile.
The MMHB actuator design problem involves geometric variables, such as the lengths of
the bar components. The impact between the striker and the multi-material bar gives the
stress boundary condition at the left end of the overall bar assembly. This incident stress
pulse is specified to have a single half-wavelength sinusoidal form similar to the one shown
in figure 2.1b. In practice, such an incident stress pulse is typically generated by an impact
from a spherical striker. To account for various magnitudes of impacts, the incident pulse
amplitude and duration are considered as design variables. The material selection for each
bar component is crucial for introducing interfaces with impedance mismatch in the multi-

material bar, which is the key for transforming the incident pulse into a complicated stress
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wave. Thus, the material assignment for the bar components are significant design variables.

Table 2.1 gives the details of material selection options we have considered for each of
the bar components in terms of the material properties used to simulate these materials. For
an N-bar assembly of the MMHB actuator, there are 2N+2 design variables: N lengths, N
materials, the incident pulse duration and amplitude. The magnitude ranges for these design
variables are given in table 2.2. Additionally, the optimization algorithm allows the same
materials assignment for two adjacent bar components. This reduces the effective number
of bar components while providing additional design flexibility.

Table 2.1: Material library for multi-material bar components. The material properties for
Material ID 1-5 were taken from [1], and Material ID 6-12 were obtained from the ANSYS
material library [2].

Material ID Material Eq (GPa) FE3 (GPa) 6(us) Density (kg/m3)

1 Epoxy 3.43 3.43 8.57 1200

2 PMMA 1 2.94 3.07 95.4 1190

3 PMMA 2 3.14 3.98 67.4 1190

4 PMMA 3 3.78 5.24 40.5 1190

5 Polycarbonate 2.3 0.73 140 1200

6 Structural Steel 200 0 - 7850

7 Stainless Steel 193 0 - 7750

8 Magnesium Alloy 45 0 - 1800

9 Gray Cast Iron 110 0 - 7200

10 Copper Alloy 110 0 - 8300

11 Aluminum Alloy 71 0 - 2770

12 Titanium Alloy 96 0 - 4620

Table 2.2: Design variables for MMHB actuator
Design Variable (Unit) Minimum Value Maximum Value Step/Resolution

Length of each bar component (mm) 50 2000 1
Material ID for each bar component 1 12 1
Incident pulse amplitude (MPa) 0.1 10 0.1

Incident pulse width (ms) 0.1 2 0.01

Water was modeled as a nearly incompressible linear elastic fluid [82]; and since it was
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fully confined, its bulk modulus was used as the elastic modulus. To avoid any additional
variables, the length of the water column in the cylinder was fixed to 50 mm for all the
optimization problems. For the numerical model, the bulk modulus of water was taken as

2.15 GPa and the density as 998 kg/m? [83).

2.2.4.2 Optimization Algorithm

An optimization problem with multiple conflicting objectives has a set of Pareto optimal
solutions instead of a single solution [84]. The Non-dominated Sorting Genetic Algorithm
IT (NSGA-II) is an evolutionary optimization algorithm that is widely used to find a set
of optimal solutions for such a multi-objective optimization problem [85]. NSGA-II is a
population-based optimization algorithm. First, the objective functions, lower and upper
bounds for the variables, and the population size for the set of solutions are specified. Then,
a random set of solutions termed as the initial population is created by the algorithm by
assigning random values to the variables. Next, the fitness values are determined for all the
initial solutions based on the objective functions. The algorithm further creates a children
population by performing selection, crossover, and mutation operations on the initial pop-
ulation. Here, the selection operator gives more importance to the solutions with higher
fitness values; the crossover is analogous to reproduction, and the mutation operator mimics
genetic mutation. A survivor operator is then used to create a new population by selecting
the fittest and diverse set of solutions from both the initial and children populations. Lastly,
the initial population is replaced with the new population, and the cycle is repeated for a
specified number of generations. After performing a sufficiently large number of generations,
which is specified in advance, the fittest and diverse solutions from the resultant population

can be considered as optimal solutions. Based on the trade-off between the optimal solutions,
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the user finally needs to choose the solutions for further implementation. The flow chart for

the genetic algorithm is shown in figure 2.7.

Initialize Population
and Evaluate

‘

Specified number of
generations
completed ?

YES Evaluate and Survivor

Operation

Selection, Crossover and
Mutation Operation

> Output Results

Figure 2.7: Flowchart of the optimization algorithm

2.2.4.3 Objective Functions

For every new design of the MMHB actuator, the output pressure profile inside the pressure
chamber is computed from the dynamic simulation. This output pressure profile is then used
to assess the performance of the actuator design based on two objective functions: (1) the
error between the target pressure profile and the pressure profile generated by the actuator
in the time domain, and (2) the error between these two profiles in the frequency domain.
In order to calculate both of these errors, the time-domain signal S(t) is decomposed into

a sum of sinusoids using a conventional Fourier series expansion [86]

l
S(t) = Ajsin (wit + ¢;), (2.16)
=1
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where A;, w; and ¢; are the amplitude, frequency and phase shift of the ith mode. By mini-
mizing the error between the two pressure profiles in the frequency domain, the optimization
algorithm seeks to match the respective modal amplitudes of the two pressure profiles. A
MATLAB script computes the Fast Fourier Transform (FFT) of the pressure profiles and
calculates the root-mean-square error (RMSE) between the profiles in the separate time and

frequency domain

n

(St Tar_St. Out)2
RMSE in time domain = \/Z]_l( ( ‘7) ( j> ) and

(2.17)

Z?:I(A’]Ear . Agut)Q

m

RMSE in frequency domain =

The superscripts Tar and Out here denote the target and output values of the shown quantity.
For the RMSE calculation in the frequency domain, the frequency range was restricted to
0-10 kHz since all the dominant frequencies fell into this range.

The RMSE in the time domain accounts for the mismatch in both the amplitudes and
phases of the sinusoids constituting the profiles. However, the RMSE in the frequency
domain only accounts for the mismatch in the amplitudes, which emphasizes replicating the
spectral characteristics rather than an exact match of the waveforms in the time domain.
These objectives can be conflicting as the optimized MMHB actuator may not achieve the
best match for amplitudes and the phases simultaneously. Thus, this problem is treated as
a bi-objective optimization problem.

For optimizing the MMHB actuator design, numerous designs need to be simulated and
evaluated for their performance. This simulation process becomes time-intensive for a large
number of designs. Our custom-developed script based on the method of characteristics

offers a significantly faster evaluation of performance than finite elements-based commercial
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software, and it is easier to integrate with the optimization algorithm because it is also
written in MATLAB. This seamless integration of the simulation and optimization scripts

increases the time-efficiency of the process.

2.3 Results

The methodology to design the MMHB actuator is demonstrated by devising the actuator to
generate various target pressure profiles composed of decaying and non-decaying sinusoids.

Solutions to these optimization problems are discussed in this section.

2.3.1 Case Study-I: Single Frequency Sine Wave

For the first test problem, a sinusoidal wave with 2 kHz frequency and 1 MPa amplitude
was chosen as the target profile. Since the target profile had a single frequency, the number
of bar components was set to 1 for the optimization problem. The NSGA-II optimization
algorithm was employed with a population size of 100, and the number of generations was set
to 100. Thus in total, 10000 MMHB actuator designs were simulated during the optimization
process. This contrasts with the 108 number of possibilities in the overall design space, based
on the variables and ranges detailed in table 2.2. The optimum design was chosen to be the
design with the least RMSE in the frequency domain. The time and the frequency domain
comparison between the target pressure profile and the pressure profile generated by the
optimized MMHB actuator are shown in figures 2.8a and 2.8b. The design details for the
optimized actuator are listed in table 2.3.

For this case study, even though the incident bar consists of a single material, the water

effectively adds an additional interface. Thus, wave reflection, transmission, and interference
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Figure 2.8: (a) Time domain and (b) frequency domain comparison between the target
pressure profile and the output pressure profile generated by the optimized MMHB actuator
for case study-I
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remain in the system. This phenomenon makes it difficult to predict the pressure profile
analytically, and so necessitates numerical simulation. However, if the assembly is simply a
single-material bar without water, as shown in figure 2.1a (Case 1), the stress profile at the

end of the bar can be predicted analytically (shown in figure 2.2a).

2.3.2 Case Study-II: Single-frequency decaying sine wave

For the second test problem, a decaying sinusoidal wave with 2 kHz frequency, 2 MPa
amplitude, and 0.1 decay coefficient was chosen as the target profile. In particular, the

target profile ST () was taken as

STar () = Ae= 2" tsin(2r ft), (2.18)

where A denotes the amplitude, ( is the decay coefficient, and f is the frequency. Again,
the number of bar components was set to 1 for the optimization problem. The optimization
routine was implemented with a population size of 100 and the number of generations was
set to 200. In total, 20000 MMHB actuator designs were simulated during the optimization
process. The optimum design was chosen to be the design with the least RMSE in the time
domain. The time and the frequency domain comparison between the target pressure profile
and the pressure profile generated by the optimized MMHB actuator are shown in figures
2.9a and 2.9b. The design details for the optimized actuator are listed in table 2.3.

The design optimization problem defined in this case study was also solved for a case
where the number of bar components for the multi-material incident bar was set to 2. This
exercise was conducted to test the robustness of the design optimization methodology. No-

tably, the optimum design obtained from the optimization routine resulted in both bars
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Figure 2.9: (a) Time domain and (b) frequency domain comparison between the target
pressure profile and the output pressure profile generated by the optimized MMHB actuator
for case study-II
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being assigned the same material. Moreover, their combined length was the same as the

previously obtained single-bar optimum design.

2.3.3 Case Study-III: Sum of two sinusoidal waves

For the third test problem, a sum of two sine waves with 0.5 kHz and 2 kHz frequencies,
and 1 MPa and 0.5 MPa amplitudes was used as the target profile. Since the target profile
contained more frequencies compared to previous target profiles, the number of bar elements
was set to 2 for the optimization problem. The optimization routine was implemented with
a population size of 100 and the number of generations was set to 500. Thus in total,
50000 MMHB actuator designs were simulated during the optimization process. This again
contrasts with the huge number of possibilities in the overall design space. Due to the two
bar components, the possibilities in the overall design space are significantly higher than the
108 possibilities available for the case of a single component MMHB actuator. Figure 2.10
shows the set of solutions obtained from the optimization process. The solutions are plotted
in the objective space, i.e., the axes of the graphs are the objective functions. It is clear that
the objective functions are conflicting, and there is a trade-off between the solutions in terms
of the objective values. The time and the frequency domain comparison between the target
pressure profile and the pressure profile generated by the optimized MMHB actuator designs
are shown in figures 2.11a and 2.11b. The optimized designs chosen for the comparison were
the design with the best match in the frequency domain, the design with the best match
in the time domain, and the design with a moderate match in both the frequency and time

domains. The design details for the optimized actuators are listed in table 2.3.
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Figure 2.10: The set of optimization solutions obtained for the case study-III. These
solutions are plotted in the objective space where the axes denote the optimization objective
functions

2.3.4 Case Study-IV: Sum of three sinusoidal waves

For the fourth test problem, a sum of three sine waves with frequencies of 0.5 kHz, 1kHz,
and 2 kHz, and amplitudes of 2 MPa, 1.5 MPa, and 1 MPa was used as the target profile.
Since the target profile included a higher number of frequencies, the number of bar elements
was set to 5 for the optimization problem allowing the MMHB actuator to generate more
complex and dynamic pressure profiles. The optimization algorithm was employed with a
population size of 100 and the number of generations was set to 1000. Thus in total, 100000
MMHB actuator designs were simulated during the optimization process. The time and the
frequency domain comparison between the target pressure profile and the pressure profile
generated by the optimized MMHB actuator designs are shown in figures 2.12a and 2.12b.
The optimized designs chosen for the comparison were the design with the best match in

the frequency domain, the design with the best match in the time domain, and the design
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Figure 2.11: (a) Time domain and (b) frequency domain comparison between the target

pressure profile and the output pressure profile generated by the optimized MMHB actuator
for case study-III
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Figure 2.12: (a) Time domain and (b) frequency domain comparison between the target
pressure profile and the output pressure profile generated by the optimized MMHB actuator
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with a moderate match in both the frequency and time domains. The design details for the
optimized actuators are listed in table 2.3.

For this case study, even if the number of bar components for the multi-material bar was
set to 5, the optimization algorithm was allowed to assign the same materials to adjacent
bars which would effectively reduce the number of bar components. That is what exactly
happened here. All of the optimal designs involved two adjacent bar components with the

same material specification. The resulting optimal designs were effectively 4 component bars.

2.3.5 Case Study-V: Sum of three decaying sinusoidal waves

For the fifth test problem, a sum of three decaying sinusoidal waves with frequencies of 1, 2,
and 3 kHz, amplitudes of 1 MPa each, and decay coefficients 0.1, 0.05, and 0.033 was chosen
as the target profile. Like the previous test problem, the number of bar components was
set to 5 for the optimization problem. The optimization routine parameters were also kept
the same as in the previous test problem. The time and the frequency domain comparison
between the target pressure profile and the pressure profile generated by the optimized
MMHB actuator designs are shown in figures 2.13a and 2.13b. The optimized designs chosen
for the comparison were the design with the best match in the frequency domain, the design
with the best match in the time domain, and the design with a moderate match in both the
frequency and time domains. The design details for the optimized actuators are listed in

table 2.3.
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pressure profile and the output pressure profile generated by the optimized MMHB actuator
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Table 2.3: RMSE values and the optimized actuator design parameters for the MMHB
optimization case studies

Case No. of Bar RMSE in RMSE in Length of Bar Material Pulse Pulse
Study Components Time domain Frequency domain Components IDs Amplitude Width
(MPa) (MPa) (mm) (MPa) (ms)
I 1 0.169 0.0047 90 11 1.3 0.1
11 1 0.091 0.0119 158 4 1.3 0.13
11 2 0.467 0.0191 [1062, 103] (11, 10] 2 0.24
0.249 0.04 [1274, 50] [11, 11] 2 0.23
0.337 0.0265 [1192, 50] [11, 10] 2.1 0.22
v 5 1.137 0.1541 [1600, 1726, 1826, 1998, 1999] 8,11, 6, 8, 8] 5.5 0.35
0.971 0.1647 [1434, 1995, 1819, 2000, 2000] 8,11, 6, 8, 8] 4.1 0.47
1.036 0.1578 [1537, 1847, 1786, 2000, 2000]  [8, 11, 6, 8, §] 4.6 0.43
A% 5 0.281 0.0312 (637, 141, 107, 1930, 704] [5, 10, 11, 12, 5] 7.2 0.12
0.269 0.0345 [642, 527, 67, 1686, 704] [5, 12, 7, 12, 5] 5.6 0.13
0.270 0.0328 [642, 527, 64, 1681, 704] [5, 12, 9, 12, 5] 6 0.13

2.4 Discussion

Special purpose actuators are proposed on the basis of modifying the conventional SHPB
design for the purpose of generating complex loading profiles. Instead of a conventional
single material incident bar, a multi-material incident bar is employed to alter the dynamic
nature of the incident pulse. The design of the MMHB actuator is specifically optimized to
generate a pressure profile similar to a given target pressure profile. The MMHB actuator
design optimization was conducted for various target profile case studies that included a sum
of decaying and non-decaying sinusoids within the target pressure profile.

For the first two case studies, the target pressure profiles contained single frequency
sinusoids, and the pressure profiles generated by the optimized MMHB actuator were in
good agreement with these target pressure profiles. There wasn’t any significant trade-off
between the optimum solutions obtained on the basis of the time domain comparison vs. a
frequency domain comparison. For the third case study, the target pressure profile was a
sum of two sinusoids. The pressure profile generated by the optimized actuator was able to
fairly replicate the dynamics of the target pressure profile. Lastly, for the case studies IV

and V, the target pressure profiles were composed of three sinusoids. The pressure profiles
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generated by the optimized actuators for these test problems were not able to capture all
the spectral components of the target pressure profiles. As the spectral complexity of the
target pressure profile increases, the spectral characteristics of the pressure profile generated
by the optimized actuator deviates from that of the target pressure profile.

Presumably, a higher number of bar elements constituting the multi-material incident
bar and a wide range of material selection options will give additional flexibility to the
optimization algorithm to design actuators that can replicate even more complicated loading
profiles. However, as the number of rod components used to construct the multi-material
incident bar increases, the total length of the actuator will increase as well as its complexity
for experimental settings. This increased length of the actuator may limit its applicability
because of the laboratory space or experimental constraints.

A strategy that is not considered in this study is to use a parallel combination of bars that
have been each previously optimized as in the above-explored case studies. That is, a design
employing several multi-material bars connected in parallel with each other could possibly
replicate a multi-frequency pressure profile better than that of a single multi-material bar.
While a strategy like this could have more flexibility than single multi-material bars, its
implementation will bring new challenges that should be the subject of future studies.

For the numerical modeling of the MMHB actuator, water was modeled as a nearly
incompressible linear-elastic fluid; and for simplicity, the cavitation phenomenon associated
with water was not incorporated in the numerical modeling. The cavitation phenomenon is
linked to the formation, expansion, and collapse of the bubbles when a liquid is exposed to
large negative pressures [25,30,87]. Consequently, any cavitation of water in the cylinder may
saturate the negative pressure part of the loading profiles. Future studies should consider a

more specific equation of state for the water constituent that accounts for pressure-density
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variations and cavitation phenomenon [5].

The presented actuator design can be implemented to generate a stress wave that has user-
defined temporal and spectral characteristics. The actuator allows the users to investigate
the response of the specimen to real world loading conditions in a lab environment. Unlike
the other experimental techniques, this actuator might facilitate the repeatable production
of complex stress wave seen in high-impact loadings.

The MMHB actuator suffers from some limitations that are inherent to the SHPB system.
The MMHB actuator can get bulky as the number of bar components used to build the
multi-material bar increases. Moreover, based on the target loading profile, the MMHB
actuator’s design needs to be optimized, and a new multi-material incident bar needs to be
built. These design changes for every new target loading profile make the implementation
of the MMHB actuator costly and time-intensive, which can significantly limit its usability.
These limitations of the MMHB actuator inspired the design of the experimental apparatus

presented in the next chapter.
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Chapter 3

Generator of Broadband Pressure

Cycles

3.1 Introduction

This chapter introduces the apparatus created for generating broadband pressure cycles.
The principal idea presented here is implementing a piezoelectric actuator to compress water
confined in piston-cylinder assembly to generate complex and fast-varying pressure profiles.

This chapter is organized as follows. Section 3.2 discusses the working principle and the
fabricated design of the apparatus. A simplistic numerical model analyzing the apparatus
is also discussed in this section. Section 3.3 discusses the system identification methodology
used to characterize the input-output relation of the apparatus. A feedforward controller
designed based on the system identification data to generate user-defined pressure profiles
is also detailed in this section. The results from experiments conducted to generate various
pressure profiles using the apparatus are discussed in section 3.4. Lastly, section 3.5 concludes

the discussion on the experimental apparatus.
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3.2 Design

3.2.1 Working Principle

Pressure is a surface loading that compresses a specimen from all directions. In this study,
a piston-cylinder assembly filled with water (figure 3.1) was used as a variable-volume con-
finement for generating pressure loading. Water is considered a nearly incompressible fluid
because of its very high bulk modulus of 2.15 GPa [83]; hence, its pressure rises sharply as

a response to relatively small volume changes.

Piston with O-rings | lo |

Cylinder

u,  Nearly Incompressible
Liquid (Water)

Figure 3.1: A piston-cylinder assembly (lp: initial length of the water volume inside the
cylinder, up: displacement of the piston)

The change in pressure inside the cylinder, AP, can be estimated using the Hooke’s law

for volumetric loading [82,88] given by the equation,
AP = —-K—, (3.1)

where K is the bulk modulus for water, 1y is the initial volume of water inside the cylinder,
and AV denotes the change in volume of water. Assuming the cylinder walls to be perfectly

rigid and the cylinder having a uniform cross-section, equation (3.1) can be further simplified
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to

AP = K%. (3.2)
0

Here, Iy and up denote the initial length of the water volume inside the cylinder and the
displacement of the piston respectively as shown in figure 3.1. As the bulk modulus of water
is extremely high, even a piston displacement of a few micrometers can generate a high
pressure spike inside the cylinder, equivalent to a blast event. A piezoelectric stack actuator
(Model P885.95 Physik Instrumente (PI) GmbH & Co. KG, Karlsruhe, Germany) was used
to drive the piston in the piston-cylinder assembly. The piezoelectric actuator expands when
a voltage signal is applied across its leads. By expanding, the actuator displaces the piston,
compressing the water inside the cylinder and raising the pressure as a result. The time scale
of this actuation is of the order of a few microseconds; this is fast enough to generate pressure
loadings similar to those of a blast event (typically lasting for a few milliseconds). A high-
frequency pressure transducer (Model 113B27 PCB Piezotronics Inc., Depew, NY, USA)
measures the pressure inside the cylinder to give feedback about the actual performance of

the piezoelectric actuator.

3.2.2 Device Fabrication

This section discusses the two design iterations of the pressure apparatus. The limitations

observed in the first-iteration design of the pressure apparatus necessitated a design revision.

3.2.2.1 Design Iteration I

A pressure chamber was machined from an acrylic rod (square cross-section 25.4mm X

25.4mm) by drilling a through-hole of 13.1 mm diameter. A custom end-cap was designed
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and machined from an acrylic rod (circular cross-section with 25.4 mm diameter) to hold the
pressure transducer as well as seal one end of the chamber. The other end of the chamber
was sealed using a piezoelectric actuator and O-rings. A venting channel, i.e. a circular hole
with 1.6 mm diameter drilled perpendicular to the pressure chamber axis, was incorporated
in the pressure chamber to remove air bubbles and excess water while filling the chamber.
The design of the venting channel is similar to the one implemented in [30]. The schematic
and the fabricated design of the apparatus are shown in figures 3.2a and 3.2b. The assembly

was held together using a fixture built from acrylic plates and steel threaded rods. This

O-rings Water Venting Channel

O-ring

Piezoelectric

Actuator

Pressure
Transducer

Iw

: l 50 mm '

Support for Acrylic Block End Cap Holding
Piezoelectric Actuator Pressure Transducer
(a)

B -

TR

40 50 w
1)t

(b)

Figure 3.2: (a) Cross-sectional schematic view and (b) Fabricated design of the pressure
apparatus (Design iteration I)
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fixture was also used to pre-compress the assembly to remove any slack that would prevent
effective compression. The complete setup of the apparatus including the fixture is shown

in figure 3.3.

"::Mw 20 30 40N
0TI o

Figure 3.3: The complete assembly of the pressure apparatus (Design iteration I)

This fabricated design was used to conduct preliminary ex-vivo and in-vitro experiments
involving mouse brain slices and HeLa (Henrietta Lacks) cell cultures. The details of these
preliminary experiments are provided in chapter 6 (sections 6.1.1 and 6.2.1). This fabricated
design was observed to have some design flaws which were limiting the performance of the
apparatus. Firstly, for sealing the actuator side of the pressure chamber, O-rings were placed
between the metal bellows of the piezoelectric actuator and the inner wall of the pressure
chamber. Since the metal bellows were easily deformable, a good reliable seal was not
achieved with this arrangement. This improper seal would result in leaks inhibiting the
pressure generation. Secondly, bending of the acrylic plates was observed when the pressure
chamber and actuator assembly were pre-compressed. Thus, this fixture couldn’t rigidly

support the assembly which directly limited the pressure generation. Lastly, the method
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used for supporting the piezoelectric actuator strained the lead wires of the actuator which
eventually broke the leads after a series of experiments. All of these design flaws were rectified
in the second design iteration by (a) introducing a separate piston part, (b) using aluminum

plates for the fixture, and (c) designing a new holder for the piezoelectric actuator.

3.2.2.2 Design Iteration II

In the new design, a cylindrical geometry was incorporated for the pressure chamber, piezo-
electric actuator holder, and the end cap which held the pressure transducer. The pressure
chamber was machined from an acrylic rod (circular cross-section with 25.4 mm diameter)
by drilling a through-hole of 13.1 mm diameter. A new custom end-cap was designed and
machined from a medical-grade SAE 316L stainless-steel rod (circular cross-section with
25.4mm diameter) to hold the pressure transducer as well as seal one end of the chamber.
The other end of the chamber was sealed using a stainless steel piston with O-rings. The
same venting channel design was also incorporated. A custom stainless steel holder was
machined to house the piezoelectric actuator. An acrylic tube (inner diameter 25.4 mm and
outer diameter 31.75mm) was used to align the pressure chamber and the actuator. The
schematic and the fabricated design of the apparatus are shown in figures 3.4a and 3.4b. A
block with a V-shaped groove to support while ensuring alignment was designed and 3D-
printed out of polylactic acid (PLA) filament. The assembly was held together using a new
fixture built from aluminum plates and steel threaded rods as shown in figure 3.5a. The
complete setup of the apparatus including the fixture is shown in figure 3.5b. This updated
design was used for the rest of analysis discussed in this chapter and to conduct the pre-
liminary in-vitro experiments involving cerebral organoids (discussed in chapter 6, section

6.2.2).
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Figure 3.4: (a) Cross-sectional schematic view and (b) Fabricated design of the pressure
apparatus (Design iteration II)

3.2.3 Instrumentation

The input to the apparatus was a 0—10V signal. This input signal was amplified to 0—100V
using a power amplifier (Model E504 Physik Instrumente (PI) GmbH & Co.) and then fed
to the piezoelectric actuator. The input voltage signal determined the displacement of the
piston and altered the pressure in the chamber, which was measured using the pressure trans-
ducer. A signal conditioner (Model 482A21 PCB Piezotronics, Inc.) was used to amplify
the pressure signal measured by the transducer, which was finally recorded using a data ac-

quisition device (Model USB-6341 National Instruments, Austin, TX, USA). The same data
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(b)

Figure 3.5: (a) Pressure apparatus fixture consisting of aluminum plates and steel threaded
rods along with the supporting V-block and (b) the complete assembly of the pressure
apparatus (Design iteration II)
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acquisition device was also used to generate the input voltage signal. A custom LabVIEW
(National Instruments) program was developed to perform and synchronize both the signal
generation and the data acquisition tasks at the sampling frequency of 100k samples per

second.

3.2.4 Numerical Model

A numerical model of the apparatus was developed to further analyze the pressure gen-
eration mechanism and estimate the theoretical limit of maximum pressure that could be
achieved. The pressure chamber, along with the piston and the end-cap, was modeled as a
one-dimensional domain as shown in figure 3.6. This assembly was simulated by solving the

one-dimensional wave propagation equation,

d%u 5 0%u

=t 3.3

o~ a2 (3:3)
which has one dependent variable v and two independent variables ¢ and « [81]. For a

longitudinal stress wave traveling through an elastic medium, u denotes the displacement at

location x and time ¢. The constant « in equation (3.3) denotes the speed of the longitudinal

. 10mm 30 mm ., 10mm
7 T o

paxi4

Steel Piston Water Steel End-cap

Figure 3.6: One-dimensional domain for the numerical model simulating the pressure cham-
ber with white dots showing the locations of the nodes used for extracting pressure profiles
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stress wave traveling in the elastic medium. This wave speed was determined from the elastic

modulus (F) and the density (p) of the elastic material using the relation

o =

E. (3.4)
p

Water was modeled as a linear elastic fluid [82]; and since it was fully confined, its bulk
modulus was used as the elastic modulus. The steel parts were modeled as linear elastic
solids [88]; and since they experienced uniaxial loading, Young’s modulus was used as the
elastic modulus for steel. The material properties (elastic moduli and densities) used for
water and steel are given in table 3.1. The acoustic impedance (Z) for the wave propagation

in each medium was calculated using the relation
Z =aXp. (3.5)

Table 3.1: Material properties for the numerical model of the pressure apparatus

Material Elastic Modulus (GPa) Density (kg/m3)

Water 2.15 (Bulk Modulus) 998
Steel 200 (Young’s Modulus) 7850

The interfaces between water and steel were modeled as bonded interfaces sharing com-
mon nodes, implying no relative motion at the interfaces. This makes the velocity and
stress fields continuous across the interfaces. The stress wave interaction at the interface
was modeled using the equations:

_ZB_ZA
_ZB+ZA

2y
ZB +ZA017

oy oi and of=

(3.6)
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where o; denotes the incident stress wave traveling through material A, which gets reflected
from the interface as o, and transmits into material B as oy [78-80].

Displacement ug(t) was specified as a boundary condition at the left end of the piston
(figure 3.6). This boundary condition physically represents the displacement provided by
the piezoelectric actuator. A fixed boundary condition was specified at the right end of
the end-cap (figure 3.6) to model the support by the aluminum plates and threaded rods
fixture. The method of characteristics was implemented using a MATLAB (MathWorks
Inc., Natick, MA, USA) script to numerically solve the one-dimensional wave propagation
equation (equation (3.3)) for each of these media [81].

As a test case, a sinusoidal profile having 7 ym amplitude and 2000 Hz frequency was
specified as a displacement boundary condition. This boundary condition mimics the dis-
placement provided by the piezoelectric actuator at 2000 Hz operating frequency. The appa-
ratus was simulated by numerically solving the governing equations and the pressure profiles
were extracted for two locations of interest: first being the midpoint of the pressure chamber
and second was the location where the pressure transducer was incorporated in the experi-
mental setup. Figure 3.7 shows both the input displacement profile specified as the boundary
condition and the pressure profiles extracted for the specified locations.

It is noticeable that the pressure profiles have the same form as the actuator displacement
profile. Moreover, the two pressure profiles are almost coinciding, suggesting a minimal
variation in the pressure across different locations inside the chamber. This observation
supports the simplification of a hydrostatic pressure distribution inside the chamber as the
piston speed (= 0.05 m/s) is several orders of magnitude smaller than the longitudinal wave
speed in water (=~ 1500 m/s). Thus, the pressure generation can be directly linked to the

piston displacement as stated in equation (3.2).
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Figure 3.7: Comparison between the actuator displacement profile (left y-axis) specified as
the input boundary condition to the numerical model and the output pressure profiles (right
y-axis) obtained from the numerical simulation

This model of the pressure chamber is a simplistic model that doesn’t account for the
components with non-linear response such as deformation of the O-rings and the chamber,
friction between the O-rings and the pressure chamber walls, etc. Still, it is helpful in esti-
mating the shape and the maximum expected magnitude of the generated pressure profiles.
The effect of unaccounted components in the numerical model on the performance of the
apparatus was further experimentally evaluated through system identification, and a control

strategy was developed to generate complex pressure profiles.
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3.3 Control

To generate a user-defined, arbitrarily complex pressure loading cycle in a consistent and
reproducible manner, a controller is needed for the pressure apparatus. Based on the user-
specified target pressure profile, the controller needs to compute appropriate control input,
i.e., an excitation voltage profile driving the piezoelectric actuator. This allows the pressure
profile generated by the apparatus to closely follow the target pressure profile. In control
theory, this control problem is termed as an “output tracking problem” [89]. To design
such a controller for the apparatus, first, the apparatus was characterized by correlating the
inputs given to the apparatus and the measured outputs. This performance characterization

is known as “system identification”.

3.3.1 System Identification

The pressure apparatus is a single-input single-output (SISO) system. The input to the
system is an excitation voltage signal provided to the power amplifier driving the piezoelectric
actuator. The output of the system is the pressure profile generated by the apparatus
in response to the actuation of the piezoelectric actuator. For system identification, the
response of the apparatus to various sinusoidal excitations was measured. A chirp signal,
i.e., a constant amplitude sinusoid with continuously varying frequency (illustrated in figure
3.8), was given as input to the system to evaluate its frequency response. This chirp signal
has a starting frequency f, and end frequency fp, and the instantaneous frequency f is

linearly increased from f, to fp over the total duration of the signal (T") as given in equation

£ = fo+ (200t (3.7
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The chirp function in MATLAB was used to generate this signal profile.

Amplitude

| LU

Time

Figure 3.8: A chirp signal

To evaluate the frequency response of the system, the system was excited with chirp input
signals having fo = 100Hz and fpr = 5kHz for a total duration of 100 ms. This frequency
range was specifically chosen as the dominant frequencies in the ICP profiles observed in a
bTBI event fall within this range [5,6]. Multiple experiments were performed to evaluate
the system’s response to such chirp inputs of various magnitudes. For each of the chirp
signal, an offset equal to the amplitude of the sinusoids was added to make the chirp signal

non-negative. The input parameters for these sine-sweep experiments are given in table 3.2.

Table 3.2: Input parameters of the sine-sweep system identification experiments conducted
for the pressure apparatus

Start Frequency End Frequency Duration Input Amplitude Number of

(Hz) (kHz) (ms) (V) experiments
100 ) 100 2 2
100 ) 100 4 2
100 ) 100 6 2
100 ) 100 8 2
100 ) 100 10 2

As a representative result, the chirp input signal having 6 V amplitude is shown in figure

3.9a, and the corresponding output pressure profile generated by the apparatus is shown
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in figure 3.9b. There was a transport delay between the input excitation and the pressure
output profiles, which corresponds to the response time of the system. This transport delay
was measured using the correlation-based finddelay function in MATLAB and was found
to be 80 us. This transport delay was removed from further analysis by defining a new

start time for the pressure output profile. It can be observed that even though the input
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Figure 3.9: (a) Chirp voltage profile given as an input to the pressure apparatus for a
system identification experiment (b) Output pressure profile generated as a response to the
chirp excitation
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signal had a fairly constant amplitude for all the excitation frequencies, the output pressure
profile exhibits amplitude variation with input frequencies. This amplitude variation of the
sinusoids constituting the input and the output profiles was quantified by analyzing the
profiles in the frequency domain. The frequency-domain representation of the input and the

output profiles are shown in figures 3.10a and 3.10b.
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Figure 3.10: (a) Frequency-domain representation of the chirp input profile (b) Frequency-
domain representation of the output pressure profile
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The amplitude variation was characterized by computing the gain, i.e., the ratio of output
amplitude to input amplitude for a particular frequency. The DC gain was also determined
by computing the ratio between the output and input amplitudes for the zero frequency. Ad-
ditionally, the phase difference between the sinusoids constituting the input and the output
profiles was computed from the frequency-domain data. The gains and the phase differ-
ences for the sinusoids were determined for all the system identification experiments. These
gains and the phase differences computed from the input-output data for each of the 10
experiments are shown in figure 3.11a and figure 3.11b.

The gain and the phase difference curves determined from the experimental data are
consistent over all the experiments. The gain curves clearly capture the local resonances
present in the system even though the exact factors causing the resonances are hard to
isolate or predict analytically. The average gain and the average phase difference curve are
also shown in the figures 3.11a and 3.11b. Thus, by using these average gain and the average
phase difference curves, the system output can be predicted for a sinusoidal input having a
frequency between 100 Hz to 5 kHz.

By knowing how the amplitudes and phases of sinusoids change from input to output
and modeling the system as a linear time-invariant system [90], the response of the system
can be predicted for an arbitrarily complex input profile composed of the sinusoids of these
frequencies. Finally, the system identification curves, the average gain curve and the average
phase difference curve, were used to design a feedforward controller for the output tracking

problem.
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Figure 3.11: (a) Gain curves and (b) phase difference curves for the pressure apparatus
determined from system identification experiments
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3.3.2 Feedforward Control

For the output tracking problem, the target output profile to be tracked is provided as an
input to the controller. A feedforward controller was designed to compute a control input
profile such that the output generated by the system tracks the target output profile. The
feedforward controller used the system identification curves, the average gain curve and the
average phase difference curve, to compute the control input profile.

First, the target output profile was transformed into its frequency-domain representation
to determine the amplitudes and the phases of the sinusoids of which it is composed. Then,
the amplitudes of the sinusoids for the control input signal were determined by dividing
the output amplitudes with corresponding gains. Also, the phases of the sinusoids for the
control input signal were calculated by incorporating the phase shift from the average phase
difference curve into the phases of corresponding sinusoids in the target output profile. Once
the amplitudes and phases of the sinusoids were determined for the control input signal,
its time-domain representation was reconstructed. This control input signal was then pro-
vided to the system and the actual experimental output profile was measured. Lastly, the
target output profile and the experimental output profile were compared to evaluate the
performance of the feedforward controller. The implementation and the performance of this

controller were tested by tracking a multi-modal pressure profile as detailed in section ?77.

3.4 Results

To assess the capabilities and the performance of the apparatus, we designed a series of
experiments to generate various pressure waveforms. Initially, we test the capability of the

device to generate two simple waveforms without using the feedforward control. We demon-
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strate a single pulse waveform in section 3.4.1, and an approximate Friedlander waveform in
section 3.4.2. Subsequently, we demonstrate the implementation of the feedforward control

to generate a multi-modal waveform in section 3.4.3.

3.4.1 Single Pulse Waveform

In order to generate a single pressure pulse, a single sinusoidal voltage pulse was given as an
input to the apparatus. Three such voltage excitation pulses having different pulse widths
and amplitudes were constructed as detailed in table 3.3. The excitation voltage vs time
graph for these pulses is shown in figure 3.12a. The corresponding pressure pulses generated
as a result of these input voltage pulses are shown in figure 3.12b.

Table 3.3: Input excitation pulses constructed for generating pressure pulses

Excitation Pulse No. Pulse Width (ms) Pulse Amplitude (V)

1 0.50 8
1.75 10
3 6.00 7

It can be observed that the pressure pulses closely follow the temporal and magnitude
characteristics of the input voltage pulse. Thus, by changing pulse widths and amplitudes
of the input voltage pulses, pressure pulses with various pulse widths and amplitudes can be
easily generated using this apparatus. Important characteristics of the pressure pulses such
as maximum loading rate (kPa/ms) and total impulse, which is the area under the pressure-
time curve, can also be controlled by manipulating input voltage pulse profiles. Molecular
dynamics simulations suggest parameters like peak pressure, pulse duration, maximum load-
ing rate, and total impulse have a significant effect on cell membrane deformation [91]. Thus,

having an experimental apparatus that could generate various pressure loadings spanning
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Figure 3.12: (a) Sinusoidal excitation pulses given as inputs to the apparatus. (b) Output
pressure pulses generated by the apparatus for corresponding input pulses.

this parameter space facilitates to experimentally test the numerical findings.

The comparison between the pressure profile generated using a modified SHPB setup [§]
and our apparatus is also shown in figure 3.13. The input excitation pulse 2 was designed in
such a way that the pressure pulse generated by the apparatus has a similar pulse width and
magnitude compared to the pressure waveform obtained from the SHPB experiment. Our
apparatus could not only replicate the pressure generation capabilities of an SHPB setup

but also exceed them in terms of generating tunable pressure profiles.
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Figure 3.13: Comparison between the pressure pulse generated by our apparatus and the
pressure profile obtained from SHPB experiment [§]

At the end of each excitation pulse, the input to the actuator was set to 0V as shown in
figure 3.12a. Thus, the excitation input to the actuator was stopped, allowing the actuator
to discharge. The actuator and the piston were allowed to come to rest on their own. Part
of the pressure profiles, since the actuation was stopped, shows this transient response of
the apparatus and eventually pressure decays to zero as seen in figure 3.12b. The amplitude
of this transient pressure was always found to be less than 10% percent of the pressure

amplitude during the loading cycle.

3.4.2 Friedlander Waveform

A Friedlander waveform consists of an instantaneous rise in pressure followed by an ex-
ponential decay and lastly, a negative pressure phase [16]. The time duration for which

the pressure is above the atmospheric pressure is known as the positive phase duration of
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the waveform. As an illustration, a Friedlander waveform having a maximum pressure of
450 kPa and positive phase duration of 10 ms is shown in figure 3.14. In order to generate a
Friedlander waveform, the input voltage signal was constructed to have a sharp rise followed
by an exponential decay. The negative phase feature of the Friedlander waveform was not
incorporated in the input voltage signal because of the actuator limitation that it could only
be operated within a 0 — 10 V range to generate compression, not tension. The input voltage
signal starts with an instantaneous rise to the top voltage, followed by a hold time of 1ms,
and an exponential decay that lasts 10 ms. This input excitation and the resulting output
pressure profiles are shown in figure 3.15. The two pressure profiles were obtained when the
same input voltage profile was fed to the actuator. These two pressure profiles replicate each

other very closely, confirming the repeatability of the apparatus.
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Figure 3.14: A Friedlander waveform with 450 kPa maximum pressure and 10 ms positive
phase duration
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Figure 3.15: Comparison between a Friedlander like input excitation waveform given to
the apparatus (left y-axis) and the output pressure profiles (right y-axis) generated by the
apparatus

Even though the input excitation can have an instantaneous rise, the response time of
the system is finite. The response time of the system depends primarily on the operational
frequency-bandwidth of the piezoelectric actuator. If the input pulse had a sharp peak like
a Friedlander wave, instead of the flat-top shown in figure 3.15, the system would not have
had enough time to respond and would not have generated a pressure peak.

After this initial characterization, we determined that the maximum pressure that could
be generated with the current implementation of our apparatus is 450 kPa, which is limited
by the geometry of the confinement and the maximum displacement range of the piezoelectric
actuator. The maximum operating frequency of this particular actuator is 5 kHz, which also
imposes limits to the shortest rise time for pressure generation and high-frequency spectral

components of the loading cycle.
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3.4.3 Multi-modal Waveform

The implementation of the feedforward controller was demonstrated by solving the output
tracking problem for a multi-modal target output profile. As a test case, a multi-modal
pressure profile was constructed by adding three sine waves of frequencies 500 Hz, 1000 Hz,
and 2000 Hz. The amplitudes and the phases of the sinusoids used to construct the target
pressure profile are detailed in table 3.4. Also, offsets equal to the amplitudes of sinusoids
were added to make the target profile non-negative. The multi-modal target pressure profile
constructed for the output tracking problem is shown in figure 3.16.

Table 3.4: Sinusoidal components of multi-modal target pressure profile

Frequency (Hz) Amplitude (kPa) Phase (rad) Offset (kPa)

500 75 1.5 75
1000 1) 1.5 75
2000 5 1.5 75
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Figure 3.16: Multi-modal target pressure profile constructed for an output tracking prob-
lem

The designed feedforward controller was used to determine the control input profile. The
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control input profile generated by the controller for this output tracking problem is shown in
figure 3.17. It is noticeable that the control input profile exhibits the amplitude and phase
modulation characteristics of the system. This control input profile was then fed to the
amplifier that powered the piezoelectric actuator. The output pressure profile generated by
the apparatus in response to the control input profile was recorded. This experiment was
repeated twice and the measured pressure profiles for both the experiments are shown in

figure 3.18 along with the target pressure profile.

10 \ \
— Feedforward Control Input

Input Excitation (V)

Time (Ms)

Figure 3.17: Control input profile determined by the feedforward controller

The experimental pressure profiles were found to be in close agreement with the target
pressure profile. The two experimental pressure profiles were almost identical, indicating
the repeatability of the experimental results. The experimental pressure profiles provided
an over 96 % fit to the target pressure profile based on the normalized mean squared error
(NMSE) calculation. Thus, this proposed feedforward control strategy can be used to fairly
track a complex pressure profile composed of the sinusoids having frequencies between 100 Hz

to HkHz.

72



500 ‘ ‘
— Target Pressure Profile
450 + - - —Experiment 1 Pressure Data ||

Experiment 2 Pressure Data
400 7

350 [

a
N w
al o
o o
T T

Pressure (kPa)
N
o
o

Time (ms)

Figure 3.18: Comparison between the target pressure profile and the experimental pressure
profiles obtained using the feedforward controller

3.5 Conclusion and Discussion

An experimental apparatus was designed to generate complex pressure profiles by using a
piston-cylinder assembly filled with water. A piezoelectric actuator was used to displace the
piston. The displacement of the piston driven by the actuator was controlled through the
voltage excitation input given to the actuator. This displaced piston further compressed the
water inside the cylinder that generated pressure profiles replicating the dynamics of the
input voltage excitation profiles. To test the capabilities of the apparatus, the piezoelectric
actuator was excited with various input voltage profiles that included single sinusoidal pulses
and a Friedlander-like waveform. The pressure profiles obtained for these input excitation

profiles followed the temporal and magnitude characteristics of their respective input pro-
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files. Moreover, a feedforward controller was designed and implemented, which enabled the
apparatus to generate complex user-defined pressure profiles.

Split-Hopkinson Pressure Bars, shock-tubes, and blast-tubes are relatively complex sys-
tems with inherent hazards such as high pressure, shock, impact, and loud noise. In conse-
quence, their safe operation requires rigorous technical training. Also, they lack portability
due to their typically large footprint (~ 10m? or more) and anchoring requirements (e.g.,
vibration isolation); and are in general not tunable in the sense that their ability to produce
arbitrary loading cycles is very limited. Our apparatus overcomes all of these limitations due
to its very small footprint (~ 4 x 1072 m?), no special anchoring requirements, no inherent
safety concerns, technical simplicity, and its ability to produce virtually any arbitrary load-
ing cycle within its pressure and frequency bounds. In addition, our apparatus fits inside
any fume hood due to its compactness, increasing its suitability for biomedical applications.
Depending on the choice of piezoelectric actuator, an apparatus like the one presented herein
is suitable for applications that require resonant frequencies in the range 5kHz — 16 kHz,
and peak pressures of up to 450 kPa.

Typical ex-vivo and in-vitro experiments on living tissue, organoids, or cell cultures
are performed in nearly incompressible media such as artificial cerebrospinal fluid or other
aqueous solutions [8,32,35,92], enabling our apparatus for studies of the effect of dynamical
loading on these kinds of biological systems.

The inner diameter of the pressure chamber is based on the diameter of the piezoelectric
actuator (11.2mm). Its inner volume was optimized for the operational characteristics of
the piezoelectric actuator. In principle, the inner diameter of the confinement could be
increased, but it would require some additional design optimization beyond just a change in

scale to offer similar operational characteristics as with the basic design. The same idea goes
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for any attempt to increase the maximum pressure, or the maximum achievable frequency:
the resonant frequency, stroke, and maximum force of the piezoelectric actuator define the
limitations to each new design.

The current implementation of this apparatus does not include volumetric expansion
of the confinement chamber, limiting its operation to positive gauge pressures. With the
intention to expand our studies to the effect of cavitation [26,29,30,36,37], we have developed
a rig that includes the ability to exert volumetric expansions and generate cavitation. The

design of this new rig is discussed in the next chapter.

1)



Chapter 4

Bench-top Rig for

Controlled-Cavitation Experiments

4.1 Introduction

Cavitation phenomenon is observed when a liquid is subjected to a tensile or negative pres-
sure higher than a threshold, i.e., the liquid’s vapor pressure at that temperature [22]. Cav-
itation encompasses the formation, growth, and collapse of the bubbles caused by the rapid
changes in pressure [23]. The collapse of the cavitation bubbles generates high-pressure
shock-waves that can be damaging to the components in the vicinity of the bubbles [24-26].

Impact forces experienced by the human head are hypothesized to cause cavitation in
cerebrospinal fluid (CSF), which could be damaging to the surrounding brain tissue [7,13,21].
The impact forces can arise because of a sudden impact to the head during sports such as
football, boxing, etc., or an automotive accident, or a blast exposure [36,37,93,94]. A person
exposed to such events could sustain a traumatic brain injury (TBI).

To explore the TBI mechanisms associated with cavitation, we have developed a bench-
top apparatus that can generate controlled cavitation in liquids. This apparatus can be used
to expose living brain tissue or cell culture specimens to a cavitation event in a controlled

laboratory setting. Evaluating the biological response of such specimens could provide insight
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into TBI injury mechanisms.

The presented apparatus is inexpensive, compact, portable, and highly-controllable com-
pared to other experimental techniques used to generate cavitation. The apparatus uses
a high-speed linear motor to generate negative pressures in a cylindrical cavity, a pressure
transducer to measure the pressure profiles, and a control system consisting of a servo drive
and data acquisition hardware to generate a user-defined characteristic for the cavitation
event.

This chapter is organized as follows. Section 4.2 discusses the working principle and
the fabricated design of the cavitation apparatus. The experiment conducted to produce
cavitation in water, and its results are discussed in section 4.3. Lastly, section 4.4 concludes

the discussion on the cavitation apparatus.

4.2 Design

4.2.1 Working Principle

In this study, a piston-cylinder assembly filled with water (shown in figure 4.1) was used as
variable-volume confinement for generating negative pressure and induce cavitation. Water
has a very high bulk modulus of 2.15 GPa [83]; hence, its pressure changes sharply as a
response to relatively small volume changes.

The change in pressure inside the cylinder, AP, can be estimated using the Hooke’s law

for volumetric loading [82,88] given by the equation,

ap— -2V (A1)
Vo
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Figure 4.1: A piston-cylinder assembly filled with water (ly: initial length of the water
volume inside the cylinder, uy: displacement of the piston)

where K is the bulk modulus for water, 1/ is the initial volume of water inside the cylinder,
and AV denotes the change in volume of water. Assuming the cylinder walls to be perfectly
rigid and the cylinder having a uniform cross-section, equation (4.2) can be further simplified

to

AP = qu‘—p. (4.2)
0

Here, lp and up denote the initial length of the water volume inside the cylinder and the
piston’s displacement, respectively, as shown in figure 4.1. As a sign convention, the com-
pressive displacement of the piston is considered positive. Since the bulk modulus of water
is extremely high, even a sub-millimeter piston retraction can generate high negative pres-
sures, enough to induce cavitation in water. Equations (4.1) and (4.2) are valid only until
the negative pressure reaches the cavitation threshold pressure. Any piston retraction be-
yond this threshold would just result in the expansion of the bubbles without any further
decrease in the pressure. Here, the piston speed (=~ 1 m/s) is several orders of magnitude
smaller than the longitudinal wave speed in water (=~ 1500 m/s). Thus, the transient wave
propagation effects can be neglected, and the pressure changes can be directly linked to the

piston displacement as stated in equation (4.2). Consequently, the pressure field is uniform
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throughout the cylinder, and it is measured using the pressure transducer.

A linear motor (Model PS01-37x120F-HP-C LinMot USA Inc.) is used to displace the
piston of the piston-cylinder assembly as shown in figure 4.2. The linear motor is used to
retract the piston from the cylinder, increasing the volume of the cylindrical cavity and
decreasing the pressure as a result. The time scale of this actuation is of the order of a
few milliseconds; this is fast enough to generate negative pressure loadings similar to those
of a blast or a blunt TBI event [36]. A high-frequency pressure transducer (Model 113B27
PCB Piezotronics Inc.) measures the pressure inside the cylinder to give feedback about the

generated negative pressure and the cavitation phenomenon.

High-speed Linear motor Linear motor
camera (lens) (slider) (stator)

L-shaped
clamps

End-cap housing Pressure chamber Piston
pressure transducer filled with water

Figure 4.2: Experimental setup of the cavitation apparatus

4.2.2 Device Fabrication

The pressure chamber was machined from an acrylic block by drilling a through-hole of
13.1mm diameter. A custom end-cap was designed and machined from a medical-grade

SAE 316L stainless-steel rod (25.4 mm diameter) to hold the pressure transducer as well as
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seal one end of the chamber using an O-ring. The other end of the chamber was sealed
using an aluminum piston with O-rings. A venting channel, which is a 1.6 mm diameter
hole drilled perpendicular to the pressure chamber axis, was incorporated in the pressure
chamber to remove air bubbles and excess water while filling the chamber. The design of the
venting channel is similar to the one implemented in [30]. The piston was connected to the
slider of the linear motor using a threaded rod (M8x1.25 threads). The fabricated design
of the apparatus is shown in figure 4.2. Two custom-machined L-shaped clamps were used
to prevent the motion of the pressure chamber. The entire assembly was bolted down to an

optical table.

4.2.3 Instrumentation and Control

The input to the apparatus was a displacement profile specified for the slider. A power supply
unit (Model S01-72/500 LinMot USA Inc.) was used to power the linear motor along with
a servo drive (Model C1250-LU-XC-0S-000 LinMot USA Inc.). The servo drive was used
to control the slider’s displacement using the pre-configured proportional-integral-derivative
(PID) controller [95]. The gains of the PID controller were tuned for the optimal tracking of
the displacement profile. The slider’s motion determined the displacement of the piston and
altered the pressure in the chamber, which was measured using the pressure transducer. A
signal conditioner (Model 482A21 PCB Piezotronics, Inc.) was used to amplify the pressure
signal measured by the transducer, which was finally recorded using a data acquisition device
(Model USB-6341 National Instruments) at a sampling frequency of 100 kHz. A high-speed
camera (Model Phantom V2512) was also added to the system to record the cavitation events
at 75k frames per second. Lastly, a 5V transistor-transistor logic (TTL) trigger pulse was

used to synchronize the actuation of the linear motor with the acquisition of pressure and
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high-speed imaging data.

4.3 Results and Discussion

To assess the capabilities and the performance of the apparatus, an experiment was con-
ducted to expose water to negative pressures and analyze the cavitation phenomenon. In
order to generate the negative pressures in the piston-cylinder assembly, the piston was re-
tracted as per the specified displacement profile. A sinusoidal half-wavelength pulse with an
amplitude of 5mm, and pulse-width of 10 ms was specified as a target displacement profile
for the piston. The target displacement profile is shown in figure 4.3 along with the mea-

sured displacement of the piston and the force applied by the motor to generate the piston

displacement.
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Figure 4.3: Comparison between the target piston displacement profile and the measured
piston displacement profile for the cavitation experiment (left y-axis). The force applied by
the motor to achieve the target piston displacement is also shown (right y-axis).
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It can be observed that the motor force magnitude saturated at 255N, which was the
maximum force that the motor could generate. This force constraint downgraded the PID
controller’s performance and limited tracking of the target displacement profile. However,
the measured displacement profile had a similar magnitude and timescale compared to the
target profile. Also, additional oscillations were observed in the measured displacement
profile compared to that of the target profile. The motor force saturation and the sharp
pressure variations due to the cavitation phenomenon have contributed to the additional
oscillations observed in the measured displacement profile.

The displacement of the piston affected the pressure inside the cylinder. This pressure was
measured using the pressure transducer placed at the other end of the cylinder. The pressure
profile measured by the transducer is shown in figure 4.4 along with the displacement of the
piston. Some of the key instances for the cavitation event are highlighted on the pressure
profile, and the corresponding snapshots of the pressure chamber are shown in figure 4.5.

It is evident from figure 4.4, as the piston was retracted, the pressure inside the cylinder
rapidly decreased and saturated at -110kPa. The effect of this negative pressure on the
micro-bubbles present inside the chamber can be seen in figure 4.5 (snapshots A and B). As
the piston was retracted further, there wasn’t any significant change in pressure. However,
the additional retraction of the piston resulted in the further expansion of the bubbles, which
can be seen in figure 4.5 (snapshots C, D, and E). The bubbles reached their maximum size
when the piston was at the fully retracted position. As the piston started to return, the
pressure inside the chamber started to increase. This rise in the pressure resulted in the
collapse of the bubbles, which can be seen in figure 4.5 (snapshots F and G). The collapse
of the bubbles suddenly released all the stored energy in the form of shock-waves. The

presence of the shock-waves was confirmed from both the pressure and high-speed imaging
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Figure 4.4: Displacement of the piston (left y-axis) and the resulting pressure profile
generated inside the chamber (right y-axis). Some of the key instances of the cavitation
event are highlighted on the pressure profile. The corresponding high-speed images of the
pressure chamber are shown in figure 4.5.

data. The shock-waves generated from the collapse of the bubbles sharply increased the
pressure inside the cylinder. This high-pressure exceeded the rated measurement range of
the pressure transducer, and thus, saturation was observed in the measured pressure profile.
This high-pressure cleared all the bubbles from the pressure chamber, which is evident from
4.5 (snapshot H).

When the pressure inside the chamber saturated at -110kPa for the first time (time =
2ms in figure 4.4), the piston was at 0.4 mm retracted position. This implied, the piston dis-

placement of only 0.4 mm was sufficient to generate the cavitation pressure. The subsequent
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Figure 4.5: High-speed images of the pressure chamber showing the expansion and collapse
of the cavitation bubbles. The pressure inside the chamber at the corresponding instances
is highlighted on the pressure profile shown in figure 4.4.

oscillations observed in the piston displacement profile also crossed the 0.4 mm displacement
threshold. Thus, these piston oscillations generated sufficient negative pressures, which re-
peated the cavitation bubble dynamics.

Few micro-bubbles were already present in the pressure chamber before the piston was
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moved (can be seen in figure 4.5: snapshot A). The negative pressure loading generated by the
apparatus expanded these existing micro-bubble rather than creating new cavitation bubbles
in the water. Thus, if the focus is to generate new cavitation bubbles in a liquid, deliberate
efforts are needed to remove all the pre-existing bubbles from the liquid. The methods that
can be implemented to remove the pre-existing bubbles are detailed in [25,26,30].

The pressure sensor can only measure the pressure variations, and the steady-state pres-
sure is always measured as zero pressure. This limitation of the pressure sensor does not
allow us to measure the reference pressure, which is the pressure inside the chamber before
any piston actuation. However, deliberate efforts were made to keep the reference pressure
of the chamber close to the atmospheric pressure, i.e., the gauge pressure would be close
to zero. For the cavitation event, it was observed that the negative pressure got saturated
at -110kPa. The vapor pressure for water at 25°C is -98 kPa [96]. At the vapor pressure,
the water vapor and water are in thermodynamic equilibrium [22]. Thus, during the cav-
itation event, it is expected to see the negative pressure saturate at the vapor pressure of
water for that particular temperature. The difference in the measured saturation pressure
and the vapor pressure could be because of the deviation of the reference pressure from the

atmospheric pressure.

4.4 Conclusion

We have designed a bench-top apparatus that can generate negative pressures and induce
cavitation in liquids. This apparatus uses a piston-cylinder assembly that would be filled with
the liquid of interest. A linear motor is used to displace the piston. A PID controller is further

used to control the motor and displace the piston as per the user-specified displacement
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profile. The retraction of the piston increases the volume of the pressure chamber cavity
and generates tensile or negative pressures. As the negative pressure crosses a cavitation
threshold pressure, it induces cavitation in the liquid present in the pressure chamber. This
apparatus was tested by inducing cavitation in water.

Experimental techniques, such as split Hopkinson pressure bars, shock-tubes, blast-tubes,
drop-towers, etc., currently used to generate negative pressures and study cavitation, are
relatively complex and require rigorous technical training for safe operation. Moreover,
these experimental systems are incredibly bulky and thus, lack portability. Our apparatus
overcomes all of these limitations due to its very small footprint and technical simplicity.
Additionally, the pressure profiles generated by our apparatus can be easily tuned based on
the required characteristics of the cavitation events.

The typical pressure profiles generated by the split Hopkinson pressure bars, shock-
tubes, and blast-tubes follow a Friedlander waveform, which has a large positive pressure
peak followed by a negative pressure phase. It is this negative pressure phase that induces
cavitation. However, the pressure profile generated by our apparatus can be controlled
to exclusively include the negative pressure phase without the initial large positive pressure
peak. This feature allows us to load specimens with negative pressure cycles without exposing
them to initial high positive pressure, which is particularly helpful to decouple and isolate the
damage mechanisms associated with cavitation. The shock-waves arising from the collapse
of the cavitation bubbles also generate a high-pressure, but its magnitude and time-scale

significantly differ from the initial Friedlander-like pressure peak.
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Chapter 5

Generator of Dynamic Shear Cycles

5.1 Introduction

This chapter introduces the apparatus for generating dynamic shear loading cycles. The
principal idea constituting this apparatus is to use a voice-coil actuator [97] and two parallel
plates assembly to generate shear loadings.

This chapter is organized as follows. Section 5.2 discusses the first design iteration of
the shear apparatus. This section details the working principle, fabricated design, and
performance characterization of the shear apparatus. The feedforward controlled for the
shear apparatus is also described in this section. The limitations of the first-iteration shear
apparatus necessitated a second design iteration. The second design iteration of the shear
apparatus is discussed in section 5.3. The preliminary experiments conducted to determine
the mechanical properties of polyacrylamide (PAA) gelatin specimens, as well as to test the
implementation of the apparatus for loading samples of living tissue and three-dimensional
cell cultures, are discussed in section 5.4. Lastly, section 5.5 concludes the discussion on the

shear apparatus.
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5.2 Design Iteration I

5.2.1 Working Principle

The shear apparatus consists of two parallel plates with the specimen sandwiched between
these plates. The top plate is connected to a voice-coil actuator (Model NCM02-05-005-
4JBMCS, H2W Technologies). Thus, the movement of the top plate is set by controlling
the motion of the voice-coil actuator. A laser-based displacement sensor (Model LK-H057,
Keyence Corporation) is used to measure the displacement of the top plate. By measuring

the displacement of the top plate, the shear strain () is calculated using the equation,

where uy, denotes the displacement of the top plate and d denotes the specimen thickness.
The bottom plate is attached to a load cell (MDB2.5, Transducer Techniques) that measures
the force (F') needed to keep the plate fixed. The shear stress (7) experienced by the specimen
is determined using the equation,

F
= 2

where A denotes the contact area between the specimen and the bottom plate. The schematic
of the experimental apparatus is shown in figure 5.1.

The voice-coil actuator generates a displacement of few millimeters at oscillating frequen-
cies up to 100 Hz. Thus, by controlling the displacement of the voice-coil actuator, dynamic
shear strains of variable magnitudes and frequencies can be induced to the specimen. Strain
rates up to 100s™1 can be achieved using this apparatus. The mechanical properties of

the specimen can be determined by correlating shear stress and strain data obtained under
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various dynamic loading conditions.
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Figure 5.1: Schematic of the shear apparatus (Design iteration I)

5.2.2 Device Fabrication

Each of the parallel plates consisted of two parts: a base plate and a specimen holder plate.
For the top plate, the base plate was attached to the voice-coil actuator using a set screw, and
for the bottom plate, the base plate was attached to the load cell. Slots were incorporated
in the base plates to house the specimen holder plates. This two-part design of the parallel
plates facilitated the easy placement and removal of the specimen from the apparatus. The
base plates were 3D-printed out of VeroWhite resin, and the specimen holder plates were
3D-printed out of PLA filament. A custom holder was designed and 3D-printed out of PLA
to rigidly mount the voice-coil actuator to a support fixture. The support fixture was built
from T-slotted aluminum rods (80/20 Inc.). The completed setup of the shear apparatus is

shown in figure 5.2.
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Figure 5.2: Fabricated setup of the shear apparatus (Design iteration I)

5.2.3 Instrumentation

The input to the apparatus was a —10 to 10V voltage signal. Based on the input voltage
signal, a proportional —3 to 3 A current signal was generated by a power amplifier (Model
LCAM 5/15, H2W Technologies). Then it was fed to the voice-coil actuator. The input
voltage signal determined the force generated by the voice-coil actuator, which moved the
top plate. The top plate’s displacement was measured using the laser-based displacement
sensor, which was driven by a controller (Model LK-G5001P, Keyence Corporation). The
load cell was used along with a signal conditioner (Model N19237, National Instruments)
to measure the shear force acting on the bottom plate. A data acquisition device (Model
cDAQI178 with NI9215 and N19263, National Instruments) was used to generate the control
input voltage signal and acquire the displacement and force measurement signals. A custom

LabVIEW (National Instruments) program was developed to perform and synchronize both
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the signal generation and the data acquisition tasks at the sampling frequency of 10 k samples
per second. A high-speed camera (Model Phantom V2512) was also used to capture the

deformation of specimens at 10k frames per second.

5.2.4 Performance Characterization

The performance of the apparatus was characterized by loading a PAA gelatin specimen
under dynamic shear cycles and calculating the shear strain field from the high-speed images.
These shear strain field measurements were then compared to the shear strain calculated from
the top plate displacement data.

The mechanical properties of these gelatin specimens can be tailored to mimic different
regions of the brain tissue e.g., white and gray matter by varying the weight concentrations
of PAA [98-100]. For these experiments, a cuboidal specimen of size 19mm X 19mm X
6.5 mm was molded from PAA gel having 10 % weight concentration. The PAA gel specimen

is shown in figure 5.3. The main reason for using PAA gelating was its easily tunable material

Figure 5.3: A PAA gelatin specimen
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properties which could be achieved by varying concentrations of the base acrylic monomers.
Moreover, the PAA gel fabrication is fast, has low energy requirements, and can be done
at room temperature. The fabrication technique detailed in [101] was followed to make the
PAA gelatin specimens.

A sinusoidal voltage signal of 20 Hz frequency was given as input signal to the power
amplifier, which powered the voice-coil actuator with a sinusoidal current signal of amplitude
1A and frequency 20 Hz. The actuator was powered for 10 cycles lasting over 500 ms. The

current profile fed to the actuator is shown in figure 5.4.

Current Input Signal (A)

_1 1 1 1 1
0 100 200 300 400 500

Time (ms)

Figure 5.4: Current profile given as an excitation input to the voice-coil actuator

The PAA gelatin specimen was sandwiched between the parallel plates and glued to the
specimen holder plates. Sand particles having a size less than 125 um were attached to the
surface of the gelatin specimen. Once the voice-coil was actuated, it moved the top plate,
whereas the bottom plate was stationary. The PAA gelatin specimen was sheared between
the plates for 10 cycles at 20 Hz frequency. The deformation of the specimen was quantified

by tracking the groups of sand particles in the acquired high-speed images. The particle
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image velocimetry (PIV) technique was used to track the groups of sand particles. The PIV
technique tracks a group of particles by cross-correlating consecutive images and computing
the displacement field [102].

The sequence of images representing the initial half of the first shearing cycle is shown in
figure 5.5. The raw images (1280 x 800 pixels) acquired from the high-speed camera had a
spatial resolution of 40.33 pixels/mm. These images were cropped for the region of interest

(541 x 230pixels), and were pre-processed with histogram equalization operation [103].
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Figure 5.5: High-speed images showing the shear deformation of PAA gelatin specimen
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These pre-processed images were cross-correlated using PIV to calculate the displacement
field. For the PIV calculations, a window size of 32pixels and a 50 % window overlap
was used. The processed images overlaid with the displacement field vectors are shown in
figure 5.6. The PIV calculations were performed using two different methods: our in-house
developed PIV code and the open-source PIVLab toolbox [104]. Both of these methods

produced very consistent results validating the implementation of the PIV technique.

Figure 5.6: Processed images of the gelatin specimen overlaid with displacement field
vectors at time (A) t = Oms, (B) t = 5ms, (C) t = 10ms, (D) t = 15ms, (E) t = 20ms,
and (F) t = 25ms

Once the displacement field between two consecutive frames was obtained using PIV, the

shear strain field was computed using the equation,

)

Y= 8_y 8_x’ (5-3)
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where u; and ug denote the displacement components in x and y directions [88]. This shear
strain field was averaged to find the mean shear strain experienced by the specimen. Lastly,
the instantaneous mean shear strain measurements were summed cumulatively to obtain
the time evolution of the shear strain profile. The displacement of the top plate was also
measured using the displacement sensor. The top plate displacement measured for the first
two loading cycles is shown in figure 5.7. The shear strain profile was also calculated using
this displacement measurement and equation (5.1). The shear strain profiles computed from

all these methods for the first two loading cycles are compared in figure 5.8.

Displacement of the Top plate (mm)
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Figure 5.7: Measured top plate displacement for the first two loading cycles

It is evident that the strain profiles obtained from all three methods closely follow each
other, showing consistent measurements. Thus, by only measuring the top plate’s displace-
ment, the average shear strain experienced by the specimen can be measured accurately.
Hence, only the displacement data obtained from the displacement sensor was used to com-
pute the shear strains for the later experiments.

The shear strain-rate profile was also computed from the shear strain profile. The com-
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Figure 5.8: Comparison of the shear strain profiles computed using our in-house developed
PIV script, the PIVLab toolbox, and the measured top plate displacement profile

puted shear strain-rate profile for the first two loading cycles is shown in figure 5.9. The
apparatus was able to induce shear deformations of strains up to 50 % at strain-rates up
to 50s~! for 20Hz operating frequency. Similar experiments were conducted at various

frequencies, and the results are detailed in section 5.4.

Shear strain rate (s'l)
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Figure 5.9: Shear strain-rate profile for the first two loading cycles
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5.2.5 Control
5.2.5.1 System Identification

For system identification, the shear apparatus is considered as a single-input single-output
(SISO) system. The input to the system is a —10 to 10V signal provided to the power
amplifier. Based on the input voltage signal, the power amplifier generates a proportional
—3 to 3 A current signal to drive the voice-coil actuator. Since the shear strain induced
in a specimen depends on the displacement of the top plate (equation (5.1)), the resulting
displacement generated by the voice-coil actuator is considered as the output of the system.
The system identification for the shear apparatus was performed similar to the pressure
apparatus (see section 3.3.1), i.e., by exciting the actuator with a chirp (sine-sweep) signal
and evaluating the displacement generated by the actuator. The voice-coil actuator was
excited with a sine-sweep signal having a 10 Hz start frequency, 200 Hz end frequency, and
the total duration of 2seconds. Also, the amplitude of the sine-sweep input was varied
over the multiple tests. The input parameters for these sine-sweep experiments are given in
table 5.1. The maximum displacement limit for the voice-coil actuator is 3mm. When the
actuator was excited with sine-sweep inputs of amplitude greater than 2.5V, the displacement
profile saturated at 3 mm for some of the frequencies. This output saturation could result in

incorrect system identification. Thus, the sine-sweep amplitude for the system identification

Table 5.1: Input parameters of the sine-sweep system identification experiments conducted
for the shear apparatus (Design iteration I)

Start Frequency End Frequency Duration Input Amplitude Number of

(Hz) (Hz) (s) (V) experiments
10 200 2 1.5 )
10 200 2 2 )
10 200 2 2.5 5
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experiments was restricted to 2.5'V.
As a representative result, the chirp input signal having 2 V amplitude is shown in figure
5.10a, and the corresponding output displacement generated by the voice-coil actuator is

shown in figure 5.10b. These input and output profiles were analyzed in the frequency

Input Excitation (V)
o

0 0.5 1 15 2
Time (S)

()

Displacement Output (mm)

_3 Il Il Il
0 0.5 1 15 2

Time (s)

(b)

Figure 5.10: (a) Chirp voltage profile given as an input to the shear apparatus for a system
identification experiment. (b) Output displacement profile generated as a response to the
chirp excitation
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domain to determine the gain curves and the phase difference curves. The methodology
used for this analysis is the same as the one used for the system identification of the pressure
apparatus (see section 3.3.1). The gain curve and the phase difference curve were determined
for all of the 15 sine-sweep experiments. The average gain curves and the average phase
difference curves were computed for the tests having the same input excitation amplitudes.
These curves are shown in figure 5.11a and figure 5.11b along with the overall average gain
curve and the overall average phase difference curve. These system identification curves, the
overall average gain curve and the overall average phase difference curve, were used to design

a feedforward controller for the output tracking problem.

5.2.5.2 Feedforward Control

The design and the implementation of the feedforward controller for the shear apparatus is
the same as the feedforward controller for the pressure apparatus (see section 3.3.2). As a test
case for the output tracking problem, a multi-modal displacement profile was constructed
by adding three sine waves with frequencies of 20 Hz, 40 Hz, and 60 Hz, and amplitude of
0.75mm. The constructed displacement profile is shown in figure 5.12.

The designed feedforward controller was used to determine the control input profile.
The control input profile generated by the controller for this output tracking problem is
shown in figure 5.13. It is evident that the control input profile exhibits the amplitude and
phase modulation characteristics of the system. This control input profile was then fed to
the power amplifier that powered the voice-coil actuator. The output displacement profile
generated by the voice-coil actuator in response to the control input profile was recorded.
This experiment was repeated twice, and the measured displacement profiles for both the

experiments are shown in figure 5.14 along with the target displacement profile.
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Figure 5.11: (a) Gain curves and (b) phase difference curves for the shear apparatus
(Design iteration I) determined from system identification experiments
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Figure 5.12: Multi-modal target displacement profile constructed for an output tracking
problem

10 T
— Feedforward Control Input

Input Excitation (V)

0 0.02 0.04 0.06 0.08 0.1
Time (s)

Figure 5.13: Control input profile determined by the feedforward controller
The displacement profiles generated by the actuator were in moderate agreement with
the target displacement profile. The two experimental displacement profiles were in good
agreement with each other, indicating the repeatability of the experimental results. The

experimental displacement profiles provided over 89 % fit to the target displacement profile
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Figure 5.14: Comparison between the target displacement profile and the experimental
displacement profiles obtained using the feedforward controller

based on the normalized mean squared error (NMSE) calculation. As seen in figure 5.11a,
the gain curves vary with the input excitation amplitude. Using the average gain curve as a
system identification curve does not capture the variation of the gain with the input ampli-
tude. Thus, system identification misses some of the system characteristics and diminishes

the performance of the feedforward controller.

5.2.6 Limitations

This fabricated design of the first-iteration shear apparatus was used to conduct preliminary
experiments on PAA gelatin specimens. The details of these experiments are provided in

section 5.4. This fabricated design was observed to have some design flaws that necessitated
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a revision in the design. There is no provision to precisely control the gap between the two
parallel plates or the specimen thickness in the current design. Moreover, the specimen can-
not be precisely pre-compressed between the parallel plates. Consequently, pre-compression
cannot be used to hold the specimen between the plates, requiring the specimen to be glued
to both plates. The requirement of gluing the specimen to the plates reduces this apparatus’s
applicability in studies involving biological specimens.

In the current design, both of the parallel plates are supported at a single location; the
top is connected to the shaft of the voice-coil actuator, and the bottom plate is connected
to the load cell using threaded rods. This arrangement makes the plates susceptible to
transverse vibrations like a cantilever beam. These transverse vibrations can induce ten-
sion or compression in the specimen and prevent loading it in a simple-shear state. These
transverse vibrations were mainly observed when the PAA gelatin specimens were loaded at
high shearing frequencies. Moreover, the voice-coil actuator’s shaft can rotate along its axis,
which makes the top plate susceptible to an out-of-plane motion, and again, can prevent
loading specimen in a simple-shear state.

The designed feedforward controller for the apparatus relies on the average gain curve
and the average phase difference curve for system characteristics. It was observed that the
gain curve for the voice-coil actuator varies with the input amplitude. This variation was
not fully captured in the average gain curve, leading to inaccurate system identification
and limiting the feedforward controller’s performance. Moreover, the feedforward controller
does not account for the variability in specimen stiffness, which could further degrade its
performance while generating user-specified shear strain profiles.

All of the aforementioned limitations of the shear apparatus design were addressed in the

next design iteration. The details of the revised design are provided in the following section.
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5.3 Design Iteration II

5.3.1 Working Principle

The second-iteration design of the shear apparatus has the same working principle as the
previous design. It uses a parallel plate assembly to hold the specimen and a voice-coil
actuator to displace the top plate while the bottom plate is held stationary. The major
upgrade in the second iteration is the new voice-coil actuator (Model LAS16-23-000A-P01-
4E, Sensata Technologies, Inc.) that has an integrated position sensor. Since the position
feedback is available from the voice-coil actuator itself, there is no need for an additional
displacement sensor like the one used in the previous design. Moreover, since the role of this
apparatus is to load biological specimens under dynamic shear loadings and not to determine
the mechanical properties on the specimen, the load cell is removed from the apparatus as
shear stress measurement is not required. Rheometers are better suited and optimized for
determining the mechanical properties of a specimen under dynamic shear loads [59]. Thus,
they should be used instead of this apparatus for material characterization applications. A
translation stage and a micrometer were included in the design, and the voice-coil actuator
was mounted on the translation stage using appropriate fixtures. This arrangement enables
to precisely control the gap between the parallel plates or the specimen thickness. Moreover,
a specimen can be precisely pre-compressed and held between the plates without gluing it

to both plates.

5.3.2 Device Fabrication

The fabricated second-iteration design of the shear apparatus is shown in figures 5.15a and

5.15b. The voice-coil actuator is mounted on the translation stage using custom fixtures
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Figure 5.15: (a) Front-view and (b) top-view of the fabricated setup of the shear apparatus
(Design iteration II)

3D printed out of PLA filament. The top plate is machined out of aluminum and coupled

with the shaft of the voice-coil actuator. Two partially threaded studs are attached to the
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voice-coil as a guide rail for the top plate. These support studs prevent the out-of-plane
motion of the top plate and also minimize the transverse vibrations of the top plate. This
arrangement ensures that the top plate is always parallel to the bottom plate, and the gap
between the plates is constant throughout the actuation cycle. The bottom plate is held
fixed using a custom 3D printed fixture. The voice-coil and the translation stage assembly
is mounted on a T-slotted aluminum rail (80/20 Inc.), bolted to an optical table. Similarly,
the bottom plate fixture is mounted on an aluminum rail (80/20 Inc.), which is again bolted

to the optical table.

5.3.3 Instrumentation and Control

A servo drive (Pluto Servo Drive, Ingenia Motion Control) is used to power as well as control
the voice-coil actuator. The servo drive uses position feedback from the integrated position
sensor of the voice-coil actuator to control it a closed-loop. A proportional-integral-derivative
(PID) controller is implemented using the servo drive to control the displacement of the voice-
coil actuator. The gains of the PID controller were tuned for the optimal tracking of the
user-defined displacement profiles. A 24V power supply unit (Model MS2-H50, Keyence
Corporation) is used to power the servo drive. The target displacement profile for the
voice-coil actuator is provided in the form of a —10V to 10V signal, which corresponds to
—3mm to 3mm displacement. A data acquisition device (Model ¢cDAQ9178 with NI19215
and NI9263, National Instruments) was used to generate the target displacement voltage
signal and acquire the actual displacement data measured by the integrated position sensor.
A custom LabVIEW program was developed to perform and synchronize both the signal
generation and the data acquisition tasks at the sampling frequency of 10k samples per

second. A high-speed camera (Model Phantom V2512) was also added to the system to
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record the shear loading cycles at 10k frames per second. Lastly, a 5V transistor-transistor
logic (TTL) trigger pulse was used to synchronize the actuation of the voice-coil actuator
with the acquisition of displacement and high-speed imaging data.

The performance of the closed-loop PID controller was determined by conducting shear
tests on a PAA gelatin specimen. For these tests, a PAA gelatin specimen of 10 % concen-
tration (weight/volume) and a disk shape with 25.4 mm diameter and 4 mm thickness was
used. The specimen was loaded at three frequencies of 10 Hz, 50 Hz, and 100 Hz, for 10 load-
ing cycles each. For all of these loading cycles, the shear strain amplitude was set to 10 %.
Based on the loading cycles, the target displacement profiles for the voice-coil actuator were
determined and fed to the controller. These target displacement profiles are shown in figure
5.16 along with the actual displacement profiles generated by the actuator. It is evident that
the PID controller could reasonably track the target displacement profile. There is a delay
between the target profile and the measured displacement profile. The inertia of the system
and the response time of the PID controller give rise to this delay. The delay between the
profiles become prominent for the higher frequencies.

The shear strain profiles were determined for the experimental displacement profiles using
the equation (5.1). Since the delay between the target and the measured displacement profiles
does not affect the shear loading experienced by the specimen, the delay was removed while
plotting the strain profiles by defining a new starting time for each test. The shear profiles
are shown in figure 5.17. These profiles exhibit a sinusoidal form with a 10 % shear strain
amplitude. Based on the results, the PID controller’s performance was considered reasonable
for generating sinusoidal shear loading cycles. This second-iteration fabricated design of
the shear apparatus was used to conduct preliminary experiments on mouse brain tissue

specimens. These ex-vivo experiments are discussed in chapter 6 (section 6.1.2).
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Figure 5.16: Comparison between the target displacement profiles and the experimental

displacement profiles generated by the voice-coil actuator for a loading frequency of (a) 10 Hz,
(b) 50 Hz, and (c) 100 Hz
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Figure 5.17: Sinusoidal shear strain profiles generated by the shear apparatus (Design
iteration II) for a loading frequency of (a) 10Hz, (b) 50 Hz, and (c) 100 Hz
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5.4 Results and Discussion

This section presents the results from the material characterization experiments performed
on PAA gelatin specimens. The shear apparatus fabricated in the first design iteration
was used for these shear experiments. In these tests, the PAA gelatin specimens of 10 %
weight by volume concentration were characterized under dynamic shear loading. Each of
the loading cycles consisted of a sinusoidal shear loading of a particular frequency for 10
oscillations. The loading frequency was varied from 10 Hz to 100 Hz in steps of 10 Hz. The
shear test at each frequency was repeated 4 times. Thus, 40 shear tests were performed to
determine the shear properties of PAA gelatin specimens in total. For each test, the shear
strain profile was obtained by measuring the top plate displacement, and the shear stress
profile was computed from the force data measured with the load cell. The representative
shear stress-strain profiles for 20 Hz and 50 Hz loading cycles are shown in figures 5.18a and
5.18b. The shear stress-strain profiles follow a similar temporal character. Also, the stress
profile lags with respect to the strain profile.

For each of these experiments, the current profiles given as excitation inputs to the
voice-coil actuator were sine waves of particular operating frequencies. However, the strain
profiles generated by the apparatus are not perfectly sinusoidal. The system dynamics of
the apparatus, which includes the response of voice-coil to input current, hysteresis, out of
the plane motion or the transverse oscillations of the parallel plates, etc., is responsible for
the non-sinusoidal strain profiles. These limitations of the apparatus were addressed in the
second design iteration.

The shear stress-strain profiles for each experiment were correlated to evaluate the shear

moduli. The amplitude of the shear strain profile (v,) and the amplitude of the shear stress
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profile (7,) for the actuation frequency were determined by transforming the profiles in the
frequency domain using the Fast Fourier Transform (FFT). These amplitudes were then

Figure 5.18



used to determine the complex shear modulus (G*) of the gelatin specimen [60] using the
equation:
Ta

G* = 2. 5.4
Ya ( )

The complex shear moduli were determined for all the operating frequencies, and the varia-

tion is shown in figure 5.19.
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Figure 5.19: Variation of the complex shear modulus of PAA gelatin with loading frequency

The time delay (At;otq7) between the shear strain and stress profiles consists of two parts:
the transport delay (At¢ransport) and the delay due to the viscoelastic nature of the PAA

gel (Atviscoelastic)- This gives:

Attotal = Attransport + Atmls:coela(s:tic (5'5)

Since the strain is measured at the top plate, and the stress is measure at the bottom plate,

112



there is a transport delay that corresponds to the time taken by the shear waves to travel
across the specimen. This transport delay was estimated from the elastic shear wave speed

(B) and the specimen thickness (d) using the equation,

d
Attrcmsport = B . (5.6)

The elastic shear wave speed is given by the equation [60,81],

5o [Ges®) 5

Pgel ’

where pge; denotes the density of the gel specimen and 4 is the phase difference between the
shear stress-strain profiles arising from the viscoelastic nature of the specimen. The density

was determined to be 1200kg/m3. Also, Aty;scoelastic 15 related to § as given in the equation,

)
Atviscoelastic = W’ (5.8)
a

where f, is the voice-coil actuation frequency. Combining equations (5.5) to (5.8) gives:

Pgel 0
G*cos(0)  2mfa

Attotal =d X (59)

The time delay (At;s,1) between the shear strain and stress profiles was measured by
cross-correlating them using finddelay function in MATLAB. Since all the entities in equation
(5.9) except 0 are predetermined, this non-linear equation was solved numerically using
MATLAB to evaluate 6. Consequenctly, the loss factor for the gelatin specimen, i.e., tan(d),

was determined [77]. The variation of the loss factor with frequency is shown in figure 5.20.
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Figure 5.20: Variation of the loss factor of PAA gelatin with loading frequency

The loss factor was observed to increase with the increase in loading frequency. Theoret-
ically, since the specimen is in a solid-state at resting condition, the loss factor should always
lie between 0, and 1 [59]. The experimentally evaluated loss factor was consistent with the
theoretical limits. The phase lag § was further used to determine the storage modulus (G’),

and the loss modulus (G”) based on the relations [60,77],

G’ = G*cos(0) and G = G*sin(J).

The loss factor represents the ratio of the loss modulus to the storage modulus. The variation
of storage and loss moduli with the loading frequency is shown in figure 5.21.
For the range of loading frequencies analyzed, it can be observed that the loss modulus

increased with the increase in loading frequency. This signifies that more energy is dissipated
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Figure 5.21: Variation of the storage and loss modulus of PAA gelatin with loading
frequency

under dynamic shear loading at higher loading frequencies. However, this observation is
limited to the range of frequencies analyzed in these experiments.

As the actuation frequency increases, the relative contribution of the specimen’s inertia
to the force measured at the bottom plate increases. These inertial effects lead to erroneous
measurement of the shear force and, consequently, the shear moduli. Ideally, the contribution
of the inertial effects to the shear force measurement may be neglected if the specimen
thickness is small compared to the elastic shear wavelength (A) in the specimen [60, 105].

The ratio of specimen thickness to the elastic shear wavelength is given by the equation,

d | Pgel
y =% fax % (5.10)

For the performed shear tests, the d/\ ratio was less than 0.1 for actuation frequency up to
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50 Hz and increased steadily with the actuation frequency. The d/\ ratio was 0.17 for 100 Hz
actuation frequency. Thus, at higher actuation frequencies, the inertial effects contributed
to the erroneous determination of the shear moduli. The sudden rise in the complex shear
modulus (seen in figure 5.19) at high actuation frequencies results from the overestimation
of the modulus due to the inertial effects. The d/A ratio can be reduced by decreasing
the specimen thickness. Thus, to reduce any error associated with the inertial effects, the

specimen thickness should be chosen appropriately.

5.5 Conclusion

We have developed an experimental apparatus that can induce shear loadings of various
strain amplitudes and frequencies at the levels relevant to bTBI. This apparatus uses a
voice-coil actuator and two parallel plates assembly to generate dynamic shear loadings. In
this chapter, we have discussed the two design iterations of the shear apparatus. The first-
iteration shear apparatus was used to conduct material characterization experiments for PAA
gelatin specimens. These experiments also tested the implementation of the apparatus for
loading samples of living tissue and three-dimensional cell cultures. The insights from these
material characterization experiments inspired the design improvements implemented in the
second iteration of the shear apparatus. Furthermore, the second-iteration shear apparatus
was used to perform bTBI-related ez-vivo experiments on mouse brain tissue specimens.
Researchers have previously used a modified split Hopkinson pressure bar (SHPB) that
includes a parallel plate fixture to shear the specimen at high strain-rates [57,58]. Usually, the
high shear strain magnitudes generated by SHPB result in specimen tearing. These strain

magnitudes are significantly higher than the ones associated with a primary bTBI event.
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Moreover, the SHPB technique cannot generate oscillatory shear deformation associated with
traveling shear waves. Rotation rheometers [59], and the other custom shear instruments
developed by researchers [60—63] can generate either the shear strain amplitudes or loading
frequencies typically associated with a bTBI event, but not both simultaneously. Our shear
apparatus (second-iteration design) overcomes these limitations and can induce shear loads
at the levels relevant to bTBI. Moreover, the designed apparatus is inexpensive, compact,

portable, and highly controllable, making it well suited for biomedical applications.
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Chapter 6

Preliminary FEz-vivo and In-vitro

Experiments

To explore the response of biological specimens to complex time-varying pressure cycles and
dynamic shear loadings, we performed few preliminary ez-vivo and in-vitro experiments.
These experiments served a dual purpose: (1) determining the pathophysiological response
of the animal brain tissue specimens, cell cultures, and cerebral organoids to the blast-like
intracranial effects and (2) testing the implementation of our experimental devices for bTBI-
related studies.

In this chapter, section 6.1 discusses the preliminary ex-vivo experiments involving the
mouse brain tissue specimens. The in-vitro experiments involving cell cultures and cerebral

organoids are discussed in section 6.2.

6.1 FEz-vivo Experiments

This section discusses the preliminary ez-vivo experiments involving the mouse brain tissue
specimens. The experiments were performed in collaboration with the Cox Lab in the
Department of Physiology at Michigan State University. The Institutional Animal Care
and Use Committee at Michigan State University approved all animal procedures performed

here. The tests performed to evaluate the electrophysiological response of neurons to time-
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varying pressure cycles and dynamic shear loadings are discussed in sections 6.1.1 and 6.1.2,
respectively. The specimen preparation and post-exposure analysis for these tests were

performed by Dr. Joseph Beatty at the Cox Lab.

6.1.1 FEx-vivo Experiments involving Time-varying Pressure Cy-
cles
6.1.1.1 Experimental Procedure

Specimen Preparation: Mouse coronal brain slices containing the primary somatosen-
sory cortex [106] were obtained by slicing the brain shortly after decapitation. The obtained
slices were 300 um thick. These brain slices were kept submerged in a cold, oxygenated
(95% Og and 5% COs) artificial cerebrospinal fluid (aCSF) containing (in mM): 2.5 KCI,
26 NaHCOg, 1.25 NaH9POy, 10.0 MgCly, 2.0 CaClp, 234.0 sucrose, and 11.0 glucose. The

brain slices submerged in aCSF are shown in figure 6.1.

Oxygen
aCSF supply
Mouse brain
slices

Figure 6.1: Mouse coronal brain slices in aCSF
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Loading Protocol: In this study, our first-iteration prototype of the pressure apparatus
(discussed in chapter 3) was used to expose the brain slices to a fast-varying pressure profile,
similar to an intracranial pressure profile induced by a blast exposure [5,6,29,107]. After
obtaining all the brain slices, the slices were transferred to the pressure chamber of the

apparatus (shown in figure 6.2).

Pressure
chamber

aCSF

Brain
slices

Figure 6.2: Pressure chamber (Design iteration I) containing the mouse brain slices in an
aCSF environment

The same aCSF was also used as the pressure chamber fluid. The pressure chamber
filled with the aCSF was then closed and sealed using the end-cap. The actuator and the
pressure chamber assembly was then held together and pre-compressed using the fixture
made of acrylic plates and threaded rods. The experimental apparatus containing the mouse
brain slices is shown in figure 6.3. After pre-compression, the brain slices were exposed to
sinusoidal pressure loading of 250 kPa amplitude and 3kHz frequency for a 7ms duration.
The measured pressure loading profile is shown in figure 6.4. This pressure profile has a
similar magnitude and dynamics compared to the intracranial pressure profiles observed

during a bTBI event.
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Figure 6.4: Pressure loading profile exerted onto the mouse brain slices

The brain slices were freely floating inside the pressure chamber. As the actuation speed
of the piezoelectric actuator (=~ 0.1 m/s) is several orders of magnitude smaller than the
longitudinal wave speed in water (= 1500 m/s), the transient wave propagation effects can
be neglected. The pressure generated inside the chamber can be considered as hydrostatic
pressure. Thus, irrespective of the location and the orientation of the brain slices, each brain

slice was exposed to the same pressure loading.
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The duration of each experiment was minimized as much as possible to reduce the stop-
page of oxygen flow to the aCSF medium. The duration for each test was around 3 minutes.
A total of 4 tests were performed, including a control trial where the brain slices were kept

in the pressure chamber but not exposed to the pressure loading.

6.1.1.2 Results

Following the trauma, the slices were incubated for an hour prior to electrophysiological
recordings. The procedures followed for the electrophysiological recordings are detailed
in [108,109]. In these recordings, the neurons were excited with current pulses and their
response was recorded through the voltage measurements. A representative result obtained

from these recordings is shown in figure 6.5.

1 hour post trauma 2 hours post trauma Naive

EEEEEE% |20 \Y
-43 mV m

200 pA

;VVUV\/‘ 250 ms M
-87 mV -85 mV

Figure 6.5: Electrophysiological recordings of the mouse brain slices

Initial electrophysiological recordings from layer 5 and layer 2-3 pyramidal neurons re-
vealed depolarized resting membrane potentials (-43mV compared to -85mV for neurons
from the control or naive slices), decreased input resistance (calculated from the linear slope
of the voltage-current relationship), and short broad action potentials (extremely small pulse-

widths associated with the neurons’ firings). It was noted that recordings one to two hours
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after the trauma event appeared to recover to “normal” conditions. These normal conditions
were similar to those slices that were either from naive animals or brain slices placed in the
pressure chamber but not exposed to the pressure wave (control slices). Our early findings
suggest an early trauma to the excitability of the neurons; however, these changes do not

appear to be long-lasting.

6.1.2 FEz-vivo Experiments involving Dynamic Shear Loadings
6.1.2.1 Experimental Procedure

Specimen Preparation: B6 mice of either sex were used in these experiments (postnatal
age: 25 to 38 days). Animals were deeply anaesthetized with 3% isoflurane and decapitated.
The brains were removed and placed into cold (<4 °C), oxygenated (95% O and 5% CO3)
aCSF physiological solution containing (in mM): 126.0 NaCl, 26.0 NaHCOj3, 2.5 KCl, 1.25
NaHoPOQOy, 2.0 MgCly, 2.0 CaCly, and 10.0 glucose. Brains were blocked coronally and glued

caudal side down on the bottom plate of the shear apparatus (Design iteration II).

Loading Protocol: The second-iteration prototype of our shear apparatus (discussed in
chapter 5) was used to exert dynamic shear loads on the brain tissue specimens. The spec-
imens were glued to the bottom-plate of the shear apparatus. The top-plate was precisely
lowered using the translation stage and the micrometer to apply a 10% uniaxial compression
onto the specimens, which ensured the contact between the top-plate and the specimens
throughout the shear loading cycles. The stickiness of the brain tissue specimens and the
applied pre-compression were sufficient to prevent the slippage between the top-plate and
the specimens, eliminating the need of gluing the specimen to both the plates, which sig-

nificantly simplified the tissue handling process. After pre-compression, the specimens were
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loaded with sinusoidal shear strain profile of 50 Hz frequency for a duration of 1s (total 50
loading cycles). The specimens were loaded at two amplitude levels: 10% and 20% shear
strain. These dynamic shear loadings mimic the low strain amplitudes and high strain-rates
shear deformation associated with traveling intracranial shear waves [10]. For the control
tests (0% shear strain amplitude), the specimens were pre-compressed but not exposed to
any shear loadings. The measured shear strain profiles for the 10% and 20% shear amplitude

tests are shown in figure 6.6 (the first 10 out of the total 50 loading cycles are shown).
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Figure 6.6: The shear strain profiles (loading frequency: 50 Hz; shear strain amplitudes:

10% and 20%) exerted onto the brain tissue specimens (the first 10 out of the total 50 loading
cycles are shown)

A high-speed camera (Model Phantom V2512) was also used to capture brain specimens’
deformation at 4000 frames per second. The high-speed images were used to visually verify

the simple-shear deformation of the brain specimens and examine if there is any slippage
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between the parallel plates and the brain tissue specimens. However, high-speed images were
not used for any strain measurements as the top-plate displacement data was sufficient to
determine the shear stains. As an illustration, the undeformed state (0% shear strain) of
the brain tissue specimen and the deformed state with 20% shear strain are shown in figures

6.7a and 6.7b, respectively.

(a) (b)

Figure 6.7: High-speed images of the brain tissue specimen under dynamic shear loads:
(a) undeformed state (0% shear strain) and (b) deformed state (20% shear strain)

Brain Slice Preparation: Following the shear loads, the brains were placed in cold
(<4°C), oxygenated (95% O9 and 5% CO9) slicing solution containing (in mM): 2.5 KCI, 26
NaHCOj3, 1.25 NaH9POy, 10.0 MgCly, 2.0 CaCly, 234.0 sucrose, and 11.0 glucose. Coronal
slices (300 pm thickness) at the level of the primary somatosensory cortex [106] were cut
using a vibrating tissue slicer. The slices were incubated in oxygenated (95% O and 5%
CO3) physiological solution containing (in mM): 126.0 NaCl, 26.0 NaHCOg, 2.5 KCI, 1.25
NaHoPOy, 2.0 MgCly, 2.0 CaCly, and 10.0 glucose at 36 °C for at least 30 minutes, then kept
at room temperature for the remainder of the experiment. Electrophysiological recordings
were performed an hour following decapitation in a recording chamber that was maintained

at 32°C, and slices were continuously superfused (2.5 ml/min) with physiological solution.
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Electrophysiology: Whole-cell intracellular recordings were obtained from layer 5 pyra-
midal neurons of the primary somatosensory cortex (barrel cortex). The procedures followed
for the electrophysiological recordings are detailed in [108,109]. Recordings pipettes were
pulled from borosilicate glass and had tip resistances of 4-6 M) when filled with a solu-
tion containing (in mM) 117.0 K-gluconate, 13.0 KCI, 1.0 MgCly, 0.07 CaCly, 0.1 EGTA,
10.0 HEPES, 2.0 Na-ATP, and 0.4 Na-GTP. The pH and osmolarity of the internal solution
were adjusted to 7.3 and 290 mOsm, respectively. Recordings were obtained using a Multi-
clamp 700B amplifier (Molecular Devices, Sunnyvale, CA). An 8 mV junction potential was
corrected for in all voltage measurements. Signals were digitized at 10 kHz and stored for
subsequent analyses using pCLAMP software (Molecular Devices).

Input resistances were calculated from the linear slope of the voltage-current relationship
obtained by applying constant current pulses ranging from —40 to +40 pA (1s duration).
The time constant measurements were obtained from a small hyperpolarizing (—10 pA) short
duration (100ms) current pulse. Action potential output for a single neuron was obtained
by applying constant current pulse ranging from 0 pA to 1600 pA by 40 or 80 pA intervals for
Isecond. Action potential frequency versus intensity curves (F-I curves) were then generated
from the collected data. Summarized data is expressed as mean + standard deviation. P-

values less than 0.05 were considered statistically significant.

6.1.2.2 Results

Intrinsic Properties: Whole-cell current-clamp recordings were used to measure the three
intrinsic neuronal properties: (1) resting membrane potential, (2) input resistance, and (3)
time constant. These three intrinsic properties were used as indicators of cell health following

the three different shear strain conditions: (a) 0% shear strain (control), (b) 10% shear strain,
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and (c) 20% shear strain.

Resting membrane potential measurements give insight into the neurons’ level of exci-
tation. Resting membrane potential measurements were not significantly different between
the shear strain conditions tested (one-way ANOVA, p>0.05). Neurons exposed to 0% shear
strain possessed an average resting membrane potential of —75.5 £ 4.1 mV (5 cells from 1
animal, shown in figure 6.8 (Black)). While neurons exposed to 10% shear strain possessed
an average resting membrane potential of —69.0 + 11.1 mV (8 cells from 1 animal, shown
in figure 6.8 (Blue)) and neurons exposed to 20% shear strain possessed an average resting

membrane potential of —71.0 4 12.5 mV (10 cells from 2 animals, shown in figure 6.8 (Red)).
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Figure 6.8: Change in electrophysiological resting membrane potential of neurons resulting
from dynamic shear loadings of various strain amplitudes

Input resistance measurements reflect the neurons’ sensitivity to incoming electrical sig-
nals. Input resistance measurements were not significantly different between the shear strain
conditions tested (one-way ANOVA, p>0.05). Neurons exposed to 0% shear strain displayed
an average input resistance of 64.1 + 39.1 MQ (7 cells from 1 animal, shown in figure 6.9
(Black)). While neurons exposed to 10% shear strain displayed an average input resistance
of 111.4 + 63.9 MQ (8 cells from 1 animal, shown in figure 6.9 (Blue)) and neurons exposed
to 20% shear strain possessed an average input resistance of 69.5 £+ 41.3 M (10 cells from

2 animal, shown in figure 6.9 (Red)).
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Figure 6.9: Change in electrophysiological input resistance of neurons resulting from dy-
namic shear loadings of various strain amplitudes

Time constant measurements provide insight into the neurons’” membrane capacitance
and membrane resistance. The time constant measurements were not significantly different
between the shear strain conditions tested (one-way ANOVA, p>0.05). Neurons exposed to
0% shear strain had an average time constant of 13.0 £ 4.1 ms (7 cells from 1 animal, shown
in figure 6.10 (Black)). While neurons exposed to 10% shear strain had an average time
constant of 18.7 £ 11.1 ms (8 cells from 1 animal, shown in figure 6.10 (Blue)) and neurons
exposed to 20% shear strain had an average time constant of 17.1 £ 5.2 ms (8 cells from 2

animal, shown in figure 6.10 (Red)).
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Figure 6.10: Change in electrophysiological time constant of neurons resulting from dy-
namic shear loadings of various strain amplitudes

Overall, none of the intrinsic properties measured showed any significant difference be-
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tween the specimens exposed to dynamic shear loads of various strain amplitudes and the
control specimens. These results suggest that these dynamic shear loadings do not produce
an acute (< 12 hours) effect on the intrinsic cell health of layer 5 pyramidal neurons of the

mouse barrel cortex.

Action Potential Output: Whole-cell current-clamp recordings were used to measure
the action potential output of the neurons tested. Frequency of action potential firing versus
current injected curves (F-I curves) were averaged for the three different shear strain con-
ditions: 0% shear strain (control) n=4, 10% shear strain n=5, and 20% shear strain n=8.

These curves are shown in figure 6.11.
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Figure 6.11: Frequency of neuronal action potential firing versus current injected curves
(F-I curves) for three dynamic shear loading conditions

On average higher current injections in control (0% shear strain) neurons tended to result
in higher firing rates than the two shear strain conditions (10% shear strain and 20% shear
strain). 0% shear strain neurons had an average maximum frequency of 91 + 31 Hz, while

10% shear strain was 64 + 12 Hz and 20% shear strain was 60 + 25 Hz. These sample
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sizes are relatively small, and more samples will be needed for statistical analysis. However,
these results suggest there may be an acute reduction of action potential output of layer 5

pyramidal neurons of the mouse barrel cortex following dynamic shear loads.

6.2 In-vitro Experiments

This section discusses the preliminary in-vitro experiments involving HeLa (Henrietta Lacks)
cell cultures and cerebral organoids. The HeLa cell culture experiments were performed
in collaboration with the Center for Applied Genomics (CAG) at Children’s Hospital of
Philadelphia. The cell culture preparation and post-exposure analysis for the tests were
performed by Dr. Michael March at CAG. These tests are discussed in section 6.2.1. The
in-vitro experiments involving cerebral organoids were performed in collaboration with Dr.
Zane Lybrand’s group at Texas Woman’s University. The cerebral organoids preparation
and post-exposure analysis for the tests were performed by Dr. Zane Lybrand and Nikolas

Merlock. The details of these tests are provided in section 6.2.2.

6.2.1 In-vitro Experiments involving HeLa cell cultures
6.2.1.1 Experimental Procedure

Specimen Preparation: In this study, our first-iteration prototype of the pressure appa-
ratus (discussed in chapter 3) was used to expose HeLa cell cultures to fast-varying pressure
profiles of various amplitudes and frequencies. HeLa cells (immortalized cervical carcinoma
cell line) were grown on 12 mm #2 thickness glass coverslips. For easy handling of the glass
coverslip in and out of the pressure chamber, a semi-circular cylindrical plug made of 2%

weight /volume concentration agarose gel was used to support the glass coverslip. The glass
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coverslip placed inside the pressure chamber (Design iteration I) with the agarose gel support
is shown in figure 6.12. The pressure chamber was filled with the cell-culture media buffer

solution.

Pressure chamber Agarose gel plug

Cell culture media  Glass coverslip plated
buffer solution with Hela cells

Figure 6.12: Pressure chamber (Design iteration I) containing a glass coverslip plated with
HeLa cells

Loading Protocol: In order to test the response of living cells to various frequencies and
pressure levels of a blast exposure, HeLa cells were exposed to high-frequency pressure waves
having magnitudes of 120 kPa and 250 kPa and frequencies of 500 Hz, 1kHz, and 3kHz for
a duration of 8 ms. The parametric details of all these loading cycles are given in table 6.1.
A total of 4 sets of loading tests were performed, where each set included the 8 loading

protocols. After loading the coverslips, they were incubated until further analysis.

6.2.1.2 Results

To quantify the cell death, lactate dehydrogenase (LDH) cytotoxicity assays (CyQUANT

LDH Cytotoxicity Assay, Thermo Fisher Scientific) were performed on the coverslips. The
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Table 6.1: Loading protocols for in-vitro experiments involving Hela cell cultures

Loading Pressure Amplitude Frequency Loading Time
Protocol (kPa) (Hz) (ms)
LP1 250 500 8
LP2 120 500 8
LP3 250 1000 8
LP4 120 1000 8
LP5 250 3000 8
LP6 120 3000 8
LP7 120 500, 1000, and 3000 10
Control - - -

LDH cytotoxicity assay measures the release of a cytoplasmic enzyme into culture super-
natant as a measure of cell death. These assays were performed on two different sets of
coverslips after 6 hrs and 24 hrs from the exposure. The percent specific release obtained
from the LDH cytotoxicity assays as a measure of cell death for all the loading protocols is
shown in figure 6.13. It can be observed that the specific release measured after 6 hrs from
the exposure is significantly higher than the one measured after 24 hrs. This result again

suggests a time-dependent response of the cells to the pressure loadings.
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Figure 6.13: LDH assay results for in-vitro experiments involving Hela cell cultures
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Another method called “Dead-Green” staining (Image-IT DEAD Green Viability Stain,
Thermo Fisher Scientific) was also used to quantify cell death. This staining method is
detailed in [110]. The “Dead-Green” staining uses a cell-impermeable dye that cannot enter
live cells but stains cells with damaged membranes green. Thus, by calculating the percentage
of the green stained area, cell death can be quantified. The “Dead-Green” staining was
performed on another set of coverslips 3 hours after the exposure, and results are shown in

figure 6.14.
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Figure 6.14: “Dead-Green” staining results for in-vitro experiments involving HeLa cell
cultures

It was observed from both LDH cytotoxicity assay and the “Dead-Green” staining that
LP4 induced maximum damage to cells compared to the other loading protocols. Even
though LP3 loaded the cells with higher pressure amplitude than LP4 at the same loading

frequency, LP4 induced greater damage to the cells than LP3. These results appeared to be
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counter-intuitive. To gain confidence in these experimental findings, the same experiments
were repeated. However, the results did not support the initial findings. One of the possible
reasons for this discrepancy could be the robustness of the HeLa cells. HeLa cells, which
is an immortalized cervical carcinoma cell line, are lab-grown and very robust compared to
neuronal cell lines. Thus, there could be a very low signal to noise ratio when the mechanical
damage was assessed on the HeLa cells. However, further experimentation is necessary to

test this hypothesis.

6.2.2 In-vitro Experiments involving Cerebral Organoids
6.2.2.1 Introduction

Cerebral organoids are 3D structured cultures of human astrocytes and neurons which have a
similar organization and physiology to human neuronal networks found in the cerebral cortex
[111]. These organoids also exhibit the complex oscillatory electrical currents - analogous to
brain waves [112]. Additionally, these organoids can survive for long durations of time to

follow chronic changes (as well as acute) after a traumatic brain injury (TBI) event.

Cerebral organoids develop brain architecture found in the human cortex: Cere-
bral organoids are grown by dissociating into single cells and plating to form embryoid bodies
(EB). Following a dual SMAD inhibition protocol [111,113] for neural induction, two types
of spheroids are grown from EBs, cortical and subpallial spheroids. As represented in neural
development, excitatory glutamatergic neurons are generated from the cortical plate, which
is later infiltrated by migrating inhibitory interneurons from the medial ganglionic eminence
of the subpallium. To replicate this process, both cortical and subpallial spheroids are gen-

erated using FGF2 and EGF to generate neural progenitors, followed by BDNF and NT3 to
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promote neuronal differentiation. To pattern subpallial spheroids, WNT and SHH pathways
are modulated using IWP-2 and SAG. Once cortical and subpallial spheroids are patterned,
the two are fused to generate complete cortical grafts (shown in figure 6.15A). The human
cortex is organized into identifiable layers based on cells found in each layer. The same or-
ganization and cell populations are identified in human cerebral organoids (shown in figure
6.15B). Early-stage cortical spheroids (30 DIV) express distinguishing laminar markers for
deep and superficial cortical layers. In cortical spheroids, from 70-180 DIV, we observed
TBR1 and CTIP2 expression in deep layer neurons, SATB2 and BRN2 in upper-layer neu-
rons, and HOPX and FAM107, markers from outer radial glial cells (shown in figure 6.15C).
Importantly, cerebral organoids also generate cells essential to maintain the health of the
local brain environment. This includes the ventral zone (VZ) to form internal ventricles,
glial cells like astrocytes, and oligodendrocytes (shown in figure 6.15D). Altogether, these
cerebral organoids can be grown to generate the critical cells and organization found in the

human cortex.

Cerebral organoids generate functional brain networks similar to the human cor-
tex: Using multielectrode arrays (MEA), fused cerebral organoids that display complex
neural networks (shown in figure 6.16a) are plated on top of a 12-electrode grid, and electri-
cal neuronal activity can be measured (shown in figure 6.16b). From this MEA data, specific
neuronal activity is recorded and measured (shown in figure 6.16¢). These events represent
extracellular action potentials, or spikes, that originate from neurons of the organoid located
in proximity to an electrode (shown in figure 6.16¢ bottom). The electoral neuronal activity
can further be filtered in the 9-14 Hz bandwidths to identify the network oscillations (seen

in figure 6.16d) and measure the synchrony across multiple electrodes. These network oscil-
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Figure 6.15: Cerebral organoids reproduce human cortical organization. (A) Timeline for
stem cell protocol to grow cerebral organoid. (B) Compared to the human cortex, cerebral
organoids contain most of the same layered organization and cells present. (C) Characteriza-
tion of cortical structure from deep and upper-layer neurons in developing cortical spheroid
(dotted line). (D) Image of the ventricular zone (VZ), astrocytes, and oligodendrocytes that
form a support niche.
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lations are reminiscent of cortical brain waves measured using electroencephalogram (EEG)

in human patients (shown in figure 6.16d).
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Figure 6.16: Neurophysiology of the cerebral organoids. (a) Cerebral organoid displaying
a complex network of neurons. (b) Multielectrode array (MEA) measures 12 channels from
(¢) Neural activity is measured from the MEA. The bottom image is a

each organoid.
magnified time scale of the voltage signal recorded in the top image. (d) The raw signals
can be filtered, and network oscillations are measured to determine the synchrony of activity

recorded in cerebral organoids.
In this study, the second-iteration prototype of our pressure apparatus (discussed in
chapter 3) was used to expose cerebral organoids to a fast-varying pressure profile, similar
to an intracranial pressure profile induced by a blast exposure. The pressure chamber of

the apparatus was filled with culture media along with the organoids, where a piezoelectric
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actuator compressed the liquid rapidly, generating high-pressure fluctuations with controlled
pressure amplitude and frequency. Following exposure, cerebral organoids were monitored
for neurophysiological properties immediately after exposure (1hour) and 24 hours later.
We measured an increase in neuronal activity 1hour after exposure and an increase in the
synchronization of network function. These results demonstrate that in response to the

specific pressure parameters, cerebral organoids’ physiology changes.

6.2.2.2 Experimental Procedure

To determine if cerebral organoids respond to pressure forces similarly observed in a blast
injury, 60 days old fused cerebral organoids were loaded into the pressure apparatus. The
timeline for the tests is shown in figure 6.17a. Briefly, the blast chamber (shown in figure
6.17b) was filled with organoid growth media (orange), and organoids for each group were
placed inside. Later the chamber was closed off without introducing any bubbles within the
chamber. The pressure apparatus was then set and activated to deliver a 3kHz frequency
waveform that reached 250kPa pressure (shown in figure 6.17¢). Immediately following
pressure exposure, cerebral organoids were removed and plated on a pre-warmed MEA plate
(shown in figure 6.17d) where they were positioned on the electrode grid (shown in figures
6.17e and 6.17f). For control tests, cerebral organoids were placed inside the pressure cham-
ber, but the piezoelectric actuator was not activated. Once all organoids were plated, the
MEA plate was incubated until 1hour after the blast exposure. At that time, an initial
2 minutes recording was acquired, and the MEA was returned to incubation over night at
37°C with 5% CO9. The next day at 24 hours post-blast, the MEA plate was removed from

the incubator, and another 2 minutes MEA recording was acquired.
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Figure 6.17: Blasting cerebral organoids. (a) Timeline of blast experiment (b) Image of
3 cerebral organoids inside of pressure chamber. (c) The pressure waveform recorded inside
the chamber during the exposure (Amplitude = 250 kPa, Frequency = 3kHz, and duration
= 8ms). (d) 24 well plate being loaded with organoids after being blasted. (e) Empty
MEA well showing the layout of 12 electrodes. (f) MEA well filled with media and cerebral
organoid on electrodes.
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6.2.2.3 Results

Extra-cellular action potentials were quantified between no blast controls (n=3) and blast
organoids (n=3) as shown in figures 6.18a and 6.18b. Over 120seconds, the total number
of spikes (shown in figure 6.16¢ bottom) were quantified. Raster plots in figures 6.18a and
6.18b show events over the 120s recording displayed for each of the 12 channels. One hour
after the exposure, there was a modest increase in the amplitude of the spike (shown in figure
6.18¢c) and frequency (shown in figure 6.18d) compared to no blast controls. Interestingly,
by 24 hours, this emerging difference was no longer present.

To determine if the increase in spike frequency measured at 1 hr post-blast resulted in a
population-level change of neural network function, the phase synchrony was measured using
a 5 Hz filter (shown in figure 6.19). In control organoids, spontaneous 5 Hz oscillations are
unsynchronized (shown in figure 6.19a). This is seen by a low degree of phase angle difference
measured between two channels of the MEA (shown in figure 6.19b). Following blast expo-
sure, organoid networks were observed to become more synchronized (shown in figure 6.19¢)
as measured by the average length of phase synchronization (shown in figures 6.19d and
6.19¢). In the phase synchronization chart shown in figure 6.19e, the phase synchronization
length of 1 indicates a highly synchronous network, while the phase synchronization length
of 0 indicates network without any synchrony. The typical phase synchronization length for
a human EEG is between 0.2 and 0.5.

Together these results suggest that the blast parameters testing with the pressure appa-
ratus is capable of acutely altering neuronal function and network synchrony. Further testing
will expand parameter space and be used to investigate the cell and molecular biology of

blast and blunt forces on complex neural networks.
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Figure 6.18: Blast acutely stimulates cerebral organoids. (a) Raster plot of spike events
recorded from MEA in no blast control organoids. (b) Raster plot of spike events recorded
from blast group at 1 hr post-blast. (¢) Quantification of spike amplitudes in 1 hr and 24 hr
post-blast organoids. (d) Quantification of spike number in cerebral organoids.
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Figure 6.19: Blast acutely increases network synchrony. (A) Two channels with raw signal
filtered using a 5 Hz Morlet Wavelet from control organoids. (B) The phase angle difference
plotted for each time unit between two channels (black), and the average angle and phase
synchronization plotted (green bar) from control organoids. (C) Filtered channels from blast
organoids. (D) Plot of phase angle difference (black) and average phase synchronization
(green) plotted from blast organoids. (E) Quantification of phase synchronization between
the control and blast organoids at 1 hr post-blast. (n=3 organoids per group; p-values less
than 0.05 is considered statistically significant)
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Chapter 7

Future Directions

This chapter summarizes the development of the experimental systems designed for bTBI-

related ex-vivo and in-vitro studies, and also provides directions for future advancements.

7.1 Future Directions for the MMHB Actuator

The MMHB actuator discussed in Chapter 2 replaces the incident bar of a conventional
split-Hopkinson pressure bar apparatus with a multi-material incident bar to transform the
incident stress pulse into a complex loading profile. The design parameters for an MMHB
actuator, such as the materials and lengths of bar components, are adjusted so as to closely
replicate the user-defined target loading profile. This is achieved by coupling the numerical
simulation of the MMHB actuator with an optimization algorithm. As proof of concept,
the MMHB actuator was designed for generating various sinusoidal pressure profiles with
multi-frequencies and decaying characteristics.

The designed MMHB actuator could reasonably replicate the dynamics of specified two-
frequency target profiles. Increasing spectral complexity of the target pressure profiles re-
sulted in a relatively higher deviation between the target and generated pressure profiles,
pointing to the necessity of increasing the number of material bars in the design space.
However, as the number of bar components used to construct the multi-material incident

bar increases, the total length of the actuator will increase as well. This increased length
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of the actuator may limit its applicability because of the laboratory space or experimen-
tal constraints. A strategy to be considered in the future is to use a parallel combination
of several multi-material bars to replicate a multi-frequency pressure profile better than a
single multi-material bar. While a strategy like this could have more flexibility than single
multi-material bars, its implementation will bring new challenges.

The numerical model of the MMHB actuator treats water as a nearly incompressible
linear-elastic fluid. This model does not incorporate the compressibility of water and the
cavitation phenomenon. Cavitation can saturate the negative pressure part of the pressure
loadings generated by the MMHB actuator. Thus, a more specific equation of state for the
water constituent that accounts for pressure-density variations and cavitation phenomenon

[5] should be considered in the future.

7.2 Future Directions for the Pressure Apparatus

The generator of broadband pressure cycles discussed in Chapter 3 uses a water-filled piston-
cylinder assembly driven by a piezoelectric actuator to generate complex and fast-varying
pressure profiles. The apparatus employs a feedforward controller to track user-specified
target pressure profiles. The versatility of this apparatus in producing complex pressure
profiles was demonstrated by generating a single pressure pulse with various pulse-widths
and magnitudes, an approximate Friedlander waveform, and a multi-modal waveform. The
apparatus successfully generated pressures up to 450 kPa at frequencies up to 5kHz. This
apparatus was used perform the preliminary ez-vivo and in-vitro experiments discussed in
Chapter 6 (sections 6.1.1, 6.2.1, and 6.2.2).

In the future, this pressure apparatus can be scaled to include multiple piezoelectric
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actuators. Actuating multiple piezoelectric actuators synchronously to compress the water
confined in the pressure chamber should increase the maximum achievable pressure. More-
over, the actuation of the various actuators can be precisely timed to generate even more
intricate pressure profiles by leveraging the superposition of multiple pressure profiles. Incor-
porating multiple actuators can increase the capabilities of the apparatus, but it will further

complicate the system and may reduce its usability.

7.3 Future Directions for the Cavitation Rig

The bench-top cavitation rig discussed in Chapter 4 uses a water-filled piston-cylinder as-
sembly which is driven by a high-speed linear motor. The motor is used to retract the piston,
increasing the pressure chamber’s volume and, consequently, generating a tensile or nega-
tive pressure. This negative pressure gives rise to cavitation. The apparatus can generate
cavitation events of various durations and intensities. The potential of this apparatus is
demonstrated by producing a cavitation event in water.

For the cavitation experiment discussed in Chapter 4, a few micro-bubbles were already
present in the pressure chamber before the piston was actuated. Thus, the negative pressures
generated by the apparatus ended up expanding these existing micro-bubble rather than
creating new cavitation bubbles. In the future, if the focus is to generate new cavitation
bubbles in a liquid, deliberate efforts are needed to remove all the pre-existing bubbles from
the liquid, which could be achieved using the methods reported in [25,26,30].

The curved surface of the pressure chamber cavity creates an optical distortion while
imaging the cavitation bubbles due to refraction. This optical distortion creates challenges

in analyzing the bubble dynamics based on high-speed images. One way to circumvent this
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challenge is to design a new pressure chamber with a flat optical window for high speed-
imaging, similar to the ones reported in [26, 50].

The shock-waves resulting from the collapse of the bubbles sharply increased the pressure
inside the chamber. This pressure exceeded well beyond the pressure transducer’s rated
measurement range, which led to the saturation of the measured pressure profile. Thus, a
pressure transducer with a significantly larger pressure range is required to appropriately

measure the high pressure associated with the shock-waves.

7.4 Future Directions for the Shear Apparatus

The generator of dynamic shear cycles discussed in Chapter 5 uses a voice-coil actuator and
two parallel plates assembly. This apparatus can generate oscillatory shear loadings of various
strain amplitudes and frequencies at the levels relevant to bTBI. The first-iteration shear
apparatus was used to conduct preliminary material characterization experiments for PAA
gelatin specimens. These experiments also tested the implementation of the apparatus for
loading samples of living tissue and three-dimensional cell cultures. The insights from these
preliminary experiments led to the design improvements implemented in the second iteration
of the shear apparatus. The second-iteration shear apparatus employs a PID controller to
control the voice-coil actuator and replicates the user-specified shear strain profiles. It was
also used to perform bTBl-related ez-vivo experiments on mouse brain tissue specimens
(discussed in chapter 6, section 6.1.2).

In the future, this shear apparatus can be scaled to include two voice-coil actuators by
replacing the stationary bottom plate with a movable plate actuated by the second voice-

coil actuator. Actuating both the actuators synchronously to move the plates in opposite
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directions should increase the maximum achievable shear strain for a given loading frequency
and specimen thickness. Moreover, by precisely timing the motion of the actuators, multi-
frequency dynamic loading cycles can be generated through wave superposition. Again,
incorporating multiple actuators can increase the capabilities of the apparatus, but it will
further complicate the system and may reduce its usability.

As the shear loading frequency increases, the inertial effects inducing the unsteady shear
deformation of the specimen increases. The inertial effects are significant when the speci-
men’s thickness is comparable to the elastic shear wavelength in the specimen. In such cases,
the specimen’s deformation is no longer a simple-shear deformation as the shear strain field
is inhomogeneous. Such an inhomogeneous strain field cannot be reliably estimated just
from the top-plate displacement data. Furthermore, imaging-based techniques are required
to quantify the inhomogeneous deformation of the specimen. Thus, reducing the specimen’s
thickness as much as possible is a definitive strategy to eliminate the undesired inertial

effects.
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