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ABSTRACT 

EXPERIMENTAL AND NUMERICAL ANALYSIS OF THE EFFECTS OF TEST 

VARIABLES ON AUTO-IGNITION IN A RAPID COMPRESSION MACHINE 

By 

Chaitanya Wadkar 

Ignition delay measurements are frequently carried out in Rapid Compression Machines 

(RCMs). When data is compared from different RCM facilities, the ignition delay times are often 

inconsistent for any particular fuel at a specific compressed condition. The literature has attributed 

the discrepancy to experimental uncertainties and/or facility effects; however, this issue has yet to 

be examined more thoroughly. Due to the limited studies on understanding the effect of “facility-

dependent” factors on low-temperature reactions and the subsequent ignition of the fuel, one of 

the main goals of this work is to determine the root cause of the discrepancy. Further analyzing 

the impact of these factors would facilitate the comparison of ignition delay results across RCM 

facilities. Additionally, validating chemical kinetic mechanisms against experimental data with 

these effects in mind would help yield more accurate and consistent ignition delay predictions. 

Different RCM facilities employ various combinations of compression ratio, initial temperature, 

initial pressure, diluent gas composition, etc., to achieve the same compressed conditions. 

Therefore, this work aims to determine the effects of different compression ratios, mixture 

preparation methods, and diluent gas composition on the measured ignition delay. 

First, experiments and 0-D CHEMKIN simulations were carried out for stoichiometric 

mixtures of ethanol and air. To study the effect of diluent gas composition, two different mixtures, 

one consisting of nitrogen as the diluent gas and other consisting of argon were used. Additionally, 

this study also examined the effect of compression ratio and mixture preparation methods. 



 

 

Furthermore, 3-D CFD simulations were carried out to investigate the consistent top-to-bottom 

flame propagation behavior observed in the optical experiments of ethanol auto-ignition. 

Once a strong fundamental understanding of the factors causing discrepancies in ignition 

delay measurements of a simple fuel like ethanol was achieved, the study then moved on to a more 

complex fuel, iso-octane, which exhibits two-stage ignition delay and has a pronounced negative 

temperature coefficient (NTC) region. The iso-octane studies were focused on the effect of 

compression ratio; therefore, experiments and 0-D CHEMKIN simulations were carried out for 

rich mixtures (ϕ = 1.3) of iso-octane and air, using five different compression ratios. Using 

numerical analysis, the sensitivity of ignition delay to changes in compression ratio at different 

equivalence ratios and using different diluent gases was also studied. 

The results show that the method used to obtain the compressed condition, particularly the 

use of different compression ratios and diluent gas compositions, can strongly influence the 

ignition delay times, especially under two-stage ignition conditions. Changes in compression ratio 

and/or diluent gas composition leads to changes in initial conditions and post-compression heat 

loss. It was observed that a reduction in post-compression heat losses led to shorter ignition delay 

times. Furthermore, changing the compression ratio also changes the value of t50, defined as the 

duration of the last 50% pressure rise during compression.  For conditions at which the ignition 

delay time is short (<15 ms), a longer t50 initiates reactivity prior to the end of the compression 

stroke, thus reducing the ignition delay time. This range of simulation and experimental conditions 

helps provide a diverse array of auto-ignition results, involving single-stage and two-stage auto-

ignition fuels. 
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Chapter 1. INTRODUCTION 

1.1. Background and Motivation 

Fundamental combustion research typically starts from chemical ignition studies and flame-

speed measurements. Chemical ignition experiments are most commonly carried out using one of 

three testing methods which allow the exploration of ignition properties without the use of an 

internal combustion engine: flow reactors, shock tubes and Rapid Compression Machines (RCMs). 

Ignition delay time data provide valuable benchmark results for validation and refinement of the 

chemical reaction mechanisms used in many combustion simulations. An excellent apparatus to 

isolate the auto-ignition process from the complex in-cylinder engine flow conditions is an RCM. 

RCMs are used for studying the ignition behavior of fuels at low to moderate temperature 

conditions relevant to existing and future combustion technologies [1]. An RCM simulates a single 

stroke of an internal combustion engine by rapidly compressing a piston into a cylinder containing 

a reactive fuel and oxidizer mixture. As a result, RCMs enable combustion studies at elevated 

pressure (compressed pressure ~5-40 bar) and intermediate temperatures (compressed temperature 

~600-1100 K) [2]. In an RCM, the experimental duration is limited on the high end by the adiabatic 

core hypothesis losing validity above ~100 ms [3] and on the low end by pre-compression reactions 

influencing very short ignition delays (<3 ms) [4].  RCM ignition delay measurements help to 

validate chemical kinetic mechanisms which are made up of elementary reactions. Kinetic 

mechanisms are developed to predict what happens during combustion. These mechanisms can be 

used to predict the chemical behavior and the products of chemical reactions through numerical 

simulations while using fewer resources than physical experiments and offering additional insight 

into the combustion process. Although RCMs are an excellent tool to study auto-ignition, limited 
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information can be extracted from the pressure profiles. Using optical measurements can provide 

supplemental information and aid in a better understanding of the ignition characteristics in detail. 

All RCMs would ideally provide identical data for similar test conditions. However, a huge 

scatter in the reported ignition delay data has been observed across past studies involving various 

fuels. With RCMs being increasingly used to investigate the ignition behavior of fuels, there is an 

urgent need to address the disagreement in the ignition delay times reported by different RCMs at 

near-identical conditions. The parameters inherent to RCM design, such as the geometry of the 

RCM, piston crevice design, compression time, etc., are often the attributable factors responsible 

for the inconsistencies in auto-ignition delay measurements. These inherent parameters contribute 

to unique heat loss characteristics of the RCM and differ from facility to facility. Furthermore, the 

different methods adopted to achieve a given compressed condition, such as changing the diluent 

gas composition, preheating, compression ratio, etc., change the initial conditions needed, 

affecting the thermodynamic conditions and thereby influencing the ignition event. To date, 

however, there have only been limited studies that have investigated facility effects including 

participants in the 1st RCM Characterization Initiative [1,5], which concentrated on assessing iso-

octane ignition delay due to the large variability in the literature data [6], especially in the negative 

temperature coefficient (NTC) region. However, the complications of NTC and multi-stage 

ignition behavior of iso-octane made the data analysis difficult and these challenges motivated a 

2nd Characterization Initiative, this time focused on measuring ethanol ignition delay times, due to 

the lack of NTC behavior with ethanol. The current study was partially motivated by the 

participation of MSU in the 2nd RCM characterization initiative where an effort was made to 

contribute to understanding the differences in separate rapid compression machine facilities and 

to make experimental data reliable and easier to compare across facilities. While participating, 
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several test variables that affected ignition delay times at the same compressed conditions within 

the facility itself  were encountered and an independent investigation was performed and is 

discussed in this work. 

1.1.1. Current status of ethanol auto-ignition research 

Ignition delay studies have already been performed with the help of shock tubes [7–9] and 

RCMs [10,11], for stoichiometric ethanol-air mixtures with pressures greater than 10 atm and 

temperatures ranging from 750 K to 1400 K. Numerous studies have also focused on chemical 

kinetics of ethanol combustion using various methods such as laminar flames  [11–14], shock tubes 

[7–9,15–17], flow reactors [18–20], jet-stirred reactors [21,22] and RCMs [7,10,23–26]. Ethanol 

auto-ignition has been studied in shock tubes, for argon diluted mixtures with equivalence ratios 

(ϕ) of 0.5, 1 and 2, mostly at high temperatures (greater than 1100 K) and at pressures ranging 

between 1 to 10 atm [7–9,15–17,27]. Ignition delay measurements of ethanol at ϕ= 0.3 and 1.0, 

temperatures in the range of 770–1250 K and pressure ranging from 10 bar to 40 bar were 

performed by Cancino et al.  [9] in a shock tube. A study by Lee et al.  [7] focused on determining 

IDTs for stoichiometric ethanol-air mixtures in a shock tube at temperatures in the range of 775–

1000 K and at 80 bar pressure and also in an RCM at a pressure of 35 bar. Lee et al. [7] also 

obtained Schlieren images of ethanol auto-ignition in the shock tube, which showed deflagrative 

behavior. The corresponding pressure measurements and emission signals recorded also showed 

strong pre-ignition behavior as pressure increased by more than 100% in some cases prior to auto-

ignition. However, no such pre-ignition pressure rise was reported by Cancino et al. [9]. In a recent 

study by Büttgen et al. [25], a gradual increase in pressure about 20 ms after the end of compression 

(EOC) until auto-ignition was observed. They also observed pre-ignition flame kernels in a few of 

their tests that shortened the ignition delay considerably. Many numerical and experimental studies 
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on various fuels have concluded that two distinct ignition regimes are observable; the first 

described with various terms, such as volumetric, ideal, or strong as seen in the case of 

homogeneous ignition and the second one being the propagation of a reaction front prior to 

volumetric ignition or, in other words, mild/deflagration regime as seen in the case of 

inhomogeneous ignition [23,28–31]. In a high speed OH* luminescence study by Büttgen et al.  

[25] using an RCM, they observed 4 fronts namely, the flame kernel, ignition front, and reaction 

fronts α and β, all of which differed in their propagation speed.  Barraza-Botet and Wooldridge 

[23,24] investigated pure and blended ethanol mixtures using a high-speed camera, observing only 

homogeneous ignitions. Despite ethanol’s long existence and well-known relevance and benefits, 

there remains limited experimental studies on ethanol auto-ignition behavior at engine relevant 

conditions. For this purpose, the auto-ignition of ethanol was studied at conditions that not only 

complement but also expand on prior studies in the literature. 

In Figure 1-1, there is a clear demonstration of the discrepancy in the ignition delay time 

(IDT) values of ethanol at identical compressed conditions from different facilities. The data 

shown in the plot was obtained only from RCMs and was reported in the works of Mittal et al. 

[10], Lee et al. [7], Barazza-Botet et al. [24], Büttgen et al. [25] and Lee et al. [26]. It should be 

noted that all of the data shown in Figure 1-1 is presented as it was reported in the literature and 

no scaling was used for the literature data or for the data from the current study, in the creation of 

this figure. 
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Figure 1-1: Summary of ethanol ignition delay time from RCMs without any scaling studied in 

this work and available in the literature [7,10,24–26]. 

1.1.2. Current status of iso-octane auto-ignition research 

Iso-octane, or 2,2,4-trimethyl pentane, has been used for many years as a primary reference 

fuel and also as a simple chemical surrogate for gasoline. For fuels with an octane number less 

than 100, the octane number is defined by comparison with a mixture of iso-octane (assigned an 

octane rating of 100) and n-heptane (octane rating of 0) which has the same anti-knock capacity 

as the fuel [32,33]. For fuels with an octane number above 100, the antiknock quality of the fuel 

is determined in terms of iso-octane plus milliliters of the antiknock additive, tetraethyl lead, per 

U.S gallon [32,33]. As a model compound for branched alkane species found not only in gasoline 

[34], but also in diesel [35] and jet fuels [36], iso-octane has attracted considerable attention and 

due to its relevance to practical liquid fuels, it has been the subject of numerous experimental and 

kinetic modeling studies [6,28,35–72]. Various experimental methods have been adopted to study 

the chemical kinetics of iso-octane combustion, such as shock tubes [37–43], flames [44–54], jet 

stirred reactors [55–57], and flow reactors [58,59]. A variety of kinetic measurements have been 

made in these studies, including ignition times, species concentrations and flame-speeds. 
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Additionally, several modeling studies have been reported in recent years, involving the 

development of detailed and reduced mechanisms [44,60–63] and the adoption of these 

mechanisms to study the iso-octane ignition behavior via chemical kinetics [6,28,39,64–68]. Iso-

octane has been studied previously in numerous RCMs, [28,64–66,69,71–75] and a selection of 

this data for stoichiometric mixtures of iso-octane and air at different pressures and levels of 

dilution is shown in Figure 1-2. From the figure, it can be seen that there is some scatter in the 

ignition delay times measured in different facilities but at identical compressed conditions. 

Goldsborough et al. [6] developed a correlation for iso-octane that involves dependencies for 

equivalence ratio, pressure, oxygen percentage and activation energy. The authors of that study 

plotted the raw data obtained from several RCMs and shock tubes [28,37–39,41,66,71,72,75–84] 

and observed that the spread in data is more pronounced in the low-temperature regime of 645–

870 K. Even after data normalization using the developed correlation, a standard deviation of 

±34% was observed. The authors attribute the departures from the correlation to an incomplete 

description of the functional dependencies, some inconsistencies about diluent composition, 

experimental uncertainties, and facility-influenced phenomena. This implies that there are factors 

other than those considered in the correlation that cause the discrepancy in the data. 
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Figure 1-2: Results comparing several RCM ignition delay data for stoichiometric mixtures of 

iso-octane and air at different levels of dilution, as reported in [1,62,64–66,71,72,74]. 

1.1.3. Current status of research addressing the discrepancy in auto-ignition delay 

data 

Across the studies reviewed earlier, it can be observed that the inert/O2 ratios varied from 

3.76 to as high as 12. Diluent gas composition is often varied to achieve different compressed 

temperatures while maintaining the same compression ratio. Depending on the heat capacity 

requirements needed to achieve the desired compressed temperatures, the diluent gas composition 

can be adjusted by adding or substituting part of the non-reactive mixture with inert gases such as 

argon, carbon dioxide, nitrogen, etc. However, using different diluent gases can affect the IDTs of 

the mixture at same compressed conditions, primarily by altering the heat loss characteristics and 

also by changing the third body efficiencies [64]. There have been a number of studies that have 

addressed the influence of diluent gases on iso-octane ignition delay measurements. Up to a  50% 

difference in ignition delay time, depending on the reaction mechanism used, was shown in a 

modeling study of auto-ignition of iso-octane with argon and nitrogen as buffer gases by Davidson 

and Hanson [85]. Würmel et al. [67] concluded that, because of the longer time scales observed in 
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an RCM as compared to shock tubes, argon retarded the ignition process in an RCM but 

accelerated it in a shock tube. Shen et al. [39] also observed 20% shorter IDTs using argon as a 

diluent for iso-octane mixtures, when compared to nitrogen. The primary reason for the behavior 

was attributed to the difference in post-compression heat losses governed by the thermal capacities 

of the various diluent gases. Wagnon and Wooldridge [68] found that the buffer gases had a 

significantly higher effect on total ignition delay times during two-stage ignition on fuels 

exhibiting NTC behavior. Di et al. [64] observed that at conditions exhibiting two-stage ignition 

within the NTC region, the buffer gas composition significantly influenced the ignition. However, 

the first-stage ignition was found to be less affected by the buffer gas composition. The difference 

in heat capacities of CO2 and N2 caused a difference in the first-stage heat release and the 

subsequent pressure and temperature rise during the first-stage ignition. Di et al. [64] also 

investigated and found that higher collision efficiency reduced ignition delay times. Zhang et al. 

[65] explored two-stage ignition in the NTC region for stoichiometric mixtures of iso-

octane/O2/N2/Ar and concluded that the first-stage ignition delay was sensitive to O2 concentration 

but was insensitive to the dilution gas composition and fuel concentration. Chinnathambi et al. 

[69] investigated the dilution effect of CO2 on iso-octane for various equivalence ratios at engine 

relevant conditions. The NTC region temperature range was not altered with increasing CO2 

dilution levels, for each equivalence ratio. However, at a compressed pressure (Pc) of 20 bar the 

ignition delay times increased by a factor of 3 for 30% CO2 dilution levels as compared to 15% 

dilution. Part of the data presented by Chinnathambi et al. [69], specifically for ϕ=1.3 and 0% CO2 

dilution at compressed temperature (Tc) of 835 K and 880 K using a compression ratio (CR) of 

17.1, has been used for comparisons made in this study as the data was collected in the same rapid 

compression machine that was used in the current study. 
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Recent RCM review papers by Sung et al. [87], Goldsborough et al. [1] and Kéromnès et 

al. [88] have focused on facility dependence. The review by Goldsborough et al. [1] examines the 

experimental and computational approaches that help in understanding the role of physical-

chemical interactions; while those by Sung and Curran [87] focus primarily on the operational 

principles and design features of RCMs which help suppress roll-up vortices and support the 

assumption of the adiabatic core hypothesis. The significance of modeling RCM experiments to 

account for the compression stroke and post-compression heat losses is discussed in detail by Sung 

and Curran [87]. Mittal et al. [89] also demonstrated the importance of modeling the full RCM 

compression stroke when comparing experiments to kinetic simulations. The significance has been 

attributed to the radical initiation processes that begin just before the EOC and is also found to be 

one of the factors affecting the ignition delay times in this study depending on the compression 

characteristics (compression ratio and compression speed).  

The discrepancy observed in the auto-ignition delay data has also been attributed to the 

temperature inhomogeneities in the combustion chamber that is unique to each facility depending 

on the RCM configuration. Several computational fluid dynamics (CFD) studies have been carried 

out to characterize flow fields for various RCMs. The main emphasis has been on optimizing the 

piston crevice design to suppress the roll-up vortex [3,71,90–93] and the characterization of 

turbulent flow in an RCM [94–99]. Several studies have been focused on the suppression of the 

roll-up vortex as it is the main reason for the temperature inhomogeneities observed in an RCM. 

The need for a crevice piston to support the adiabatic core led to several CFD studies focused on 

optimization of the crevice design [71,90,91,100]. Furthermore, in order to eliminate gas flows 

into the crevice during multi-stage ignition, recent works have aimed at investigating the crevice 

containment strategy [101–104]. The technique of `crevice containment' aims to mitigate the 
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unintended mass transfer from the reaction chamber to the crevice, especially during the first-stage 

of the two-stage ignition, by engaging a physical partition between the combustion chamber and 

the piston crevice at the end of the compression. The review by Kéromnès et al. [88] discusses the 

different types of designs employed in RCM ignition studies, which helps to achieve a basic 

understanding of the possible factors that influence ignition delay measurements. Recent works by 

Yousefian et al. [100,105] aid in predicting temperature inhomogeneities in any RCM 

configuration and gas mixture using computational efforts based on a dimensionless measure that 

is primarily dependent on the Peclet number, aspect ratio (i.e., bore radius divided by stroke), and 

crevice volume in order of decreasing importance. Bourgeois et al. [106,107] presented a process 

to validate a crevice design based on the parameters that influence the suppression of roll-up 

vortices which involves predicting the critical mass that is needed to be transferred to the crevice 

in order to guarantee its efficiency and whether a specific crevice volume is likely to absorb this 

mass during the compression stroke. In a recent study by Ezzell et al. [108], it was shown through 

simulations that faster compression time and larger crevice volumes both increased the rate of heat 

loss from the crevice which in turn led to longer ignition delay times. Furthermore, varying the 

initial conditions or the RCM configurations was observed to have a greater effect on the ignition 

delay of the fuels exhibiting two-stage ignition behavior as compared to those showing only single-

stage ignition. The study by Ezzel et al. [108] focused on the role of crevice volume and 

compression times, as a result of which the rate of heat loss was observed to be affecting the 

ignition delay times.  

These works [1,39,64,67,68,71,85,87–91,100–108] provide significant insight into how fluid 

flow and heat losses impact the reaction chamber conditions and homogeneity, which in turn affect 

ignition delay measurements. 
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1.2. Research Objectives 

Under ideal conditions, all RCMs would provide identical data for similar experiments; 

however, data discrepancies have been observed across past studies involving various fuels, as 

observed in Figure 1-1 and Figure 1-2. In RCMs, the same compressed conditions can be reached 

by a variety of combinations of compression ratio, initial temperature, initial pressure, diluent gas 

composition, etc. The literature review shows that to date, there have been only limited studies on 

understanding the effect that these parameters have on the distribution of the fuel in the combustion 

chamber, temperature homogeneity, low-temperature reactions, and the subsequent ignition of the 

fuel. It has previously been assumed that the value of ignition delay for a given fuel and at a given 

set of compressed conditions, would be the same, irrespective of the variety of the above-

mentioned combinations that were used to achieve the compressed conditions. In an effort to 

address this assumption, the objective of this work is to determine which components of RCM 

testing have the strongest connection to the data discrepancy. Additionally, it can be difficult to 

understand the complex processes going on inside the combustion chamber through only 

experiments, and numerical analysis can aid in our understanding of these processes. In this study, 

experimental and numerical analysis in the form of chemical kinetic model predictions of the 

effects that different compression ratios, diluent gases and charge preparation method have on 

ignition delay was performed.  Efforts were made to study the sensitivity of ignition delay to the 

charge preparation method, diluent gases and compression ratio that would help determine which 

parameter would have the greatest effect on the ignition delay. Moreover, changing the 

compression ratio, in turn, changes many other operating parameters, such as the initial conditions 

required to achieve the same compressed conditions, compression time, surface-area-to-volume 

ratio and another operating parameter called t50. The influence of each of these parameters on the 
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ignition delay times was isolated and studied for a mixture of various equivalence ratios and diluent 

gas compositions. The surface-area-to-volume ratio can be used as a measure of the post-

compression heat losses observed in RCM experiments.  

The aim of this project is to answer the following research questions: 

• What are the reasons behind the discrepancies in measured auto-ignition delay 

data at identical compressed conditions? Which components of RCM testing 

have the strongest connection to the data discrepancy?  

• Do the post-compression heat loss and t50 have a larger impact on ignition delay 

times at certain equivalence ratios? 

• Do the post-compression heat loss and t50 affect ignition delay times more for a 

particular diluent gas? 

• Do the post-compression heat loss and t50 affect the first-stage of the two-stage 

ignition process? Does a given factor affect a particular stage more than the 

other?  

• Is this discrepancy also observed during numerical analysis of RCM 

experiments? What other factors can potentially contribute other than those 

observed experimentally?  

In order to answer the research questions, the following objectives were set:  

1.2.1. Experimental Objectives 

• Examine the effects of mixture preparation methods, compression ratios and 

diluent gas composition on ethanol and iso-octane IDTs and heat release rates 

for various equivalence ratios.  
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1.2.2. Modeling Objectives 

• Generate volume profiles, to accurately simulate an RCM, derived from the 

non-reactive experiments conducted at different compression ratios, consisting 

of different diluent gases.  

• Use these volume profiles to conduct 0-dimensional (0-D) analysis with the 

help of validated kinetic mechanisms and support the experimental results to 

confirm the effects of compression ratios, diluent gas composition on ethanol 

and iso-octane IDTs for various equivalence ratios. 

• Gain further insight into the reasons behind discrepancies in IDTs of ethanol 

and iso-octane that cannot be observed through experiments. 

1.3. Structure of the Dissertation 

This thesis aims at identifying the factors causing a discrepancy in auto-ignition delay data at 

identical compressed conditions using an RCM. An overview of the current research status of auto-

ignition of ethanol, iso-octane and factors affecting ignition delay times in RCMs is provided in 

the present chapter. Lastly, the research questions and main objectives are summarized. Chapter 2 

provides an overview of the Michigan State University (MSU) RCM facility and modifications 

that were required to conduct the auto-ignition experiments. Chapter 3 discusses the details of the 

numerical modeling required to simulate auto-ignition experiments. The fourth and sixth chapters 

present the experimental results of ethanol and iso-octane, respectively. In Chapter 4, the ignition 

characteristics and heat release rates of ethanol under a variety of combinations of compression 

ratio, mixture preparation method and diluent gas composition are discussed. This chapter also 

investigates the optimum mixing time required to prepare a homogeneous charge mixture in a 

mixing tank. A factor that was determined to be important in consistent ignition delay 
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measurements was the cleanliness of the combustion chamber and some discussion on the 

suggested protocol is also included. Chapter 6 investigates the effects of changing the compression 

ratio on the two-stage ignition and also in the NTC region of iso-octane. Model predictions 

validated against experimental data are presented and compared in Chapter 5 and Chapter 7. 

Chapter 5 analyzes and discusses the kinetic modeling results of ethanol and further investigates 

the chemical and thermal effect of diluent gases. Additionally, CFD modeling results are presented 

in an attempt to explain the ignition behavior of ethanol observed in the optical experiments. 

Chapter 7 analyzes and discusses the kinetic modeling results of iso-octane and expands on the 

experimental results to study the sensitivity of the factors affecting ignition delay time to various 

diluent gases and equivalence ratios. The final chapter summarizes the research conclusions and 

achievements in addition to providing recommendations for future research. 

The research that is presented in this work has been compiled from previously published papers 

and from manuscripts that are currently in preparation. For convenience, these publications are 

referenced here, and the reader is directed to them for additional information: 

• Ferliga, F., Dooley, S., Horward, M., Leahy, L., [and 24 others, including Wadkar, C.], 

“Rapid Compression Machine Workshop 2nd Characterization Initiative – Ethanol Ignition”, 

poster presentation at the 37th International Symposium on Combustion, 2018.  

• Wadkar, C., Chinnathambi, P., and Toulson, E., “An Experimental Study on the factors 

affecting Ignition Delay of Ethanol in a RCM,” SAE Technical Paper 2019-01-0576, 2019. 

• Wadkar, C., Chinnathambi, P., and Toulson, E., “Analysis of rapid compression machine 

facility effects on the auto-ignition of ethanol”, Fuel 2020; 264. 
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• Wadkar, C., Chinnathambi, P., and Toulson, E., “Effect of Changing Compression Ratio on 

Ignition Delay Times of Iso-Octane in a Rapid Compression Machine”, SAE Technical Paper 

2020-01-0338, 2020. 

• Wadkar, C., and Toulson, E., “A numerical study of the effect of changing compression ratio 

on the auto-ignition of iso-octane in an RCM”, Fuel 2021; 291. 

• Wadkar, C., and Toulson, E., “A CFD Study of the effect of initial temperature 
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Chapter 2. EXPERIMENTAL SETUP 

2.1. Rapid Compression Machine 

The experiments completed for this research were performed in an RCM which was 

designed, built and characterized at MSU [109–112]. The RCM consists of a 2-inch diameter 

combustion chamber in which an air/fuel mixture is rapidly compressed by piston motion to engine 

relevant conditions. This piston is pneumatically driven and hydraulically stopped with an 

optimized pin and groove mechanism [112]. The RCM consists of three pistons that are all 

mounted on the same shaft: the pneumatic piston, hydraulic piston and combustion chamber piston. 

The pressurized air acting on the pneumatic piston serves as the driving force, while the high-

pressure oil in the hydraulic reservoir provides a holding force for the system, during operation. A 

solenoid valve vents the high-pressure oil from the hydraulic chamber when triggered. The no 

longer restrained piston system is now driven forward until the hydraulic piston is stopped due to 

a mechanical interference towards the end of the hydraulic chamber. The hydraulic piston governs 

the motion of the RCM piston. Depending on where the hydraulic piston touches the stroke 

adjustment shim, the starting position of the stroke is determined. Additionally, the end of the 

stroke occurs when the hydraulic piston strikes the stopping ring. The RCM piston assembly is 

hydraulically stopped by a cupped piston that enters a groove filled with oil to generate hydraulic 

pressure and decelerate the piston. A schematic of the RCM and the various components that 

makeup the RCM facility is shown in Figure 2-1. 
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Figure 2-1: RCM test facility at MSU. 

The CR can be varied by adjusting the stroke length, which in turn is achieved by adding 

shims either in the back or the front of the hydraulic chamber. Adding shims behind the hydraulic 

chamber changes the Bottom Dead Center (BDC) volume but the Top Dead Center (TDC) volume 

remains the same, increasing the CR. On the other hand, adding shims in the front of the hydraulic 

chamber maintains the same stroke length but changes both the TDC and BDC volume, thereby 

reducing the CR. Additionally, a stepped metal window, as shown in Figure 2-2 and Figure 2-3 

(b), consisting of a step on one of its faces, can be used to alter the TDC volume. The additional 

step decreases the TDC and BDC volume when introduced into the test chamber, thereby 

increasing the CR for a given stroke length. The RCM head can be equipped with either a metal 

window or a quartz window. The quartz window enables optical access to the entire combustion 

chamber, Figure 2-3 (a). However, the quartz window does not have a step because incorporating 

a step reduced the structural integrity of the window to withstand the combustion pressure, Figure 
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2-3 (c); hence optical results were achieved only for the compression ratios achievable by adding 

or removing shims in front of and/or in the back of the hydraulic chamber. A Photron SA4 high-

speed camera along with a 105 mm, 1:2.8G, AF-S Micro Nikkor lens was used for the high-speed 

imaging of the ignition process. A frame rate of 10,000 frames per second with a shutter speed of 

1/(2 x frame rate) was used. The resolution was set at 512 x 512. No wavelength filter or laser 

excitation was used. 

 

Figure 2-2: Schematic of the RCM showing the configuration of the stepped metal window used 

for increasing or decreasing TDC volume. 

    

(a) (b) 
(c) 

Figure 2-3: (a) Optical Window without the step, (b) Stepped Metal Window and (c) Broken 

Optical Windows with step. 

Inverted Metal Window 

(CR=17.1) 

Metal Window (CR=11.7) 

Piston at TDC 
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The compression process takes approximately 30 ms. Once the piston reaches TDC, the 

air/fuel mixture is compressed to an elevated pressure and temperature suitable for combustion. 

The piston is held in place by the driving force of the air, which remains greater than the force of 

compressed/burning mixture and hence allows for combustion to occur at constant volume 

conditions.   

The piston consisted of a crevice design to avoid roll-up vortices during compression and 

ensure a homogeneous temperature field in the combustion chamber [92]. The geometry of the 

creviced is based on the optimized design of Mittal and Sung [71], and can be seen in Figure A-1 

of Appendix. 

National Instruments® hardware and LabVIEW® VIs were used for controlling and 

acquiring data from the RCM. The dynamic pressure during and after compression was measured 

at 100 kHz sampling frequency using a piezoelectric pressure transducer (Kistler 6125B) and a 

charge amplifier (Kistler Type 5010 Dual-Mode Amplifier). The temperature of the combustion 

chamber and the manifold was maintained using 6 heating bands with feedback provided by 6 type 

T thermocouples as shown in Figure 2-4. The results confirmed a uniform initial temperature along 

the combustion chamber within a standard deviation of ±0.5 K. Furthermore, an insulation jacket 

is used to minimize the heat transfer to the surroundings.  
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Figure 2-4: View of RCM combustion cylinder with component locations and connections for 

auto-ignition studies. 

2.2. Mixture Preparation 

Prior to performing auto-ignition tests, the combustion chamber is evacuated of all gasses 

using a vacuum pump through a small port at the bottom of the combustion cylinder. The fuel/air 

mixture is then added from the mixing tank to the cylinder using metering valves and heated supply 

lines, or the mixture is prepared directly inside the combustion chamber using the Direct Test 

Chamber (DTC) approach by injecting the fuel directly into the heated RCM. An absolute pressure 

manometer (MKS Instruments Baratron 626B) is installed onto a small manifold that is connected 

to the inlet port that allows the cylinder pressure as well as the mixing tank pressure to be 

measured. This provides the partial pressure of the air to be measured, based on which the amount 

of fuel to be injected either in the mixing tank or in the combustion chamber can then be calculated 

and confirmed by measuring the final pressure after injection.  

Pressurized Fuel Supply 
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2.2.1. Direct Test Chamber Method 

Typically, RCM setups consist of a mixing tank in which the charge is initially prepared 

and allowed to mix homogeneously before supplying it to the RCM for compression. At MSU, a 

DTC technique was developed by Allen et al.  [110] in which the fuel is directly injected into the 

RCM test chamber. This enables quick and convenient preparation of various equivalence ratio 

mixtures inside the combustion chamber while also reducing the risks associated with traditional 

techniques, such as thermal decomposition of the fuel and condensation of the fuel in the lines 

connecting the mixing vessel to the combustion chamber. Furthermore, the partial pressure 

requirement of the fuel and the wall temperature needed to ensure complete evaporation is lowered, 

because the total initial pressure in the RCM itself is between 0.4 to 2 bar. Fuel is metered into the 

RCM using a production water-cooled 7-hole GDI injector manufactured by Bosch and the mixture 

stoichiometry is controlled by varying the pulse width and number of pulses of the injector via 

LabVIEW by sending Transistor-Transistor Logic (TTL) pulses to a custom-made driver box. A 

hydraulic accumulator pressurized to 30 bar was used to pressurize the fuel line. Using the method 

of partial pressures, the mixture is prepared directly inside the combustion chamber and 5 minutes 

wait time is allowed so that the fuel can evaporate and mix before compression. When argon was 

used as a diluent, due to its lower heat capacity, the initial temperatures needed to be maintained 

to achieve the same compressed conditions were much lower as compared to when nitrogen was 

used as a diluent. Since the required initial temperature was lower than the boiling point of ethanol, 

a wait time of 10 minutes was allowed to ensure fuel evaporation and mixing. Studies by Allen et 

al. [113] and Chinnathambi et al. [114] have validated this mixture preparation approach by 

withdrawing gas samples from the RCM and analyzing the contents by GC/MS. It was verified by 

Chinnathambi et al. [114] that a wall temperature of 80 deg. C is adequate to ensure evaporation 
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of fuel blend gasoline components (without thermal decomposition or condensation) and 2 minutes 

of mixture preparation time is enough to achieve a homogeneous mixture. Allen et al. [113]  

verified that all of the components of JP-8/air mixture fully vaporized and a homogeneous charge 

was prepared within two minutes and at a temperature of 105 deg. C.  A full description of the 

direct test chamber fuel preparation approach can be found in [110,113].  

2.2.1.1. Fuel Calibration 

The fuel injector used for this study for all purposes was a seven-hole Bosch injector (P/N: 

62806) for high-pressure direct-injection applications. The injector was mounted such that its axis 

was perpendicular to that of the piston as can be seen in Figure 2-1. The distribution of the seven 

nozzle holes can be seen in Figure 2-5. For each fuel, the injector was calibrated by pulsing the 

injector 10 times into the vacuumed combustion chamber of the RCM, maintained at 80 °C. The 

injector is controlled using LabVIEW by sending TTL pulses to a custom-made driver box. After 

fuel injection, the pressure rise measured using an absolute pressure sensor was used to calculate 

the mass injected using the ideal gas law. This procedure was performed for a pulse width ranging 

from 0.5 ms to 1.0 ms. Each test was repeated 5 times, and the partial pressure recorded across the 

tests displayed a negligible standard deviation in the range of 1.5%. This highlights the 

repeatability of the injectors, even for a very small number of injections in the pulse width range. 

The resulting linear fit from the injector calibration procedure is shown in Figure 2-6. Since the 

calibration utilizes as high as 20 pulses and the DTC tests employed for the spray analysis used 

only a single pulse, a GC/MS study by Allen et al. [113] indicated that the actual mass loaded by 

the injector matches the injector calibration curve which implies that the linear fit obtained is 

applicable to any number of pulses and pulse widths as long as they are within the range maintained 

during the calibration. 
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Figure 2-5: Image showing the distribution of the seven nozzle holes of the Bosch injector. 

 

Figure 2-6: Fuel injector calibration curve of ethanol showing pulse width vs mass injected 

information. 

2.2.2. Mixing Tank 

In order to investigate the effect of charge preparation method on ignition delay 

measurements, the traditional mixing tank technique was also adopted for this study. The mixing 

tank was used to prepare either the fuel/air mixture or the oxygen/argon mixture when the DTC 

approach was used. All mixtures were prepared in a 15.9 L stainless steel tank equipped with a 
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magnetic stirrer that mixes the reactants for the entire duration of the experiments. Both, the mixing 

tank and RCM can be evacuated to sub-torr pressures using a vacuum pump. An insulating jacket 

around the tank ensures uniform heating and a feedback from thermocouple inside the mixing tank 

ensures temperature maintenance. The mixing tank temperature is set above the saturation 

temperature of ethanol to ensure complete vaporization of the fuel. Furthermore, it has been shown 

that if the fuel partial pressure is sufficiently lower than the fuel vapor pressure, complete 

vaporization is guaranteed and the loss of fuel to wall adsorption is negligible [115,116]. Since 

ethanol is a liquid at room temperature, it was injected using a gas-tight syringe via a septum 

located at the top of the heated tank. The determined amount of fuel was added based on its 

appropriate weight and the partial pressure of fuel and air was measured using an absolute pressure 

manometer (MKS Instruments Baratron 626B). The saturated vapor pressure dependence of 

ethanol on temperature is taken from the Chemical Properties Handbook by Yaws [117]. An 

investigation was carried out to determine the optimum mixing time and it was found that a mixing 

time of 2 hours was sufficient and longer duration had no benefits in terms of IDTs and optical 

images. Further details on this investigation are discussed in Section 4.4.2.1. Therefore, all 

mixtures were allowed to mix for at least two hours with the help of a magnetic stirrer rotating at 

600 rpm, before use in the RCM, to ensure homogeneous charge composition. The fuel/air mixture 

was supplied to the RCM through a supply line that was heated with the help of heating tape to 

ensure the fuel did not condense while transferring the mixture. Once supplied to the RCM, the 

temperature of the combustion chamber was allowed to stabilize for two minutes prior to the start 

of the experiment. 

Several previous studies have validated this mixture preparation approach by withdrawing 

gas samples from the mixing tank and analyzing the contents by GC/MS [118], GC-FID [119], 
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and GC-TCD [120]. It was verified by Weber et al. [118] that the fuel mole fraction was within 

5% of the expected value and the study of Das et al. [120] verified the water mole fraction to be 

within 2% of the expected value. In addition, works by Kumar et al. [119] on n-decane and the 

study of Weber et al. [118] on n-butanol confirmed that no fuel decomposed in the mixing tank 

over the course of a typical set of experiments. 

2.3. Adiabatic Core Hypothesis 

It is not possible to measure reactant gas temperatures directly once the RCM is fired as one 

cannot readily obtain information about instantaneous spatial variation of temperature using 

thermocouples. Additionally, correction of the measured temperature due to slow time response of 

the thermocouple requires the knowledge of velocity field inside the chamber [2]. The use of non-

intrusive absorption techniques also becomes challenging due to high-pressure conditions 

prevalent within the reaction cylinder [114]. The compressed temperature can be predicted by 

assuming isentropic compression of the core region of a pure vapor charge. The compressed 

temperature was therefore calculated using an adiabatic core hypothesis given by Equation 2-1, as 

previous CFD simulations have shown that the core gas, away from the thermal boundary layer 

and for short time scales, has an almost adiabatic temperature at the end of the compression process 

[121]. This approach also assumes that there is no significant chemical heat release during the 

compression stroke and the assumption is also validated in previous studies 

[71,89,91,118,119,122–124]. Mittal and Sung also experimentally demonstrated that the use of a 

creviced piston supports this hypothesis [3]. 

∫
𝛾

𝛾 − 1

𝑇𝑐

𝑇𝑖

𝑑𝑇

𝑇
= ln [

𝑃𝑐

𝑃𝑖
] (2-1) 

Here, Pi and Ti are the initial pressure and temperature, γ is the ratio of specific heats of the mixture, 

and Pc and Tc are the compressed pressure and temperature. It should be noted that the Tc in 
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Equation 2-1 is not the temperature of an adiabatically compressed charge. Heat loss is occurring 

during the compression process and is accounted for by the experimentally measured pressure Pc. 

2.4. Experimental Uncertainties 

All test conditions were repeated a minimum of three times for both, spray and auto-ignition 

experiments. Total ignition delay measurements were repeatable to within ±5%. The detailed 

procedure to determine the standard deviation of each component of the RCM can be found in a 

study conducted by Weber et al. [125] on the uncertainty of temperature estimation in an RCM. 

Although not as much in detail, a similar method is adopted for this study and is discussed briefly 

in this section. The manufacturer’s quoted uncertainty is assumed to represent a normal 

distribution with a coverage factor of two, unless otherwise specified. The uncertainty is divided 

by the coverage factor to determine the standard deviation, as recommended by the British 

Measurement and Testing Association Measurement Good Practice Guide No. 36 [126]. As can 

be seen from Equation 2-1, the compressed temperature estimation depends upon the compressed 

pressure and initial temperature and pressure. Hence, the uncertainties that would affect the 

compressed temperature would depend upon the accuracy of the pressure measurements and in 

measuring the initial conditions. 

The thermocouples had the standard limits of error as “greater of 2.2 deg. C or 0.75%”. 

The maximum temperature possible with the heaters on the present RCM is 175 deg. C, so the 

maximum uncertainty in the temperature is 2.2 deg. C. Assuming the tolerance is given with a 

coverage factor of two, the standard deviation of the normal distribution is σTi= 1.1 deg. C. 

According to the manufacturer’s calibration, the deviation of the full-scale output of the 

pressure transducer from linearity is less than 0.1% over the pressure range 0 bar to 50 bar, 

indicating that the uncertainty in the compressed pressure is 2σPc = 0.05 bar, since the uncertainty 
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of the pressure transducers is typically specified as a percentage of the full-scale range. The 

uncertainty of the compressed pressure is thus assumed to be normally distributed with mean at 

the measured value and standard deviation of one half of the specified value, i.e. σPc = 0.025 bar. 

The absolute pressure manometer had an accuracy of ±0.25% of the reading, which led to a 

maximum deviation of ±0.002 bar.  

Other than the manufacturer provided uncertainties, the standard deviation of the tests carried 

out at a given condition was calculated for initial temperature (±5 K), initial pressure (±0.005 bar) 

and compressed pressure (±0.4 bar).  As discussed in Section 2.2.1.1, the uncertainty in injected 

fuel mass was ±1.5%. 

Additional sources of uncertainties include the cold junction compensation, A/D converter and 

the uncertainty in the signal acquisition equipment—including the charge amplifier and the data 

acquisition through LabView. These uncertainties are negligible compared to the above-calculated 

uncertainties [125]. All these uncertainties together affect the estimation of the compressed 

temperature and although this study does not investigate that effect, the study by Weber et al. [125] 

found that the maximum deviation in compressed temperature estimation using the adiabatic core 

hypothesis and accounting only random errors is ±6 K. Another study by Allen et al. [113] 

calculated the uncertainty in the calculation of compressed temperature to be ±1.25% (±8-9 K). 

Although difficult to quantify experimentally, systematic uncertainties inherent to the design and 

operation of RCMs such as diluent gas composition, thermophysical properties of gases, piston 

velocity, piston crevice design, compressed pressure etc. may also affect the assumption of the 

adiabatic core and in turn, play a role in determining the uncertainty of the EOC temperature 

estimation.  
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Chapter 3. NUMERICAL PROCEDURE 

3.1 Chemical Kinetic Modeling 

Combustion modeling of RCM data is an important step in assessing the accuracy of the 

chemical kinetic models by comparing experimental results with chemical kinetic predictions. At 

the most fundamental level, combustion modeling involves a reaction mechanism or a kinetic 

mechanism. Chemical kinetic mechanisms provide the time-dependent progression of chemical 

reactions in a system, consisting of various chemical species and elementary reactions. The 

specific chemical species and the number of elementary reactions in a particular kinetic mechanism 

vary. However, they are all developed to predict the fundamental combustion process. Predictive 

modeling makes use of these chemical kinetic mechanisms to predict the chemical behavior and 

the products of chemical reactions through numerical simulations while using fewer resources than 

physical experiments. The purpose of a comprehensive mechanism is to have a generalized 

reaction mechanism that can reproduce all of the available experimental data and predict with some 

confidence the kinetics of systems for which experimental data is not available. This also helps in 

understanding the chemical kinetics at conditions that are infeasible to achieve experimentally. 

Details regarding the reaction mechanisms used for each of the fuels studied in this work are 

provided in Chapter 5 and Chapter 7.  

ANSYS CHEMKIN-PRO was used to conduct the chemical kinetics simulations as part of 

this work. For modeling the RCM, a Closed Homogeneous Reactor model is utilized along with 

specifications of initial conditions (temperature, pressure, mole fraction, etc.), the time-dependent 

effective volume profile (obtained from the corresponding non-reactive experimental pressure 

trace) and a reaction mechanism. The specification of an effective volume profile that accounts for 

the heat losses from the RCM combustion chamber during the compression and post-compression 
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periods is another important element of the modeling. The approach for specifying the effective 

volume profile is summarized in [113]. Due to the evolving reactions and conditions in the 

combustion chamber, a reactive test cannot be used to create an effective volume profile. 

Therefore, the volume profile for a given test is created by running a separate non-reactive test in 

which all the oxygen is replaced by the corresponding diluent gas that is used for the reactive tests 

(nitrogen and argon in this study) in order to eliminate oxidation reactions and at the same time, 

maintain a similar heat capacity ratio. All the other non-reactive test conditions mimic those of the 

reactive test. A non-reactive experiment also ensures that no significant heat release occurs during 

the compression stroke.  

Default values from CHEMKIN were used for the solver tolerances and solver time-steps. 

The energy equation over a specified time interval is then solved to calculate system temperatures, 

pressure, and species concentrations. 

The approach outlined in [113] has also been used to calculate all the effective volume 

profiles used for predictive modeling purposes in this work. As an example, two of the calculated 

profiles are shown in Figure 3-1, with each for a unique compression ratio. A rapid change in 

volume during the compression process leading up to TDC is depicted by the profiles. Once the 

piston reaches TDC, the piston is locked in position during the experiments. However, the derived 

volume profile shows a slow volume expansion process which is representative of the additional 

heat lost to the surroundings. Figure 3-2 depicts a volume profile and the non-reactive pressure 

data in the corresponding time interval for a compression ratio of 11.7. The heat loss in the post-

compression period is evident by the loss in pressure that occurs after TDC.  
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Figure 3-1: Sample effective volume profiles (stoichiometric mixture of ethanol and air, Tc=825 

K, Pc=20 bar). 

 

Figure 3-2: Comparison of effective volume profile with the corresponding pressure data over 

the same time interval (stoichiometric mixture of ethanol and air, Tc=825 K, Pc=20 bar and 

CR=11.7). 

The derived effective volume profiles are then used as an input to the kinetic 0-D 

simulations. A typical kinetic modeling result for a single operating condition is shown in Figure 

3-3 where it is compared with reactive experimental data and the corresponding non-reactive test 

that was used to construct the effective volume profile. The data and simulation predictions are 
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results obtained as part of the ethanol study presented in Chapter 4 and Chapter 5. It can be clearly 

observed that the heat loss characteristics of the non-reactive case also resemble the heat loss 

behavior for the reactive experimental test.  

 

Figure 3-3: Comparison of the pressure evolution for a reactive experiment, a non-reactive test 

used to create an effective volume profile, and a kinetic simulation based on the effective volume 

profile (stoichiometric mixture of ethanol and air, Tc=825 K, Pc=20 bar, CR=17.1).  

3.2 Computational Fluid Dynamics Modeling 

Computational Fluid Dynamics (CFD) simulation is an efficient method to study the 

temperature and the aerodynamics in an RCM comprehensively. Three-dimensional (3-D) CFD 

simulations were carried out to investigate the consistent top-to-bottom flame propagation 

behavior observed in the optical experiments of ethanol auto-ignition. Simulations were conducted 

for the RCM geometry using Converge CFD software. Each transient simulation starts with the 

initial temperature, pressure, velocity and species concentrations, obtained through a steady-state 

solution. The mesh is then compressed based on a piston trajectory which specifies the piston 

position at a given time. The piston displacement history is prescribed as a polynomial fit to the 

numerically derived piston profile from non-reactive pressure-time data obtained from 

experiments. Figure 3-4 demonstrates that the simulation closely matches the experiment, except 
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near the TDC, where a slight discrepancy is observed.  The simulations and experiments both had 

a compression time of 32 ms. In simulations, to accommodate for various dead volumes in 

experiments, the clearance volume at TDC is considered slightly larger than the geometric volume. 

This was also done because the compressed pressure obtained using simulations was slightly 

higher than those observed in experiments. The discrepancy near TDC could be due to 

overcompensation for dead volumes. Nevertheless, the overall agreement is fairly good. The time 

taken for the last 50% rise in pressure (5.4 ms) was also in good agreement with those observed in 

experiments (5.2 ± 0.1 ms). Furthermore, it was observed that as long as the compression time is 

kept constant, the resulting flow field is insensitive to reasonable changes in the velocity profile 

[127,128]. Another important prerequisite to any reactive simulation is that the simulated and 

experimental non-reactive pressure traces agree, which is the case here (Figure 3-4). This suggests 

that the wall-heat transfer, during and after compression, is captured by the simulations and is in 

reasonable agreement with those observed in experiments. The simulation continues until ignition 

occurs after the piston is compressed.  

 

Figure 3-4: Comparison of experimental (blue line) and Converge-simulated (red line) non-

reactive pressure trace. 
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Pressure Implicit with Splitting of Operators (PISO) method is used to solve the transport 

equations implicitly. Converge utilizes a variable time step governed by the convective, speed of 

sound, and diffusive Courant–Friedrichs–Lewy (CFL) numbers and the grid spacing. The 

minimum and maximum allowable time steps for the simulations are 10-8 s and 10-4 s, respectively. 

Momentum, energy, and species equations were solved considering mixture-averaged diffusion 

coefficients. A laminar solver was used since it has been shown to achieve the best agreement with 

experimental results [129,130]. Furthermore, a laminar CFD model has been proven to adequately 

predict compression and the post-compression flow field in comparison to the LES models [97] 

and the overly dissipative RANS models [128,131,132]. 

3.2.1 Simulation Geometry and Computational Grid 

The CFD simulations were run for half or 180 degrees of the MSU RCM geometry. A 

symmetry boundary condition is applied to the tangential boundary, while a temperature boundary 

condition of varying values and a no-slip boundary condition is applied to the piston and cylinder 

walls. 

A base grid size of 0.8 mm was used. Additionally, the simulations in this analysis use 

temperature and velocity-based adaptive mesh refinement to achieve a more refined grid in areas 

with large temperature and velocity gradients. As an example, the cell is divided into multiple 

cells, each of 1/16th the size of the original cell, if the sub-grid temperature of that cell is greater 

than 1.5 K and/or the velocity is greater than 1 m/s. The embedding is released and the original 

cell is restored if the sub-grid value of the refined cell falls below 1/5. The maximum cell limit is 

4,500,000 cells. To capture the gradients in temperature near the walls caused due to the heat loss 

to the boundaries, permanent refinement or fixed embedding is applied near the wall boundaries. 

The refinement is such that three layers of base grid size 0.4 mm extend from the wall boundary 
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into the mesh. It is worth noting that the adaptive mesh refinement also works in the embedded 

areas. Mesh independence was confirmed by changing the base grid size and the fixed embedding 

levels near the boundaries until further refinement yielded less than a 5% change in the ignition 

delay.  

 
(a) 

 
(b) 

Figure 3-5: (a) Combustion Chamber geometry and boundary conditions and (b) computational 

grid at the end of compression (without AMR). 

Illustration of the CFD grid at the end of compression along with the geometry of the main 

combustion chamber with boundary conditions specified is shown in Figure 3-5. 

3.2.2 Combustion Modeling 

The simulations use the ethanol mechanism by Mittal et al. [10] containing 113 species and 

710 reactions. However, since the computational time taken to obtain a numerical solution is 

linearly proportional to the square of the number of species or the number of reactions [133] a 

mechanism reduction was performed using the zero-dimensional utility tools in Converge. 

Converge uses a Direct Relation Graph with Error Propagation [134] and Sensitivity Analysis 

(DRGEPSA) to generate reduced mechanisms. Ignition delay analysis was performed to ensure 

that the reduction technique does not affect the results. The final reduced mechanism had 34 
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species and 175 reactions with a maximum of a 5% deviation in ignition delay from the originally 

predicted values for constant volume simulations. The primary objective of this paper is to study 

the effect of temperature inhomogeneities as a result of buoyancy and non-isothermal boundary 

conditions on the auto-ignition behavior of ethanol. For this reason, the mechanism by Mittal et 

al. and the resulting reduced mechanism are not fine-tuned to match with the experimental auto-

ignition delay times of ethanol. The SAGE detailed chemistry solver along with a two-dimensional 

multi-zone model that solves chemistry in temperature and equivalence ratio bins of 2 K and 0.05, 

respectively, is used for combustion modeling. 

The simulations are carried out in two parts. First, a steady-state CFD simulation is 

performed to obtain the initial gas temperature and velocity fields with the piston at BDC. The gas 

temperature and velocity are calculated for a given set of boundary temperatures, wherein the 

piston temperature is 60 K cooler than the rest of the boundaries. Along with the “cool” piston, a 

spatially varying temperature along the length of the cylinder wall, starting at the piston and 

increasing in temperature to about quarter the length of the combustion chamber, is applied. The 

remaining 3/4 length of the combustion chamber wall has a uniform temperature of 423.15 K 

applied.  The feedback from the thermocouple close to the piston showing a 60 K cooler 

temperature indicates that the heat exchange with the cooler piston face is more dominant than the 

heating effect of the band heater close to the piston. Furthermore, there is a gap of about 1 inch 

between the bottom of the cylinder and the point where the last heating band ends. Therefore, such 

a boundary condition is representative of the gap between the band heaters seen in typical 

experimental RCM configurations. This in turn would cause the mixture close to the piston to be 

cooler, as will be shown in the section 5.3.1. Finally, the steady-state solution is used as the initial 

temperature and pressure fields during the transient simulation of the RCM compression stroke. 
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The same mesh, simulation and modeling parameters are used for the steady-state as well as the 

transient RCM compression simulations. 
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Chapter 4. EXPERIMENTAL RESULTS – ETHANOL 

4.1 Introduction 

Ignition delay measurements are most frequently carried out in RCMs and shock tubes, each 

of which require a means to prepare mixtures of fuel, oxidizer and diluent gases. As mentioned 

earlier, the same compressed conditions can be reached by a variety of combinations of 

compression ratio, initial temperature, initial pressure, diluent gas composition, etc. in an RCM. 

In an effort to address the assumption that IDTs are insensitive to the above-mentioned 

combinations used to achieve the compressed conditions, the objective of this work is to determine 

which components of RCM testing the ignition delay time is most sensitive to.. In this chapter, 

experimental and numerical analysis of the effects that post-compression heat losses and initial 

conditions affected by different compression ratios and diluent gas compositions have on ethanol 

ignition delay was performed.  

4.2 Experimental Test Conditions 

Experiments were conducted for stoichiometric ethanol/oxygen/diluent mixtures over a 

temperature range of 800 K-875 K and at a pressure of 20 bar. Two diluent gases differing in their 

thermal capacities, nitrogen and argon, were used to study the effect of diluent gases on IDTs. The 

diluent/O2 ratio, however, was kept constant at 3.76 to simulate normal air. In order to study the 

effects of post-compression heat losses, experiments were conducted at two compression ratios of 

11.7 and 17.1 for the same range of temperature with nitrogen as the diluent. All the possible 

configurations of the compression ratios of the MSU RCM were evaluated to cover the temperature 

range of interest without having to use a variety of compression ratios and/or change the diluent 

gas composition. Compression ratios of 11.7 and 17.1 were each found to cover the entire 

temperature range while maintaining the use of nitrogen as a diluent with a diluent/O2 ratio of 3.76. 
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The compressed conditions thereby achieved are similar to those that prevail in piston engines. To 

study the effect of diluent gases, tests were carried out only at CR=11.7 using pure nitrogen and 

argon as buffer gases. Argon and oxygen mixture was prepared in the mixing tank, while ethanol 

was injected directly into the combustion chamber (DTC) method. This study also investigates 

whether the ignition delay measurements are sensitive to changes in preparation methods: (1) 

directly injecting the fuel in the combustion chamber and allowing it to mix for a certain amount 

of time before compressing it and (2) using a mixing tank in which the fuel and air are pre-mixed 

and then supplied to the combustion chamber for compression. Tests were carried out at both the 

compression ratios using each mixture preparation method to investigate whether the post-

compression heat losses are dependent on the mixture preparation method. The effect that both 

charge preparation methods have on the concentration and temperature homogeneities, as well as 

the ignition delay characteristics, are discussed. 

Figure 4-1 depicts a summary of IDT data for stoichiometric mixtures of ethanol obtained from 

past shock tube and RCM studies together with the test conditions investigated in this study 

highlighted in green. It should be noted that all of the data shown in Figure 4-1 is presented as it 

was reported in the literature and no scaling was used for the literature data, in the creation of this 

figure. In Figure 4-1 it can be seen that there was minimal data in the literature for the temperature 

range of the current study (800 K-875 K). Also, data presented by Lee et al. [7], Huefer et al. [8] 

and Cancino et al. [9] show a deviation from Arrhenius behavior for the temperature range of 800 

K-875 K. Referring to these shock tube results, the shorter IDTs and the deviation from Arrhenius 

behavior for lower temperatures (<900 K) are the result of pre-ignition and also due to the 

temperature and pressure gradients caused by shock attenuation [8]. Based on the Figure 4-1, it 

can be seen that the tests are focused on the low temperature region and are at a moderate pressure. 
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Figure 4-1: Summary of IDT results for stoichiometric mixtures of ethanol studied in the past 

and highlighting the test conditions investigated in this work, adapted from [24]. 

Table 4-1 shows the test matrix and also shows the compression ratios and the mixture 

preparation methods that were employed in order to achieve the corresponding compressed 

conditions. A minimum of three combustion tests and two non-reactive tests were carried out for 

each case. The ethanol used for the experiments was obtained from KOPTEC, which was 200 

Proof (100% absolute ethyl alcohol), while all gases were supplied by Airgas. A Photron SA4 

high-speed camera was used to image record the auto-ignition event.  
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Table 4-1: Test Conditions for which IDTs were measured. 

 Molar Composition  Pc (bar) Tc (K) CR Mixture Preparation Method 

 Ethanol O2 N2 Ar     

1 

1 3.00 11.28 - 20 

800 

11.7 

& 

17.1 

DTC  

& 

Mixing Tank 

2 825 

3 850 

4 875 

5 

1 3.00 - 11.28 20 

800 

11.7 DTC 

6 825 

7 850 

8 875 

4.3 Data Interpretation 

A typical pressure trace encountered in this study is shown in Figure 4-2. The measured 

pressure and evaluated temperature at the EOC (t=0) are Pc=20.3 bar and Tc=806 K, respectively. 

The duration of the compression stroke is approximately 32 ms.  The ignition delay time (τ) is 

defined as the time from the end of the compression stroke (t=0 ms) to the point of the maximum 

pressure rise rate due to ignition (inflection point, (dP/dt)max). EOC, when the piston reaches top 

TDC, is identified as the time when dP/dt falls below zero past the start of compression; this also 

corresponds to the maximum of the pressure trace (Pc) prior to the ignition point. The 

corresponding non-reactive pressure trace is also shown in green in Figure 4-2. In addition to the 

reactive experiments, a non-reactive experiment was performed at each compressed condition, to 

ensure that no significant heat release occurs during the compression stroke. Furthermore, the non-
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reactive pressure profiles also aid in developing volume profiles for chemical modeling. The non-

reactive tests were conducted at conditions identical to the reactive tests, except that the oxygen in 

the mixture was replaced by argon (or nitrogen) in order to eliminate oxidation reactions and at 

the same time, maintain a similar heat capacity ratio to those observed in reactive experiments. 

Ideally, if the RCM was perfectly insulated, the pressure would not drop after the EOC and the 

compressed conditions would remain constant until ignition occurs.  In reality, due to heat transfer 

to the walls, the pressure of the gas mixture decreases slightly after the EOC as can be seen in 

Figure 4-2. Simulations [19,71] have found that the adiabatic core of the gas mixture attains a 

temperature similar to that observed at the EOC for at least 100 ms after the EOC. Therefore, IDTs 

are reported for pressure and volume conditions determined at the EOC. It should also be noted 

that post-compression heat losses can vary between facilities but as the core region remains similar 

to the compressed conditions for 100 ms the compressed temperature and pressure are used to 

compare measurements between facilities.  Figure 4-2 also illustrates the time at which the camera 

was triggered to record the images, which is ~10 ms before the EOC. 

 

Figure 4-2: Typical pressure trace for a reactive and non-reactive case at 20 bar and 800 K for 

stoichiometric ethanol-air mixture. 
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4.4 Effect of Mixture Preparation Method 

In order to investigate the effect of the charge preparation method on the ignition delay 

measurements, the traditional mixing tank technique was also adopted for this study and the results 

were compared with those obtained using the DTC method. 

4.4.1 Analysis of Optical Images using DTC Method 

As discussed in Chapter 2, Section 2.2.1, the DTC method enabled the preparation of fuel 

and air mixtures directly inside the combustion chamber, by first supplying air and then injecting 

ethanol, the amounts of both are calculated using the method of partial pressures. The mixture is 

then allowed to homogenize for 5 minutes before compressing it, with this duration determined 

experimentally through GC/MS testing [113,114]. 

4.4.1.1 Maintenance of a Clean Combustion Chamber 

Irrespective of the mixture preparation method employed, in order to avoid contamination 

through substances absorbed in oil layers, O-rings and other surfaces, the interior of the RCM 

combustion chamber was cleaned after each test at a given operating condition and also conducting 

oxygen runs in between individual tests. This methodology was effective in providing reproducible 

results and preventing contamination and pre-ignition, which are known problems in these types 

of studies. Figure 4-3 (b) shows an example of an auto-ignition event that can be observed if the 

cleaning protocol is not followed correctly. In this case, multiple flame kernels were observed. 

Figure 4-3 (a) shows a typical case at similar conditions when the combustion chamber was 

cleaned. 
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(a)  

     

(b) 

Figure 4-3: Optical images using DTC approach at Tc = 850 K for (a) clean combustion chamber 

and (b) when cleaning protocol was not followed. 

In Figure 4-3 it can also be seen that the flame kernels exhibited different colors in both 

cases. This could be because of the effect of different impurities present in the combustion 

chamber, as the observed yellow flames can indicate the presence of soot particles or solid 

contaminants. In the chemiluminescence study by Büttgen et al. [25], the authors also observed 

multiple flame kernels at 20 bar and 875 K and stated that there is no clear pattern regarding the 

amount and size of the flame kernels. They claimed that this was not “pre-ignition” since the flame 

kernels did not shorten the IDTs significantly as they appeared only a few milliseconds before the 

actual ignition.  
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Figure 4-4: Pressure traces for Tc = 850 K and Pc=20 bar for clean combustion chamber and 

when multiple flame kernels were observed. 

Figure 4-4 shows pressure traces of the cases mentioned in Figure 4-3, including the case 

shown in Figure 4-3 (b) (red line) and all three runs of the clean combustion chamber case (black 

lines), for repeatability. It is observed that the multiple flame kernels do not affect the IDT 

significantly, but we do observe a pressure increase of about 0.5 bar only a couple of milliseconds 

after the EOC; even though no flame kernels were seen until a millisecond before the actual auto-

ignition event. The slight pressure rise before the actual ignition event could be because of some 

minor small-scale chemical reactions taking place at multiple locations where the flame kernels 

are later observed to develop. In the case where the clean combustion protocol was followed, no 

rise in pressure was observed before the actual ignition event. This could be due to the fact that 

there was only a single flame developing and the volume over which these minor small-scale 

reactions took place was small compared to the case in which multiple flame kernels were 

observed. Although this does not qualify as a pre-ignition case, the compression process was 

affected, as can be seen in the pressure trace. It should also be noted that similar events were 
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observed in other initial testing where the combustion cleaning protocol was not yet established. 

Pre-ignition or not, in order to eliminate any reasons for doubt regarding the ignition delay data, a 

strict combustion chamber cleaning protocol was followed to reduce, if not eliminate, the chances 

of multiple flame kernels occurring and provide more reliable and accurate data regarding the 

ignition delay measurements. 

4.4.1.2 Results and Discussion 

Figure 4-5 shows the pressure traces from the experiments carried out using the optical 

window at a compression ratio of 11.7 for the compressed conditions of 800, 825 and 850 K at 20 

bar. The numbers 1-6 in Figure 4-5 are the points at which the optical images are shown in Figure 

4-6. An interesting trend that was observed was that the first test carried out always had the shortest 

ignition delay followed by tests 2, 3 and 4. A possible reason for this could be that even after 

cleaning the combustion chamber following each set of compressed conditions and performing 

oxygen runs between every test, there were still impurities that may have played a role in the 

ignition event, however, this has been reduced significantly with the cleaning protocol. These 

impurities can be seen as bright spots, see Figure 4-6, and may result from residues left behind by 

the chem-wipes, soot, etc. The impurities did not appear to affect the IDT significantly as they 

appeared after the first flame kernel was observed. In the highest temperature case shown in Figure 

4-6 (c), more bright spots appear and eventually are consumed. As can be observed, only a single 

spherical flame kernel that propagated across the chamber, most often from top to bottom, was 

observed in all the tests that were performed with the cleaning protocol. Büttgen et al. [25] 

mentioned in their study that the front propagating from the top to the bottom could be due to 

minor temperature gradients present in the combustion chamber. Note that the brightness and 

contrast of some images were optimized to improve visibility. Also, for brevity, only the optical 
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images of the second test run for each compressed condition are shown, although images were 

similar for all runs. The apparent propagating speeds of these flame fronts were calculated to be 

between 5-8 m/s. A similar propagating flame front was observed by Büttgen et al. [25] for a 20 

bar, 875 K and ϕ=0.5 case. In contrast to their study, no slight pressure rise was observed after the 

EOC for any of the cases. For the experiments presented here, the flame kernels were first observed 

at the start of the pressure rise during the main ignition event, and not at any earlier time. 

Additionally, the light intensity of the optical images increased to a maximum at the point that also 

corresponded to the time of the maximum pressure rise rate ((dP/dt)max). The IDTs for these cases 

are tabulated in Table 4-2. As can be seen, the repeatability of the RCM improves at higher 

temperatures.  

Table 4-2: IDT for compression ratio=11.7 at 20 bar and ϕ =1. 

Tc (K) 800 825 850 

IDT (ms) 45.1 ± 3.4 29.8 ± 2.8 7.1 ± 0.38 

 

Figure 4-5: Pressure traces of stoichiometric ethanol ignition at 20 bar for compression 

ratio=11.7 using the optical window. Note that the numbers 1-6 correspond to the locations at 

which the optical images are shown in Figure 4-6. 



 

47 

 

1 2 3 4 5 6 

      
(a) 

      
(b) 

      
(c) 

Figure 4-6: Optical Images showing flame propagation corresponding to the numbers in Figure 

4-5 at (a) Tc=800 K, (b) Tc=825 K and (c) Tc=850 K and 20 bar pressure. 

Images in Figure 4-7 show a single flame kernel at the start of ignition corresponding to 

location 1 in Figure 4-5 and the propagation of the flame towards the bottom of the chamber, 

corresponding to location 6 in Figure 4-5. Note that all the test runs were conducted at a given test 

condition. It can be concluded that performing the oxygen runs and cleaning the combustion 

chamber routinely helps in obtaining more accurate results as only a single flame kernel was 

consistently observed to originate at the top of the chamber and propagate towards the bottom in 

all the test runs at all the compressed conditions.  
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Test 1 

      

Test 2 

      

Test 3 

      

Test 4 

    

  

 (a) (b) (c) 

Figure 4-7: Optical Images of all tests conducted at (a) Tc=800 K, (b) Tc=825 K and (c) Tc=850 

K and 20 bar pressure, consistently showing a single flame kernel propagating from top to 

bottom. 

4.4.2 Analysis of Optical Images using Mixing Tank 

4.4.2.1 Optimum Mixing Time 

As discussed in Chapter 2, Section 2.2.2, the fuel and air mixture is prepared in a 15.9 L 

stainless steel tank equipped with a magnetic stirrer.  In order to determine the minimum amount 

of mixing time required to obtain a homogeneous mixture, an investigation was carried out in 

which the mixture was allowed to mix for up to 20 hours and tests were run at regular intervals to 

compare the ignition delay results. Optical images, along with pressure measurements, aided in 

obtaining a better understanding of the events taking place in the combustion chamber.  
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 Preliminary results from pressure data showed that the ignition delay measurements 

obtained after 1, 2, 4 and 6 hours of mixing were similar. However, ignition delay measurements 

taken after 17 and 20.5 hours of mixing were longer. Overall, the IDTs were shorter as compared 

to the DTC results at CR=11.7, Tc=800 K and Pc=20 bar. The results are tabulated in Table 4-3. 

Table 4-3: Comparison of DTC IDTs for compression ratio = 11.7 at Pc=20 bar, Tc=800 K and ϕ 

= 1 with mixing tank results at different time intervals of mixing (NOTE: these results were later 

determined to be invalid due to inadequate mixing and tests were repeated and results are shown 

in Table 4-4). 

Mixing Time Average IDT (ms) using 

Mixing Tank 

Average DTC IDT 

(ms) 

1 hour 19.9 ± 2.6 

46.4 ± 3.4 

(5 minutes of mixing 

inside the combustion 

chamber)  

2 hours 20.2 ± 1.1 

4 hours 20.4 ± 0.6 

6 hours 23.8 ± 2.1 

17 hours 35.8 ± 3.2 

20.5 hours (Metal Window) 32.3 ± 1.6 

Looking at the results in Table 4-3, one may conclude that 17 hours of mixing time would 

be required in order to achieve accurate ignition delay measurements. However, looking at the 

optical images gave further insight into these results. Figure 4-8 shows the optical images obtained 

from the ignition delay tests carried out after the mixing times mentioned in Table 4-3. At first 

glimpse, a trend common with the DTC results can be observed, which is, a single flame 

originating at the top and propagating downwards. This flame propagation behavior was consistent 

in all mixing time tests, which also ensures that the clean combustion protocol is working well as 

no pre-ignition events and only a single flame kernel was observed in all the tests.  
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1 hour 2 hours 4 hours 6 hours 17 hours DTC 

      
(a) 

      
(b) 

      
(c) 

Figure 4-8: Comparison of optical images obtained after various mixing times using a mixing 

tank versus DTC method at Tc=800 K and Pc=20 bar, (a) 3 ms before the flame kernel has just 

reached the bottom of the combustion chamber, (b) reference image when flame just reached the 

bottom and (c) 3 ms after flame had reached the bottom. 

The temporal distribution of the images in Figure 4-8 is such that the images in row (a) are 

3 ms before the flame front has just reached the bottom of the combustion chamber, the images 

just as the flame reaches the bottom of the chamber are in row (b); and the images in row (c) are 3 

ms after the flame front had finished propagating across the combustion chamber. The difference 

in flame intensities in the case of 17 hours of mixing could be because of stratification taking place 

due to such prolonged mixing times. As a result of this, due to the supply port being at the top of 

the mixing tank, a lean mixture (since air is lighter than ethanol vapor at a given temperature and 

pressure because of its lower molecular weight than ethanol) is supplied to the RCM for 
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measurements that causes the bright intensity in burning and saturation of the optical images. Due 

to the large scatter of IDTs using the mixing tank, it is clear that the mixture is not homogeneous 

even after 4 hours of mixing and by 17 hours of mixing the mixture may have begun to stratify. 

4.4.2.1.1 Modifications to Stirrer Magnet and Optical Head 

Based on the above results, it was determined that the two-inch long stirrer that was 

originally inside the mixing tank was not adequate for the 15.9 L tank even at 600 rpm. It was 

suspected that the stirrer was too short in height to cause appropriate turbulence for proper mixing. 

In order to improve mixing, the stirrer was modified by using aluminum pieces to increase its 

height. Figure 4-9 (a) shows the original stirrer magnet and Figure 4-9 (b) shows the modification 

that was made by attaching an aluminum foil that was one inch in height. 

 
(a) 

 
(b) 

Figure 4-9: (a) Original stirrer magnet (b) aluminum foil attached to the stirrer magnet. 

In the preliminary optical tests using the mixing tank, the images in Figure 4-8 show a 

clean blue flame propagating downward and after reaching the bottom, a yellow sooty flame starts 

to develop and propagate upwards which later on consumes the whole combustion chamber. This 

implies that there are some impurities that lie at the bottom of the combustion chamber, which start 

burning with a yellow flame once the ethanol flame reaches the bottom. It was, therefore, difficult 

to determine the optimum mixing time as all images showed a yellow sooty flame even after 17 

hours of mixing. It was later discovered that during the oxygen runs that were performed as part 

of the clean combustion chamber protocol, the Teflon ring that stays in direct contact with the 

Aluminum Foil 
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combustion chamber seemed to burn and as a result would get chipped which introduced white 

particles in the combustion chamber. Performing a combustion test after this would result in the 

smaller lighter particles burning and showing up as bright spots along with the ethanol flame. Once 

this flame has propagated to the bottom, the bigger heavier of the particles that lie at the bottom 

would start to burn with a yellow sooty flame. Since these particles were heavy, they were not 

removed with the RCM vacuum pump. As a remedy, the Teflon ring was replaced with a 

combination of a metal and an O-ring that served a similar purpose to the Teflon ring but had better 

flame resistance as only the metal ring would be in direct contact with the combustion chamber.  

The results with the modifications to the optical head and the stirrer magnet can be seen in 

Figure 4-10 and show the usual blue flame propagating downward, but this time no yellow flame 

is observed from the bottom up. The temporal distribution of the images in Figure 4-10 is identical 

to the images in Figure 4-8, i.e. the images in row (a) are 3 ms before the flame front has just 

reached the bottom of the combustion chamber, the images as the flame reaches the bottom are in 

row (b), and the images in row (c) are 3 ms after the flame front had just propagated across the 

combustion chamber. Additionally, bright spots are no longer observed appearing within the 

flames. Also, the optical images after 1 hour of mixing look similar to those after 4 hours of mixing 

and the same can be said regarding the IDTs, the results of which are tabulated in Table 4-4. 

Comparing the mixing tank images with those obtained using the DTC method, we see that a 

homogeneous mixture is achieved using the DTC method with just 5 minutes of mixing time within 

the combustion chamber. Again, yellow flames are observed at the bottom in those cases, which 

are due to the Teflon ring impurities as the DTC tests were performed before the mixing tank tests 

and the effect of these impurities was not as drastic as can be observed in the optical results already 
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discussed in Section 4.4.1 of this chapter. The apparent propagating speeds of these flame fronts 

at Tc=800 K were also calculated to be identical to those seen in the DTC results.  

 

1 hour 2 hours  4 hours DTC 

    
(a) 

    
(b) 

    
(c) 

Figure 4-10: Comparison of optical images obtained after various mixing times using a mixing 

tank with modifications to the stirrer and optical head versus DTC method at Tc=800 K and 

Pc=20 bar, (a) 3 ms before the flame kernel has just reached the bottom of the combustion 

chamber, (b) reference image when flame just reached the bottom and (c) 3 ms after flame had 

reached the bottom. 
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Table 4-4: Comparison of ethanol IDTs at different mixing times for compression ratio=11.7 at 

20 bar and ϕ =1 for the two mixture preparation methods. 

Mixing Time 
Average IDT (ms) using 

Mixing Tank 

Average DTC IDT 

(ms) 

1 hour (with Teflon Ring) 34.8 ± 3.6 

46.4 ± 3.4 

(5 minutes of mixing 

inside the combustion 

chamber) 

 

1 hour 35.6 ± 3.6 

2 hours 35.7 ± 4.2 

4 hours 38.9 ± 4.1 

7 hours (Metal Window) 35.7 ± 1.4 

In order to show that the DTC results were accurate and that the Teflon ring particles do 

not affect the IDTs; the Mixing Tank tests were re-run with the modified stirrer and the metal ring 

was replaced with the Teflon ring. The results in Table 4-4 show that the IDTs after 1 hour of 

mixing are similar to those obtained from the tests in which the metal and O-rings were used. This 

confirmed that the particles from the Teflon ring did not affect the IDTs. Furthermore, a test using 

the metal window was conducted after 7 hours of mixing and the IDTs obtained from that mixture 

were similar to those obtained after 1, 2 and 4 hours of mixing. This confirmed that the ignition 

delay data obtained using the optical end wall and the metal end wall for the same compression 

ratio of 11.7 is identical and also implies that as a result of the modifications done to the stirrer 

magnet, the mixing is more effective and just 1 hour of mixing would be enough to get accurate 

test data. However, a minimum of 2 hours of mixing time was allowed for all mixtures.  
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Due to improper functioning of the stirrer prior to the modification, the results in Table 4-3 

and the corresponding optical images depicted in Figure 4-8 were considered invalid and were not 

used for comparison of results in the following sections.  

In Figure 4-11, it can be observed that only a single spherical flame kernel propagates 

across the chamber, most often from top to bottom, in all the tests that were performed with the 

cleaning protocol. For the experiments presented here, the flame kernels were first observed at the 

start of the pressure rise during the main ignition event, and not at any earlier time. Additionally, 

the light intensity of the optical images increased to a maximum at the point that also corresponded 

to the time of the maximum pressure rise rate ((dP/dt)max). The temporal distribution of the images 

in Figure 4-11 is such that the first image corresponds to 0.5 ms after the start of ignition event 

(dP/dt>0) and the subsequent images were optimized to improve visibility. Also, for brevity, only 

the optical images of the second test run for each compressed condition are shown, although 

images were similar for all runs. The apparent propagating speeds of these flame fronts were 

calculated to be between 5–8 m/s, which was also observed by Büttgen et al. [25] for a 20 bar, 875 

K and ϕ=0.5 case. However, in contrast to their study, no slight pressure rise was observed after 

the end of compression for any of the cases. Overall, it can be concluded that there is a good 

agreement between the optical images and the IDTs of ethanol obtained from the mixing tank and 

the DTC method, where the average deviation between the two is about 12%. From the optical 

images obtained using the mixing tank and with the metal plate in Figure 4-10, it can be concluded 

that the flame propagation is not affected by the injector. This also validates the DTC method and 

makes it a much more convenient mixture preparation method relative to the mixing tank, for 

ignition delay measurements using an RCM.  
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In order to ensure that using premixed air did not affect the ignition delay measurements 

due to the presence of small quantities of water vapor, carbon dioxide, etc., a few tests were 

conducted at 825 K and 20 bar compressed conditions, by preparing a mixture of nitrogen, oxygen 

and ethanol in the mixing tank. The results are plotted as black squares in Figure 4-18, and it can 

be observed that the ignition delay times were similar to those obtained using premixed air and 

ethanol; the same can be said for the optical images shown in Figure 4-12. 
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Figure 4-11: Comparison of optical images obtained from Mixing Tank and DTC tests at (a) Tc 

=800 K, (b) Tc =825 K and (c) Tc =850 K and 20 bar pressure. 
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Figure 4-12: Comparison of optical images obtained from Mixing Tank and DTC tests at Tc 

=825 K and 20 bar pressure. 
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4.4.3 Results and Discussion 

Once the optimum time was set and the necessary modifications were done to the RCM, 

tests were conducted to study the effects of mixture preparation method on IDTs. Tests were 

conducted at both the compression ratios to see if the post-compression heat losses were sensitive 

to the mixture preparation method. Since it was established earlier that ignition delay data using 

an optical end wall and metal end wall for a given compression ratio was identical, comparisons 

were made from data obtained from tests that employed both the optical and metal windows in 

each mixture preparation method.  

 

Figure 4-13: Comparison of Mixing Tank (blue) and DTC (red) results at CR=11.7, Pc=20 bar. 

Figure 4-13 compares the ignition delay results obtained at CR=11.7 using both the mixing 

tank and DTC methods. The IDTs obtained using the mixing tank are consistently shorter than the 

DTC results. However, the results are in reasonable agreement as the difference in ignition delay 

is about 10 ms at Tc=800 K and 825 K and are almost similar at 850 K. 
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Figure 4-14: Comparison of Mixing Tank (blue) and DTC (red) results at CR=17.1, Pc=20 bar.  

At CR=17.1, the difference in ignition delay between the mixture preparation methods is 

the highest at low temperature as compared to that at CR=11.7, as can be observed in Figure 4-14. 

The reason for the mixing tank results being consistently shorter than those obtained using the 

DTC method is attributed to the fact that the use of the mixing tank results in replacing the injector 

and the water jacket that is needed to protect the injector from high temperatures, with a metal 

plate as can be seen in Figure 4-15. The water jacket is otherwise in direct contact with the 

combustion chamber and as a result, affects the insulation of the RCM, which in turn affects the 

rate of heat exchange. Replacing the water jacket with a metal plate improves the insulation and 

hence the heat losses are less. However, the difference in heat loss is not distinct enough to be 

reflected in the pressure traces. The reduced heat losses do, however, lead to a shorter IDT for the 

mixing tank tests compared to those completed with the DTC method.  
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Figure 4-15: Combustion chamber setup using DTC method, highlighting the injector fixture and 

water supply. 

 

Figure 4-16: Combustion chamber setup using a mixing tank, injector fixture replaced by a metal 

plate. 

It is anticipated that the water jacket would have amplified the heat loss effect when the 

compression ratio was increased to CR=17.1 as the fraction of surface-to-volume ratio that is in 

contact with the jacket is comparatively greater and hence the heat losses would be greater as well. 

Therefore, we observe a bigger difference in IDTs at CR=17.1 using the two mixture preparation 

methods, as compared to those at CR=11.7.  

Pressurized Fuel Supply 

Water supply 

Injector Fixture 
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(a) 

 

(b) 

Figure 4-17: Comparison of Heat Release Rates at (a) CR=11.7 and (b) CR=17.1, for 

stoichiometric ethanol air mixture at 20 bar using the two mixture preparation methods. 

 As can be observed from Figure 4-17, experiments conducted using the mixing tank have 

higher heat release rates (HRR) as compared to those conducted using the DTC method, at both 

the compression ratios. This is also attributed to the injector fixture along with the water supply 

being replaced by the metal plate. This causes comparatively lesser heat losses and hence, makes 

it easier to heat the mixture (rate of pressure rise is faster).  
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 Therefore, experiments were then conducted by preparing the fuel/air mixture in the mixing 

tank while keeping the injector fixture in place with water supplied through the jacket to keep the 

configurations between the two methods as similar as possible. This helped keep the rate of 

pressure rise rates identical in both methods and enabled a better comparison in ignition delay 

measurements. 

 Figure 4-18 compares the ignition delay results obtained at CR=11.7 and CR=17.1 using 

both the mixing tank (with the injector fixture and water supply) and DTC methods. The IDTs 

obtained using the mixing tank are in agreement with the DTC results. As can be observed from 

Figure 4-19, experiments conducted using the mixing tank have similar peak pressure rise rates 

and identical trends as temperature increases to that observed using DTC method. Therefore, it can 

be said that for a given configuration of the RCM, diluent gas composition, initial conditions and 

at a given compressed condition, the ignition delay times would be shorter if the peak pressure rise 

rates are higher. 

 

Figure 4-18: Comparison of IDTs using the two mixture preparation methods at CR=11.7 and 

17.1, for a stoichiometric ethanol air mixture at 20 bar. 
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(a) 

 

(b) 

Figure 4-19: Comparison of Peak Pressure Rise Rates using the two mixture preparation methods 

at (a) CR=11.7 and (b) CR=17.1, respectively, for stoichiometric ethanol air mixture at 20 bar. 

4.5 Effect of post-compression heat losses 

4.5.1 Comparison of DTC Results 

It is a well-known fact that the same set of compressed conditions can be achieved using 

different compression ratios. When using different compression ratios, the initial conditions 

needed to achieve the same compressed conditions change accordingly. For example, in the present 
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study, the above-mentioned compressed conditions of 20 bar and 800, 825 and 850 K were 

achieved by using two different compression ratios of 11.7 and 17.1. As mentioned previously, the 

higher compression ratio was achieved by flipping the metal end wall, as shown in Figure 2-2, 

thereby reducing the clearance volume while maintaining the same stroke length. In order to 

eliminate the difference in heat losses due to the material (metal or quartz) of the end wall, the 

tests that were run with the optical end wall were repeated using the metal end wall at the same 

compression ratio of 11.7.  

  Figure 4-20 depicts a plot of IDT vs 1000/T (K) for all the DTC tests that were carried out, 

using the optical as well as the metal end walls. It can be derived from the plot that the IDTs for a 

compression ratio of 17.1 are higher than those for a compression ratio of 11.7 for all cases. 

However, in both compression ratio cases, Arrhenius behavior is observed. 

                In Figure 4-20, it can be seen that the IDT for Tc=800 K and compression ratio of 17.1, 

is greater than 100 ms. It has been previously shown that the growth of the thermal boundary layer 

limits the maximum test time to about 100 ms, as beyond this, the adiabatic core hypothesis breaks 

down prior to ignition [26]. It was also shown in a study by Mittal et al. [3] that longer IDTs can 

cause larger low-temperature zones that can have temperature deviations of up to 100 K relative 

to the adiabatic core temperature, which are potentially caused by corner vortices which can 

interfere with the core region. It is also clear from Figure 4-20 that the difference in IDTs for 

different compression ratios at the same compressed conditions reduces as Tc increases. This is 

most likely due to the shorter ignition delay in these cases, which allows less time for heat losses 

to affect the ignition delay time. 
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Figure 4-20: Plot of IDT vs 1000/T (K) for compression ratio 11.7 and compression ratio 17.1 at 

20 bar pressure and ϕ=1, using DTC method. 

 There are several possible reasons that contribute to the differences observed in IDTs for 

different compression ratios, even when the compressed temperature and pressure conditions are 

the same:  

1. Heat Losses: 

  It can be seen in Figure 4-21 and Figure 4-22 that the heat losses for the CR=17.1 case are 

greater than that for the CR=11.7 case. Referring to Figure 4-21, the pressure in the 11.7 CR case 

drops from 19.9 bar to 15.3 bar (4.6 bar) after 100 ms, whereas in the 17.1 CR case, the pressure 

drops by 5.5 bar. This is due to the higher surface-to-volume ratio in the higher compression ratio 

case, which causes heat transfer to occur at a faster rate to the cylinder walls and eventually lead 

to a longer ignition delay. The surface area-to-volume ratio for CR=17.1 is 265.43 m−1 and for 

CR=11.7 is 203.39 m−1, which is about 30% more. 
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Figure 4-21: Non-reactive pressure traces for compression ratios of 11.7 and 17.1 at Tc = 875 K 

and 20 bar pressure (also note the decrease in compression time for the higher compression ratio 

case). 
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(a) 

 

(b) 

 

(c) 

Figure 4-22: Plot comparing the pressure traces of the two compression ratios representing the 

difference in ignition delay at 20 bar and (a) Tc=800 K, (b) Tc=825 K, (c) Tc=850 K and (d) 

Tc=875 K, using DTC method (blue lines indicate compression ratio of 11.7, red lines indicate 

CR=17.1). 
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Figure 4-22 (cont’d) 

 

(d) 

The heat transfer rate also depends on several other parameters that are facility dependent; 

such as the insulation around the RCM, the cylinder head and piston configuration, etc. In other 

words, across facilities, higher compression ratio does not necessarily mean there is a higher rate 

of heat transfer. However, it does imply that higher heat transfer rates would lead to longer IDTs. 

In Chapter 5, it will be shown through simulations that keeping the heat transfer rate constant 

across both compression ratio configurations leads to the same IDT for a given set of compressed 

conditions. Figure 4-23 compares the peak dP/dt, which is representative of heat release rates 

during the ignition event at two different compression ratios but for same compressed conditions. 

It is clear that the heat release rate is consistently higher at CR=11.7 as compared to that at 

CR=17.1. This difference in heat release rates is attributed to the surface-to-volume ratio. Since 

CR=17.1 has a higher surface-to-volume ratio, it loses heat to the surrounding at a faster rate and 

hence the rate of pressure rise is slower as compared to CR=11.7. This is confirmed from the 

chemical heat release plot in Figure 4-23. In other words, for the same combustion duration, the 

pressure would rise faster as a result of combustion in CR=11.7 because of lesser heat exchange 

with the walls due to lesser surface-to-volume ratio. This trend was also observed using the Mixing 

Tank method to prepare the mixture as can be seen in Figure A-2 of the Appendix. 
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Figure 4-23: Plot comparing the maximum heat release rates during ignition at same compressed 

conditions of the two compression ratios, using DTC method. 

2. Initial Conditions:  

  In order to achieve the same compressed conditions using different compression ratios, the 

required initial conditions need to be different. Maintaining a higher initial pressure and 

temperature can lead to increased low-temperature reactions taking place during the compression 

stroke, which can result in a shorter ignition delay. Additionally, as can be seen in Figure 4-21, a 

lower compression ratio leads to a slightly longer compression time (30 ms for a compression ratio 

of 17.1 vs 32 ms for a compression ratio of 11.7), which increases the potential for reactions to 

occur during the compression stroke. In the experiments presented here for the 11.7 compression 

ratio case the initial pressure was 1.04 bar and the initial temperature ranged from 403-448 K, 

whereas for the 17.1 compression ratio case the initial pressure was maintained at 0.79 bar and the 

initial temperature ranged from 373 K-418 K. The higher initial pressure and temperature 

conditions required for the lower compression ratio case, combined with the longer compression 

time are most likely the cause of the shorter IDTs. Presently there is no experimental way to 

confirm whether low-temperature reactions took place on a small scale during the compression 

stroke for this compression ratio case. The results in Chapter 5 show that HO2 and H2O2 radicals 
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for CR=11.7 begin to form in low concentrations approximately 3ms before the end of 

compression. By the end of compression, results show that the concentration of these species is 

approximately double for the lower compression ratio case. This implies that the fuel is more 

reactive at the end of compression in the lower compression ratio case relative to the higher 

compression ratio case. However, the mole fractions of these species were not high enough to 

reflect a chemical heat release during the compression period. 

4.5.2 Comparison of Mixing Tank Results 

In order to test the effect of premixing the reactants, the same tests conditions as discussed 

above were now carried out by preparing the fuel and air mixture in the mixing tank and allowing 

it to mix for at least 2 hours, as was already discussed in Section 4.4.2.1. The results in Figure 4-24 

and  Figure 4-25 confirm that changing the compression ratio has an effect on the IDTs as a result 

of the change in the rate of heat losses due to the different surface-to-volume ratio. Figure 4-24 

also confirms the Arrhenius behavior that was earlier observed and that the effect of heat losses is 

independent of the mixture preparation method.  

Additionally, as can be seen in Figure 4-25, a lower compression ratio leads to a slightly 

longer compression time (30 ms for a compression ratio of 17.1 vs 32 ms for a compression ratio 

of 11.7). In the study by Ezzell et al. [108] it was observed through simulations that the 

compression times influence ignition delay times by affecting the heat loss characteristics, 

especially at temperatures when the ignition delay times are longer. Although the compression 

times compared differed by a factor of 2, the simulations using ethanol as fuel showed that even 

with the same compressed temperature and crevice volume, the heat loss rate through the crevice 

is significantly enhanced by decreasing the compression time. Two reasons were given for this 

behavior: 1-accelerated flow into the crevice due to greater pressure difference which in turn 
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increases the convection coefficient causing greater rates of heat transfer and 2- increased crevice 

temperature due to shorter compression time which contributes to an increased rate of heat loss. 

In a study by Mittal et al. [89], it was demonstrated through modeling of the compression 

process in the RCM using dimethyl ether as the fuel that the induction chemistry occurring during 

compression can result in substantive changes in the ignition delays observed after compression. 

These chemical reactions are the establishment of the initial radical pool but show negligible 

changes in the chemical energy release of the mixture. As mentioned earlier, the lower 

compression ratio had longer compression time, which increases the potential for these reactions 

to occur during the compression stroke. Additionally, in the experiments presented here for the 

11.7 compression ratio case the initial pressure was 1.04 bar and the initial temperature ranged 

from 403 K–448 K, whereas for the 17.1 compression ratio case the initial pressure was maintained 

at 0.74 bar and the initial temperature ranged from 370 K–412 K. The higher pressure and 

temperature initial conditions needed for the lower compression ratio case, coupled with longer 

compression time are also the probable causes for shorter ignition delay times, in addition to the 

post-compression heat losses. There is currently no experimental way to verify whether low 

temperature reactions occur on a small scale during the compression stroke. Therefore, it will be 

shown in Section 4.5 using chemical modeling that HO2, H2O2 and CH2O begin to form in low 

concentrations approximately 5–7 ms before the end of compression. Results show that the 

concentration of these species by the end of compression is significantly higher for the lower 

compression ratio case. This implies that the fuel is more reactive at the end of compression in the 

lower compression ratio case relative to the higher compression ratio case. The increased rate of 

heat losses and the fuel being less reactive in the higher compression ratio case as compared to 
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lower compression ratio case are the two contributing reasons for the longer ignition delays 

observed for CR=17.1 at identical compressed conditions. 

 

Figure 4-24: Plot of IDT vs. 1000/T (K) for compression ratio 11.7 and compression ratio 17.1 at 

20 bar pressure and ϕ = 1, using Mixing Tank. 
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(a) 

 

(b) 

 

(c) 

Figure 4-25: Plot comparing the pressure traces of the two compression ratios representing the 

difference in ignition delay at 20 bar and (a) Tc=800 K, (b) Tc=825 K, (c) Tc=850 K and (d) 

Tc=875 K, using Mixing Tank (blue lines indicate compression ratio of 11.7, red lines indicate 

CR=17.1). 
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Figure 4-25 (cont’d) 

 

(d) 

Table 4-5 tabulates all the results at different conditions using the two mixture preparation 

methods, with both compression ratio configurations. It can be seen that for both mixture 

preparation methods, the IDTs for the two compression ratios at the same compressed conditions 

are different. This shows that the post-compression heat losses are independent of the mixture 

preparation method but vary with different compression ratios, which affects the IDT.  

Table 4-5: Ethanol IDTs at 20 bar and ϕ = 1 using Mixing Tank and DTC method for 

CR=11.7 and 17.1. 

 
Mixing Tank DTC 

 
CR=11.7 CR=17.1 CR=11.7 CR=17.1 

800 K 38.4 ± 1.6 81.7 ± 2.5 50.2 ± 7.4 86.6 ± 2.5 

825 K 19.3 ± 1.6 34.2 ± 3.7 24.2 ± 4.7 58.5 ± 1.9 

850 K 8.5 ± 0.5 14.4 ± 0.7 9.0 ± 1.6 16.0 ± 0.7 

875 K 3.3 ± 0.2 5.2 ± 0.5  4.4 ± 0.2 7.1 ± 0.5 
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Another trend that is common between both mixture preparation methods is that the 

difference in IDTs at different compression ratios is more or less the same when normalized. The 

percentage difference in IDTs when using the mixing tank at CR=17.1 and CR=11.7 was similar 

at all compressed temperatures and was 43 ± 7 % when normalized with respect to the IDTs at 

CR=17.1. This difference is similar to the 46 ± 6 % difference observed in the DTC method. 

However, the highest difference was at 800 K of 53% (46% using DTC) and the least was at 875 

K of 36% (38% using DTC). It is clear from Figure 4-26 that the difference in ignition delay times 

for different compression ratios, but the same compressed conditions decreases as Tc increases, 

irrespective of the mixture preparation method used. This is most likely due to the shorter ignition 

delay in these cases, which allows less time for heat losses to affect the ignition delay time. Figure 

4-26 is a plot of averaged IDTs vs averaged Tc obtained using both the compression ratios and the 

two mixture preparation methods. The good agreement of data between the two mixture 

preparation methods can be observed as the standard deviations of the IDT measurements overlap. 

The repeatability of the MSU RCM also improves at higher temperatures as the deviation in the 

IDTs is reduced. The effect of post-compression heat losses is clearly visible at the lower 

temperatures of 800 K and 825 K as there is a larger scatter of IDTs using both the mixture 

preparation methods. 
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Figure 4-26: Comparison of the deviation in ignition delay times obtained from both 

compression ratios using the two mixture preparation methods at identical compressed 

conditions. 

4.6. Effect of diluent gases 

As discussed in Chapter 1, different compressed temperatures can be achieved while 

maintaining the same compression ratio by adding or replacing part of the non-reactive mixture 

with inert gases such as argon, carbon dioxide, nitrogen, etc. The proportions of these gases are 

adjusted based on the heat capacity demands needed to achieve the desired compressed 

temperatures. The diluent gas used in the preparation of test fuel/oxygen mixtures is inert and does 

not take part in the chemical reaction. However, the use of these different diluent gases can alter 

IDTs of the mixture mainly by changing heat loss properties and also by changing the third body 

efficiencies. To investigate the diluent gas effect, the tests were repeated with the nitrogen replaced 

by argon, while maintaining the diluent-to-oxygen ratio of 3.76:1. The remainder of the RCM 

configuration was kept the same; a compression ratio of 11.7 was employed and the DTC method 

was used to prepare the fuel/air mixture. The argon and oxygen mixture was prepared in the mixing 

tank described in Chapter 2 and the mixture was allowed to homogenize for 2 hours before 

beginning the tests. Due to the lower thermal capacity of argon relative to nitrogen, the initial 
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conditions needed to achieve the same set of compressed conditions were much lower compared 

to what were needed for nitrogen, at a given compression ratio. For example, using a CR=11.7, in 

order to achieve compressed temperature range of 800 K-850 K with argon as the diluent, the 

initial temperature required was in the range of 320 K-340 K as compared to 403 K-433 K needed 

when nitrogen was used as the diluent. As a result, more time was allowed for the ethanol to 

vaporize and mix with the air as initial temperatures were lower than the saturation temperature. 

When nitrogen was used as a diluent, 5 minutes was allowed for the ethanol to evaporate and mix; 

whereas with argon, 10 minutes was allowed for the same purpose. However, since the fuel partial 

pressure was sufficiently less than the fuel vapor pressure at the initial temperatures mentioned 

earlier, complete vaporization was guaranteed and the loss of fuel to wall adsorption was negligible 

[115,116]. In order to ensure that ethanol was evaporating and had sufficient time for mixing at 

initial temperatures lower than the saturation temperature, the combustion chamber was first filled 

with argon and oxygen mixture to the desired pressure needed to achieve 20 bar compressed 

pressure and ethanol was injected. The increase in pressure as ethanol evaporated was measured 

and monitored through the absolute pressure manometer and the time to reach the calculated final 

pressure (partial pressure of fuel + partial pressure of argon and oxygen) was measured as well. It 

was observed that the desired final pressure was reached well within 10 minutes allowing for 

homogeneous mixing to take place and implying that all the injected ethanol had evaporated. 

Additionally, the repeatability of the experiments ensures evaporation and homogeneous mixing 

of fuel and air.  As mentioned earlier, since the initial temperatures required were already much 

lower with argon at CR=11.7, using a CR=17.1 to attain the same compressed conditions was not 

feasible as even lower initial temperatures would be needed which were either not realistic or 

would not ensure ethanol evaporation. For instance, in order to achieve a compressed condition of 
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20 bar and 800 K using CR=17.1, an initial pressure of ~0.58 bar and temperature of 283.15 K (10 

deg. C) is needed. The partial pressure of ethanol at this condition would be ~0.038 bar and the 

saturated vapor pressure of ethanol at 283.15 K is 0.031 bar [117] which implies that ethanol would 

not evaporate at this condition. However, achieving higher temperatures would require increasing 

the initial temperatures which in turn would mean the ethanol would evaporate at those 

temperatures, but the feasibility of maintaining those initial temperatures was still not possible, at 

least up to 825 K (initial temperature of 19 deg. C). Therefore, comparisons were made only at 

CR=11.7 as higher compressed temperatures (>850 K) were observed to give similar IDTs, 

irrespective of the diluent gas composition.  

A non-reactive experiment was performed to ensure that no significant heat release 

occurred during the compression stroke. The non-reactive tests were conducted at identical initial 

conditions to which the reactive tests were carried out, except that the oxygen in the mixture was 

replaced by argon in order to eliminate oxidation reactions and at the same time, maintain a similar 

heat capacity ratio. 

 The results shown in Figure 4-27 indicate that for Tc =800 K and 825 K with argon as a 

diluent, the IDTs were greater than 100 ms. Since the adiabatic core hypothesis is only valid until 

100 ms [3,71], these measurements are not valid. However, the results are included as they show 

that the IDTs at Tc =800 K and 825 K when using argon as diluent are longer compared to when 

using nitrogen as a diluent. This is because of the lower heat capacity (12.5 J/K at 300 K [117]) of 

argon compared to nitrogen (20.6 J/K at 300 K [117]). This is because of the lower heat capacity 

(12.5 J/K at 300 K [117]) of argon compared to nitrogen (20.6 J/K at 300 K [117]). The lower heat 

capacity causes the mixture to lose heat with the walls at a faster rate, thereby leading to greater 

heat losses as can be observed from the non-reactive pressure trace in Figure 4-28 and from the 
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reactive pressure traces in Figure 4-29. However, this effect is minimized at Tc=850 K and 875 K 

due to the shorter ignition delays, and the IDTs are in reasonable agreement with those obtained 

using nitrogen as diluent. Arrhenius behavior is still valid for these sets of experiments. 

 

Figure 4-27: Comparison of IDT vs. 1000/T (K) for compression ratio 11.7 at 20 bar pressure 

and ϕ = 1, using nitrogen as diluent vs when using argon as diluent. 

 

Figure 4-28: Comparison of non-reactive pressure traces when using nitrogen as a diluent (blue) 

vs when using argon as a diluent (red) for a compression ratio of 11.7, Tc = 825 K and 20 bar 

pressure. 
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(a) 

 

(b) 

 

(c) 

Figure 4-29: Comparison of the pressure traces using two diluent gases, argon (red) and nitrogen 

(blue), representing the difference in ignition delay at Pc=20 bar and (a) Tc=800 K, (b) Tc=825 K 

and (c) Tc=850 K. 
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Figure 4-29 (cont’d) 

 

(d) 

Comparing the heat release rates in Figure 4-30, it is observed that when argon was used 

as a diluent, the heat release rate was consistently higher at all compressed temperatures as 

compared to when nitrogen was used as the diluent. The higher HRR when argon is used as diluent 

is again attributed to its lower thermal capacity as compared to nitrogen. The lower heat capacity 

of argon causes the mixture to heat up and cool quickly, which in turn leads to shorter combustion 

durations as compared to nitrogen [135]. 

 

Figure 4-30: Comparison of the maximum heat release rates when using argon as a diluent (red) 

vs when using nitrogen as a diluent (blue), during ignition at same compressed conditions. 
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This is confirmed by calculating the time duration of the dP/dt rise and fall during the 

ignition event. From the first derivative of the pressure data, i.e. dP/dt, it can be determined if the 

pressure is rising or falling by considering if the sign is positive or negative. As mentioned earlier, 

the change in sign of the first derivative is useful in determining when the EOC occurs by 

considering the transition from a positive dP/dt to a negative value, where the pressure is no longer 

rising and is starting to fall. This same technique can be used to determine the end of combustion 

when there is no longer any significant generation of pressure due to combustion. The time 

duration of the dP/dt rise and fall during the ignition event can be considered to be representative 

of the combustion duration. When nitrogen was used as the diluent, the combustion duration was 

about 5.4 ms and when argon was used, the duration was 4.5 ms at 825 K and 20 bar as can be 

seen in Figure 4-31. The shorter combustion duration causes the pressure rise rate to be much faster 

in the tests where argon was used as the diluent (165.2 bar/ms), as compared to the tests in which 

nitrogen was used as the diluent (68.7 bar/ms). The faster PRR when argon is used as diluent is 

attributed to its lower heat capacity as compared to nitrogen. The lower heat capacity of argon 

causes the mixture to heat up and cool quickly, which in turn leads to shorter combustion durations 

as compared to nitrogen [135]. This trend was consistent at all compressed temperatures. Despite 

nitrogen and argon having identical thermal diffusivities (2.2×10−5 m2/s at 300 K [117]) and 

nitrogen having a higher thermal conductivity (0.026 W/(m-K) at 300 K [117]) than argon (0.0177 

W/(m-K) at 300 K [117]), heat losses and HRR were higher when using argon as diluent. This 

implies that heat capacity plays a more significant role as compared to thermal conductivities and 

diffusivities in post-compression heat losses.  
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Figure 4-31: Comparison of combustion duration using argon as the diluent vs using nitrogen as 

the diluent at Tc=825 K and Pc=20 bar. 

Another reason behind the shorter ignition delays when using nitrogen as the diluent is the 

higher initial temperature that needs to be maintained when using nitrogen as the diluent to achieve 

the same compressed conditions due to its higher thermal capacity, which makes the mixture 

comparatively more reactive by the end of compression. The results in Chapter 5 show that HO2, 

H2O2 and CH2O begin to form in low concentrations by the end of compression. In the cases when 

nitrogen was used as the diluent, results show that the concentration of these species is higher by 

orders of magnitude, implying the mixture is more reactive. However, in both cases, the mole 

fractions of intermediate species were not high enough to reflect a substantial chemical heat release 

during the compression period. 

4.7. Chapter Summary 

The ignition characteristics of stoichiometric ethanol/air mixtures at 20 bar and for a 

temperature range of 800 K-875 K were studied with the help of optical images obtained from a 

high-speed camera. By following a cleaning protocol, it was observed that multiple flame kernels 

and pre-ignition events could be minimized, which can help in obtaining more accurate ignition 
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delay data. In this study the flame kernels propagated with a speed of 5.6 m/s, 6.2 m/s and 8.1 m/s 

at temperatures of 800 K, 825 K and 850 K, respectively; which is in agreement with the flame 

speeds for spherical propagating flames. For the majority of cases, the flame originated near the 

top of the combustion chamber and spread towards the bottom, which implies that the ignition was 

not completely homogeneous. 

The results of the present study aid in gaining a better understanding of how ignition delay data 

needs to be measured and compared. Several test variables can affect the IDT for the same 

compressed temperature and pressure conditions. Several of these factors can vary between 

different RCM facilities (heat losses, geometry, piston design, duration of compression etc.) while 

others can be observed with different initial conditions in a single RCM (compression ratio, initial 

temperature, initial pressure, diluent gas composition, mixture preparation method). Due to the 

variety of factors that have the potential to affect the IDT, it would be prudent to make an effort to 

determine the impact of these factors when comparing ignition delay results across RCM facilities 

and even within a single facility, particularly if a wide variety of initial conditions were employed 

when gathering data. A comparison between the optical images from both fueling methods 

provided further insight into the effect of impurities in the mixture on the ignition delay and burn 

characteristics of ethanol. The effects of different test variables on auto-ignition delay times of 

ethanol were successfully studied and the main observations are outlined as follows: 

• Using a mixing tank to prepare the air/fuel mixture resulted in shorter IDTs as compared 

to the DTC method. The difference in IDTs of the two mixture preparation methods was 

greater for a higher compression ratio of 17.1. More accurate comparison needs to be made 

by maintaining the injector fixture along with the water jacket even when conducting tests 

using the mixing tank and this is a part of the ongoing research.  
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• In both charge preparation methods, increasing the compression ratio from 11.7 to 17.1 

resulted in longer IDTs due to increased rate of post-compression heat losses. This increase 

was smaller in the case of the mixing tank as compared to the DTC method and hence the 

difference in IDTs between the two compression ratios was less in the case of the mixing 

tank experiments.  

• Using argon as a diluent resulted in longer IDTs compared to using nitrogen as the diluent 

at same compression ratio of 11.7 and diluent/oxygen ratio of 3.76. This was because of  

the lower heat capacity of argon which causes an increased rate of post-compression heat 

losses and a shorter combustion duration. 

• The difference in IDTs of the various combinations of compression ratio and diluent gas 

collapsed around one value as the compressed temperature increased. This is due to the 

shorter ignition delay durations which were less affected by the post-compression heat 

losses. 
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Chapter 5. NUMERICAL RESULTS – ETHANOL 

5.1. 0-D CHEMKIN Analysis 

The purposes of the chemical kinetics simulations are to (1) emphasize the importance of post-

compression heat losses and confirm the effects on ignition delay that were observed 

experimentally, (2) study the effect of maintaining higher initial conditions in lower compression 

ratio to achieve identical compressed conditions on ignition delay, by studying the mole fraction 

of species that are responsible for chain initiation reactions, (3) study the chemical effect of the 

difference in third body efficiencies of nitrogen and argon on ignition delay at identical compressed 

conditions and (4) show that a mechanism that is validated for a given volume profile obtained for 

a specific compression ratio and diluent gas composition will not necessarily accurately predict 

the ignition delay for a different configuration of compression ratio and diluent gas composition 

which would have a different rate of heat losses. These factors would be otherwise difficult to 

notice experimentally and it was needed to bring them under consideration. 

Ignition time measurements from this study are compared to the predictions of the three kinetic 

mechanisms shown in  

Table 5-1, each of which has been validated against ignition delay data from RCM for pressure 

and temperature range that is identical to this study. The mechanisms mainly differed in the number 

of species and the number of reactions they consisted of. In their study, Mittal et al. [10] 

investigated the predictions of two other mechanisms, that of Marinov et al. [136] and Li et al. 

[137]  with both mechanisms overpredicting the IDTs mainly because the mechanisms were 

validated for high-temperature oxidation of ethanol. Therefore, these mechanisms were not used 

for this study. The mechanism of Mittal et al. [10] is derived from the Aramco Mech v1.3, which 

includes the H2 /CO/O2 sub-mechanism developed by Kéromnès et al. [138] and the C1 –C2 sub-
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mechanism established by Metcalfe et al. [139],  with refinements to the rate constant for the 

reaction of ethanol and the hydroperoxyl radical and by analogy the reaction of ethanol and methyl 

peroxy radicals [10]. In addition, the branching ratio of the abstraction from each of the three sites 

on the ethanol molecule by radicals was changed to improve the agreement for ethylene 

concentration profiles in the Jet Stirred Reactors and flow reactor studies [10].  

In addition to the mechanism by Mittal et al. [10], a mechanism by Zhang et al.  [140] that 

uses dimethyl ether (DME) as a radical initiator to explore the low-temperature reactivity of 

ethanol is also considered for this study. Zhang et al.’s [140] mechanism is also based on the 

Aramco Mech 1.3 and uses the same ethanol mechanism as Mittal et al. [10] as a sub-mechanism 

and also includes a DME sub-mechanism that was adopted from the work of Burke et al. [141].  

Zhang et al.’s [140] model showed very good agreement with the experimental data, for both fuel 

in air mixtures and fuel in argon mixtures, at both lower and higher pressures. 

The final mechanism that was used is the Aramco Mech. V3.0 [142], which is also based on a 

series of previous studies which include the H2/O2 sub-mechanism of Kéromnès et al. [138], the 

C1–C2 sub-mechanism from Metcalfe et al. [139], the propene/allene/propyne sub-mechanism 

from Burke et al.  [143,144], the CH4/DME sub-mechanism from Burke et al.  [141], the isobutene 

sub-mechanism development by Zhou et al. [145] and the 1- and 2-butene sub-mechanism 

developed by Li et al.  [146,147]. As a result, this is a detailed mechanism with about 3000 

reactions. The reactions updated are all part of the generally well-known low-temperature reaction 

scheme describing the oxidation of alkanes [142].   

All three of chemical kinetic mechanisms have been validated by comparing against 

experimental data taken in multiple devices including IDTs, JSR and flow reactor species profiles, 

over a wide range of pressure, temperature, and fuel/oxidizer conditions. 
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Table 5-1: Mechanisms used in the ethanol study for CHEMKIN simulations. 

Mechanism No. of species No. of Reactions Citation 

Mittal et al.  113 710 [10] 

Aramco Mech v3.0  581 3034 [142] 

Zhang et al.  433 1004 [140] 

The plots in Figure 5-1 shows a comparison of predicted ignition delay results using each 

of the abovementioned mechanisms with the experimental data. The mechanism of Mittal et al. 

[10] consistently over-predicted the IDTs at all compressed conditions, irrespective of the 

compression ratio and diluent gas employed. The Aramco Mech. V3.0 was a better predictor of 

the IDT than the mechanism of Mittal et al. [10]; however, it still over predicted the IDT. 
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(a) 

 

(b) 

Figure 5-1:  Comparison of IDT vs 1000/T plot of experimental data with model predictions 

using the three mechanisms by Mittal et al. [10], Zhang et al. [140] and Aramco Mech v3.0.; (a) 

Using nitrogen as diluent at CR=11.7, (b) Using nitrogen as diluent at CR=17.1 and (c) using 

argon as diluent at CR=11.7, all at Pc=20 bar. 
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Figure 5-1 (cont’d) 

 

(c) 

It can be seen that the fuel did not burn at Tc=800 K using both of these mechanisms at 

either compression ratio. Additionally, there was no ignition in the simulations with these 

mechanisms at Tc=825 K for the 17.1 compression ratio case and also when argon was used as the 

diluent for CR=11.7, as can be seen in Figure 5-1. It can be seen that all three mechanisms had the 

closest agreement at CR=17.1 when nitrogen was used as the diluent which was maybe due to the 

original data that was used to validate the mechanisms. It should be noted that Arrhenius behavior 

was observed using all three mechanisms at all the various test conditions. The percentage 

deviation of IDTs for a given mechanism at a given compressed condition using different 

compression ratios and diluent gases varied between 14% and 25%. In numbers, the percentage 

difference between experimental and simulation data was the least (~20%) for CR=11.7 with argon 

as a diluent and the most for CR=11.7, with nitrogen as a diluent (~73%). Although the 

compression ratios and the compressed conditions were identical, the mechanism failed to give an 

accurate prediction for CR=11.7 with nitrogen as diluent. Furthermore, the developers of the 

mechanism [140] have mentioned that the updated models can predict ignition times for ethanol/air 
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mixtures at temperatures above 850 K, which was close to the upper limit of the temperature range 

studied and hence the agreement is not observed at lower temperatures. While validating against 

Mittal et al.’s [10] experimental data, the model underpredicted the ignition delay times in the 

temperature range of 820 K–960 K. This may be due to the difference in post-compression heat 

losses of the RCM of the two facilities as a result of different compression ratios employed (NUI 

Galway and University of Akron); and also due to the difference in the diluent gas composition 

that would, in turn, change the third body efficiencies, post-compression heat losses and initial 

pressure and temperature. This means that a mechanism that is validated for a given volume profile 

obtained for a specific compression ratio and diluent gas composition, will not necessarily 

accurately predict the ignition delay for a different configuration of compression ratio and diluent 

gas composition which would have different rates of heat losses. This implies that even within the 

facility itself, a mechanism may give a scatter of predictions for a range of compression ratio or 

diluent gas compositions, making it difficult to develop a mechanism that would not only give 

reasonable predictions. The mechanism by Zhang et al. [140] gives predictions that are in 

reasonable agreement with the experimental results. For this purpose, this mechanism was used 

for further investigations in this study. 

As was discussed briefly in Section 4.5.1, the simulations showed that keeping the heat 

transfer rate constant across both compression ratio configurations and diluent gases leads to 

similar IDTs for a given set of compressed conditions. The plots in Figure 5-1 show that even 

though the rate of compression was different in both the compression ratios, the IDTs were similar 

with the maximum percentage deviation being 6%. The simulations showed that keeping the heat 

transfer rate constant across both compression ratio configurations and both diluent gas mixtures 
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leads to similar IDTs for a given set of compressed conditions, implying that the IDTs are more 

sensitive to post-compression heat losses than the compression time and initial conditions. 

 

(a) 

 

(b) 

Figure 5-1: CHEMKIN results, using mechanism by Zhang et al. [140], when there is no post-

compression heat loss for Pc=20 bar and (a) Tc=800 K, (b) Tc=825 K, (c) Tc=850 K and (d) 

Tc=875 K. 
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Figure 5-1 (cont’d) 

 

(c) 

 

(d) 

Efforts were taken in this study to isolate the chemical effects of the diluent gas 

composition from the thermal effects. Sensitivity analysis was performed by Barraza-Botet et al. 

[24] for ethanol in the 880–1150 K temperature range for stoichiometric ethanol-air mixtures with 

varying buffer gas compositions, and also by Mittal et al. [10] in the temperature range of 825-985 

K and 10-50 bar pressure. The propene mechanism used by Barraza-Botet et al. [24] consists of 

an ethanol sub-mechanism developed by Mittal et al. [10] and hence the propene mechanism was 
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not used in this study as it gave similar results. The results showed one reaction involving third-

body collisions that could have an impact on the predicted ignition delays: 

H2O2(+M) ↔ 2OH(+M) (5-1) 

In order to further quantify the chemical effects on IDTs, numerical calculations were 

conducted using the constant volume adiabatic modeling approach, with the heat capacity of 

nitrogen set to the same value as that of argon, so that they would only differ in terms of third-

body collision efficiencies. Figure 5-2 shows the simulation results for conditions of 20 bar, 800 

K, ϕ = 1, buffer gas/O2 = 3.76 using the modified nitrogen heat capacity data, along with the 

original data for argon and nitrogen. The difference between the results for 100% nitrogen with 

the modified specific heats with the argon data represents the chemical effects on the ignition 

process. As seen in the figure, the ignition delay with Ar-modified N2 is shorter than that with 

argon.   

 

Figure 5-2: Zhang et al. [140] model predictions considering the chemical effects on ethanol 

ignition at P=20.0 bar, T=800 K. 

The longer argon ignition delay is due to the lower collision efficiency of argon compared 

to nitrogen (where, in the mechanism used, nitrogen has a third body collision efficiency of 1.5, 
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whereas argon has 1.0 for the reaction mentioned earlier). Higher collision efficiency promotes the 

ignition process and thus reduces the ignition delay. A similar trend was observed in a study by Di 

et al. [64] on the effects of buffer gas composition on low-temperature ignition of iso-octane and 

n-heptane. CO2-modified N2 had longer overall ignition delay as compared to CO2 because CO2 

has third-body collision efficiency that is 3.8 times that of N2. There was a negligible chemical 

effect when comparing argon and nitrogen at 720 K, but the effect increased as the temperature 

was increased. For the temperature range investigated in the current study, however, the chemical 

effect remained more or less consistent as seen in Figure 5-3, where the chemical effect (η) is 

defined by (τmodified N2 − τAr) and is then normalized with respect to the originally predicted ignition 

delay for argon. Although results using the mechanism by Zhang et al. [140] are shown and 

discussed here, this trend was also observed using the Mittal et al. [10] and Aramco Mech. V3.0 

mechanisms [142]. However, the numerically determined thermal effect, defined as (τmodified 

N2 − τN2) and normalized with respect to the IDTs of original N2, was negligible (0.06) at all 

temperatures. Nevertheless, experimentally (Section 4.5 and 0) it was observed that using argon 

as the diluent had greater post-compression heat losses (thermal effect) as compared to nitrogen; 

and together with the chemical effect of third-body collision efficiencies, the diluent gases can 

have a significant impact on the IDTs at same compressed conditions.  
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(a) 

 

(b) 

Figure 5-3: Comparison of the predicted chemical effects of argon on the total ignition 

delay time, mechanism by Zhang et al. [140]. ((a) total ignition delay, (b) Normalized chemical 

effect). 

It can also be seen by looking at the IDT vs 1000/T plot in Figure 5-3 (a) which shows the 

constant volume simulation results and Figure 5-4 which shows the simulation results using a 

volume profile with the Zhang et al. mechanism at CR=11.7 that using argon as diluent had the 

longest IDTs, followed by CR=17.1 with nitrogen as the diluent and CR=11.7 with nitrogen as the 

diluent had the shortest IDTs. The same can be said for the experimental results as well as can be 

https://www.sciencedirect.com/topics/engineering/ignition-delay
https://www.sciencedirect.com/topics/engineering/ignition-delay
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seen in Figure 5-4. However, as the compressed temperature increased, the deviation in the IDTs 

reduced, which was also observed in the experimental part of this study. The reason for this 

deviation as Tc increases is that as the IDTs reduce, there is less time for post-compression heat 

losses to affect the IDTs.  

 

Figure 5-4: Plot of IDT vs 1000/T comparing results from CHEMKIN simulations for various 

combination of compression ratio and diluent gas composition and the mechanism by Zhang et 

al. [140] with corresponding experimental data using DTC method.  

As was discussed briefly in Section 4.5.1, in order to achieve the same compressed 

conditions using different compression ratios, the required initial conditions need to be different. 

Maintaining a higher initial pressure and temperature can lead to increased low-temperature 

reactions taking place during the compression stroke, which can result in a shorter ignition delay. 

It should be noted that the initial conditions maintained during the experiments were specified for 

the simulations as well. The higher initial pressure and temperature required for the lower 

compression ratio case, combined with the longer compression time are most likely the cause of 

the shorter ignition delay times when comparing the IDTs of different compression ratios when 

using nitrogen as the diluent. Similarly, use of argon as diluent led to the maintenance of lower 

initial conditions of temperature and pressure as compared to when nitrogen was used as the 
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diluent, which again led to shorter ignition times when nitrogen was used as the diluent. Presently, 

there is no experimental way to confirm if low-temperature reactions took place on a small scale 

during the compression stroke for this compression ratio case.  

The combustion of hydrocarbon species follows a basic series of steps, starting with 

initiation decomposition reactions, followed by radical attack on the fuel, generation of 

intermediates that generally are smaller, and finally a chain of aldehyde → CO → CO2 reactions 

[148]. The radical pool, which is responsible for chain propagation, branching, and termination, is 

mainly determined by the H2/O2 reaction mechanism which involves the production of the 

hydroperoxyl radical, HO2 and hydrogen peroxide, H2O2 in one of the initiation reactions. 

Formaldehyde, CH2O, is formed after the attack of O-atoms on the olefins that are generated in 

the earlier steps of the reaction mechanism [32]. It is from this step onwards that the oxidation of 

methyl radicals, formaldehyde, methylene, etc. produces carbon monoxide, which eventually gets 

oxidized to carbon dioxide [32]. Therefore, looking at the concentrations of HO2, H2O2 and CH2O 

during the compression stroke can give insights into the reactivity of the fuel under different 

RCM configurations and diluent gas compositions. 

The plots in Figure 5-5 show that by the end of compression, HO2, H2O2 and CH2O mole 

fraction in the case of CR=11.7 with nitrogen as diluent is higher as compared to CR=17.1 with 

nitrogen as diluent. This implies that the fuel is more reactive at the end of compression in the 

lower compression ratio case relative to the higher compression ratio case. Also, the HO2, H2O2 

and CH2O formed at the EOC when argon is used as the diluent are less by an order of magnitude 

relative to when nitrogen is used as a diluent. This again implies that the mixture is more reactive 

at the EOC when nitrogen is used as a diluent which results in a shorter IDT. Although the plots 

shown here are for a compressed temperature of 850 K, similar trends were observed at other 
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conditions as well: CR=11.7 with nitrogen as diluent had the highest concentration of radicals and 

CR=17.1 with nitrogen as diluent had the lowest concentration. Also, it can be seen that the HO2, 

H2O2 and CH2O radicals production starts a 1–2 milliseconds earlier in the case of CR=11.7 with 

nitrogen as a diluent, relative to CR=17.1 and this was observed at all compressed temperatures; 

which may again contribute to the higher reactivity of the mixture. In the case when argon was 

used as the diluent, the production of these radicals starts later as compared to when nitrogen was 

used for the same compression ratio of 11.7, again implying that fuel is comparatively more 

reactive when nitrogen is used as a diluent. However, the mole fraction of these species was not 

high enough to reflect a chemical heat release during the compression period. The effect that this 

radical formation has on ignition delay depends on the concentration and the time of production 

of these species, which in turn depends on the initial temperature. The higher the initial 

temperature, the earlier the generation and the higher the concentration of these species, the more 

reactive the mixture will be by the end of compression, which will lead to shorter ignition delay 

times. 
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(a) 

 

(b) 

Figure 5-5: Evolution of (a) H2O2 mole fraction, (b) HO2 mole fraction and (c) CH2O mole 

fraction for different combinations of compression ratio and diluent gas using the mechanism 

by Zhang et al. [140], at compressed conditions of 20 bar and 850 K. 
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Figure 5-5 (cont’d) 

 

(c) 

5.2. Comparison of Results with Literature  

 

Figure 5-6: Summary of IDT results for stoichiometric mixtures of ethanol studied in the current 

work and in the past, adapted from [24]. 

Figure 5-6 depicts a summary of IDT data for stoichiometric mixtures of ethanol obtained 

from past RCM studies together with the results from the current study (shown as red dots). It 

should be noted that all of the data shown in Figure 5-6 is presented as it was reported in the 

literature and no scaling was used for the literature data or for the data from the current study, in 
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the creation of this figure. The data shown in the plot was obtained only from RCMs and was 

reported in the works of Mittal et al. [10], Lee et al. [7], Barazza Botet et al. [24], Büttgen et al. 

[25] and Lee et al. [26]. In Figure 5-7, the original data is scaled to ϕ=1.0, a compressed pressure 

of 20 bar and inert/oxygen of 3.76 using Equation 5-2, which was developed for data that spans 

the conditions of =0.3–1.0, Pc =2.5 bar-50 bar, molar dilution of inert/oxygen= 3.76 −8.93 and Tc 

=750 K–1150 K. The quality of the correlation at representing the data is reasonable as indicated 

by the R2 value of 0.853. The correlation is based on the kinetic mechanism of Zhang et al. [140], 

which was used in the numerical analysis portion of this study and is also plotted in Figure 5-7. 

The model predictions agree well with Equation 5-2 and the normalized data set. The extended 

data set collapses well to a single trendline. The results of the current work are also in good overall 

agreement with previous studies, especially after normalizing. Although normalization based on 

equivalence ratio, pressure, amount of oxygen, etc. can be used to better compare the ignition delay 

data from different RCMs, a considerable scatter in the data is still observed. Barazza-Botet et al. 

[24] also did regression analysis for stoichiometric mixtures of ethanol and air accounting for past 

data from RCMs and shock tubes. The R2 value was 0.967 implying that the quality of the 

correlation at representing the data was excellent, but a scatter was observed in the plot for 

temperatures less than 900 K. These scatters imply that there are factors other than the varying 

diluent/oxygen ratio, equivalence ratio and compressed pressure that affect the ignition delay even 

at identical conditions. These factors are presumed to have a greater effect on ignition delay at low 

temperatures. Therefore, normalization in turn leads to the necessity to understand the effect of 

these other factors on the ignition delay.  

𝜏 = 1.08𝑒−07𝑃𝑐
−2.12[

𝐼𝑛𝑒𝑟𝑡

𝑂2
]−0.34𝜙−2.1 exp [

21879.39

𝑇𝑐
]                           (5-2) 
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Figure 5-7: Normalized ethanol ignition delay time with respect to Pc =20 bar, Inert/O2=3.76 and 

ϕ= 1; studied in this work and available in the literature [7,10,24–26]. Model predictions (green 

dashed line) based on the reaction mechanism by Zhang et al. [140] and Equation 5-2 (solid blue 

line) are also shown. 

In an effort to help correlate the effect of changing compression ratios and diluent gas 

composition to ignition delay, a regression analysis was done on the experimental and simulation 

data obtained in this study. Since the only variables in this study were compression ratio and 

diluent gas composition, the regression analysis was done considering the surface area-to-volume 

ratio and the heat capacity, Cp, mix, of the diluent mixture at compressed conditions, as the variables. 

The experimental and simulation data were then normalized using Equation 5-4, for a surface area-

to-volume ratio of 265.43m−1 which was calculated for CR=17.1 with the piston at TDC and for 

Cp, mix of 31.64 J/(mol-K) which is the heat capacity of nitrogen in the range of 800 K–875 K. If 

the diluent mixture consists of a variety of gases, the heat capacity of the mixture can be calculated 

as: 

𝐶𝑝,𝑚𝑖𝑥 =  𝛴 (𝜒𝑎. 𝐶𝑝,𝑎) (5-3) 

where 𝜒𝑎 is the mole fraction of gas ’a’ in the mixture of diluent gases and Cp, a is the heat capacity 

of the gas ’a’ in J/(mol-K) at compressed conditions. 
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𝜏 = 1.38𝑒−14
𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝐴𝑟𝑒𝑎

𝑉𝑜𝑙𝑢𝑚𝑒 𝑇𝐷𝐶

2.69

[𝐶𝑝,𝑚𝑖𝑥]𝑇𝐷𝐶
−3.84 exp [

27882.77

𝑇𝑐
]                 (5-4) 

The resulting curve-fit is shown in Figure 5-8, along with the normalized experimental and 

simulation ignition delay times. The quality of the correlation at representing the data was 

excellent, as indicated by the R2 value of 0.96. However, this correlation does not account for the 

increased radicals generated at the end of EOC in the lower CR case which may be the reason for 

the scatter at higher temperatures as the difference in radical production was greater at higher 

temperatures.  

 

Figure 5-8: Normalized ethanol ignition delay time with respect to surface area-to-volume 

ratio=265.43m−1 and Cp,mix of 31.64 J/(mol-K). Scaled model predictions (green squares) based 

on the reaction mechanism by Zhang et al. [140] and Equation 5-4 (solid blue line) are also 

included. 

5.3. 3-D CFD Analysis 

 As can be observed from the images in Figure 4-6, Figure 4-7 and Figure 4-10 a single 

flame kernel develops at the top and propagates towards the bottom, in tests conducted with both 

the mixture preparation methods. This implies that this behavior of flame propagation is not 

mixture preparation dependent and some other factors are at work. On consulting with Dr. Patton 

Allison, a couple of factors were suspected to be the cause of this behavior: minor deformities or 
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asymmetry in the piston that could cause changes in the boundary layer which in turn would affect 

the spatial distribution of the mixture temperature and/or the heating bands causing temperature 

gradients in the combustion chamber. As a remedy, two heating bands located on the head flanges, 

since a major contribution to the temperature gradient when the piston is at TDC would be from 

these two bands, were rotated and tests were run, but the flame propagation behavior remained 

unchanged. Next, the piston was rotated and the connecting rods were centered so that the piston 

would be located exactly in the center of the combustion chamber and not translate off-center. 

These changes also did not affect the flame origination and propagation behavior. Temperature 

measurements performed by Griffiths et al. [149], have observed that the gas in the central region 

is colder than that in the “toroidal” zone surrounding it because a cold plug of gas is swept across 

the piston face and is able to penetrate the center of adiabatically heated core gas once the piston 

has reached TDC. The cold plug of gas across the piston face is due to the piston being in contact 

with a relatively colder connecting rod that is surrounded by oil in the hydraulic chamber, causing 

it to be a temperature which is lower than that at which the walls are maintained since the piston 

is not in direct physical contact with the heated walls. The temperature difference after only 1 ms 

post-compression, between the gas at the center and that in the toroid surrounding it is 

approximately 40 K [149]. In an experimental study of turbulence effect on combustion 

propagation in 1-hexene/air mixtures by Guibert et al. [150] combustion propagation was observed 

to spread in a front-like manner from an initial single spot located in the upper right corner. Walton 

et al. [28] also observed reaction fronts originating at different locations on the periphery of the 

test volume. Both, Guibert et al. [150] and Walton et al. [28] attributed the combustion propagation 

behavior to temperature inhomogeneities due to the cold plug of gas being pushed across the 

adiabatic core by the piston after TDC. The ethanol flame propagation behavior consistently 
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observed in this study also complements the explanation provided by Griffiths [149]. However, 

the focus of the current study is to investigate the consistent top-to-bottom flame propagation 

behavior observed in the experimental studies.  

In an RCM configuration, while the cylinder walls are heated with the help of heating bands 

controlled by the feedback provided by thermocouples and a well-insulated combustion chamber, 

the piston stays in contact with a relatively cooler connecting rod that is surrounded by oil in the 

hydraulic chamber. As a result, a temperature gradient is observed within the RCM as the gas 

mixture near the piston has a lower initial temperature than desired as compared to the volume of 

the gas mixture located near the cylinder head. This is confirmed by looking at the thermocouple 

located near the piston, which reads about 50-60 degrees lower temperature compared to the 

desired initial temperature to be maintained, as shown in Figure 5-9. A part of the process of using 

the DTC technique to prepare the fuel-air mixture is allowing a wait time of 5 minutes to ensure 

fuel evaporation and mixing. It is suspected that during this wait time, a convection flux is set up 

due to buoyancy and non-uniform temperature boundary conditions causing the existing 

temperature inhomogeneity to be extended further into the combustion chamber, with the cooler 

and hence more dense gas settling along the bottom surface of the cylinder. 
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Figure 5-9: LabView virtual instrument used to control and monitor the combustion chamber 

temperature. 

This literature review shows that there have been limited to no computational studies on 

the effect that the cooler piston and buoyancy can have on the initial temperature field due to 

convective flux. Studies utilizing uniform thermal boundary conditions and focusing on 

temperature distribution inside the RCM have previously been  completed [128,131,151–154] 

using 2-D axisymmetric approach. Since these studies considered uniform thermal boundary 

conditions, buoyancy was assumed to have a negligible effect on the temperature distribution 

inside the RCM. Furthermore, the main focus of most of the above-mentioned studies has been on 

the end of compression and post-compression times. Nevertheless, comparing the results from the 

current study to the studies in the literature [128,131,151–154] can help to better understand the 

impact of not only buoyancy but also of  non-uniform wall temperatures. It can be concluded that 

the results in the literature obtained using uniform boundary conditions and 2-D axisymmetry (not 

considering buoyancy) are similar to those obtained in this study using non-uniform thermal 

boundary conditions and not considering buoyancy. The focus of the current study is on the effect 
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of both non-uniform thermal boundary conditions and buoyancy. It is suspected that the non-

uniform temperature boundary conditions, the effect of buoyancy and the characterization of the 

flow field before the start of compression are essential to study the transfer of the initial 

temperature inhomogeneities to the TDC. Therefore, the objectives of this study are: (1) to 

initialize the fluid velocity and temperature fields in the combustion chamber of the MSU RCM 

using 3D CFD analysis and not 2-D axisymmetry, and (2) to compare the initial and post-

compression temperature field predictions for the cases with buoyancy and without buoyancy. The 

no buoyancy case serves primarily as a baseline for comparing the role of buoyancy in further 

influencing the temperature inhomogeneities. 

5.3.1. Results and Discussion 

5.3.1.1. Description of test cases 

In an attempt to reproduce the experimental results, the reactive simulations are conducted 

for the stoichiometric composition of ethanol and air (species mass fractions for ethanol/O2/N2 = 

0.10 / 0.21 / 0.69) and for the desired compressed conditions of 20 bar and 825 K, using a geometric 

compression ratio of 11.7. Ethanol is considered to be fully vaporized in the mixture and buoyancy 

is applied to all the gases components. The initial conditions needed to achieve the desired 

compressed conditions were the same as those maintained in the experiments, i.e., 1.14 bar and 

423.15 K. Two cases are considered, one in which buoyancy is considered acting vertically 

downward, i.e., perpendicular to the axis of the RCM, and one in which buoyancy is neglected. 

The no buoyancy case serves primarily as a baseline for comparing the role of buoyancy in further 

influencing the temperature inhomogeneities. 

The combustion chamber is the primary focus within the numerical domain for this 

analysis. Figure 5-10 shows planes A and B, which are selected for post-processing. Plane A is the 
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symmetry plane. Plane B is the plane inside the main chamber parallel to and midway between the 

piston head and the cylinder head. Moreover, in order to show the distribution of selected flow 

field variables inside the combustion chamber, three lines are selected. As shown in Figure 5-10, 

line C (red) is midway between the piston head and plane B, line D (green) is located at the middle 

of the combustion chamber after EOC and line E (blue) is midway between plane B and the 

cylinder head.  

 

 

 

 

  

Figure 5-10: Depiction of the planes and lines within the computational domain to analyze the 

distribution of flow field variables. 

5.3.1.2. Steady-State Results 

Results of the steady-state velocity and temperature fields based on the differing boundary 

temperatures for the two cases are discussed in this section. Figure 5-11 (a) and Figure 5-12 show 

the steady-state solutions for the initial gas temperature fields in the case of buoyancy acting and 

buoyancy being neglected, respectively. Referring to the case with buoyancy in Figure 5-11 (a), 

the hot gas rises due to buoyancy directed against buoyancy and flows down along the cold piston, 

forming eddies with anti-clockwise rotations within the reaction chamber. The non-uniform 

distribution of streamlines, see Figure 5-11 (b), implies that the flow flux or convection is stronger 

in the outer region than in the center region, especially near the piston and along the bottom of the 

Plane B Line C 

Line D

 

Line E 

Plane A  

(also the symmetry plane) 
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reaction chamber. Furthermore, since the system heat transfer occurs more in the upper part of the 

chamber, the temperature stratification is gradually formed. As a result, the gas in the upper part 

is hotter than the lower part, which leads to the temperature being highest in the top right corner. 

This implies that the highest temperature of the gas is in the top half of the combustion chamber 

and near the centerline of the 2-inch diameter bore. The temperature inhomogeneity is observed in 

about half the length of the combustion chamber, especially at the bottom.  

 

(a) 

 

(b) 

Figure 5-11: (a) Initial temperature (K) and (b) velocity fields (m/s) as a result of steady-state 

simulations in the case of buoyancy acting vertically downwards. 

As shown in Figure 5-12 in the no buoyancy case, a gradient in temperature stemming from 

the 60 K cooler temperature of the piston to about a quarter of the length of the reaction chamber 

is observed. In the absence of buoyancy, despite the non-isothermal boundary conditions, no flow 

flux is observed in this case and the field is axisymmetric. The steady-state temperature and 



 

112 

 

velocity fields covering the entire domain for each case were then initialized as the temperature 

and velocity fields in the RCM before the compression stroke. 

 

Figure 5-12: Initial temperature field as a result of steady-state simulations in the case of no 

buoyancy. 

5.3.1.3. Transient Results 

The results of the RCM compression simulations are presented in this section. The results 

display the gas temperature and the velocity vector field as well as the OH distribution at the TDC 

or the EOC (t = 0 ms), and also at the following times after TDC: 20 ms, 40 ms and 1 ms before 

the start of ignition in the respective cases. 

5.3.1.3.1. Post-compression 

Figure 5-13 shows total temperature contours on planes A and B at the 0 ms (EOC), 20 ms 

and 40 ms post-compression times and also for 1 ms before ignition for the buoyancy case, Figure 

5-13 (a) and for the no buoyancy case, Figure 5-13 (b).  Each of the test cases is distinguished by 

the structure of the vortices and hence the thickness of the thermal boundary layer. The general 

behavior observed in previous CFD studies is also seen for the no buoyancy case, where a cool 

toroidal vortex is formed at TDC. In the case without buoyancy, the toroidal vortex contracts 

towards the centerline of the RCM, as can be seen in the temperature contour images at 20 ms, 40 

ms and 1 ms before ignition. However, in the case with buoyancy, the bottom half of the toroidal 

vortex moves faster than the top half, the vortex ring contracts towards the top of the main chamber 
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(vertically offset from the center in the radial direction along the piston surface).  In both cases, 

the vortex ring also penetrates axially into the core gas region. The temperature gradient in the 

vortices formed in both cases remains similar. The effect of the non-uniform boundary temperature 

in terms of a reduction in gas temperature in and around the vortex is clearly noticeable in the 

temperature fields of both cases. Additionally, the added effect of buoyancy is also visible. 
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Figure 5-13: Total temperature distributions for (a) with buoyancy and (b) without buoyancy, 

during post-compression times on planes A and B. At 40ms for both cases, the total temperature 

distribution on a plane cutting through F-F is also shown to better visualize and compare the 

vortex rings. 
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The peak compressed temperatures were identical in both cases, despite the variation in the 

initial gas temperature fields. This implies that the temperature of the volume of the gas located 

farthest from the cool-piston crown is not influenced by mixing with the cool vortex during the 

post-compression period, also ensuring that the adiabatic core hypothesis is still valid. 

Figure 5-14 shows the comparison of the distribution of total temperature along line C 

(midway between the piston head and line D), line D (at the middle of the combustion chamber) 

and line E (midway between line D and cylinder head) for the case with buoyancy (a) and without 

buoyancy (b). 

 

Figure 5-14: Comparison of computed temperature distribution along line C (red), D (green) and 

E (blue) for, (a) the case with buoyancy and (b) the case without buoyancy at post-compression 

times of 0 ms, 20 ms, 40 ms and 1 ms before ignition. (Note: For (b) the blue (line E) and green 

(line D) lines overlap at all time-steps shown). 

Figure 5-14 (b) shows that for the case without buoyancy there is a well-controlled 

temperature distribution along lines D and E for up to 1 ms before ignition. For the condition with 
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buoyancy, the temperature distribution along line E is homogeneous but along line D, there is a 

non-uniform and asymmetric distribution of temperature due to the non-uniform thickness of the 

boundary layer. A gradient varying radially of about 10 K is observed at EOC and up to 40 ms 

along line D which is at the middle of the main chamber, with hotter gas located in the top region. 

As the vortex penetrates axially, the temperature distribution along line D starts to distort as can 

be observed 1 ms before ignition along line D in Figure 5-13 (a) and Figure 5-14 (a). However, 

the temperature along the line D remains homogeneous and is of the same magnitude as that at 

line E in the case without buoyancy. A lower magnitude of temperature is observed along line C, 

located near the piston face, in both cases. A maximum radial gradient of about 30 K at EOC in 

the case with buoyancy is observed. In comparison, a uniform 10 K gradient in the case without 

buoyancy is observed. As time progresses post-compression, the mixing effects of the roll-up 

vortex can be observed along line C as the temperature gradient starts to distort. A higher 

magnitude of mixing is observed to take place in the case with buoyancy as a gradient of ~100 K 

is observed at 40 ms near the piston face in the top half of the main chamber radially, where the 

vortex is located. This observation is also in agreement with results by Mittal et al. [3]. More 

enhanced mixing is observed, and the thermal stratification is exacerbated due to the enhanced 

reactivity in the hotter region, as a maximum temperature gradient of ~200 K is observed near the 

piston face. In the case without buoyancy, a maximum temperature gradient of ~40 K is observed 

at 40 ms and increases to 140 K at 1 ms before ignition.  

These results indicate that a non-uniform thermal boundary layer is formed due to variation 

in the initial gas temperature fields that also affects the magnitude of the temperature gradient and 

the extent to which the gradient is observed in the main chamber post-compression. For the case 

with buoyancy, except in the top half of the main chamber (line E), a temperature gradient is 
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observed, not only radially but also axially.  A ~90 K change in temperature is observed at EOC 

over an axial distance of approximately 0.01 m from the piston surface. On the other hand, in the 

case without buoyancy, the same temperature gradient is observed over a distance of about 0.005 

m at EOC. The presence of a thick thermal boundary layer can significantly influence the ignition 

characteristics. The extent of the high-temperature gas region governs the heat release rate during 

the ignition event. A thick thermal boundary layer would deplete the high-temperature gas region 

resulting in a slower heat release event during ignition, as shown in Figure 5-15. It can be observed 

that in the case with buoyancy, the peak heat release rate is about 3 times lower as compared to 

the case without buoyancy. Moreover, the heat release takes place over a slightly longer period of 

time in the case without buoyancy (13.45 ms) as compared to the case with buoyancy (12.24 ms). 

Nevertheless, the integrated heat release in both the cases is more or less similar (660  ± 3 J). 

 

Figure 5-15: Comparison of heat release rates during the ignition event for the two cases (Note: 

the plots are aligned so that the heat release starts at the same time in both the cases. Solid lines 

are case without buoyancy and dashed lines are case with buoyancy). 

Furthermore, the extent of the high-temperature gas region will also control the production 

and the diffusive transport of intermediate species such as OH, H2O2, HO2, etc. However, 
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buoyancy did not lead to any spatial distribution in the equivalence ratio of the mixture as a result 

of diffusive transport. Figure 5-16 depicts the distribution of OH on planes A and B, 1 ms before 

ignition. The figure also shows the distribution of OH along lines C (red, close to the piston face), 

D (green, center of the combustion chamber) and E (blue, close to the cylinder head). It can be 

observed that OH is produced in volumetrically less quantity in the case of buoyancy as compared 

to the one without buoyancy. Additionally, in the case with buoyancy, more OH is produced in the 

top half of the combustion chamber, both axially and radially. In the case without buoyancy, there 

is a well-controlled homogeneous distribution of OH, except near the piston face where the 

distribution is perturbed due to the temperature gradients in the vortex. 

 

Figure 5-16: OH distributions for (a) with buoyancy and (b) without buoyancy, 1 ms before 

ignition. Also shown is the comparison of OH distribution along lines C, D and E. (Note: For OH 

Mole Fraction line plot of (b), the blue (line E) and green (line D) lines overlap). 

(a) 
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Figure 5-17: Distribution of velocity vectors and corresponding instantaneous streamlines on 

planes A and B during post-compression times. 
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Figure 5-17 shows velocity vector distribution (plane A and B) for 0, 20 and 40 ms post-

compression times. The figure shows that the magnitude of velocity within the combustion 

chamber has relatively small values during the post-compression time compared to the average 

piston speed of ∼12 m/s. There is a flow of maximum velocity magnitude of about 1.5 m/s from 

the combustion chamber to the entrance of the crevice, at the EOC. The velocity vector distribution 

near the chamber walls indicates that the flow direction is from the main chamber to the crevice 

entrance during all post-compression times. This illustrates the ability of the crevice to capture the 

boundary layer flow during compression and post-compression. While a large amount of boundary 

layer flow is captured during compression, there is still a small roll-up vortex formed on the piston 

face at EOC as seen on plane A for both cases. In both cases, the toroidal vortex formed begins to 

move towards the centerline. However, in the case with buoyancy, the bottom part of the toroidal 

vortex moves up along the piston at a faster rate than the top part. The movement of the toroidal 

vortex towards the centerline also begins earlier in the case with buoyancy (at EOC) as compared 

to the case without buoyancy (at 20 ms). The symmetry breaking of the vortex ring and the earlier 

movement is caused by buoyancy. The effect of gravity produces the same sign of vorticity along 

the bottom half of the vortex ring, which adds to the torque. In the case without buoyancy, the 

toroidal vortex symmetrically contracts towards the centerline of the RCM. However, in the case 

with buoyancy, since the bottom half of the toroidal vortex moves faster, the vortex ring contracts 

towards the top of the main chamber (vertically offset from the center in the radial direction along 

the piston surface).  In both cases, the vortex ring also penetrates axially into the core gas region. 

5.3.1.3.2. Ignition 

The effect of temperature inhomogeneities due to buoyancy on predicted ignition delay is 

examined by comparing the ignition delay times. The results are summarized in Table 5-2 and 
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indicate that both the simulated ignition delays are similar. Therefore, it can be concluded that the 

ignition delay is minimally affected by the inhomogeneities. However, it does affect the location 

of ignition and the ignition behavior itself, as is explained in this section. 

Table 5-2: Comparison of ignition delays obtained from the buoyancy and no buoyancy cases. 

Ignition Delay Time (ms) with buoyancy Ignition Delay Time (ms) without buoyancy 

54.4 53.4 

As illustrated in Figure 5-18 (a), a temperature rise and a maximum OH concentration are 

localized in the top half (both axially and radially) of the main chamber for the case with buoyancy. 

Whereas, in the case without buoyancy, the temperature rise and maximum OH concentration are 

localized in the core of the end-gas located in the center of the combustion chamber. As discussed 

in the previous section, these are the regions of highest temperature and OH concentration. 

Therefore, it is expected that the ignition would start at these locations in both cases. 
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Figure 5-18: OH Mole Fraction (top) and temperature (bottom) at the auto-ignition time in (a) 

case with buoyancy and (b) case without buoyancy. 

Figure 5-19 shows the progression of the flame front represented by the temperature iso-

surface in (a) the simulated case with buoyancy, (b) the simulated case without buoyancy and (c) 

as observed in experiments. Due to larger temperature gradients in the axial direction because of 

the cooler piston than radially in the case with buoyancy (Figure 5-14), we see a flame originating 

at the top and propagating downwards in the radial direction while staying in the top axial half of 

the main chamber. In the case without buoyancy, the flame originates at the center of the 

combustion chamber and propagates radially outwards, again remaining in the top axial half of the 
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main chamber. As ignition progresses, the entire volume of the combustion chamber is consumed. 

The agreement is good when comparing the results simulated with buoyancy to the experimental 

data. This implies that it is the initial temperature inhomogeneity due to buoyancy and non-

isothermal boundary conditions that causes the top to bottom flame propagation behavior that was 

observed in the experimental studies. 
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Figure 5-19: Temperature iso-surface in (a) simulated case with buoyancy, (b) simulated case 

without buoyancy and (c) as observed in experiments. 
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5.4. Chapter Summary 

The experimental results were supplemented with 0-D simulations which made use of volume 

profiles of the corresponding configurations of compression ratio and diluent gas. Three 

mechanisms were used to verify this behavior and all three gave similar results.:  

• Using a particular volume profile and eliminating heat losses results in identical IDTs 

across the three cases of varying compression ratio and diluent gas composition.  

• In addition to the thermal effects affecting the ignition delay in the case of diluent gas 

composition, third-body collision efficiencies were also found to affect the ignition delay 

at all temperatures. Higher third-body collision coefficient resulted in shorter ignition 

delay.  

• H2O2 and HO2 mole fractions were formed in relatively higher concentrations by the EOC 

in the case of CR=11.7 with nitrogen as the diluent which implies that the mixture is 

chemically more active by the EOC and results in shortest IDTs, followed by the CR=17.1 

with nitrogen as diluent case and finally the CR=11.7 with argon as the diluent case had 

the longest IDT. This trend was also observed in the experimental data. These low-

temperature reactions, however, did not take place on a scale large enough to contribute a 

considerable amount of chemical heat release during the compression period. The reason 

for the mixture being chemically more active by the EOC can be attributed to the higher 

initial pressure and temperature needed to attain the same compressed conditions using a 

lower compression ratio and a diluent gas that has higher heat capacity.  

CFD simulations were used to analyze the effect of non-uniform RCM boundary temperatures, 

with and without buoyancy, on the temporal evolution of compressed-gas temperature and velocity 

fields and also on the ignition characteristics. Computational results under laminar conditions and 
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non-isothermal boundary conditions with buoyancy considered, closely reproduce the features of 

the ethanol auto-ignition that are observed in the experiments. The creviced piston is still found to 

provide a homogeneous reacting core located away from the piston head and the post-compression 

temperature can still be accurately predicted based on the adiabatic core hypothesis in both cases.  

The simulation results indicate that the temperature field during compression and post-

compression is sensitive to non-uniform gas temperature present at the start of an experiment and 

is also influenced by buoyancy. Steady-state simulations for a cool-piston with a temperature 

gradient applied to the cylinder wall and without buoyancy revealed the presence of an 

axisymmetric dome-shaped temperature gradient over the crown of the piston. For the case with 

buoyancy, the temperature gradient was asymmetric and penetrated further into the bottom half 

volume of the combustion chamber at BDC. The inhomogeneities in temperature are compressed 

to a spatial region near the piston during the compression stroke, and a significant temperature 

gradient can develop across this thermal boundary layer, both radially and axially. The effect of 

buoyancy causes more severe and asymmetric temperature gradients as compared to the case 

without buoyancy, with the hotter gas located in the axial and radial top half of the combustion 

chamber. The symmetry breaking of the vortex ring at the EOC due to the earlier upwards 

movement of the bottom half of the toroidal vortex is caused by buoyancy. The effect of gravity 

produces the same sign of vorticity along the bottom half of the vortex ring, which adds to the 

torque causing it to move upwards earlier and faster than the top half. In the case without buoyancy, 

the toroidal vortex symmetrically contracts towards the centerline of the RCM. The non-uniform 

boundary temperatures also led to thermal and species stratification as depicted by the compressed-

gas temperature fields and OH concentrations for both cases. However, the ignition delay time 

predictions were not susceptible to this. 
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As a next step in examining the effect of test variables on IDTs, it is important to examine 

the effect that these factors would have on a variety of different fuels, particularly those that exhibit 

two-stage ignition delay and a negative temperature coefficient region.  
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Chapter 6. EXPERIMENTAL RESULTS – ISO-OCTANE 

6.1. Introduction 

Once a strong fundamental understanding of the factors causing discrepancies in ignition delay 

measurements of a simple fuel like ethanol was achieved, the study then moved on to a more 

complex fuel, iso-octane, which exhibits two-stage ignition delay and has a pronounced NTC 

region. In the regression analysis done for the ethanol data, it was found that the R2 value was 

0.967; implying that the quality of the correlation at representing the data was excellent. However, 

a scatter was observed in the plot for temperatures less than 900 K, which in turn implies that there 

are factors other than the varying diluent/oxygen ratio, equivalence ratio and compressed pressure 

that affect the ignition delay even at identical conditions. These factors are presumed to have a 

greater effect on ignition delay at low temperatures. Therefore, normalization, in turn, leads to the 

necessity to understand the effect of these other factors on the ignition delay. The motivation of 

the current study is to expand on the ethanol study and determine the impacts of some of the facility 

dependent effects studied in the previous chapter on the two-stages of ignition and also in the NTC 

region. Additionally, the study also tries to investigate factors other than those studied previously, 

responsible for causing a discrepancy in the measured auto-ignition delay data. Following the  

study on understanding the effect of test variables on the single-stage ignition delay of ethanol, in 

this chapter, the the effect of changing compression ratio on the ignition delay times of iso-octane 

was examined. This work focuses on how the method used to achieve a certain compressed 

condition, in the form of varying compression ratio, influences ignition delay. More specifically, 

the current study focuses directly on the influence of the rate of heat loss and the t50, a parameter 

dependent on the compression time.  
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6.2. Test Conditions 

Experiments were conducted for iso-octane/oxygen/nitrogen mixtures of ϕ = 1.3 over a 

temperature range of 675 K-900 K and at a pressure of 20 bar. A constant diluent/oxygen ratio of 

3.76 was maintained to simulate normal air. In order to study the effects of post-compression heat 

losses, a given compressed condition was achieved using two different compression ratios. The 

different compression ratios of the MSU RCM were assessed to cover the temperature range of 

interest without having to alter the diluent gas composition. However, the whole temperature range 

of 675 K - 900 K could not be achieved using a single compression ratio. Therefore, a total of 5 

compression ratios were used to cover the compressed temperature range and to compare the 

ignition delay times at a given compressed condition, as can be observed in Table 6-1. The 

resulting compressed conditions are similar to those prevailing in piston engines. As the 

compression ratio is increased, the need for higher initial pressure and temperature to achieve a 

certain compressed condition decreases. This  further helps in lowering the fuel partial pressure 

requirement in order for it to completely evaporate and enables sufficient time for mixing within 

the combustion chamber. The iso-octane used for the experiments was obtained from Sigma-

Aldrich while all gases were supplied by Airgas. 
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Table 6-1: Test Conditions for which ignition delay times were measured and predicted. 

 Molar Composition Pc (bar) Tc (K) CR 

 Iso-octane O2 N2    

1 

1.0 9.6 36.2 20 

690 
9.6 

6.8 

2 710 
9.6 

6.8 

3 735 
13.8 

9.6 

4 760 
17.1 

13.8 

5 780 

17.1 

13.8 

9.6 

6 800 

17.1 

13.8 

12.7 

12.5 

7 835 

17.1 

12.7 

12.5 

8 850 

17.1 

13.8 

12.7 

12.5 

9 880 
17.1 

12.5 
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As discussed in Chapter 1, exhaustive research has been done on the influence of varying 

diluent/buffer gas composition on the auto-ignition of iso-octane. While the current study used 

only nitrogen as the buffer gas, this study focuses on the effect that changing the compression ratio 

would have on iso-octane ignition delay measurements, which is an alternate method to varying 

diluent gas composition, to achieve the compressed conditions. As mentioned in Chapter 1, this 

emphasizes the difficulties in comparing experimental results when compressed temperatures and 

pressures are used as the only reference, as a large scatter can be observed across data sets for the 

same compressed conditions. This study presents one of the contributing factors, other than the 

buffer gas composition, to that scatter. 

6.3. Data Interpretation 

The ignition delay times reported in this work were limited to between 3 ms and 100 ms. The 

higher limit was set based on the study of Mittal et al. [71] where it was reported that beyond 100 

ms, the adiabatic core assumption starts losing its validity; while the lower limit for ignition delay 

times was set to 3 ms to avoid the influence of pre-compression reactions [4]. No pressure scaling 

was used while reporting the ignition delay times because the achieved compressed pressures were 

within ± 0.5 bar of the desired pressure. At each compressed condition, a minimum of two non-

reactive tests and three combustion tests were performed. A clean combustion chamber protocol 

was developed in the ethanol study to avoid multiple flame kernels and the slight pressure rises 

that were observed in some preliminary tests. The protocol involved regular cleaning of the 

combustion chamber after each set of 3 tests at a given compressed condition and also conducting 

oxygen runs in between individual tests. In order to obtain accurate measurements by preventing 

contamination through substances accumulated in oil layers, O-rings, impurities from previous 
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runs and other surfaces, the protocol was also followed for the current study. The total ignition 

delay times were reproducible within ± 10% of the mean value. 

A typical pressure trace encountered in this study is shown in Figure 6-1. The measured 

pressure and evaluated temperature at the end of compression (t = 0) are Pc = 19.96 bar and Tc = 

689.2 K, respectively for CR = 9.6. The duration of the compression stroke is approximately 31 

ms. The first-stage ignition delay time (τ1) is defined as the time from the end of the compression 

stroke (t = 0 ms) to the point of the maximum pressure rise rate due to first-stage ignition activity. 

The second-stage ignition delay time (τ2) is defined as the time duration between the end of τ1 and 

the maximum rate of pressure rise due to the second stage of ignition. The total ignition delay time 

(τ) is referred to as τ = τ1 + τ2 or is defined as the time from the end of compression stroke to the 

maximum rate of pressure rise due to the second stage of ignition (inflection point, (dP/dt)max). 

End of compression (EOC) is the time when dP/dt first becomes negative after the start of 

compression and corresponds to the maximum of the pressure trace (Pc) prior to ignition. The 

corresponding nonreactive pressure trace is also shown as a dashed blue line in Figure 6-1. A non-

reactive pressure trace was completed for each experiment to ensure that no significant heat release 

occurred during the compression stroke. The non-reactive experiments were conducted at initial 

conditions identical to those at which the reactive tests were carried out, except that the oxygen in 

the mixture was substituted by nitrogen to eliminate oxidation reactions while maintaining a 

comparable heat capacity ratio. Additionally, Figure 6-1 also depicts another typical parameter, 

t50, defined as the time for the last 50% of the pressure rise to occur [1]. The t50 reflects the time a 

mixture spends at elevated conditions before the constant-volume test conditions are attained. This 

implies that low t50 values are desirable to prevent fuel reactivity during the compression period, 

which is necessary for the adiabatic core hypothesis to be valid. Moreover, lower t50 also reduces 
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the uncertainties related to the determined thermodynamic state for a particular compressed 

condition. 

 

Figure 6-1: Typical pressure trace for a reactive and nonreactive case at 20 bar and 690 K for 

rich iso-octane and air mixture (ϕ = 1.3). 

6.4. Effect of post-compression heat loss on the First-Stage Ignition Delay 

Figure 6-2 shows the variation in the measured first-stage and total ignition delays using 

different compression ratios, with three measurements shown at each point. The measurements 

indicate that varying the compression ratio has an insignificant influence on the first-stage ignition 

delay, where the difference is less than 24%.  

 

Figure 6-2: Ignition delay time vs 1000/T (K) for high and low compression ratios at 20 bar 

compressed pressure and ϕ = 1.3. 
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Figure 6-3 compares the typical non-reactive pressure traces of the iso-octane experiments 

using the different compression ratios that were used to achieve the corresponding compressed 

conditions. Due to variations in the initial pressure and temperature required to achieve the same 

compressed conditions when using different compression ratios, the pressure-time history of each 

compression ratio was different. In general, higher compression ratios exhibited a faster pressure 

drop post-compression due to the shorter clearance length at TDC (used to achieve the higher 

compression ratio), which resulted in higher surface area-to-volume ratio and led to higher post-

compression heat losses. 
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(a) 

 

(b) 

Figure 6-3: Non-reactive pressure traces for the different compression ratios that were used to 

achieve compressed conditions of 20 bar and (a) Tc = 710 K, (b) Tc = 760 K, (c) Tc = 780 K and 

(d) Tc = 800 K (also note the decrease in compression time for the higher compression ratios). 
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Figure 6-3 (cont’d) 

 

(c) 

 

(d) 

From Table 6-2 it can be observed that as the surface area-to-volume ratio increases, the 

rate of pressure drop post-compression also increases, which is also reflected in Figure 6-3. Figure 

6-3  also shows that the higher compression ratios of CR = 9.6 for Tc = 690 K and 710 K, CR = 

13.8 for Tc ranging from 735 K - 800 K and CR = 17.1 for Tc from 800 K - 900 K, always had a 

higher post-compression drop in pressure, which is representative of heat losses, as a result of the 

higher surface area-to-volume ratio as compared to the corresponding lower compression ratios 

cases. For compression ratios with similar surface area-to-volume ratio (see Table 2, CR = 9.6 and 

12.5, and CR = 13.8 and 17.1), the rate of drop in pressure was also similar. The average percentage 
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reduction in the surface area-to-volume ratio, achieved by reducing the compression ratio for the 

three pairs of compression ratios was 21.6 ± 1.8% and the average percentage reduction in the 

rates of pressure drop between the pairs of compression ratios was 18.8 ± 2.4%. However, the pair 

of CR = 13.8 and 9.6 had the biggest reduction in pressure drop rate (22.8%), whereas the pairs of 

CR = 12.5 and 17.1 had the least reduction in pressure drop rate (15.1%). This is because the pair 

of CR = 13.8 and 9.6 has the biggest drop in the surface area-to-volume ratio (23.4%), whereas 

the reduction in the surface area-to-volume ratio for CR = 12.5 and 17.1 was the least with 20%. 
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Table 6-2: RCM configuration and initial conditions needed to achieve the desired compressed 

conditions, using different compression ratios. 

CR Surface 

Area: 

Volume 

Ratio 

(m-1) 

rate of 

pressure 

drop post 

compression 

(±0.001 

bar/ms) 

Pi 

(±0.05 

bar) 

Tc 

(±9 

K) 

Ti 

(±5 

deg. C) 

Compression 

Time 

(±0.5 ms) 

Clearance 

(m) 

Stroke 

(m) 

6.8 163.61 0.035 1.91 
690 130 

30 0.032 0.203 
710 145 

9.6 203.39 0.044 1.32 

690 95 

30 0.021 0.203 

710 110 

735 120 

760 140 

780 150 

12.5 211.96 0.045 1.06 

800 145 

32 0.020 0.254 
835 160 

850 175 

880 190 

12.7 248.41 0.049 1.06 

800 145 

30 0.015 0.203 835 160 

850 175 

13.8 265.43 0.057 0.97 

735 100 

30 0.013 0.203 

760 110 

780 120 

800 135 

850 165 

17.1 265.43 0.053 0.8 

780 100 

32 0.013 0.254 

800 115 

835 130 

850 140 

880 165 
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Although the effects of changing compression ratio on the first-stage ignition delay are 

minimal, considerable differences in the pressure and temperature rise rates as a result of the first-

stage ignition heat release are observed due to the difference in the surface area-to-volume ratio, 

as shown in Figure 6-4 and Figure 6-5. These two figures depict typical reactive pressure traces of 

iso-octane experiments showing the first-stage ignition delay with the different pairs of 

compression ratios. As mentioned earlier, compression ratios having higher surface area-to-

volume ratio cause higher rates of post-compression heat losses and thus exhibit lower pressure 

and temperature rise during the heat release of the first-stage ignition, as compared to the 

corresponding compression ratio cases with lower surface area-to-volume ratio. For CR = 6.8, as 

shown in Figure 6-4 (a), the total pressure rise due to the first-stage heat release is about 3.3 bar 

whereas for the corresponding higher compression ratio (CR = 9.6), the total pressure rise is about 

2.9 bar. However, for Tc = 710 K, the total pressure rise due to the first-stage heat release in both 

the compression ratios was similar, as can be seen in Figure 6-4 (b). As a result, the total ignition 

delay times were also similar, with the added fact that the short duration of the second-stage 

ignition delay allows less time for post-compression heat losses to influence the total ignition delay 

time. This effect is discussed in more detail in the next section. 
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(a) 

 

(b) 

Figure 6-4: Comparison of the pressure traces obtained using CR = 9.6 (red) and CR = 6.8 

(blue), representing the difference in ignition delay for the same compressed conditions of 20 bar 

pressure and (a) Tc = 690 K and (b) Tc = 710 K. 

In general, changing the compression ratio demonstrated only a slight impact on the first-

stage ignition delay duration. Nevertheless, it influenced the rise in temperature and pressure after 

the first-stage ignition, which noticeably impacted the consequent ignition event, as is presented 

next. 
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(a) 

 

(b) 

Figure 6-5: Comparison of the pressure traces obtained using different compression ratios, 

representing the difference in ignition delay for the same compressed conditions of 20 bar 

pressure and (a) Tc = 735 K, (b) Tc= 760 K and (c) Tc= 780 K. 
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Figure 6-5 (cont’d) 

 

(c) 

6.5. Effect of post-compression heat loss on Total Ignition Delay 

As the results show, the second stage ignition is mainly coupled to the first-stage ignition via 

the heat release from the first-stage. Figure 6-2 and Table 6-3 show the experimental results of the 

ignition delays of iso-octane. It can be seen that the experimental data indicate NTC behavior over 

the temperature range studied. For low temperatures of 690 K - 735 K, there is hardly any 

sensitivity to the change in compression ratio. As can be seen in Figure 6-4, the difference in 

pressure rise due to the heat release from the first-stage of ignition for the two compression ratios 

is minimal at 690 K and similar at 710 K. The reason for similar total ignition delay times at Tc = 

690 K and 710 K between the two compression ratios is the shorter second stage ignition delay at 

these temperatures, see Table 6-3, that allows less time for the post-compression heat loss to affect 

the second stage ignition. In the NTC region, for temperatures greater than 710 K and where two-

stage ignition delay was observed (760 K ≥ Tc > 710 K), the difference between the total ignition 

delay for the two different compression ratios increased as Tc increased. The larger surface area-

to-volume ratio in compression ratios cause greater post-compression heat losses. Higher post-
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compression heat losses cause a smaller pressure rise due to the first-stage ignition, which in turn 

leads to a less reactive species pool. The lower reactivity extends the second stage of ignition, 

which also allows for the post-compression heat losses to further influence the ignition process, 

thereby causing a longer total ignition delay time at higher compression ratios. As the ignition 

delay time increases with Tc in the NTC region, the longer second stage ignition at higher 

temperatures allows more time for the post-compression heat losses to influence the total ignition 

delay time. As a result, the difference in total ignition delay times from the two compression ratios 

also increases with an increase in Tc. 

Table 6-3: Summary of experimental results. 

Tc (K) CR t50 (ms) 

First-

stage 

Ignition 

Delay 

(ms) 

Second 

Stage 

Ignition 

Delay (ms) 

Total 

Ignition 

Delay 

(ms) 

690.4 ± 1.1 
6.8 4.9 8.39 ± 0.5 5.6 ± 0.7 14.0 ± 0.4 

9.6 4.0 8.9 ± 0.3 7.2 ± 0.8 16.1 ± 0.7 

710.3 ± 0.4 
6.8 5.0 4.8 ± 0.2 8.8 ± 0.4 13.6 ± 0.4 

9.6 4.0 5.5 ± 0.2 7.4 ± 0.3 12.9 ± 0.3 

736.3 ± 0.6 
9.6 3.9 3 ± 0.3 12.5 ± 0.6 15.5 ± 0.5 

13.8 3.3 ± 0.2 3.1 ± 0.3 13.6 ± 0.5 16.7 ± 0.3 

758.2 ± 2.3 
9.6 4.1 2.5 ± 0.1 16.3 ± 0.1 18.8 ± 0.1 

13.8 3.3 ± 0.2 2.6 ± 0.1 21.4 ± 0.2 24.0 ± 0.2 

779.9 ± 3.7 
9.6 3.9   24.6 ± 0.2 

17.1 4.4 ± 0.1 27.7 ± 1.1 

805.9 ± 0.8 
12.5 5.0   19.1 ± 0.9 

17.1 4.3 ± 0.1 24.4 ± 0.4 

834.7 ± 6.0 
12.5 5.5 ± 0.3   14.5 ± 0.2 

17.1 4.6 ± 0.1 16.7 ± 0.4 

854.0 ± 1.0 
12.5 5.1 ± 0.1   9.1 ± 0.1 

17.1 4.2 10.1 ± 0.2 

882.2 ± 1.7 
12.5 4.9 

  
5.0 ± 0.4 

17.1 4.6 ± 0.1 5.4 ± 0.2 
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For temperatures greater than 760 K where two-stage ignition delay was not observed, the 

total ignition delay times measured using the higher compression ratios were longer as compared 

to those measured using the lower compression ratio. It is also clear from Figure 6-2, Figure 6-5, 

and Figure 6-6 that, outside the NTC region, i.e. for compressed temperatures of 780 K and 

onwards, the difference in ignition delay times for different compression ratios but the same 

compressed conditions reduces as Tc increases. For Tc = 880 K, the ignition delay times obtained 

using both compression ratios collapsed around a single value. A similar trend was observed by 

the in the ethanol study, where the difference in ignition delay times across two compression ratios 

reduced as Tc increased. Since the ignition delay time reduces with increasing Tc, the shorter total 

ignition delay times allow less time for the post-compression heat losses to affect the ignition 

process. The trend is also in line with the trend observed within the NTC region; as the temperature 

increased, the second stage ignition delay also increased (Table 6-3) and so did the difference 

between the total ignition delay times from the different compression ratios. Longer second stage 

ignition delays allow longer duration for the post-compression heat losses to affect the total 

ignition delay times. As mentioned earlier, at high temperature the total ignition delay times are 

only minimally affected by post-compression heat losses because the auto-ignition occurs in the 

early stages of the post-compression process, where the effect of heat loss is minimal. This 

reasoning is also applicable to the first-stage ignition delay time being minimally affected by the 

compression ratio; since both, the first-stage ignition delay from 690 K-750 K and the total ignition 

delay from 850 K-900 K have a similar order of magnitude. 
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(a) 

 

(b) 

 

(c) 

Figure 6-6: Plot comparing the pressure traces obtained using CR=17.1 (red) and CR=12.5 

(blue), representing the difference in ignition delay for same compressed conditions of 20 bar 

pressure and (a) Tc = 800 K, (b) Tc= 835 K, (c) Tc= 850 K and (d) Tc= 880 K. 
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Figure 6-6 (cont’d) 

 

(d) 

6.6. Effect  of t50 on ignition delay 

The volumetric compression period of the experiment is crucial in achieving a desired 

compressed condition with minimal reactivity before the desired condition is reached. A typical 

parameter, t50, defined as the time for the last 50% of the pressure rise to occur, can be used to 

evaluate the compression phase [1]. The t50 times represent the amount of time a mixture spends 

at elevated state conditions before the constant-volume test conditions are achieved. This implies 

that low t50 values are desirable in order to prevent fuel reactivity during the compression period 

and also to reduce uncertainties related to the determined thermodynamic state for a particular 

compressed condition. The t50 times are tabulated in Table 6-3 and it can be observed that in most 

cases, lower compression ratios have longer t50 times as compared to the corresponding higher 

compression ratios, at a given test condition. Longer t50 times indicate that the mixture spends 

more time at elevated conditions and gets more reactive by the end of compression, leading to 

shorter total ignition delay times. 

While post-compression heat loss is the major factor affecting the ignition delay times, there 

are other contributing factors that are also suspected. As can be inferred from Table 6-2, the lower 
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compression ratio cases need a higher initial pressure and temperature to achieve the same 

compressed conditions, as compared to their corresponding higher compression ratios. Also, the 

lower compression ratios had relatively longer compression times as compared to the 

corresponding higher compression ratio counterparts used to achieve the same compressed 

condition. Higher initial pressure and temperature, along with longer compression times, increases 

the potential for low-temperature reactions to occur during the compression stroke, which can 

result in shorter ignition delay times. It was shown in the ethanol study that the higher pressure 

and temperature initial conditions required for the lower compression ratio case, combined with 

the longer compression time caused shorter ignition delay times for ethanol. In the studies on 

ethanol, two compression ratios of 11.7 and 17.1 were used over the entire temperature range from 

800 K to 875 K and it was found that the ignition delay times using CR = 17.1 were consistently 

longer than those obtained using CR = 11.7. The lower temperature and pressure initial conditions, 

higher surface area-to-volume ratio (SA/V) ratio and shorter t50 times (4.3 ± 0.2 ms in CR = 17.1 

vs 5.2 ± 0.1 ms in CR = 11.7) contributed to the longer ignition delay times obtained using CR = 

17.1 as compared to CR = 11.7, at the same compressed conditions. However, when argon was 

used as a diluent with CR = 11.7, despite the lower initial temperature and pressure conditions 

needed to achieve the same compressed conditions, the t50 times using argon (5.1 ± 0.2 ms) were 

found to be the same as those obtained using nitrogen as the diluent (5.2 ± 0.1 ms) for the same 

compression ratio. This is due to the lower thermal capacity of argon as compared to nitrogen that 

allows the mixture to heat up faster. The lower thermal capacity of argon also led to greater post-

compression heat losses due to faster cooling as compared to nitrogen, which in turn resulted in 

longer ignition delay times at identical compressed conditions. 
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Based on the analysis of the experimental results in this study, it is suspected that the effect of 

compression ratio on the ignition delay times is primarily manifested due to the change in the 

surface area-to-volume ratio. With the help of non-reactive pressure traces, the post-compression 

pressure drop was evaluated and found to be similar if the surface area-to-volume ratio is similar, 

despite the difference in the compression ratio (CR = 13.8 and 17.1, see Table 6-2). In an effort to 

show that the different ignition behaviors presented in this study are not caused by the change of 

chamber geometry, experiments were conducted at identical compressed conditions using CR = 

13.8 and CR = 17.1 and the results are plotted in Figure 6-7. By employing CR = 13.8 and 17.1, 

the TDC volume and geometry remain consistent. It is observed that for Tc = 780 K, the ignition 

delay times are identical using the two compression ratios. However, the results start to slightly 

deviate as Tc increases, with shorter ignition delays times observed for the higher compression 

ratio (CR = 17.1) and maximum percentage deviation of 16%. 

 

Figure 6-7: Ignition delay time vs 1000/T (K) for the two compression ratios (CR=13.8 and 17.1) 

with identical surface area-to-volume ratio at 20 bar compressed pressure and ϕ = 1.3. 

Looking at the t50 times in Figure 6-7, it is observed that the mixture spends about a 

millisecond longer at elevated conditions when CR = 17.1 as compared to when CR = 13.8. This 
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can contribute to shorter ignition delays in the higher compression ratio case. Despite the identical 

surface area-to-volume ratio at TDC and lower initial conditions maintained in the higher 

compression ratio case, the total ignition delay times with CR = 17.1 were shorter than with CR = 

13.8. These results suggest that the ignition delay times are more sensitive to the volumetric 

compression process than the initial conditions. This implies that the compression period plays a 

crucial role in the ignition delay times and that RCMs should be designed to ensure t50 times are 

as low as possible. 

It has been established that different compression ratios can have identical surface area-to-

volume ratio and yet result in different ignition delay measurements at identical test conditions. 

The initial conditions and compression process also affect the ignition delay times and therefore 

similar compression ratios may not necessarily result in identical ignition delay measurements as 

different compression ratios can vary in compression time and surface area-to-volume ratio. In 

order to isolate the compression ratio, tests were carried out at similar compression ratios of 12.5 

and 12.7 and results are plotted in Figure 6-8. 

 

Figure 6-8: Ignition delay time vs 1000/T (K) for the two similar compression ratios (CR=12.5 

and 12.7) with identical initial conditions at 20 bar compressed pressure and ϕ = 1.3. 
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The configuration now differed in terms of surface area-to-volume ratio and compression 

time, while maintaining the same initial conditions. From Table 6-2 it can be seen that CR = 12.7 

has a greater surface area-to-volume ratio and hence the mixture experiences a slightly greater rate 

of pressure drop post-compression, as can also be seen in Figure 6-9. Moreover, the faster rate of 

compression in CR = 12.7 can also be observed in Figure 6-9. From Figure 6-8, it can be inferred 

that the t50 times for CR = 12.7 are about 1.5 ms shorter than that of CR = 12.5. From Figure 6-8, 

the ignition delay times using CR = 12.7 are longer than those obtained using CR = 12.5, despite 

the identical initial conditions. The greater post-compression heat losses and shorter t50 times of 

CR = 12.7 as compared to CR = 12.5 together contribute to affecting the ignition delay times. In 

this case, the t50 times seem to play a bigger role in influencing the ignition delay times because 

even at the high temperature of Tc = 850 K, there is a substantial difference (a deviation of 32%) 

between the ignition delay times measured using the two compression ratios. This is one of the 

contributing reasons as to why different facilities report different ignition delay times at identical 

compressed conditions, even when employing similar compression ratios. 

 

Figure 6-9: Non-reactive pressure trace for similar compression ratios of 12.5 and 12.7 used to 

achieved test conditions of 20 bar and 850 K (also note the decrease in compression time for 

CR=12.7). 
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In order to isolate the influence of t50 times, two compression ratios of 12.7 and 13.8 were 

chosen, which had identical t50 and compression times in this study. However, CR = 13.8 had 

greater surface area-to-volume ratio as compared to CR = 12.7, see Table 6-2. As a result of which, 

as can be inferred from Figure 6-10, CR = 13.8 had longer ignition delay times at Tc = 800 K as 

compared to CR = 12.7. Despite the slightly lower temperature and pressure initial conditions 

required when using CR = 13.8, the t50 times were calculated to be the same as in the case of CR 

= 12.7. This may be attributed to the smaller clearance volume for CR = 13.8 that enables the 

mixture to heat up at a faster rate. However, due to a greater rate of pressure drop post-compression 

in CR = 13.8 (0.057 bar/ms vs 0.049 bar/ms) as observed in the non-reactive pressure traces shown 

in Figure 6-11, the total ignition delay times using CR = 13.8 were longer as compared to those 

obtained using CR = 12.7 at Tc = 800 K. Nevertheless, at higher Tc of 850 K, the ignition delay 

times had a maximum of 13% deviation between the two compression ratios, as can be observed 

in Figure 6-10. 

 

Figure 6-10: Ignition delay time vs 1000/T (K) for the two compression ratios (CR=13.8 and 

12.7) with identical t50 times at 20 bar compressed pressure and ϕ = 1.3. 



 

152 

 

 

Figure 6-11: Non-reactive pressure trace for compression ratios of 12.7 and 13.8 with similar t50 

times used to achieve test conditions of 20 bar and 850 K. 

For the case where the surface area-to-volume ratio was kept constant (CR = 13.8 and 

17.1), an average reduction in 22 ± 2% of t50 times led to an average increase of 28 ± 8% in total 

ignition delay times at 850 K ≥ Tc ≥ 800 K. On the other hand, keeping the t50 times constant (CR 

= 12.7 and 13.8); a reduction of 6% in SA/V ratio leads to an increase in the total ignition delay 

time of 36% at Tc = 800 K. It can be said that the ignition delay times are more sensitive to post-

compression heat losses which are in turn dependent on surface area-to-volume ratio. However, 

more in-depth sensitivity analysis needs to be carried out over a broader range of temperature. 

Furthermore, for a given compression ratio, different fuels may have different t50 times and rates 

of post-compression heat losses because of the difference in chemical kinetics and 

thermodynamics of the mixtures. However, the effects studied in this work would still translate 

well to different fuels as the ignition is found to be limited more by post-compression heat losses 

as compared to the t50 times. In other words, shorter t50 times and greater post-compression heat 

losses would lead to longer ignition delay times at identical compressed conditions; as was 

observed for ethanol as well as iso-octane. 
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Table 6-4: Comparison of total ignition delay and t50 times from compression ratios having 

similar SA/V ratio (CR=13.8 and 17.1), similar CR (CR= 12.5 and 12.7) and similar t50 times 

(CR=12.7 and 13.8). 

Tc (K) CR t50 (ms) Total Ignition Delay (ms) 

779.9 ± 3.7 
13.8 3.4 26.9 ± 1.0 

17.1 4.4 ± 0.1  27.7 ± 1.1 

806.2 ± 1.1 

12.7 3.5 21.4 ± 0.4 

13.8 3.3 29.2 ± 0.6 

17.1 4.3 ± 0.1 24.4 ± 0.4 

828.3 ± 0.5 12.7 3.5 21.8 ± 0.2 

853.2 ± 1.35 

12.7 3.5 17.6 ± 0.5 

13.8 3.4 13.7 ± 0.4 

17.1 4.2 10.1 ± 0.2 

 

6.7. Comparison of Results with Literature 

Iso-octane has been studied previously in numerous RCMs, [1,28,62,64–66,69–72,74,75] and 

a selection of this data for stoichiometric mixtures of iso-octane and air at different pressures and 

levels of dilution is shown in Figure 6-12. In order to validate the results from the current study, 

the data obtained from the literature has been overlaid with data obtained from the current study. 

As seen in Figure 6-12, the NTC region appears around 700-850K for isooctane at 20 bar for air 

levels of dilution. This region is well captured by the current tests and a reasonable agreement is 

obtained over the temperature range. At 850K and 900K, the current data has slightly shorter 

ignition delay times, which is likely due to the fact that for these temperatures the wall 

temperatures used was higher, as seen in Table 6-2, in the 130-170°C range and most of the 

reported work shown in Figure 6-12 uses varying buffer gas composition in order to achieve higher 
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compressed gas temperature. This may have resulted in lower heat loses in the current RCM 

experiments and hence shortened the total delay time.  

It should be noted that a relatively small scatter in the first-stage ignition delay data can be 

observed across facilities. This confirms the findings of the current study that the factors 

responsible for the discrepancy minimally affect the first-stage ignition delay time due to their 

smaller magnitude. However, the temperature and pressure rise due to the first-stage ignition is 

affected by these factors, which in turn leads to a bigger discrepancy in the second-stage ignition 

and eventually, the total ignition delay times.  

 

Figure 6-12: Results comparing several RCM ignition delay data for stoichiometric mixtures of 

iso-octane and air at different levels of dilution, as reported in [1,62,64–66,71,72,74]. 

6.8. Chapter Summary 

This study provides experimental data to examine the effects of changing compression ratio 

on low to intermediate temperature ignition processes of a key reference fuel, iso-octane, using a 

rapid compression machine. The experimental results confirm that varying the compression ratio 

has a significant impact on ignition delay at conditions exhibiting single as well as two-stage 

ignition within and outside the NTC region, for temperatures greater than 710 K. The effect of 
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compression ratio on ignition delay is manifested due to the change in initial conditions, 

compression and t50 times and the SA/V ratio. However, the post-compression heat loss had 

minimal impact on the first-stage ignition at any of the compressed conditions studied. Differences 

in the surface area-to-volume ratio due to the changing compression ratio cause differences in the 

heat release and the pressure and temperature rise during the first-stage ignition, which affects the 

overall ignition delay. Furthermore, longer t50 times indicate that the mixture spends more time at 

elevated conditions and is more reactive by the end of compression, leading to shorter total ignition 

delay times. The experimental data indicates that the overall ignition delay can differ by up to 32% 

between compression ratios, with compression ratios having higher surface area-to-volume ratios 

and shorter t50 times resulting in longer overall ignition delay times. For the compression ratios 

employed and the temperature range of 850 K ≥ Tc ≥ 800 K, it was observed that keeping the SA/V 

ratio constant and varying the compression ratio had a smaller effect on ignition delay times as 

compared to when the t50 times were kept constant and the compression ratio was varied. This 

implies that the post-compression heat losses (and hence the SA/V ratio) have a greater influence 

on ignition delay times as compared to the t50 times and the initial conditions. However, in the case 

of two-stage ignition delay, if the second stage ignition delay is short enough, the total ignition 

delay was found to be similar across both compression ratios. For temperatures greater than 780 

K, single-stage ignition was observed, and it was seen that the difference in ignition delay across 

compression ratios decreased as Tc increased. This is because comparatively less time is allowed 

for the post-compression heat losses to affect the total ignition delay. The effects studied in this 

work would translate well to similarly reactive fuels since the ignition is found to be limited more 

by post-compression heat losses (thermal effect) as compared to the t50 times which affect the fuel 

reactivity. This study suggests that the RCM configuration, in terms of surface area-to- volume 
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ratio, t50 times, piston configuration, compression duration, diluent gas composition, compression 

ratio, etc., must be mentioned in detail and should be considered when assessing the fuel reactivity 

and reporting ignition delay data. Ideally, minimizing t50 times and post-compression heat losses 

are desirable in order to obtain and compare the auto-ignition delay measurements accurately. 

While trying to compare data across facilities, care should be taken to have similar t50 times and 

SA/V ratio. In this way, a much better comparison of experimental data can be achieved. 
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Chapter 7. NUMERICAL RESULTS – ISO-OCTANE 

7.1. Introduction 

In the iso-octane experiments, it was observed that changing the compression ratio did not have 

a large effect on the first-stage ignition delay (FSID) times, but it did affect the total ignition delay 

times considerably, at identical compressed conditions. However, experimental limitations made 

it infeasible to cover the entire temperature range using any of the compression ratios, which in 

turn did not provide enough data to study the effects of various facility-dependent factors on 

ignition comprehensively. Simulations, therefore, help to conduct an extensive study at conditions 

that are not experimentally feasible. Efforts were made to study the sensitivity of ignition delay to 

t50 and post-compression heat losses, in order to determine which parameter has a larger effect on 

the ignition delay and therefore, the strongest influence on data discrepancy. This study helps in 

determining the parameters that need to be specified when reporting ignition delay measurements 

to ensure accurate interpretation; and, at the same time, establish the factors that have minimal 

influence on the measurements. 

7.2. Description of test cases 

Simulations were conducted for iso-octane/oxygen/nitrogen mixtures with ϕ = 1.3 over a 

temperature range of 675 K–900 K and at a pressure of 20 bar. A constant diluent/oxygen ratio of 

3.76 was maintained to simulate normal air. In order to study the effects of post-compression heat 

losses and initial conditions, a given compressed condition was achieved using five different 

compression ratios of 6.8, 9.6, 12.5, 12.7 and 17.1. This implies that five different volume profiles 

were developed from the corresponding experimental non-reactive pressure traces. The volumetric 

compression ratios used in the current study are identical to those used in the experimental study. 

Experimental results at different compression ratios were compared with simulations using various 
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mechanisms available in the literature. Two iso-octane mechanisms developed by Lawrence 

Livermore National Laboratory (LLNL), version 2 [60] and version 3 [155,156], were considered. 

Additionally, a recent iso-octane mechanism by Atef et al. [62], which is based on versions 2 and 

3, was also used. The iso-octane version 2.0 mechanism by Curran et al. was developed based on 

the low- and high-temperature reaction pathways and rate rules proposed earlier for the LLNL n-

heptane model [157]; however, some modifications were made to better predict experimental iso-

octane reactivity. Mehl et al. [155,156] (version 3) further developed the low-temperature reaction 

mechanism for iso-octane oxidation of version 2.0 to better predict low-temperature heat release 

in HCCI engines. The mechanism by Curran et al. (version 2) and Mehl et al. (version 3) was 

further updated by Atef et al. to cover the low-intermediate temperature range of 600–800 K and 

lean conditions. All the three models were tested against data of ignition delay times, JSR oxidation 

speciation data, premixed laminar flame speeds, counterflow flame ignition data, and shock tube 

pyrolysis speciation data available in the literature. 

The isooctane version 2.0 mechanism over-predicted the ignition delay times for temperatures 

between 675 K and 725 K, while it under-predicted at temperatures between 725 K and 825 K, 

which constitutes the NTC region. The mechanism by Atef et al. also under-predicted the ignition 

delay times in the NTC region of 725 K to 825 K. Both version 2 and the mechanism by Atef et 

al. had a reasonable agreement with experiments for temperatures of 850 K and 875 K. Due to the 

range of compression ratios used, which resulted in varying post-compression heat losses and 

compression times, no single mechanism reasonably predicted ignition delay times for all the 

compression ratios and at all test conditions. However, it was observed that the iso-octane version 

3 mechanism (874 species and 3796 reactions) gave predictions that were in reasonable agreement 
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with the experimental results at most conditions, as can be seen in Figure 7-1. Based on this result, 

this mechanism was used for further investigations in this study. 

 

Figure 7-1: Comparison of model predicted ignition delay times using the isooctane mechanism 

version 3 with experimental data, for various compression ratios. Filled markers are experimental 

data, and outline markers are simulation data. Circles are total ignition delay time, and triangles 

are first-stage ignition delay time. 

7.3. Effect of initial conditions and compression time 

Table 7-1 summarizes the initial conditions and RCM configuration of different compression 

ratios that were used for the simulations. The values of initial conditions, t50 and compression times 

are in good agreement with those determined from the experiments. The trend of increasing 

pressure drop rates post-compression for compression ratios with a greater surface area-to-volume 

ratio is also observed here, even though a linear volume expansion profile was fit. For compression 

ratios with similar surface-area-to-volume ratio (see Table 6-2, CR = 9.6 and 12.5, and CR = 13.8 

and 17.1), the pressure drop rate was also similar. 
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Table 7-1: RCM configuration and initial conditions needed to achieve the desired compressed 

conditions (Tc = 675 K – 900 K, Pc = ~20 bar), using different compression ratios. 

CR Ti (deg. 

C) 

Pi (bar) AVERAGE 

t50 (± 0.04 

ms) 

Rate of pressure 

drop, post-

compression 

(bar/ms) 

Compression 

Time (ms) 

6.80 127 to 257 1.895 to 

1.935 

5.28 0.0376 30 

9.60 91 to 213 1.29 to 1.33 3.97 0.0433 30 

12.50 73 to 187 1.04 to 1.08 5.68 0.0448 32 

12.70 72 to 186 1.04 to 1.08 3.49 0.0492 30 

17.10 47 to 154 0.75 to 0.79 4.41 0.0521 32 

In order to simplify the quantification of the effect of post-compression heat loss on the 

ignition delay times, a linear, instead of a polynomial, curve fitting was done to the volume 

expansion profile derived from the experimental non-reactive pressure curve. Starting from the 

end of compression and ending at 100 ms, the pressure drop rate for a simulated non-reactive case 

was kept identical to that of the corresponding experimental non-reactive pressure curve. The 

volume profiles with linear expansion profiles will be referred to as the original volume profiles 

when comparing the ignition delay results obtained from different adjusted volume profiles. From 

Table 7-1, it can be observed that the compression times for the compression ratios considered for 

this study are either 30 or 32 ms. Although a difference of 2 ms in compression time might not be 

enough to cause a discrepancy in ignition delay times at a given condition, compression duration 

can have a considerable effect on ignition delay time measurements due to preignition reactions in 

the later phases of compression. This is especially problematic for highly reactive fuels or test 
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conditions. In an effort to study the effect of compression time, three new volume profiles were 

created for CR = 12.7 since it had the lowest t50. The volume profiles were created such that the 

compression times were 20 ms with identical t50 (~3.5 ms), 40 ms with identical t50 and 40 ms with 

t50 = 6.9 ms, as shown in Table 7-2. The compression times and t50 were selected such that they 

were in the typical operating range of conventional RCMs. The volume expansion profile remained 

unaltered, implying that the post-compression heat loss remained identical across the cases.  

Table 7-2: Summary of the compression times and t50 for the simulated models at CR=12.7. 

Compression time 

(ms) 

t50 (ms) Post-compression pressure drop rate (bar/ms) 

20 3.5 

0.0492 

30 3.5 

40 3.5 

40 6.9 

Looking at the results in Figure 7-2 and Table 7-3, it can be seen that as long as the post-

compression heat losses and t50 remain the same, the reduction or extension of compression time 

by 10 ms has a negligible effect on the first-stage as well as the total ignition delay times. The total 

and first-stage ignition delay times for compression times of 20 ms, 30 ms and 40 ms exactly 

overlap. However, in the case of 40 ms compression time with extended t50 (= 6.9 ms), the first-

stage ignition delay times were shortened by as much as 26% and the total ignition delay times 

were shortened by as much as 12%, especially at conditions for which the ignition delay time was 

short. This discrepancy exists because the longer t50 of 6.9 ms allows the fuel-air mixture to spend 

more time at elevated temperatures and pressures, leading to reaction initiation during the 

compression stroke. The effect of t50 will be discussed in more detail in the following sub-sections. 



 

162 

 

As can be observed from Table 7-1, lower compression ratios require higher initial temperature 

and pressure to be maintained in order to achieve a given set of compressed conditions. The higher 

initial temperature and pressure may affect the chemical heat release during compression, which 

in turn may affect the ignition delay times. To study the effect of initial conditions on the ignition 

delay times, the volume profiles of all the compression ratios were adjusted so as to maintain the 

same value of t50 (~3.5 ms) and post-compression pressure drop (~0.0376 bar/ms), while 

maintaining compression times identical to the corresponding original volume profiles. In doing 

so, the ignition delay times can be compared across the six compression ratios as they would differ 

only in terms of initial conditions. In the case of originally predicted total ignition delay times, the 

percentage deviation from the mean across the six compression ratios was in the range of 3.2% to 

6.6% and the percentage variation from the mean in first-stage ignition delay ranged between 4.6% 

and 8.7%. When the adjusted volume profiles were used to predict the ignition delay times, the 

percentage deviation from the mean for the total ignition delay times was brought down to between 

1.1% and 3.5%. Also, the percentage deviation from the mean for the first-stage ignition delay 

times was reduced to between 3.7% and 5.4%. A summary of the results comparing the first-stage 

and total ignition delay times for different compression times and initial conditions is tabulated in 

the supplemental material. The main observations from these results are as follows: 

• Compression time has a negligible effect on the first-stage and the total ignition delay 

times, as long as the post-compression heat loss and t50 are identical. 

• After maintaining similar t50 and post-compression heat loss across the six compression 

ratios, the percentage deviation in the total and first-stage ignition delay times was reduced 

from about 9% to less than 5%. This reduction implies that initial conditions play a minimal 

role in affecting the first-stage and also the total ignition delay times. 
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Figure 7-2: Comparison of ignition delay times obtained from volume profiles with various 

compression times at CR = 12.7. Circles are total ignition delay times and triangles are first-stage 

ignition delay times. 

Table 7-3: Ignition delay times obtained from volume profiles with various compression times at 

CR = 12.7. 

 
Compression time = 20, 30 and 40 

ms, t50 = ~3.5 ms 

Compression time = 40 ms, t50 = 

~6.9 ms 

Tc (±0.2 K) FSID (ms) Total IDT (ms) FSID (ms) Total IDT (ms) 

691.7 15.6 19.1 14.6 18.1 

711.7 9.4 13.6 8.3 12.5 

736.6 6.9 11.9 5.3 10.6 

759.6 6.3 13.5 4.7 11.9 

779.1 7.2 17.2 5.3 15.3 

806.6  23.3  21.1 

835.5  21.6  19.7 

853.0  17.2  15.6 

876.8  11.3  10.0 
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Based on the analysis of the experimental results, it was observed that the effect of 

compression ratio on the ignition delay times is manifested due to the change in initial conditions, 

compression and t50 times, and the surface area-to-volume ratio. Looking at the results summarized 

earlier, the compression time and initial conditions play a minimal role in affecting the first-stage 

as well as the total ignition delay times. The surface-area-to-volume ratio, in turn, governs the 

post-compression heat losses, in addition to the insulation around the RCM. It was also observed 

in the experiments that despite the similar post-compression heat losses across two compression 

ratios, there was still a discrepancy in measured ignition delay data. This implies that an additional 

factor plays a role in influencing the ignition delay times, which was later found out to be the t50. 

Therefore, it can be concluded that, at identical compressed conditions for different configurations 

of the RCM, t50 and post-compression heat loss are the factors that most significantly influence the 

ignition delay times. Results supporting this are discussed in detail, with supporting figures, in the 

following subsections. 

In order to isolate the effects of post-compression heat loss and t50 times and to 

quantitatively demonstrate the contributions of each of these parameters in influencing the ignition 

delay times, two sets of volume profiles were created for each compression ratio. For the first set 

of volume profiles, the post-compression volume profile for each compression ratio was adjusted 

to match the pressure drop in the case of CR = 6.8 (0.0376 bar/ms) since it had the lowest rate of 

pressure drop. This enabled comparing the originally predicted ignition delay times to the ignition 

delay times obtained using the reduced post-compression heat loss profile while keeping the t50 

identical for each compression ratio. For the second set of volume profiles, the volume profiles 

during the compression stroke were adjusted to achieve a minimum t50 of about 3.5 ms. This 

allowed for the comparison of the originally predicted ignition delay times with the ignition delay 



 

165 

 

times obtained using the reduced t50 while maintaining the same original post-compression heat 

loss. 

7.4. Effect on first-stage ignition 

7.4.1. Effect of t50 

In order to study the sensitivity of ignition delay times on t50 times, the volume profiles 

during the compression stroke were adjusted to achieve a t50 of about 3.5 ms. However, the 

compression time was kept the same as the original for each compression ratio. Doing this for each 

compression ratio enabled the effect of t50 on ignition delay times to be studied over a wide range 

of t50 values. The reduction in t50 varied from 13% in the case of CR = 9.6 to 43% in the case of 

CR = 12.5. By keeping the post-compression volume profile unaltered, the effect of t50 on the 

ignition delay times could be isolated. 

Figure 7-3 shows the effect of t50 on the first-stage ignition delay. As can be seen in Figure 

7-3 (a), reduction in t50 results in longer first-stage ignition delay times. This trend can be observed 

for all the compression ratios and at all the compressed conditions for which the first-stage ignition 

delay can be measured. In an effort to quantify the effects of t50 and post-compression heat loss, 

for each compression ratio, changes in first-stage and total ignition delay times due to change in 

t50 and post-compression heat loss with respect to the originally predicted first-stage and total 

ignition delay times were calculated. The effect of t50 on the first-stage ignition, ηt50,first-stage, is then 

calculated by normalizing the difference in the first-stage ignition delay due to the change in t50 

with respect to the originally predicted FSID. While the effect of post-compression heat loss on 

first-stage ignition delay, ηpost-compression heat loss,first-stage, is calculated by normalizing the difference in 

FSID due to the change in post-compression pressure drop with respect to the originally predicted 

FSID. 
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𝜂𝑡50 =
𝜏𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑡50 − 𝜏𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙

𝜏𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙

(7-1) 

𝜂𝑝𝑜𝑠𝑡−𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 ℎ𝑒𝑎𝑡 𝑙𝑜𝑠𝑠 =
𝜏𝑟𝑒𝑑𝑢𝑐𝑒𝑑 ℎ𝑒𝑎𝑡 𝑙𝑜𝑠𝑠 − 𝜏𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙

𝜏𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙

(7-2) 

 

(a) 

 

(b) 

Figure 7-3: (a) Comparison of first-stage ignition delay time obtained from the altered t50 volume 

profiles (dashed) with those obtained from the original volume profile (solid). (b) Effect of t50 on 

the first-stage ignition delay time. 
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It can be observed from Figure 7-3 (b) that the t50 effect (solid lines) remains negative 

across the whole temperature range and for all the compression ratios, implying that a reduction 

in t50 leads to longer first-stage ignition delay times. CR = 12.5 has the highest magnitude of t50 

effect at all temperatures due to a bigger reduction in t50 (43%), while CR = 9.6 has the smallest 

magnitude of t50 effect due to the lowest reduction in t50 (13%). It can also be observed that as the 

first-stage ignition delay decreases with increasing temperature, the effect of t50 increases for all 

compression ratios. This implies that shorter first-stage ignition delays are influenced more by 

changes in the t50. In other words, conditions at which the fuel is more reactive will be influenced 

more by changes in the t50. This discrepancy exists because a longer t50 results in increased reaction 

initiation during the compression stroke. Longer t50 indicates that the mixture spends more time at 

elevated conditions enabling more reactivity by the end of compression, leading to shorter total 

ignition delay times. However, the chemical heat release during the t50 is not substantial enough to 

render time zero at the top dead center to be a poor choice, as can be seen in Figure 7-4 (a). For 

brevity, only heat release data for CR = 17.1 and at Tc = 780 K is shown in Figure 7-4. However, 

the observations stated are applicable to all of the compression ratios and compressed conditions 

studied. Figure 7-4 (a) also shows that, although minimal, the heat release starts about 1 ms earlier 

in the case of longer t50 (solid lines) as compared to the reduced t50 model predictions. As a result, 

by the end of compression, the heat release rate and accumulated heat release for the case with 

longer t50 is about five times that of the case with reduced t50. This, in turn, leads to earlier initiation 

of the reactions resulting in the first-stage ignition, as is represented by the heat release rate and 

accumulated heat release plot in Figure 7-4 (b). 
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(a) 

 

(b) 

Figure 7-4: (a) Heat release rate and accumulated heat release from t50 until EOC (t= 0) (b) Heat 

release rate and accumulated heat release during the first-stage ignition. CR = 17.1, Tc = 780 K. 

Solid lines are predictions from the original volume profile and dashed lines are for the altered t50 

volume profile. 

However, both cases exhibit similar first-stage heat release duration. Consequently, the 

overall accumulated heat release during the first-stage ignition is also similar. As a result, the 

pressure and temperature rise due to the first-stage ignition is almost identical (<8% difference), 
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which in turn leads to similar second stage ignition delay times, the results of which are shown in 

Figure 7-5 for CR = 17.1. 

 

(a) 

 

(b) 

Figure 7-5: (a) Effect of t50 on pressure rise due to the first-stage ignition. (b) Effect of t50 on 

second stage ignition delay. 
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7.4.2. Effect of post-compression heat loss 

The post-compression volume profiles were altered for each compression ratio to match 

the pressure drop rate for the CR = 6.8 case since it had the lowest pressure drop rate, and therefore 

the lowest heat loss, which is desirable when reporting ignition delay times. Comparing the model 

predictions from altered post-compression volume profiles with those obtained from the original 

volume profiles isolates the effect of post-compression heat loss on ignition delay since the t50 

remains identical. The reduction in post-compression heat loss varied from 14% in the case of CR 

= 9.6 to 29% for the case of CR = 17.1.  

Post-compression heat loss has a minimal effect on first-stage ignition delay time, 

especially at temperatures for which the delay time is short. Referring to Figure 7-6 (b), only for 

CR = 17.1, a considerable effect of post-compression heat loss on first-stage ignition delay is 

observed, with the highest effect observable at Tc = 690 K. This is because CR = 17.1 has the 

largest reduction in post-compression pressure drop rate (29%) and the first-stage ignition delay 

time is the longest at Tc = 690 K. The effect remains more or less constant in the range of 760 K ≥ 

Tc ≥ 710 K for CR = 17.1. However, as Tc increases further, the first-stage ignition delay time 

collapses around the same value. As can be observed from Figure 7-6 (a), the first-stage ignition 

delay time reduces as Tc increases. Therefore, shorter first-stage ignition delay times allow less 

time for the post-compression heat losses to have an effect. The dashed lines in Figure 7-3 (a) 

represent the model predictions for reduced t50 volume profiles. Since the t50 was identical and 

only the post-compression heat loss varied across the compression ratios, the first-stage ignition 

delay times converge with an increase in temperature. 



 

171 

 

 

(a) 

 

(b) 

Figure 7-6: (a) Comparison of first-stage ignition delay time obtained from altered post-

compression volume profiles (dashed) with those obtained from the original volume profile 

(solid). (b) Effect of post-compression heat loss on the first-stage ignition delay time. 

Although the effect of post-compression heat loss on the first-stage ignition delay is 

minimal, considerable differences in the pressure and temperature rise rates are observed as a result 

of the first-stage ignition heat release, as shown in Figure 7-7 and Figure 7-8. The heat release rate 
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and accumulated heat release as a function of time are shown in Figure 7-7. For brevity, heat 

release data for only CR = 17.1 and at Tc = 780 K is shown in Figure 7-7. However, the observations 

stated are applicable to all the tested compression ratios and compressed conditions. The start and 

duration of heat release for both the original and altered volume profiles are identical. The pressure 

and temperature subsequent to the first-stage ignition are controlled by the accumulated heat 

release, mixture heat capacity and the post-compression heat losses, with the post-compression 

heat losses being the dominant factor provided that the mixture heat capacity remains the same.  

 

Figure 7-7: Heat release rate and accumulated heat release during the first-stage of ignition. CR = 

17.1, Tc = 780 K. Solid lines are predictions from the original volume profile and dashed lines 

are for the altered post-compression pressure drop rate volume profile. 

Therefore, although the accumulated heat release is similar in both cases since the pressure 

drop rate in the original volume profile is greater, a lower rise in pressure and temperature is 

observed after the first-stage of ignition. The larger surface-area-to-volume ratio due to the 

compression ratio contributed to greater post-compression heat losses. The higher post-

compression heat losses lead to a smaller pressure and temperature rise due to the first-stage of 

ignition, which in turn leads to a less reactive species pool. The lower reactivity also extends the 

second stage of ignition delay. Figure 7-8 (a) depicts that with an increase in temperature, the effect 
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of post-compression heat loss on the first-stage of ignition pressure rise also increases; with an 

increase in pressure of as much as 22% for CR = 17.1 at Tc = 780 K when the rate of pressure drop 

post-compression is reduced by 29%. As a result, the second-stage ignition delay is shorter, as can 

be seen in Figure 7-8 (b). To summarize the effect of t50 and post-compression heat loss on the 

first-stage ignition: 

• Reduction in t50 causes longer first-stage ignition delay times but has a minimal effect on 

the pressure and temperature rise due to the first-stage ignition. Consequently, the second 

stage ignition delay time is minimally affected as well. 

• Reduction in post-compression heat loss causes an increase in pressure and temperature 

rise due to the first-stage ignition, which results in shorter second-stage ignition delay 

times. However, the first-stage ignition delay time is minimally impacted by post-

compression heat loss. 
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(a) 

 

(b) 

Figure 7-8: (a) Effect of post-compression heat loss on pressure rise due to the first-stage 

ignition. (b) Effect of post-compression heat loss on the second stage ignition delay. 

7.5. Effect on total ignition delay times 

7.5.1. Effect of t50 

The results show that the second stage ignition is mainly coupled to the first-stage ignition 

via the heat release from the first-stage. Figure 7-9 (a) compares the simulation results of the total 
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ignition delays obtained from the original volume profile with the reduced t50 model predictions 

and Figure 7-9 (b) quantifies the effect of t50 on total ignition delay times. It can be seen that the 

simulation data indicate NTC behavior over the temperature range studied. Generally, as was 

mentioned earlier, a reduction in t50 leads to an increase in the first-stage ignition delay. However, 

due to similar heat release during the first-stage ignition, the second-stage ignition delay is 

minimally affected as the rise in pressure and temperature during the first-stage ignition is similar. 

Consequently, the total ignition delay time for the reduced t50 cases is also longer for all 

compression ratios and compressed conditions, as can be observed in Figure 7-9 (a). It can also be 

observed from Figure 7-9 (b) that as the magnitude of the total ignition delay time reduces (736 K 

≥Tc ≥ 690 K and 880 K ≥Tc ≥804 K), the effect of t50 increases. On the other hand, in the NTC 

region (804 K ≥Tc ≥736 K), where the ignition delay time increases with temperature, the effect 

of t50 reduces. This implies that even for the conditions at which two-stage ignition is not observed 

(880 K ≥Tc ≥804 K), longer t50 indicates that the mixture spends more time at elevated conditions 

causing earlier initiation of radical species production which results in shorter total ignition delay 

times. CR = 12.5 again has the highest magnitude of t50 effect at all temperatures due to a greater 

reduction in t50 (43%), while CR = 9.6 has the least magnitude of t50 effect due to the least reduction 

in t50 (13%). However, for all the compression ratios, the effect of t50 is the highest at conditions 

where the total ignition delay time is the shortest. To summarize, shorter ignition delay times, or 

in other words, conditions at which the fuel is highly reactive, are influenced more by changes in 

the t50.  
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(a) 

 

(b) 

Figure 7-9: (a) Comparison of total ignition delay time obtained from the altered t50 volume 

profiles (dashed) with those obtained from the original volume profile (solid). (b) Effect of t50 

on the total ignition delay time. 

7.5.2. Effect of post-compression heat loss 

Figure 7-10 (a) compares the simulation results for the total ignition delay times obtained 

from the original volume profile with those from the reduced post-compression pressure drop rate 
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of iso-octane. Figure 7-10 (b) quantifies the effect of post-compression heat loss on total ignition 

delay times. It can be seen that the simulation data indicate NTC behavior over the temperature 

range studied. As was already mentioned in Section 7.4.2, reduction in post-compression heat loss 

leads to an increase in the pressure and temperature rise during the first-stage of ignition. 

Consequently, the second-stage ignition delay is shortened and hence the total ignition delay time 

is also reduced, as can be observed in Figure 7-10 (a). It can also be observed from Figure 7-10 

(b) that as the magnitude of the total ignition delay time reduces (736 K ≥ Tc ≥ 690 K and 880 K 

≥ Tc ≥ 804 K), the effect of post-compression heat loss also reduces. On the other hand, in the NTC 

region (804 K ≥ Tc ≥ 736 K), where the ignition delay time increases with temperature, the effect 

of post-compression heat loss increases. This implies that even for the conditions where two-stage 

ignition is not observed (880 K ≥ Tc ≥ 804 K), longer ignition delay times will be more affected 

by post-compression heat losses. CR = 17.1 has the highest magnitude of post-compression heat 

loss effect at all temperatures due to a greater reduction in pressure drop rate post-compression 

(29%), while CR = 9.6 has the least magnitude of post-compression heat loss effect due to the least 

reduction in pressure drop rate (14%). 
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(a) 

 

(b) 

Figure 7-10: (a) Comparison of total ignition delay time obtained from the altered post-

compression volume profiles (dashed) with those obtained from the original volume profile 

(solid). (b) Effect of post-compression heat loss on the total ignition delay time. 

However, for all the compression ratios, the effect of post-compression heat loss is the 

highest at conditions where the total ignition delay time is the longest (Tc = 837 K). Shorter total 

ignition delay times allow less time for the post-compression heat losses to affect the ignition 

process. This reasoning is also applicable to the first-stage ignition delay time being minimally 
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affected by the heat losses; since both the first-stage ignition delay from 690 K-750 K and the total 

ignition delay from 850 K-900 K have similar magnitudes (∼< 15 ms). The magnitude of the effect 

of post-compression heat losses on total ignition delay times is less compared to that of the effect 

of t50, implying that total ignition delay times are more sensitive to changes in the t50.  

7.6. Sensitivity to equivalence ratio 

Simulations were run using the same volume profiles generated earlier for equivalence ratios 

of 0.7 and 1.0, in addition to 1.3. The reduction in t50 and post-compression pressure drop rate for 

each equivalence ratio was kept identical. The effect of equivalence ratio on the first-stage and 

total ignition delay using the original volume profiles of CR = 12.5 is shown in Figure 7-11 (a) 

and (b) respectively. For the conditions investigated, as the equivalence ratio increases, the first-

stage and total ignition delay times get shorter. The observed equivalence ratio effect is consistent 

with other studies on hydrocarbons [69,158–160]. The increase in reactivity with increasing 

equivalence ratio is because the N2/O2 ratio is kept constant and the fuel concentration is varied. 

Mixtures, in which the equivalence ratio is varied by changing the N2/O2 ratio and keeping the fuel 

concentration constant would observe an opposite trend where lean mixtures would become more 

reactive. In such a case, the increased reactivity is a result of the increase in oxygen levels leading 

to lower dilution levels [161].  
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(a) 

 

(b) 

Figure 7-11: (a) First-stage ignition delay times for CR = 12.5 at different equivalence ratios 

with the original volume profiles. (b) Total ignition delay times for CR = 12.5 at different 

equivalence ratios with the original volume profiles. (c) Effect of t50 (solid lines) and post-

compression heat losses (dashed lines) on first-stage ignition delay. (d) Effect of t50 (solid 

lines) and post-compression heat losses (dashed lines) on total ignition delay. 
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Figure 7-11 (cont’d) 

 

(c) 

 

(d) 

Figure 7-11 (c) and (d) quantify the effect of t50 and post-compression heat loss, which was 

also studied for the different equivalence ratios. Since ϕ=1.3 is the most reactive and has the 

shortest first-stage and total ignition delay times, it is impacted the most by t50 and the least by 

post-compression heat losses; followed by ϕ=1.0 and 0.7. The first-stage ignition delay is again 

minimally impacted by post-compression heat losses because of the short duration, which allows 

less time for the post-compression heat loss to influence the ignition process. Since ϕ=0.7 has the 
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longest total ignition delay times, a greater effect of post-compression heat loss is seen. However, 

overall, the effect of t50 has greater importance than that of post-compression heat loss for all of 

the equivalence ratios tested. 

7.7. Sensitivity to diluent gases 

Simulations were also completed with identical volume profiles to those described previously 

but with the nitrogen (N2) replaced by argon (Ar) in one case and by carbon dioxide (CO2) in the 

second. The reduction in the t50, post-compression pressure drop rate and diluent/O2 ratio for each 

diluent gas mixture was kept identical.  

The effect of using various diluent gases on the first-stage and total ignition delay times 

using the original volume profiles of CR = 9.6 is shown in Figure 7-12 (a) and (b) respectively. 

Overall, the results show that the diluent gases have little impact on the first-stage ignition delay 

time. However, differences in the heat capacity of the diluent gas cause a difference in the first-

stage heat release, and the subsequent pressure and temperature rise during the first-stage ignition, 

which significantly affected the overall ignition delay. Since CO2 has the highest heat capacity, 

the mixture undergoes the least rise in pressure and temperature during the first-stage ignition and 

hence, longer total ignition delay times are observed. The opposite was observed for Ar. For 

temperatures greater than 800 K, the difference in total ignition delay times reduces. The observed 

effect of diluent gases is consistent with other published hydrocarbon data [64,65,68]. 
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(a) 

 

(b) 

Figure 7-12: (a) First-stage ignition delay times for CR = 9.6 using different diluent gases with 

the original volume profiles. (b) Total ignition delay times for CR = 9.6 using different diluent 

gases with the original volume profiles. 

Figure 7-13 (a) and (b) quantify the effect of t50 on the first-stage and total ignition delay 

times respectively, for the different diluent gases. All three diluent gases are impacted by t50 

similarly in regards to the first-stage ignition delay time. As expected and was observed earlier, 
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the magnitude of the effect of t50 in each diluent gas mixture increases with temperature due to the 

increased reactivity of the fuel. However, looking at the effect of t50 on total ignition delay times 

in Figure 7-13 (b), it can be observed that the mixture with Ar is most affected, followed by N2 

and CO2. This implies that although the first-stage ignition delay time is impacted similarly, the 

influence of t50 on the second-stage of ignition differs across the diluent gas mixtures. Sensitivity 

analysis published previously by several authors [64,65,162] has confirmed that in the low-

temperature region (650–750 K), isomerization reactions of RO2 and QOOHO2 dominate the first-

stage of ignition for iso-octane. Furthermore, none of these reactions involve third bodies. Thus, a 

similar effect of t50 across the different diluent gases on the first-stage ignition is expected. As was 

observed in Section 7.4.1 for the N2 mixture, t50 minimally affects the second-stage ignition delay 

time; the same is applicable to Ar and CO2 mixtures as well. As a result, the total ignition delay 

times of the three diluent mixtures are also identically affected due to a similar reduction in t50. 

Over the entire temperature range, the Ar mixture is slightly more affected and the CO2 mixture is 

the least affected by t50. Since Ar is more reactive due to its lower thermal heat capacity, it has 

shorter ignition delay times over the entire temperature range. Consequently, it is comparatively 

more affected by a similar reduction in t50. Referring to Figure 7-13 (b), the maximum percentage 

deviation from mean of ηt50, total ignition delay for the three diluent gas mixtures is ~14%. The large 

discrepancy in the effect of t50 is mainly due to CO2 also acting as a reactant in some of the 

elementary reactions. If just the Ar and N2 mixtures are considered, the maximum percentage 

deviation from the mean of ηt50, total ignition delay for the two diluent gas mixtures drops down to ~5%.  
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(a) 

 

(b) 

Figure 7-13: (a) Effect of t50 on first-stage ignition delay using different diluent gas mixtures. (b) 

Effect of t50 on total ignition delay using different diluent gas mixtures. 

Figure 7-14 (a) and (b) quantify the effect of post-compression heat loss on the first-stage 

and total ignition delay times, respectively, for the different diluent gases. The first-stage ignition 

delay is again minimally impacted by post-compression heat losses because of the short duration, 

which allows less time for the post-compression heat loss to influence the ignition process. Overall, 
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the post-compression heat loss has a similar effect on total ignition delay for all the diluent gas 

mixtures. However, in the NTC region, a minor difference in effect on each diluent gas is observed, 

which is majorly due to the difference in thermal capacities of the diluent gases. Since the Ar 

mixture has the shortest total ignition delay times, it is the least affected by post-compression heat 

loss and the opposite is applicable to the CO2 mixture. As temperature further increases, the effect 

of post-compression heat loss across the different diluent gas mixtures normalizes and reaches a 

maximum value at around Tc = 825 K, where the total ignition delay times are the longest. Beyond 

825 K, the effect of post-compression heat loss starts to reduce, as expected due to the shorter 

ignition delay times, for all the diluent gas mixtures as ηpost-compression heat loss, total ignition delay tends to 

zero.  
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(a) 

 

(b) 

Figure 7-14: (a) Effect of post-compression heat loss on first-stage ignition delay using 

different diluent gas mixtures. (b) Effect of post-compression heat loss on total ignition delay 

using different diluent gas mixtures. 

To summarize, post-compression heat loss and t50 have a similar effect on each of the 

different diluent gas mixtures. However, the effect of t50 has greater importance than that of post-

compression heat loss for all of the diluent gas mixtures tested. 
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7.8. Chapter Summary 

A simulation-based study to evaluate the influence of changing compression ratio on ignition 

delay times measured in an RCM is successfully carried out. Furthermore, an investigation on 

whether the evaluated effects are more prominent in a particular equivalence ratio mixture and in 

a particular diluent gas mixture is performed. A comprehensive set of test conditions was simulated 

to consider how fuel reactivity and ignition behavior coupled with the RCM’s configuration would 

result in unique ignition delay times. The simulation results have led to the following conclusions: 

• Compression time has a negligible effect on the first-stage as well as the total ignition delay 

times, as long as the post-compression heat loss and t50 are identical. 

• The reduction in percentage deviation of total and first-stage ignition delay times from 

about 9% to less than 5%, after maintaining similar t50 and post-compression heat loss 

across the six compression ratios, implies that initial conditions play a minimal role in 

affecting the first-stage and also the total ignition delay times. 

• Post-compression heat losses have minimal impact on the first-stage ignition at any of the 

compressed conditions studied. However, differences in the rate of pressure drop post-

compression cause differences in the heat release and the pressure and temperature rise 

during the first-stage ignition, which affects the second-stage ignition and hence the total 

ignition delay. 

• Longer t50 times indicate that the mixture spends more time at elevated conditions and is 

more reactive by the end of compression, leading to shorter first-stage and total ignition 

delay times. Longer t50 causes earlier initiation of radicals production, thereby shortening 

the ignition delay time. 
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• Conditions at which there is no two-stage ignition and the ignition delay time is 

comparatively longer are more affected by post-compression heat losses than by t50. This 

is because comparatively more time is allowed for the post-compression heat losses to 

affect the ignition process. However, the magnitude of the effect of post-compression heat 

loss remains less than that of t50 across all compression ratios, compressed conditions and 

equivalence ratios that were tested. 

• The higher the reactivity of the fuel, the more sensitive it will be to changes in t50. This is 

supported by studying the effects on ignition delay for varying equivalence ratios. Since 

ϕ=1.3 is the most reactive and has the shortest first-stage and total ignition delay times, it 

is impacted the most by t50 and the least by post-compression heat losses; followed by 

ϕ=1.0 and 0.7. 

• The above-listed effects are also observed in similar magnitudes when the diluent gas in 

the mixture (N2) is replaced with Ar or CO2. 

It can be concluded that t50 and post-compression heat loss are the factors that most 

significantly influence the ignition delay times. However, the finding of t50 influencing ignition 

delay more than post-compression heat loss is inconsistent with the observations made in the 

experimental study. This discrepancy may be due to the mass transfer between gases in the main 

combustion chamber and the crevice volume where the amount of mass transfer can vary as a 

function of the end of compression conditions, which in turn are dependent on compression time 

and t50. Additionally, some of the energy released in the first-stage of ignition is also expended as 

expansion work against the boundary layer in the test section. The aforementioned effects, in 

addition to the coupling between pre-ignition energy release, heat loss, and temperature 

distribution within the RCM, are not modeled in 0-D CHEMKIN simulations.
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Chapter 8. CONCLUSIONS 

This dissertation identifies and evaluates the influence of various parameters on the auto-

ignition delay times obtained at identical compressed conditions using a Rapid Compression 

Machine. This chapter concludes the work presented in this thesis. Since the findings are already 

summarized at the end of each chapter, the conclusions that answer the research questions posed 

in the introductory chapter are presented here. Furthermore, recommendations are suggested for 

future modeling and experimental work, which may aid in a better understanding of the 

discrepancy causing factors.  

8.1. Conclusions of research 

The main goal of this research was to identify the factors that cause a discrepancy in auto-

ignition delay measurements from RCMs, at identical compressed conditions. These factors are 

identified in the previously posed research questions which involved mixture preparation methods, 

compression ratios and diluent gas composition. Answers to the research questions previously 

posed are presented.  

• What are the reasons behind the discrepancies in measured auto-ignition delay data 

at identical compressed conditions? Which components of RCM testing have the 

strongest connection to the data discrepancy?  

The ignition characteristics are investigated by changing the mixture preparation 

method, compression ratio and diluent gas composition.  Changing the compression ratio, 

in turn, changes many other operating parameters, such as initial conditions required to 

achieve the same compressed conditions, compression time, surface-area-to-volume ratio 

and t50. The influence of each of these parameters on the ignition delay times was isolated 

and studied. 
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For a given compression ratio, the mixture preparation method, initial conditions 

and compression time had a negligible effect on ignition delay times, as long as the post-

compression heat loss and t50 were kept identical. This implies that surface-area-to-volume 

ratio and t50 are the factors that primarily influence the ignition delay times when the 

compression ratio is varied.  

Diluent gas composition was another major factor causing a discrepancy in data 

because it altered the post-compression heat losses. 

• Do the post-compression heat loss and t50 have a larger impact on ignition delay times 

at certain equivalence ratios? 

The higher the reactivity of the fuel, the more sensitive it will be to changes in t50. 

This was supported by numerically studying the effects on ignition delay for varying 

equivalence ratios of iso-octane and air. Since ϕ=1.3 was the most reactive and has the 

shortest first-stage and total ignition delay times, it was impacted the most by t50 and the 

least by post-compression heat losses; followed by ϕ=1.0 and 0.7. Post-compression heat 

losses were also observed to affect the ignition delay times; however, the effect of t50 was 

more significant. 

• Do the post-compression heat loss and t50 affect ignition delay times more for a 

particular diluent gas? 

The effects of t50 and post-compression heat loss on iso-octane ignition delay times 

were observed in similar magnitudes for a given equivalence ratio when the diluent gas in 

the mixture (N2) was replaced with Ar or CO2. In other words, t50 affects the ignition delay 

time of an iso-octane/oxygen/nitrogen mixture by the same amount as in an iso-

octane/oxygen/argon or iso-octane/oxygen/carbon dioxide mixture.  
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• Do the post-compression heat loss and t50 affect the first stage of the two-stage 

ignition process? Does a given factor affect a particular stage more than the other?  

Post-compression heat losses have minimal impact on the first-stage ignition at any 

of the compressed conditions studied. However, differences in the rate of pressure drop 

post-compression cause differences in the heat release and the pressure and temperature 

rise during the first-stage ignition, which affects the second-stage ignition and hence the 

total ignition delay. 

Longer t50 times indicate that the mixture spends more time at elevated conditions 

and is more reactive by the end of compression, leading to shorter first-stage and total 

ignition delay times. Longer t50 causes earlier initiation of radical production, thereby 

shortening the ignition delay time. 

• Is this discrepancy also observed during numerical analysis of RCM experiments? 

What other factors can potentially contribute other than those observed 

experimentally?  

The experimental results were supplemented with 0-D simulations which made use 

of volume profiles of the corresponding configurations of compression ratio and diluent 

gas. The numerical results also complemented the experimental results well.  

In addition to the thermal effects on the ignition delay, in the case of diluent gas 

composition, third-body collision efficiencies were also found to affect the ignition delay 

at all temperatures. Higher third-body collision coefficient resulted in shorter ignition 

delay. 
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As a result of longer t50, radicals such as H2O2, HO2 and CH2O were at higher 

concentrations by the end of compression, implying that the mixture was more chemically 

reactive, resulting in shorter ignition delay times.  

The CFD simulation results indicate that the temperature field during compression 

and post-compression is sensitive to non-uniform gas temperature present at the start of an 

experiment and is also influenced by buoyancy. The non-uniform boundary temperatures 

also led to thermal and species stratification as depicted by the compressed-gas temperature 

fields and OH concentrations. As a result, the computational results closely reproduced the 

features of the ethanol auto-ignition that were observed in the experiments. However, the 

ignition delay time predictions were not susceptible to this. 

8.2. Recommendation for Future Work 

During this research, a number of factors causing a discrepancy in auto-ignition delay data 

were identified, both experimentally and numerically. Over the course of completing this work, a 

number of potential future research ideas have emerged. Continuing work in these areas would 

enable a greater understanding of the discrepancy causing factors and would facilitate the 

comparison of ignition delay results across RCM facilities and within a single facility. From a 

numerical standpoint, considering the discrepancy causing factors would enable the development 

of models that could provide better predictions over a wider range of equivalence ratios, diluent 

gas compositions and RCM configurations. Suggestions for further experimental and modeling 

work include: 

• Further study of the effects of t50 and post-compression heat loss on ignition delay 

with multi-zone and CFD Modelling 
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The numerical finding of t50 influencing ignition delay more than post-compression heat 

loss is inconsistent with the observations made in the experimental study of iso-octane. This 

discrepancy may be due to the mass transfer between gases in the main combustion chamber and 

the crevice volume where the amount of mass transfer can vary as a function of the end of 

compression conditions, which in turn are dependent on compression time and t50. Additionally, 

some of the energy released in the first-stage of ignition is also expended as expansion work against 

the boundary layer in the test section. The aforementioned effects, in addition to the coupling 

between pre-ignition energy release, heat loss, and temperature distribution within the RCM, are 

not modeled in 0-D CHEMKIN simulations. For this reason, for better comparison and 

understanding of the effects of t50 and post-compression heat loss on ignition delay, either multi-

zone models coupling the RCM physics with the heat release [108,163–165] or CFD simulations 

need to be used. Furthermore, a linear post-compression heat loss rate does not accurately capture 

the actual rate of heat loss occurring in RCM experiments. This assumption would influence the 

temporal and spatial temperature profile and, in turn, the ignition delay times; since the reaction 

rates have a highly non-linear temperature dependence. With the basic understanding from this 

study, the analysis can now be made more complex by fitting a polynomial curve to the post-

compression profile which would more accurately capture the heat loss rate observed in the RCM 

experiments. 

• More accurate 3-D CFD Analysis 

Due to the considerably increased computational cost of simulating half the geometry of 

the RCM and considering mixture-averaged diffusion coefficients, adaptive mesh refinement was 

used to balance the simulation time and the accuracy of the simulations. Moreover, it was 

determined from 1-D flame simulations that in order to capture the thin radical layers, a mesh size 
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of about 4 microns would be needed which was infeasible to obtain given the limited resources. 

Therefore, more accurate reacting flow physics analysis can be conducted using more refined 

mesh. However, the use of such a fine mesh will not alter the solution before the ignition event. 

As such, the very fine mesh resolution needed during the ignition process is deemed unnecessary 

for the presented investigations on temperature distribution leading up to the ignition event. 

• Study of the effects of initial temperature inhomogeneities and buoyancy on the 

combustion of a two-stage ignition fuel  

Limited experimental studies have been done imaging the two-stage ignition process of 

iso-octane. Therefore, optical experiments of iso-octane at conditions where two-stage ignition is 

observed would not only provide insights into the ignition characteristics of iso-octane but would 

also help understand the effect of initial temperature inhomogeneities and buoyancy on the ignition 

process. It is suspected that the non-uniform boundary conditions and buoyancy would have a 

more prominent effect on fuels that exhibit NTC behavior and two-stage ignition. Neglecting 

buoyancy and validating mechanisms in such cases might lead to inaccurate and inconsistent 

predictions of the mechanism. More accurate predictions can be made using 3D-CFD and the non-

uniform temperature boundary conditions along with buoyancy. For instance, the comparatively 

lower temperature in the vortex region would provide the main contribution to hot ignition under 

some NTC conditions and have the potential to influence the timing of hot ignition during RCM 

experiments strongly. While chemistry occurring outside the vortex will drive the first-stage of 

ignition where initial temperature non-uniformities have little effect, the main ignition chemistry 

occurs in the vortex region, which was observed to be different in the buoyancy and no buoyancy 

cases. It would be interesting to see the effect of the break in the symmetry of the vortex ring due 

to buoyancy on the first-stage ignition and how the aerodynamics change after the first-stage 
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ignition. The total ignition delay results (i.e., first and second stage) obtained under such conditions 

have been shown to be extremely sensitive to non-uniformities in the initial temperature [107,166]. 

Hence, it is also suspected that considering the effect of buoyancy would strongly influence the 

total ignition delay data. Mechanism validations and the validity of 0-D simulations based on the 

approach of adiabatic volume expansion in predicting ignition delay needs to be further examined 

by comparing to the 3-D CFD simulations with buoyancy for varying compressed conditions in 

the NTC region.  

• Validating the adiabatic core hypothesis considering initial temperature 

inhomogeneities and buoyancy at different compressed pressures 

It is a well-known fact that the creviced piston is more efficient in suppressing the roll-up 

vortex at higher compressed pressures [3]. However, a study with buoyancy acting and initial non-

uniformities in the temperature field needs to be done at different compressed pressures to validate 

the adiabatic core hypothesis at these compressed conditions.   
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Figure A-1: MSU creviced piston with dimensions (in mm) 

 

Figure A-2: Comparison of Maximum Heat Release Rates at different compression ratios using 

Mixing Tank
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