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ABSTRACT

DEVELOPMENT AND APPLICATIONS OF SENSOR INTEGRATED HYBRID RFID
SYSTEM

By
Saikat Mondal

Today, Radio Frequency Identification (RFID) has become a multibillion-dollar industry.
RFID is primarily used for numerous object tagging and tracking applications such as road
toll collection service, facility access control, asset tracking in a supply chain to name a few.
Batteryless tag architecture and modern fabrication technology has enabled the miniatur-
ization and cost reduction of ultra-high frequency (UHF) passive RFIDs. There is growing
interest in the use of RFIDs for supply chain sensors (e.g., agricultural products and pharma-
ceuticals), underground object tagging (e.g., plastic pipes), low-power wearable devices, etc.
However, the RFID designs in their current form cannot meet the stringent requirements
of these new applications. Four key challenges that hinders the direct adoption of existing
RFIDs for these applications are: (a) clutter effect, (b) integration of sensors, (c) response
time, and (d) prolonged RF transmission from RFID reader for continuous sensor monitor-
ing. In this work, the fundamental limitations of conventional RFID system are described
in detail first, followed by proposed solutions leading to new RFID designs.

First, a dual frequency harmonic RFID system is proposed and demonstrated to mitigate
the clutter effect. Second, a low power digital interface sensing platform is demonstrated
for electrochemical pH sensor, targeted towards biochemical applications as an example.
Third, detailed analysis is performed at the component level to understand the efficiency

and response time dependence of the energy harvester within the RFID designs. Based on



the analysis, a model was proposed to estimate the response time of a conventional RFID
tag. Fourth, a dual mode RFID is proposed and demonstrated to reduce the transmit time of
RFID reader, hence reducing the effective RF transmission. Furthermore, the compatibility
of integrating these solutions together in a single platform are presented. This is important
as more than one challenge can be present in a single application. Finally, a hybrid RFID
configuration is proposed and demonstrated that is capable of simultaneously mitigating all

these four challenges.
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Chapter 1

Introduction

Radio Frequency Identification (RFID) has become an integral part of numerous appli-
cations such as road toll collection service, access control, tracking assets in supply chain,
credit cards, batteryless sensors to name a few [10-12]. RFID system works on a wide range
of RF spectrum starting from 100 kHz to few GHz. Among available RFID bands, the most
popular bands are 125 kHz at low frequency (LF), 13.5 MHz at high frequency (HF), 433
MHz, 868 MHz, 915 MHz at ultra-high frequency (UHF), and lastly 2.4 GHz at super high
frequency (SHF). RFIDs operating at 125 kHz, 13.5 MHz, 868 MHz, 915 MHz are generally
batteryless or passive in nature. Whereas, RFIDs operating at 433 MHz and 2.4 GHz are
usually battery powered or active in nature. Passive tags have limited range of operation as
they can be only powered by the reader, hence distance from the reader will greatly impact
the operation range. On the other hand, active tags can have long range more than 100 m
as the available power at the tag is not a major issue. The UHF RFIDs working in 868 MHz
or 915 MHz band has become the most commercially popular due to long range operation
in passive mode, miniaturized antenna with acceptable radiation efficiency, available band
with high power transmission capability, structured and defined regulatory protocols, low
cost manufacturing capability, and finally longer period of research and development. The
most recent UHF RFID protocol is EPC Gen 2, which primarily outlines the frequency of

operation, effective transmit power limit, two-way modulation specification, data encoding



Table 1.1: Advancement of RFID technology through decades.

Decade | Event

1940-1950 | Radar refined and used, a major World War II development effort.
Concept of RFID proposed in 1945~48.

1950-1960 | Development of RFID technology, primarily in laboratory.
1960-1970 | Development of RFID theory with field trials.

1970-1980 | Large companies such as Raytheon, RCA started development of
RFID technology.

1980-1990 | Early implementation of RFID started.

1990-2000 | RFID started being widely deployed. E-Z pass was formed.
2000-2010 | Introduction of EPC Gen 2 protocol, a unified protocol for RFIDs.
Started being implemented for supply chain, animal tracking.
2010- RFID industry worth around $8.5 billion in 2016.

scheme, timing and memory requirement, instruction set architectures (ISAs), anti-collision
protocols among many others [13]. The development history of RFID technology, as sum-
marized in Table 1.1, is quite fascinating and can be traced back around World War II
era [14].

An important development of RFID tag with practical demonstration was reported from
Los Alamos Scientific Laboratory [15]. A subcarrier was introduced at the tag side to perform
the backscatter modulation of the tag antenna. The subcarrier was introduced to remove
the clutter, which are caused from background reflection. Other notable development of
RFID tags from early days are Raytheon’s Raytag, Richard Klensch’s electronic identification
system from RCA. Apart from the system level design, there was also requirement of CMOS
fabrication technology miniaturization for small circuitry, development of EM theory for
efficient backscatter modulation, development of required software for adoption in large
scale business, development of printing techniques for manufacturing the RFID tags at very
low cost. All of the factors played a major role in creating a multi-billion dollar RFID

industry. Today’s RFID industry has become successful in numerous supply chain, electronic



toll system, financial banking, e-passport, library book tracking, building access, inventory
management as well as anti-counterfeiting for different parts in car industry. Each of the

major applications are discussed very briefly in the following section.

1.1 Applications

1.1.1 Electronic toll system

(b)

Figure 1.1: Widely used RFID for toll system (a) an EZ-Pass tag, (b) inside of an EZ-Pass,
and (c) the inside circuit of an EZ-Pass.

RFID technology has shaped public transportation largely by making the transportation
system seamless. Among all RFID applications, electronic toll system was the first appli-
cation to be commercially implemented. As an RFID tag embedded car reaches at a toll
booth, the overhead RFID reader scans the specific unique information from the tag. In the
US, electronic toll collection as efficient and effective method that eliminates long lines of
traffic. EZ-Pass is widely used in US and the inside circuit is shown in Fig. 1.1 (c¢). The
RFID tag works at 900 MHz but requires an external power supply for example an on-board

battery. Hence, the RFID tag in EZ-Pass is an active type.



1.1.2 Supply chain application

The major problem in supply chain management today is to locate a weak node in the
chain for proper functioning of the complete network. The problems can be leaving a package
or product behind during loading, misplaced during transportation, or proper storage in
warehouse. There can be multiple reasons for those problems, primarily of them is related to
human error due to manual interaction. Although major advancements in technology have
happened over the past decade, still partially manual driven supply chain is a part of any
modern supply chain.

Using RFID technology, an end to end monitoring and accounting is possible. The added
benefits of using RFID in supply chain are increased product visibility and transparency
with added location accuracy. Hence, RFID technology is proposed for multiple supply chain
sectors such as healthcare, food industry, agriculture etc. [16-18]. Among those supply chain
sectors, in food industry RFID was proposed earlier due to its low cost and small size to
ensure food safety by increasing the traceability of the food products in the food supply chain
[17,19]. The importance of RFID-based temperature sensor tags for cold food supply chain
has been described in [19]. The sensor enabled tags can record the temperature of individual
food packages and track the real time shelf life in case of any deviations in environmental
conditions during storage or transportation. According to [19], if food products with reduced
shelf lives arrive unexpectedly at a retailer, priority should be given to sell those items
to reduce the amount of food wastage. In [17], a detailed review has been performed to
discuss the potential of RFID technology in logistic development of different sectors for the
food supply chain. However, the visibility of the food products is limited by the amount

of information shared by each supply chain stage to its next stage. Implementing RFID



technology along with cloud based services would provide a digital trace of the food products
during their lifetime and thus making the food supply chain visible to everyone.

Auto-ID Labs network was initiated in 1999 in the field of networked RFID and emerging
integrated sensing technologies. Auto-ID was responsible to design the architecture for the
Internet of Things (IoT) and Electronic Product Code (EPCglobal) for identification of
the items in the supply chain [20,21]. The primary objective was to develop hardware,
software, protocol, communication interface, specification, and business research related to
RFID [22,23]. The business case was very important for the supply chain to succeed as a

huge cost scaling down was necessary, which was demonstrated in [23] making a tag cost
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Figure 1.2: Low cost example UHF RFID tags for supply chain applications.

around 5 cents.

In recent days, RFID has huge application in modern days supply chain industry. To
compete with existing barcode or QR code based optical system for object identification,
RFID tag price required to be significantly cheaper. By late 2000, with screen printing and
availability of low cost miniaturized RFID IC, bulk manufacturing of cheap RFID tags was
possible. Re-usability, long read range, and electronic surveillance made possible to monitor
products in a supply chain seamlessly. Embedding the RFID tags within products will also
help to fight counterfeiting as well as maintain inventory in numerous industries [24,25]. The
tags primarily used in supply chain are usually passive and work at UHF band. An example

screen printed RFID tag is shown in Fig. 1.2.



1.1.3 Financial banking

Another major application of RFID technology is in financial banking for contactless
transaction. Multiple contactless transaction systems such as Google pay, Android pay,
wireless credit card has been introduced [26,27]. The technology although based on RFID,
is a little variant due to requirement of enhanced security [28]. More precisely, the technology
is Near Field Communication (NFC) which uses a near field antenna and NFC chip. The
communication range is limited to very short distance to avoid confusion in transactions
and protect the cards from stealing sensitive information from long distance. The NFC
chip along with antenna is embedded within the wireless credit cards, and the smartphones
during manufacturing of the devices. Since, a separate and completely independent chip is
embedded, the communication is independent of SIM card or other wireless connection of
the smartphone. In Fig. 1.3, a NFC credit card with a NFC reader is shown. There can be
few security issues with the NFC based communication [28]. The primary security issues are
1) eavesdropping, 2) data corruption and modification, 3) data insertion, 4) middle-man-
attack. Multiple schemes have been proposed to counter the attacks such as encryption,

token system etc.

Figure 1.3: Contactless credit card with NFC reader.

Usually, the NFC card uses a token system to restrict the use of sensitive data. In the



token system, the NFC card sends a token to the NFC reader and the NFC reader sends
the token to Token Service Provider (TSP). The TSP maps the token to find where the card
information is stored and the stored information is fetched from Card Data Vault (CDV).
Once the card transaction is verified, a confirmation is sent back to the NFC reader, which
confirms the transaction. For the contactless cards, no additional pin or identification is used
from the user side, which makes the transaction fast compared to other traditional magnetic

strip or chip based cards.

1.1.4 Sensing with identification

Recently, another interesting topic of research has been the integration of sensors along
with identification. As the RFID ICs already have harvested energy, the power can be used
for additional sensing operation. In literature, multiple cases of sensor integrated RFID
is demonstrated [29-31]. The conventional RFID architecture primarily relied on system
concepts which exclusively serve one-way and low data rate traffic, and was designed for
sending short message consisting only ID and was never intended for streaming sensor data.
Proposed RFID sensor network design required extra functionality and processing power at
the tag. Also, as the harvested power is limited at the passive tags, the read range would be
limited for higher data-rate sensor data transmission.

The architecture of the sensor integrated RFID is more or less similar with the following
components: 1) the RF front end including the antenna and the circuity for rectification
and voltage regulation, and 3) a (low power) digital back end. when a carrier is sent from
the reader, the induced RF voltage at the tag antenna is rectified and regulated for a fixed
DC voltage. Usually all the functionality are performed using a single IC in commercial

RFID chip. However, for sensor coupled RFID, there are not any additional pins for the



sensor integration. Hence, in literature the proposed RFID based sensors are based on

microcontroller and discrete circuit components.
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Figure 1.4: A commercial moisture sensor with interdigited capacitance for sensing.

Recently, few commercial RFID based sensor tags are active in market for different sensing
applications such as temperature, moisture, positioning etc. [32]. However, majority of the
sensor tags are non-customizable, which means the sensor based RFIDs will work only for
a specific application. An example moisture sensor is shown in Fig. 1.4 with interdigited
capacitance for sensing at the center. A RFID platform (SLA) for different type of sensors is
commercially available. However, the SLA architecture consumes lot of power, which limits

the read range of the sensor in passive mode of operation.

1.2 RFID System and Components

Figure 1.5: A typical RFID system with reader and tag.

A RFID system primarily consists of a reader and multiple tags, where the reader obtains
information from the tags wirelessly. A typical RFID system with a reader and a tag is

shown in Fig. 1.5. In RFID communication, the reader provides the RF carrier signal,



which is backscatter modulated by a tag according to a specific bit stream. The bit stream
is called digital address or ID of the RFID tag and the address is saved in a non-volatile
memory inside RFID tag. The digital address is either programmed as factory set condition
or reprogrammable during later operation. This address is non-programmable in a read-
only tag and rewritable in a read-write tag. Like any other wireless communication, the
backscatter modulation technique requires an antenna for transmission and reception of RF
energy. Hence, A RFID tag contains two building block components: an antenna and an IC

for providing the digital address as shown in Fig. 1.7.
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Figure 1.6: RFID tag antenna and IC at the center.
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Figure 1.7: Block diagram of RFID internal circuit.

A generic basic block diagram of the internal circuitry of a RFID chip is given in Fig. 1.7.
As mentioned earlier, the RFID tag contains an antenna and an IC. Within the IC, there are
primarily two major components: 1) energy harvester, and b) digital microcontroller. Once
a RFID tag is illuminated with RF power, the energy harvester converts the RF power into

DC, which drives the digital microcontroller. The efficiency of the energy harvester is very



important as it will primarily dictate the read range of the tag from the reader. When the
DC power is available, the detector circuitry is activated within the microcontroller. The
detector circuitry detects the specific code sequence, sent by the RFID reader. Based on the
code, the microcontroller decides what task to perform. A programmable tag can perform
multiple actions based on the reader query: 1) write specific digital address or ID at the tag,
2) send the ID data to the reader, 3) perform a specific action such as writing at specific
registers, etc. The digital controller contains non-volatile EEPROM register, where the ID is
stored. Some advanced microcontroller includes a password protection scheme to access the
registers and hence to change the ID address. The microcontroller can be more complicated
based on the intended applications. Among other important analog sub-circuit parts, two
noteworthy components are a) voltage regulator, and b) random number generator. The
voltage regulator maintains the rectified DC voltage at a defined level to protect from over
voltage. When multiple tags are present in the environment, tag collision happens if more
than one tag reply simultaneously. To avoid this scenario, the microcontroller activates
the random number generator to decide when to transmit back to reader. The tag performs
backscatter modulation by switching on and off the high frequency switch, which is connected
parallel to the antenna as shown in Fig. 1.7. The mathematical formulation and physical

interpretation of backscatter modulation is provided in next section.

1.3 Backscatter Modulation

The conventional single frequency RFID operates on back-scattering principle. The early
development of back-scattering principle started around in early 1950’s after Yagi-Uda an-

tenna was reported. In back-scattering, impedance change in one antenna can be measured

10



by another antenna coupled to it. A few notable works on coupling of multiple antennas
were reported in [33-35]. In those works, as a general approach, a simultaneous integral
equation using Hallen’s method and variational expression is formulated. Then the expres-
sions are further simplified and solved for different purposes for example a) determining
broadside back-scattering cross section for a center loaded cylindrical dipole with arbitrary
load impedance [33], b) analyzing impedance parameters of coupled antennas [34], and c)
a generalized scattering formulation applicable for back-scattering and bi-static scattering
with active or passive loads extendable to N loads [35].

In back-scattering, a single antenna is used as transmitter and receiver for measuring the
impedance change of the target antenna. And in bi-static scattering two separate antennas
are used as transmitter and receiver for impedance change of target antenna. Although
back-scattering RFID is predominantly used, bi-static RFID is not very uncommon [36].
Bi-static RFID is usually helpful for localizing a RFID tag in 3D space. If there is only a
reader antenna and a tag antenna, then the formulation is a two port network. However, the
network changes to N port based on number of reader antennas or tags present. To keep the
formulation simple, single reader and tag antenna is considered with the medium in between
them reciprocal. Also, only passive load is considered for the RFID tag loading.

The detailed mathematical formulation of backscatter modulation working principle is
provided in Appendix A with two antenna system as shown in Fig. 1.8. The objective of the
analysis was to find the analytical expression of modulation depth due to two different load
impedance at the RFID tag antenna during modulation. Maximum modulation depth is
always desired as that would ensure the detectable signal level over the inherent noise level.
Now, with the help of modulation depth expression (1.1), it would be easy to find the realistic

load impedance combination during modulation that would provide maximum modulation
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Figure 1.8: Two cylindrical dipole antennas with different dimensions.

depth. In the analysis, the tag antenna was considered a dipole antenna with infinitesimally
small width and the reader antenna was considered infinitesimally small dipole for simplified

expression.

5 1 1

V2(2) = VP (1) = Ziy Zon+ 719 Zost 711

11(0) (1.1)

1.3.1 Coupled antenna impedance

Computation and simulation are performed to verify the antenna coupling effect with
different load impedance at one of the coupling antennas. Using small reader antenna ap-
proximation described above, computation is performed for different combination of load
impedance for maximum modulation depth. For computation, six different combinations
are considered. The combination pairs for load impedance considered are [0, 73], [0, 30],
(30, 73], [30, 200], [73, 200], and [0, 200]. Each of the cases are termed as case I, II, III, TV,
V, and VI and the modulation depth is computed for those six cases according to Equation

(A.23). The simulation was performed in Ansys HFSS. In the simulation, the percentage
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change in impedance at the reader antenna was measured for load impedance change at the
tag antenna for the previously mentioned six test cases. In the simulation, both the reader
and tag antennas were considered as quarter-wavelength antennas. For both computation
and simulation, [/a is considered as 560 to make sufficiently thin-wire approximation while
maintaining smooth meshing during simulation. The operating frequency considered is 900
MHz, and the separation distance between two antennas is 1.2\. For computation, the small

reader antenna length is considered as dl/l = .025.

|-ICcl>mpultatioln | I

o o o o = = =
N E=N [9)] 2] o [A] P
] 1 1 1 1 1 1

Normalized scattered impedance change
o
o

ce°" oo s Ve N case N ose ™

Figure 1.9: Normalized scattered impedance change at the reader antenna for different cases
according to Equation (A.23). Normalization was performed with respect to case 1.

In Fig. 1.9, the normalized scattered impedance is plotted due to two different load
conditions. In Fig. 1.10, the percentage change of reader antenna input impedance for
different cases of load impedance pair across the tag antenna is tabulated. From Fig.s 1.9
and 1.10, it is evident that the simulation result closely follows the pattern of computed
result. The best modulation depth is found for the load impedance pair of 0 © and 200

Q. As the load impedance increases further from 200 €2 towards infinity, the modulation
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depth becomes more stronger. In the test case analysis, 73 {2 was chosen because of the
real impedance of a standard dipole antenna at resonance is 73 2. However, as the RFID
tag is supposed to do energy harvesting, one of the antenna impedance choice should be
the conjugate of energy harvester input impedance, which is standard impedance as 50 €2.
The another impedance choice can be either a short or open circuit. Circuit-wise performing
short operation at the antenna input is easier compared to open operation. Hence, the best
suited load impedance pair for the coupled antenna based modulation architecture are 0
Q and 50 ). In chapter 4, a standard RFID with sensor is demonstrated with two load

impedance pair as 0 €2 and 50 €2 for two different modulation states.
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Figure 1.10: Normalized percentage change in impedance at the reader antenna for the same
six different cases as shown in Fig. 1.9. Normalization was performed with respect to case I.

1.4 Thesis Organization

The dissertation thesis is organized as followed:

e Chapter 2 presents the four primary challenges in conventional RFID. Solution to each

14



of the problems is presented from Chapter 3 to Chapter 6.

Chapter 3 presents the harmonic RFID, capable of mitigating the clutter effects.

Chapter 4 presents a low power generalized digital RFID platform, which can be used

to integrate analog sensors with digital RFID interface.

Chapter 5 presents component level study on energy harvester for efficiency and re-

sponse time analysis.

Chapter 6 presents a dual mode RFID, capable of reducing RF transmission time

significantly from RF reader.

Chapter 7 finally concludes the thesis and proposes the possible future works.
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Chapter 2

Challenges with Conventional RFIDs

In the previous chapter, the applications and simple working principle of conventional
RFID is demonstrated. Undoubtedly, RFID has become a multi-billion dollar industry today;,
and applicability of conventional RFIDs in new areas is being researched. One of the primary
success reasons for passive RFID is the batteryless and small footprint architecture. This
specific feature enabled RFID desirable for applications such as: 1) underground or buried
object tagging and sensing, 2) RFID as a sensing platform (RaaSP) for a broad range of
sensors, 3) Low power operation for longer range or operating in a lossy medium, 4) Sensing
and monitoring in an environment where prolonged RF power transmission is not desired.
In spite of having many advantages, conventional RFID in its current form is not capable of
working for those applications due to fundamental working principle. The primary challenges

outlined are as followed:
e Clutter and multipath effect
e Sensor integration
e Low power operation and response time
e RF transmission from the reader

Each of the challenges are analyzed in detail and the best possible solutions are proposed

in the upcoming chapters. This chapter is primarily dedicated towards understanding the
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physical limitations of conventional RFID. One chapter is dedicated for each of the four
challenges to propose a solution or understand the fundamental limits. All those solutions
are combined into a single new type of hybrid RFID, which is proposed in the last chapter,

mitigating all these four primary challenges.

2.1 Clutter and Multipath Effect

Clutter is described as an unwanted signal, which can obscure the desired signal and hence
diminish the system performance. Clutter source in conventional RFID can be several: 1)
self-jamming due to mismatch at the antenna port, 2) multi-reader jamming when multiple
RFID readers are transmitting simultaneously and one can jam the another, 3) reflection
from nearby objects [1,2,37]. The primary clutter objects are usually different in different
applications. For example, primary clutter object is biological body for a body area network
(BAN) sensor or sensor monitoring body vitals [38]. In underground object tagging, the
ground is the primary source of clutter [39,40]. Similarly, in industrial environment, metal
objects are source of clutter [41]. The different clutter sources are shown pictorially for
multiple scenarios in Fig. 2.1.

Conventional RFID system 5
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Figure 2.1: Different sources of clutter (a) self-jamming [1], (b) multi-reader jamming [1],
(¢) reflection from human body in a BAN sensor [2].

In [41], mathematical formulation is provided to show how the clutter phase noise can
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shadow the low power tag return modulation signal. Also, experimentally it was demon-
strated that the read rate of a conventional RFID reduces in presence of a clutter source.
The read rate is directly correlated to signal to clutter ratio (SCR), and hence, read rate can
be monitored to quantify the clutter effect. The reflection clutter was measured in [2] using
the conventional RFID front end. In the reader front end, the baseband amplifier should be
of very low noise in order to measure the system phase noise [42]. If the tag returned signal
is of very low power and low frequency, it can get buried under the strong clutter phase
noise.

RFID has become widely accepted in enterprise supply chain management system as
it improves the efficiency of inventory tracking. In the supply chain, RFID tagged object
localization using RF signal is a desired feature. The RF localization is primarily done using
received signal strength (RSS), or phase based, or combination of both [43,44]. However,
precise localization in conventional RFID system is a challenge due to a) multipath effect, b)
undesired interference, c¢) presence of multiple tagged objects [45]. In RSS based localization,
the signal attenuation level is monitored and the distance is estimated from Friis transmission
equation. Multipath effect is stronger in this method due to received signal power level
measurement. In phase based measurement, the phase of arrival of the backscattered signal
is measured. However, accurate phase based localization is possible when the bandwidth
is wider, which is difficult for conventional RFID system with only 30 MHz bandwidth.
Interference among multiple readers is possible and can contribute for distance uncertainty.
Also, when the RFID tags are densely populated, it becomes difficult to remove localization
ambiguity among the tags. The inherent problem lies at the frequency of operation and the

ambiguity reduces with increase in the operating frequency of operation.

18



T Reader @ f,

Figure 2.2: Single frequency RFID tag and background reflector.

2.1.1 Clutter formulation

RFID systems operating at single frequency are susceptible to clutter noise or self-
jamming in multiple readers setup and an analysis on signal to interference ratio (SIR)
was shown in [1] in case of self-jamming when multiple readers would be transmitting to-
gether. Additionally, single frequency RFID tags can be disadvantageous while operating in
a cluttered environment. In Fig. 2.2, a single frequency RFID tag is shown in presence of a
background reflector. If the tag and the reflector are at a distance Ry and Ro respectively,
the received power at the reader due to tag and the reflector represented as P+ and Py, can

be shown as in (2.1) and (2.2) respectively.

o P,G2G2MT 2.1)
T T 4r Ry A ‘
P.G2)\2
rr — LZ- (2'2)
(4m)3 1,

In (2.1), P; and Gy represent the transmitted power and antenna gain of the reader, G
represents the tag antenna gain and I' depends on the on-off switching of the tag. When I’
is 1, the tag behaves like an ideal reflector and when I" is 0, the tag is an ideal absorber.

From the presence and absence of reflected power, the ID sequence is decoded at the reader.
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Figure 2.3: (a) Tag modulated signal, (b) Received tag signal at the reader in absence of
any reflector and (c) Received tag signal at the reader in presence of a reflector.

In (2.2), o represents the radar cross section (RCS) of the reflector.

When a RFID tag receives a single frequency signal fj, it modulates the signal at fo+ A f
and fo — Af, which appears as the sideband of fj as shown in Fig. 2.3(a). Once the tag
modulated signal reaches to the reader, the reader extracts the tag encoded ID at Af by
heterodyne mixing. In absence of any reflector, the dynamic range (DR) of the tag DR,
would be determined by (2.3), where I ¢, represents the conversion efficiency for a practical
tag at fundamental frequency and RS represents the reader’s sensitivity level at fo+ Af or
fo — Af. However, the scenario would be different in presence of any reflector within the
field of view of reader antenna. As the reader oscillator is not an ideal one, the oscillator
would have phase noise (PN) at fo + Af or fo — Af, which would be backscattered by a
reflector. As a result, there would be reduction in DR as shown in Fig. 2.3(c) leading to poor
tag detection rate when PN dominates over RS. The clutter signal effects more strongly
when the received tag signal is close to RS level. The DR in presence of reflector DRy, as
given in (2.4) would depend on the distance, dimension and shape of the reflector. In this
scenario, even though the RS level is improved, it would not improve the tag read range in

presence of strong reflectors.
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2.1.2 Clutter measurement

It is important to quantify the clutter effect after mathematical formulation. A standard
single frequency RFID reader system is shown in Fig. 2.4. In general, any oscillator has
its standard phase noise around the carrier center frequency. In the presence of a strong
clutter object, the background clutter will appear along with the tag modulation signal. In
absence of clutter, the noise level will be primarily determined by the reader’s minimum
sensitivity. In presence of strong clutter signal, the noise level will be primarily determined
by the reflected clutter signal, which may dominate under strong reflections.

Based on the conventional RFID reader front-end, a RFID reader was constructed as
shown in Fig. 2.4 to measure the effect of clutter. In the reader, first the single frequency
signal is amplified and transmitted through a transmitter antenna. Now the back-scattered
tag signal or clutter will be received at the same antenna. The return signal is downconverted
using the carrier signal to obtain the baseband signal. To ensure the reader noise figure
minimization, an ultra-low noise amplifier with input voltage noise density of 2.4 nV/ VHz
was used to amplify the baseband signal before sampling and performing FFT analysis. In
the baseband signal, there are two parts: 1) tag modulation, and 2) return clutter signal. The

phase noise of the transmitted signal will dominate under strong cluttered environment. The
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experimental setup to demonstrate the clutter effect is shown in Fig. 2.4. In the experiment,
a metallic cabinet was used for the clutter source. Three set of measurements were taken
at different distance from clutter source to show how clutter can effect the low frequency
tag-modulated signal.

At first, the RFID reader was kept at a distance of 25 ¢m from the clutter object and
the downconverted baseband signal is shown in Fig. 2.5(a). Due to specific phase noise
characteristics of the oscillator, when transmitted signal from the reader gets reflected from
the clutter object and after downconversion the phase noise was captured as shown in Fig.
2.5. When the distance was increased from 25 cm to 40 cm, the pattern of the phase noise
remains same with decreased amplitude, as expected, as shown in Fig. 2.5(b). The response
without any clutter source was measured using a broadband microwave absorber. In absence
of strong reflected signal, the background noise dominates over the phase noise as shown in
Fig. 2.5(c). The spikes in all the three graphs consist of even and odd harmonics of 60
Hz noise, which can be eliminated using better DC source. It is clearly visible that in the
presence of a clutter object, the phase noise level impacts significantly at lower frequency.
Hence, single frequency conventional RFID system can have disadvantage specifically in
biological systems under strong clutter for low frequency tag modulation (lower or equivalent

to 200 Hz).

2.2 Sensor Integration

RFID technology has become a good choice for sensing and monitoring at remote location,
where it is difficult to probe or wired future maintenance access such as battery change is

not possible. Many applications are in the field of structural health monitoring (SHM)
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Figure 2.4: Front-end of a standard single frequency RFID reader.
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Figure 2.5: Phase noise after FFT analysis for cases when the reader antenna is (a) 25 cm,
(b) 40 cm away from the clutter source, and (c) 40 cm away from an absorber.

[46, 47], intra-vehicular sensing network [48], utility such as gas pipeline sensing [40, 49|,
remote monitoring of hazardous environment [3,50], low-cost sensing for end to end supply
chain [4,51-53], non-invasive human vitals sensing for health monitoring [54]. The primary
objective of those reported sensors is to integrate them with RFID system and operate them
wirelessly and without battery. The earlier reported sensors can work nicely wirelessly and
without battery. However, the sensing elements are fundamentally analog in nature. The
sensors convert physical parameters to electrically realizable signal such as voltage, current
or impedance. As the output voltage, current, and impedance from the sensors are analog
in nature, interfacing those sensors with conventional RFID system becomes requires use of

digital interface, which is a challenge in nature due to requirement of low power ADCs.
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Figure 2.6: Wireless and batteryless sensing system: (a) a pH sensor with sensor output
embedded in phase information [3]; (b) a food volatile sensor with sensor output embedded
in the resonance frequency shift [4].

In earlier reported wireless and batteryless sensing systems, the analog sensors are usually
integrated to directly impact the phase or coupling power level of the interrogating signal.
For example, in [3,50] the sensor output is converted into phase and integrated with the
interrogating signal. The sensor signal is extracted at the interrogator from the relative phase
change. However, the system needs initial calibration for the phase change due to distance
traversed by interrogating signal, which propagates through the medium between sensor tag
and interrogator. The scenario becomes specially challenging when the sensor tag is not static
and the relative distance of the tag from the interrogator is continuously changing. Among
other analog sensing methods, the resonance frequency shift method is also very popular
[4,51]. In resonance frequency method, coupling of two coils are used, where one coil is with
the sensing element and the other with the interrogator. The sensing element is usually
capacitively coupled with the inductive sensor coil, forming a LC' tank. The capacitive
loading of the sensor is detected from the shift in resonance frequency. Coupled coil based
sensing has become very popular as they require minimum components. However, there are
two major challenges with this kind of sensing: 1) a comparatively wide frequency sweep is

required to ascertain the resonance frequency peak, requiring a wider system bandwidth; and
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2) the coupling co-efficient starts reducing drastically when the relative distance between the
sensor and interrogator increases, hence the minimum detection limit is a function of relative
distance. Also, the relative orientation of the coupled coils greatly affects the coupling co-
efficient. Examples for both type of wireless and batteryless sensor system is shown in Fig.

2.6.

Figure 2.7: Example of sensor integrated with conventional RFID IC: (a) the sensing element
is integrated on top of the antenna [5]; (b) the sensor tag antenna and in the inset sensing
element integrated in between antenna and RFID IC [6].

In order to integrate the wireless and batteryless sensors with RFID, another alternative
approach became popular, where the sensing element is directly embedded on the antenna
of conventional RFID tag or in between the antenna and RFID IC [5,6]. In [5], two example
sensors are demonstrated, where the sensing element is placed on the antenna and the sensing
element changes impedance based on external stimulus. As the antenna impedance changes,
the power received at the interrogator changes and from the change, the sensor output is
extracted. Similarly, in [6], the sensor is placed in between the tag and antenna. Based
on the impedance change, the reflected power level from the tag is changed, which would
provide the sensor state. Those kind of RFID integrated sensors are simple in architecture,
but the tag reflected power level will also be effected by the environment. To mitigate that

effect, a redundant tag can be used to provide the reference sensor level. However, other
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complexities such as coupling between multiple tags, area requirement, special packaging
will arise. Examples for both type of conventional RFID IC integrated sensor system are
shown in Fig. 2.7.

A more practical approach is demonstrated in [55], where the analog output of the sensor
is converted into digital bits and integrated with the RFID tag ID bits before sending the
ID sequence back to the reader. In this method, the sensor output is not susceptible to
environment factors. However, an extra analog to digital converter (ADC) is required to
convert analog signal into digital bits, which usually consumes extra energy unless selectively
chosen. However, this kind of sensing introduces quantization error, which reduces the tag

sensor sensitivity.

2.3 Low Power Operation and response Time

Passive RFIDs predominately operate on harvested energy and RF to DC conversion is
used due to ubiquitous operation requirement independent of light, temperature, or wind.
Hence, the power consumption at the tag is limited by the energy harvesting. Naturally,
the range of the tag is limited by the power consumption, which increases with addition of
functionality such as digital sensing, security, and so on. Hence, a popular idea is to charge
a comparatively large storage capacitor for longer time and use the stored energy within a
short interval of time. This technique helps in reduction of average power consumption but
at the cost of longer start-up time due to charging of larger capacitance. Hence, a tradeoff
should be maintained between the following two factors while designing an energy harvesting
unit: (a) maximum discharge energy, and (b) start-up time.

The power consumption at the tag for digital operation are primarily (a) static, and (b)
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Figure 2.8: Schematic block diagram of the RFID tag during energy harvest.

dynamic consumption. The static power consumption remains constant at a fixed voltage
but the dynamic power consumption strongly depends upon the switching frequency. In
digital circuits, the dynamic power consumption usually contains the larger share of total

consumption and is denoted as in (2.5).

2
denamic xafVip (2.5)

From (2.5), it is evident that the power consumption increases in proportionate to the
frequency of operation f and in square law to the voltage of operation Vpp. In (2.5), « is
termed as the switching probability between the 0" and "1’ state. For low power operation,
the operating frequency and Vpp level should be kept as small as possible. Vpp level is
determined by the process technology using which the monolithic IC is fabricated. With
introduction of smaller process nodes such as 10nm, 7nm, or 5nm, the power consumption
can be substantially reduced. On the other hand, the frequency of operation is primarily a
design parameter and can be reduced by efficient design architecture.

Apart from power consumption, the energy harvesting should be efficient enough to
supply the necessary power for consumption. The harvested energy at the tag Pjurpest 1S
expressed as in (2.5), where the reader transmitted power is P, antenna gain is G¢, distance
between tag and antenna is d, tag antenna gain is G, reflection co-efficient between tag IC

and tag antenna is I', energy harvester efficiency is n assuming d > (2D2 /A), where D is the
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Figure 2.9: Analysis on energy harvest at the tag vs. distance with varying consumption.
largest aperture of the reader antenna, and Gy >> G,. The scenario is shown in Fig. 2.8
and expressed in (2.6).

P GG A2
Pharvest = W(l - F2)77 (2'6)

The maximum range of the tag dyqx is defined as the distance between the tag and
reader, for which the following condition is fulfilled as expressed in (2.7), where Py qmic 18

the dynamic power consumption at the tag and Pj;,4. is the static power consumption.

Prarvest = denamic + Pstatic (2'7)

A simple analysis with P, = 30 dBm, G = 6 dBi, G, = 0 dBi, I' = 0, and n = 30%, is
shown in Fig. 2.9 about the read range of the tag, considering different power consumption at
the tag. The maximum read range decreases from 9 m to 6 m, when the power consumption
at the tag increases from 10 uW to 20 uW. Hence, the average power consumption at the
tag should be as low as possible for maximum read range. A detailed analysis on the energy
harvesting will be performed to show the efficiency and response time dependency on the

circuit components.
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2.4 Prolonged RF transmission from reader

Continuous RF radiation from the reader is another challenge in conventional RFID.
To keep the RFID tag functional, the reader should be always illuminating and continuous
RF radiation may not be always desired. Recently, there has been multiple studies on the
adverse effects of prolonged RF radiation on human body [56-58], with few studies reporting
significant chromosomal DNA damage. Most of the studies included cellular, bluetooth,
wearable device frequency bands, starting from 700 MHz upto 5 GHz. Among different
applications of UHF RFID, few desired ones are sensor integrated RFID within human
body, or integrated sensors as wearable devices or in vicinity of human body. Continuous
RF radiation can be detrimental in those cases if the radiation time is long and of high
power. As the conventional RFID tags can backscatter only when RF carrier is present,
continuous RF power should always reach at the tag for desired modulation. Hence, it is
fundamentally impossible to extract sensor information from conventional sensor integrated
RFID without radiating RF power from the reader. The scenario is described pictorially
in Fig. 2.10, where the desired scenario with reduced RF radiation transmit time from the
reader is shown in Fig. 2.10(b).

As a preventive measure, alternate ways of reduced RF transmit time was explored
in this work. The proposed dual mode RFID will be capable of backscattering as well
as synthesizing its own carrier to communicate with the reader. The dual mode RFID
has significant advantage in reduction of effective transmit time while monitoring the tag

integrated seamlessly.
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Figure 2.10: (a) RF radiation on human body, and (b) Desired effective RF radiation time
reduction from the reader.

2.5 Summary

Different challenges in conventional RFID are outlined in this chapter. The solutions for
the four major problems as outlined at the beginning of the chapter, are proposed individually
in the subsequent chapters from Chapter 3 to Chapter 6. In Chapter 7, the possibility of a

single integrated hybrid RFID is proposed, capable of mitigating all the four major problems.
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Chapter 3

Harmonic RFID

In chapter 2, the challenge due to clutter issue in conventional RFID was discussed
in detail. To overcome clutter issue, different digital encoding schemes were explored in
the literature. In [59], an optimum maximum-likelihood sequence detector (MLSD) scheme
was implemented which showed a 3 dB improved system performance compared to the
conventional ML sequence detector. However, there is a fundamental limit to the system
performance of passive tags under the same frequency operation [60,61]. The SCR can be
increased dramatically by implementing the RFID communication channel in two different
frequency bands, one for uplink and the other for downlink. In this dual frequency operation,
the weak signal from the RFID tag can easily be filtered and amplified at the interrogator
to obtain a clutter-free signal. Harmonic RFID tags operate in two frequency bands by
transmitting ID data at the harmonic of the received signal frequency and thus it has emerged

as a potential solution for long-range RFID tags in a cluttered environment [1].

3.1 Background

Clutter and localization issues can be substantially mitigated by employing harmonic
RFID solution. In harmonic RFID, the tag and reader operates at two different frequencies:
a) reader to tag downlink at fundamental frequency, and b) tag to reader uplink at harmonic

frequency. In harmonic RFID, the tag generates harmonic of the reader transmitted signal
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and uses the harmonic as carrier for modulation. Harmonic RFID has advantage over clutter
as the clutter appears at fundamental frequency, whereas the tag return signal is at harmonic
frequency. Hence, the clutter cannot obscure the desired signal unlike the conventional RFID
system.

Similarly, the localization is also improved using harmonic RFID. In [7], it was exper-
imentally shown that as the phase information is contained within the second harmonic,
interferences and phase errors caused by direct reflections of the interrogating signal are
greatly reduced. Also, the phase information is better preserved in harmonic operation and
immune to background interference, as demonstrated in [3]. Simultaneously, as the readers
transmit only fundamental frequency, reader to reader interference will be greatly reduced.
Additionally, as the harmonic frequency reduces the operating wavelength, the localization

accuracy is significantly enhanced [62].

Figure 3.1: (a) Harmonic phase based localization in presence of a scatterer [7] (b) Harmonic
phase based sensing with better immunity to background clutter [3].

CMOS based frequency multipliers are quite popular as they can readily be integrated
with other digital processing CMOS circuits, albeit their high power consumption [63]. Other
choices are the use of zero bias Schottky diodes [39] or varactor diodes, largely used in the

design of nonlinear transmission line (NLTL) [64]. However, Schottky diode based harmonic
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generators are not suitable for ID modulation because of self-biasing and large current re-
quirements during the on stage. On the other hand, the potential of NLTL as a harmonic
RFID was shown in [65] and a developed tag circuit was reported in [1]. However, the har-
monic RFID tag in [1] used a microcontroller based architecture, which required relatively
high power during operation (~ 100 uW) and was not a cost-effective solution. Due to high
power consumption, the range of a microcontroller based RFID tag would be limited. In
some architectures, the power is harvested over a long period of time and the tag sends the
ID within a very short time period after activation [66]. In this case, a complex system
architecture and signal latency would be an issue. To overcome these problems, an ultra-low
power harmonic RFID tag is proposed in this work that operates in a continuous mode.
The wireless communication link of RFID tags can be categorized broadly into two groups:
1) mutual coupling of the magnetic field through coupled coils [67] and, 2) using antennas
for far-field communications [39]. For the first type, the tag is mutually coupled to an
interrogator within one wavelength distance usually in LF and HF bands. Whereas, far field
antenna based tags mostly operate in UHF band as high as 2.5 GHz [39]. In the spectrum
of license-free RF bands, there are very few bands available, which meet the criteria of
fundamental and harmonic bands. Among the license-free bands, available bands are ISM
6.78 MHz and ISM 13.56 MHz duplex, ISM 13.56 MHz and ISM 27.12 MHz duplex or ISM
434 MHz and SRD 868 MHz duplex [68]. At low frequency, RF communication is performed
using magnetically coupled coils, which are inefficient in power transfer [69]. Hence, relatively
high-frequency band 434 MHz and 868 MHz duplex were chosen for harmonic tag design in
this work. The proposed harmonic RFID system consists of an interrogator and an harmonic
RFID tag. The interrogator transmits a signal at fundamental frequency (fp). When the

signal is received by the harmonic tag, it generates and transmits back the second harmonic
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Figure 3.2: Fundamental and harmonic antenna setup in between the tag and reader.

(2fp) of the fundamental frequency at a specific sequence, which is decided by the ID or
IP address of the tag. Upon receiving the transmitted signal from the tag, the interrogator
demodulates the sequence at 2fj and the specific ID of the tag is obtained.

This chapter is organized as followed:

Design of NLTL, a low power harmonic generator is discussed.

A first generation harmonic RFID tag with two antennas is shown.

A second generation single antenna based miniaturized harmonic RFID is shown.

Lastly, efficacy of harmonic RFID in presence of clutter is illustrated.

3.2 Nonlinear Transmission Line: NLTL

In this section, it will be shown how the harmonic generation efficiency can be enhanced
by using specific operating condition and multiple number of varactor diode as harmonic gen-
erator elements. The generated harmonic signals from multiple sections are added in-phase
to generate very low conversion loss harmonic output. One such structure is called nonlinear

transmission line (NLTL). The NLTL can be a continuous co-planar waveguide (CPW) line
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on a semiconductor substrate with discrete metal semiconductor junction diodes [8,70], or
distributed configuration using metal-semiconductor junction on GaAs substrate [71], or dis-
crete inductor and varactor diode structure fabricated monolithically [9], or discrete inductor
and varactor diode structure fabricated on a PCB using discrete packaged components [72].
As the maximum bandwidth is dictated by the NLTL cut-off frequency, a monolithic fabri-
cation would provide the most operational bandwidth as high as 20-30 GHz [8]. Examples
of differently fabricated NLTLs are shown in Fig. 3.3, for (a) discrete diodes on CPW line,

and (b) discrete diodes and inductors.

mu..loU””””

00
transmission line

brass

0/0

Iauncher O
block \_ (15) diodes

'wrap-around”
ground

Figure 3.3: (a) Example of NLTL: (a) Discrete diode with CPW line [8] (b) Discrete inductors
and diodes shown at the top [9].

3.2.1 Design principle

The design principle of NLTL is described in detail in [2,8,72] with periodic structure of
multiple sections of NLTL. There are different methods of designing NLTL circuits, among
which the prevalent one is to approximate an equivalent LC' network similar to a transmission
line but with nonlinear capacitance due to diode instead of constant capacitance.

Any diode operating in nonlinear region acts as a harmonic generator. The voltage

dependent capacitance of a diode is expressed as followed in Equation (3.1). In (3.1), Cjo,
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Vj and m are diode characteristics parameters, where V; is the forward junction voltage and
m depends on the doping profile of the semiconductor. The voltage V' denotes the applied
voltage across the diode, which consists of a DC term V. and an AC term Vg.. The DC
term denotes the fixed voltage, at which the diode is biased constantly. The time varying
charge ¢(t) across the diode can be represented by time varying AC voltage and the DC bias

as shown in Equation (3.2).

Cio
C = (1 n T )m where, V = V. + Ve (3.1)
Vv
J
Vie + Vac@®) 1™
o(t) = Co 1+ 1] v 4 vt (3.2)
J

If Equation (3.2) is expanded, ¢(t) is expressed as a combination of different higher order
AC voltage terms. In (3.3), ag, a1, and ag are the co-efficients of corresponding DC, first
order AC, and second order AC (or harmonic) terms of the time varying voltage. The other

higher order modes are neglected, as primary focus is generation of second order harmonic.

q(t) = ag + a1 Vae(t) + agV2A(t) + agVi(t) + ... (3.3)

If the diode is terminated across a load R, the output voltage can be obtained in terms
of all harmonics or higher order modes of applied time varying input voltage. If the input

voltage is a single sinusoid term, all the harmonics will appear at the output, as shown below.

Vout(t> :i<t> * R

:Véc<t) * [al + 2a2vac<t) + 3@3‘/;126@) + }

36



L/2 L L L L/2

m\__m__Sm ‘apapt
4 | | L
Acv) 2w Acvy A c(:.r')'u%'1
<=

k c(v)

Figure 3.4: Lumped element representation of the NLTL with a single cell NLTL at the
bottom.

The amplitude of the output harmonic power will primarily depend on the diode pa-
rameters such as m, and V;. Additionally, the constant DC bias V. will also effect the
harmonic generation. Physically, any diode or nonlinear device generates strong harmonics
at its maximum non-linear region. The maximum non-linearity region can be obtained of a
varactor diode by measuring capacitance with change in bias voltage. Curvature co-efficient
v, which is a pre-factor of non-linearity can be extracted from the C-V curve of a varactor
diode.

Once, conditions for maximum harmonic generation from a single varactor diode is ob-
tained, the efficiency can be further enhanced by combining multiple varactor diodes, and
the design topology is termed as nonlinear transmission line (NLTL). Due to periodicity, one
popular way to model the lumped element based NLTL sections is use of ABCD matrix.
The lumped element based NLTL is shown in Fig. 3.4 with a single cell. The ABCD matrix
of a single cell NLTL is first formulated. Based on the single cell model, the multi-cell NLTL
can be extended with cascaded multiple single cell. For a single cell NLTL as shown in Fig.
3.4, the ABCD matrix is expressed as given in Equation (3.5). After simplification, the form

of the ABCD matrix becomes as given in Equation (3.6).
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Now, as the NLTL system should be symmetric at a fixed C, the ABCD matrix given
in (3.6) should be symmetric in nature. However, the expression in (3.6) is in simplified
form ignoring the loss in series inductors and shunt capacitors. By incorporating the series
resistance R and parallel conductance G, the expression in (3.6) can be modified as in (3.7).
With the simplified symmetric condition of ABCD matrix being imposed, the characteristics
impedance of the NLTL as Zj 77 can be expressed in terms of design parameters as in
(3.8). The solution for L can be readily derived by solving (3.8) with the known capacitance
of the diode.

L w2I?

2
o1 —ANrrL (3-8)

For a long network of NLTL with multi-stage elements of m, the total composed ABCD
matrix of the m-stage network becomes as given in Equation (3.9). Now, with any order of
NLTL, the final composed network will be symmetric in nature too, as each of the elemental

matrix is symmetric in nature. The loss effect increases exponentially With more number
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of stages from the derived ABCD matrix for lossy case. Hence, an optimum stage number
exist, beyond which the harmonic generation does not improve with addition of more stage
number. A theoretical analysis was performed in [73] to describe the harmonic generation

by a NLTL.

A B A B
— (3.9)
C D

mstage single

The Telegrapher’s equations for NLTL was solved in [73] to express the output at har-
monic frequency in terms of nonlinearity factor and fundamental frequency input. As men-
tioned earlier, number of NLTL stages is important as it decides the maximum harmonic
output power availability. Primarily two major events happen in NLTL: (a) the output
harmonic power is added in-phase as the input propagates through the NLTL, and (b) at-
tenuation of both harmonic and input power as the physical NLTL is lossy in nature. The
in-phase output power addition is used extensively in optical regime as parametric mix-
ing [74,75]. In parametric mixing, a high power pump signal and a low power idler signal is
provided as input and the difference term is obtained as mixing output. When the idler is
exactly at twice frequency of pump frequency, a harmonic generator is obtained. However, in
microwave harmonic generators, the idler is not required to be provided separately as there is
always small amount of harmonic will be present with the pump signal. The optimum num-
ber of stages or the NLTL length would be based on this two contrasting factors, until the
harmonic generation is more than attenuation. As a good practice, the NLTL attenuation

should be kept as low as possible for maximum harmonic output power.
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3.2.2 Simulation and measurement

Prior to the design, all the required circuit simulations were performed using ADS from
Keysight. For the simulation, varactor diode model recommended by Skyworks was used.
As lumped components were used for the design, lumped passive components were used in
simulation. After modeling, the simulation result was later verified with the measurement
result. The measurements were performed using a Vector Network Analyzer (VNA) for

reflection and transmission co-efficients of the NLTL circuit. The results are shown below

for different number of stages.
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Figure 3.5: (a) S11 and (b) So; for different number of NLTL stages.
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Figure 3.6: (a) S11 and (b) Sa1 for three number of NLTL stages at different DC bias.
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Figure 3.7: (a) S11 and (b) So; for four number of NLTL stages at different DC bias.

The measurement results show the transmission line behavior of the NLTL. As the number

of stages are increased, the roll-off of the So; increases as shown Fig. 3.7(b) and 3.6(b). The

S11 behavior of different NLTL stages shows that most of the power is passed through the

NLTL upto 1 GHz. When the bias voltage is changed, the effective capacitance of the
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varactor diode changes, and it will change the transmission characteristics of the NLTL.

3.3 Harmonic RFID: Gen 1

The first generation harmonic RFID developed at MSU is presented in this section. The
harmonic RFID system in general includes RFID reader and tag. The primary features of

this harmonic RFID system are:

e Gen I harmonic RFID tag has 8-bit ID integrated with it.

e [t has two antennas, one for transmission and other for reception at the tag and reader.

e The tag has a RF power splitter to provide RF energy for harmonic generation and

energy harvesting.

Different parts of the Gen I harmonic RFID system are discussed in detail subsequently.
The three parts discussed here are: (a) antennas used for both reader and tag, (b) harmonic

tag circuit, and (c) harmonic reader circuit.

3.3.1 Antennas

The antenna provides the wireless link for power and data transfer in between the har-
monic RFID tag and interrogator. Three different antennas designs are needed for the
complete system design as illustrated in Fig. 3.2. The antennas associated with the tag
should be small for a miniaturized tag design. On the other hand, the reader antenna should
have a high realized gain for efficient long range tag interrogation. Additionally, the size
constraint is not stringent on the reader antenna as compared to the tag. Hence, two dif-

ferent type of antennas were designed at the fundamental frequency (fg) for the reader and
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Figure 3.8: Antenna structures for (a) Meandered dipole (434 MHz) for tag side, (b) Me-
andered dipole (868 MHz) for tag and interrogator sides and (c¢) Yagi-Uda (434 MHz) for

interrogator side.
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Table 3.1: The dimension of different antenna designs

Yagi-Uda (fj)
Reflector Director
Parameter | Dimension(mm) | Parameter | Dimension(mm)
a 282 b 134
Meandered Dipole (fj)
Parameter | Dimension(mm) | Parameter | Dimension(mm)
a 6.25 e 48
b 55 f 17
¢ 31 g 3
d 6.75 h D
Meandered Dipole (2f)
Parameter | Dimension(mm) | Parameter | Dimension(mm)
a 23 ¢ 8
b 10

tag. The transmitting antenna of the reader is a high gain two elements Yagi-Uda antenna
and the receiving tag antenna is a small meandered dipole antenna operating at (fy). Apart
from fy, the harmonic system also operates at 2f; as shown in Fig. 3.2. Hence, a common

meandered dipole at harmonic (2f) frequency was designed and implemented for the tag

transmitter and the interrogator receiving end.
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Figure 3.9: Effect of T-match on input impedance shown on Smith chart from 100 MHz to
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Figure 3.10: Radiation pattern of the Yagi-Uda with and without the back reflector.
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Figure 3.11: Simulation and measurement results for (a) 434 MHz meandered dipole, (b)
434 MHz Yagi-Uda and, (c) 868 MHz meandered dipole antenna.

3.3.1.1 Meandered dipole antenna

Different meandered dipole or loop antenna designs have been proposed to achieve com-
pact size in the UHF frequency band [76,77]. Meandered dipole antennas have become
popular for RFID applications due to their compact size and easier to impedance match to
high impedance RFID ICs [76]. Here, a A;/2 meandered dipole antenna was designed and
fabricated on RO4350B board from Rogers Corporation. It has a dielectric constant () of
3.6, where A4 corresponds to the effective wavelength at (fy). By meandering, the effective
dipole length of the antenna is maintained while reducing the board size. However, there
is a tradeoff between antenna effective size and gain. In [78], genetic algorithm was used
to optimize in between gain and area occupied by the meandered dipole. In this work, an
optimized design topology from [78,79] was adopted for the meandered dipole with reason-
able gain while maintaining small size. The meandered dipole antenna as shown in Fig.
3.8(a) has a gain of 0.98 dBi with an effective board area of 48 em? at (fy) after simulation.
Additionally, the input radiation resistance of a meandered dipole reduces from the standard
dipole as described in [80]. Conventionally, a T-match is used to match the low impedance

antenna to a high impedance system [76]. The antenna design parameters are shown in
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Table 1.1. The effect of T-match on input impedance matching of the meandered dipole is
shown in Fig. 3.9 with respect to a 50 €2 measurement system.

Another meandered dipole at (2fy) was designed following the same design principles.
This antenna showed a gain of 2.1 dBi with an effective board area of 18.7 em? at (2fp) from
the simulation. The design parameters of the antennas are provided in Table 3.1 as shown
in Fig. 3.8(b). This way two meandered dipole antennas were designed at fundamental (fj)

434 MHz frequency and harmonic (2fy) 868 MHz frequency.

3.3.1.2 Yagi-Uda antenna

A two element Yagi-Uda antenna was designed for the interrogator to achieve high gain
during transmission. As the fundamental operating frequency is at 434 MHz, a planar multi-
element Yagi-Uda implementation would occupy large space on the board. Hence, the design
was restricted only to two elements having one driving element and one reflector element.
The design parameters of the antenna elements is shown in Fig. 3.8(c) are provided in
Table 3.1. Simulated antenna gain patterns in the E-plane are shown in Fig. 3.10 with and
without the back reflector. From the simulation result, it can be verified that the forward
gain improves by 4 dB and an improved front to back ratio (FBR) of 10 dB compared to a
simple dipole design.

The antennas were fabricated on a 1.52 mm thick RO4350B board using a milling ma-
chine. The reflection coefficients (S71) were measured using a network analyzer. Fig. 3.11
shows the simulation and measured results of the antennas. The conductor line width is 1.5

mm for all the antennas unless it is mentioned otherwise.
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Figure 3.12: Harmonic tag architecture with different components.
3.3.2 Harmonic tag design

The architecture of the harmonic tag circuit along with antennas is shown in Fig. 3.12. It
consists of the following components: 1) Power splitter (PS), 2) Harmonic doubler (HD), 3)
Energy harvesting unit (EHU) and 4) Digital modulation unit (DMU). The PS, at the input,
divides the received RF signal into two parts: (a) for energy harvesting in the EHU and (b)
for harmonic generation from the fundamental carrier signal (fy) in HD. One advantage of the
designed harmonic tag is that it can operate in continuous mode, which means that it harvests
energy and transmits ID information simultaneously. This is in contrast to a conventional
tag, which first harvests and then transmits the ID. Here, once the EHU harvests the required
energy, it activates the DMU, which triggers the HD ‘off’ and ‘on’ sequentially. A simple
amplitude shift keying (ASK) based modulation was adopted for triggering. Based on the
‘off” and ‘on’ sequence, the HD subsequently generates the harmonic signal. The interrogator

identifies the ID by reading only the harmonic signal.

3.3.2.1 HD using NLTL

Use of NLTL as an efficient HD has been reported previously [64]. The equivalent discrete
component realization of a NLTL is shown in Fig. 3.13. It consists of a periodic series
inductance and shunt varactor diode combination. The capacitance of a varactor diode

shows non-linear behavior as a function of DC bias. The harmonics of the input f signal
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Figure 3.13: A three stage nonlinear transmission line (NLTL) with matched termination at
434 MHz.

are generated at the varactor due to its inherent non-linearity. The varactor should be biased
at the strongest nonlinear region of its C-V characteristics for maximum harmonic power
generation as described in [65]. Once this bias condition was determined, the inductance
value was calculated for impedance matching to a 50 €2 load at 434 MHz (fy). A three-stage
NLTL was designed using L=10 nH and Skyworks SMV1405 varactor diodes. The varactor
diode shows maximum non-linearity close to its threshold voltage, where the depletion width
is minimum. The DC sweep of the three-stage NLTL shows a maximum harmonic generation
at 0.6 V forward bias as shown in Fig. 3.14. However, increasing the bias voltage further did
not help as the varactor started operating in the conduction mode. As shown in Fig. 3.14,
the NLTL produces a maximum harmonic power of -25 dBm at a 0.6 V bias. In comparison,
at 0 V it produces -51 dBm at an input power of -10 dBm. Hence, an analog DC voltage 0.6
V was used for digital state ‘1’ and 0 V for the digital state ‘0’ to achieve an RF isolation of
26 dB between the ‘on’ and ‘off” states. The modulation signal from DMU was fed through
an high impedance inductor, 0.1 mH, to isolate the RF path from the low-frequency digital

signal as shown in Fig. 3.13.
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Figure 3.14: Measured second harmonic output power of a three stage NLTL as function of
DC bias for input power of -10 dBm at 434 MHz.

During wireless operation, one end of the NLTL was terminated with an antenna operat-
ing at fo for RF reception and another end with an antenna operating at 2fy for harmonic
transmission. However, the 2 fy operating antenna does not show 50 €2 input impedance at
fo as shown in Fig. 3.8(b). Hence, the NLTL was terminated with the 2fy antenna through
a matched termination circuit as shown in Fig. 3.13. The other choice was to choose the
inductors of the NLTL for impedance matching with the 2f; antenna. However, this would
complicate the performance evaluation of the NLTL, which would be easier when matched to
the standard instrument impedance of 50 2. The matched termination uses a high frequency
50 € resistor for impedance matching at fy. Additionally, the matched circuit includes a
series resonator at 2f( to prevent the drainage of harmonic power into the resistor. The re-
flection coefficient (S71) of the matched termination is shown in Fig. 3.15 with and without
the 2fy operating antenna. A good matching was observed at f irrespective of the presence

of the (2fy) operating antenna. Whereas at 2f, all the input power was reflected back in
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Figure 3.15: Measured reflection coefficient of the matched termination with and without
2 fo antenna.

the absence of antenna and radiated in the presence of antenna. Hence, the harmonic power
was transmitted instead of being absorbed by the resistor. The design parameters for the

matched termination are provided as C1=6.8 pF, L1=5 nH, C2=8.2 pF, L2=9 nH and R=50
Q.

3.3.2.2 Energy Harvesting Unit (EHU)

The EHU provides the required DC power to drive the DMU and HD. Among the many
energy harvesting methods that can be used, here an RF energy harvesting circuit (RF
rectifier) was adopted. Diode-based RF rectifiers are usually used due to good conversion
efficiency from RF to DC power. Schottky diode HSMS-2850 was chosen due to its higher
conversion efficiency at low RF power [81]. As the RFID tag was intended to use at very
low received power (< -5 dBm), the DC voltage level generated by a single rectifier was not

sufficient to drive other modules. Hence, a voltage multiplier topology was adopted to boost
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Figure 3.16: 4-stage charge pump circuit with matching network and DC voltage regulator.

up the rectified voltage. A conventional Dickson charge pump configuration was adopted as
shown in Fig. 3.16 [82]. The 8 diodes were connected along a long chain of 4-stage in this
configuration. A matching network was designed using Cj; = 10 pF and L;; = 26 nH to
maximize power conversion at fy. However, the DC voltage at the charge pump output was
not regulated. Hence, a 1.8 V Linear Drop Output (LDO) voltage regulator (TPS79718Q)
by Texas Instruments was used to supply regulated DC voltage within the circuit. Two
capacitors Cpc = 10 uF were used at the input and output of the voltage regulator to
maintain a stable DC supply and remove high-frequency noises. The measurement results
of regulated and unregulated DC voltage are shown in Fig. 3.17. The EHU was capable of
generating regulated 1.8 V at the minimum input power of -12 dBm.

The input impedance of the EHU is shown in Fig. 3.18, which shows good matching at

434 MHz. The designed EHU had a measured quality factor of 8 with the matching network.

3.3.2.3 Digital Modulation Unit (DMU)

The DMU provides the ‘on’ or ‘off” ASK modulation signal to the HD according to the
ID. A simple design from [83] was adopted in this work for the modulation scheme. The

design uses a parallel to serial 8-bit shift register to load up the stored digital data and

51



B
o
1

—=— Unregulated i
—— Regulated

Output voltage (V)
N 0
o o

—_—
oo
1

16 14 42 -0 -8 -6 -4
Input power (dBm)

Figure 3.17: The unregulated and regulated DC voltage generated by the EHU.

Figure 3.18: Input impedance of the EHU with marker at 434 MHz.
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transmit it. When the LD pin of the shift register (SN74HC165PWRG3) was activated, it
loaded the 8-bit ID in parallel and then transmitted serially upon deactivation of the LD
pin. The timing diagram of the serial output pin due to clock and LD input signal is shown
in Fig. 3.19. The LD signal should be deactivated for 8 clock periods as the shift register
sends 8 bit of data signal serially during that period. The in-phase LD signal was derived
from the clock signal using four D flip-flops. The block diagram of the LD signal generation
from the clock along with the serial ID is shown in Fig. 3.20. The low power D flip-flops
(SN74AUP1G80DCKR) generated the LD signal at frequency f../8, where f.;. was the
frequency of the clock signal. An ultra-low power oscillator by Micro Crystal was used to
generate the clock signal at 32.768 kHz. Each component of the DMU was designed to
work at least at 1.8 V. However, the complete DMU can work properly without bit loss at
comparably lower DC voltage of 1.5 V. Implementation of the DMU using this architecture
would be cost and power effective and easy to implement compared to a microcontroller,
where programming is required. The number of ID bits is scalable by using multiple shift
registers and synchronizing the clock timing. Serial output from the shift register was fed
to a voltage divider to convert the CMOS voltage levels into NLTL realizable voltage levels,

which was 0.6 V for high state and 0 V for low state.

3.3.2.4 Power Splitter (PS)

In contrast to conventional RFIDs, the tag was designed to operate in a continuous
mode, which means the tag would send the ID data continuously during interrogation. In
this mode, the EHU and HD need to operate simultaneously. Hence, a PS was implemented
to divide the received power into two parts: 1) The first part would be harvested in EHU

and power up the DMU 2) the second part would provide the fundamental input signal
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Figure 3.19: The different stages of signal generated by the DMU. Description from top to
bottom: 1) Serial output of the shift register, which is the ID, 2) LD signal, and 3) Clock

signal.
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Figure 3.20: The D flip-flop setup to generate the LD signal from the Clock signal.

o4



100 -

DC power (u\W)

:

—=— HD consumption
—+— DMU consumption|]
—a— EHU harvested

46 12 8 -4 0
RF input (dBm)

Figure 3.21: DC power consumption and harvest by HD, DMU, and EHU independently.

to the HD. Apart from the DMU, the HD also consumed DC power at logic ‘high’ state.
However, the power requirement by the DMU and the HD unit was different. To determine
the DC power needed by these units, the DC power consumption of each unit was measured
independently at varying RF input power, as shown in Fig. 3.21. The generated DC power in
EHU was calculated from the efficiency of the Schottky diode as described in [84]. The DMU
consumed a constant DC power of 32.5 uW irrespective of the input RF power. However,
the DC power consumption by the HD was dependent on the input RF power. The total DC
power consumption was the addition of HD and DMU power consumption. The tag can only
operate properly when the harvested DC power is more than the total DC power consumed.
From Fig. 3.21, it is evident that the majority of the DC power was consumed by the DMU
compared to the HD at low RF power. Hence, more RF power should be channeled into the
EHU compared to the HD to minimize the RF activation power of the tag.

For comparison, two studies were performed, one with equal and the other with unequal
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Figure 3.24: The tag circuit photograph with different components as compared to a penny.

power splitting. In the first case, the PS divided RF signal equally to the EHU and HD.
Whereas in the second case, the EHU received 6 dB more power compared to the HD. Both
the cases were plotted in Fig. 3.22 and it can be noted that the unequal power splitting
activated the tag at 3 dB less power compared to equal power splitting. However, due to
unequal splitting, the HD received 4 dB less RF input signal compared to equal splitting,
which means the generated output harmonic power would be lower for unequal splitting,
which was compensated by increasing the LNA gain in the interrogator.

The PS was designed as shown in Fig. 3.23 for unequal division. Load impedance of
50 Q at (fp) was considered at all input and output ports of the PS design. After the
design and measurement validation of each component, the complete tag was assembled on
a printed circuit board (PCB) using surface mount discrete components. A photograph of
the completed tag circuit is shown in Fig. 3.24. Antennas were attached with the tag circuit

using SMA connectors to form a complete harmonic RFID tag.
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Table 3.2: Comparison with other work reported in literature.

Ref Technology Architecture ID Frequency Min. Input Read Range
Band Power
[1] Microcontroller Harmonic RFID Yes 915 MHz- 0 dBm NA
1.8 GHz
[85] Microcontroller Single frequency RFID Yes 915 MHz 0 dBm 4.5 m @ 30 dBm
transmitted
[86] 0.13 um CMOS Single frequency RFID EPC Gen2 915 MHz -14 dBm 7 m
[87] Schottky diode Harmonic RFID No 1.2 GHz- NA 40 cm @ 8 dBm
2.4 GHz transmitted
[88] 0.35 pum CMOS Single frequency RFID Yes 900 MHz -18.5 dBm 4.5 m @ 4 W EIRP
Q Ijoqq = 1.5 uA transmitted
[89] NA Single frequency RFID Yes 900 MHz -22 dBm NA
This work Discrete component Harmonic RFID Yes 434 MHz- -6 dBm 1.8 m @ 18 dBm
868 MHz transmitted and 7.2 m
@ 30 dBm projected

3.3.3 Reader design

An interrogator was developed as shown in Fig. 3.25 to read out the ID from the harmonic
RFID tag. A stable frequency synthesizer was used to generate the 434 MHz (fj) signal.
The (fp) signal was amplified at 18 dBm using a power amplifier (PA). As the receiver
works at the second harmonic (2f) frequency, it was important to mitigate the transmission
of harmonics, which were generated from the PA. Hence, a low-pass filter with a cut-off
frequency of 500 MHz was used at the output of the PA and before antenna element. When
a harmonic tag is activated within the illuminated area it sends back the modulated (2f)
signal to the interrogator. Once the interrogator receives the harmonic (2fy) signal from a
tag, the signal is passed through a high-pass filter to eliminate the clutter at (fy). It should be
noted that the reduction of coupling between the receiving and the transmitting antenna at
both (fp) and (2fy) enhances the SCR, antenna performance, and the maximum detectable
range. Hence, in addition to the filters and narrowband antennas, the transmitting and
receiving antennas were aligned in a cross-polarization position in both tag and interrogator
to further minimize coupling. The received RF signal at (2fp) was then amplified using an
LNA with 34 dB gain before feeding it to an envelope detector. As the returned harmonic
power has a weak signal, a sensitive detector diode was used for the envelope detection. In

the subsequent stage, an RC low pass filter was used to obtain only the low-frequency 1D
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signal to remove the high-frequency RF signal. Once the time domain demodulated sampled
data is acquired from a digitizer, sample averaging is performed followed by pulse shaping

to obtain the digital ID bits.

3.3.4 Wireless measurement

Rx (2/)
Envelope — j
Detector « /F
—| Digitizer |—| CPU |
T)((f) / /\
Frequency \ i ‘//
Synthesizer \\

Figure 3.25: Integrated interrogator system.

Tag

After assembly of the board, the harmonic tag was programmed with an ID sequence of
‘01100101” and kept at a distance of 1.8 meters from the interrogator for the measurements.
Different processing stages of the demodulated received signal are shown in Fig. 3.26. The
SNR of the signal improved once it was averaged over 100 points. The pulses were shaped to
logic levels after comparing them to the zero crossing voltage value, which was dynamically

assigned from the average of ‘high’ and ‘low’ level of voltage magnitudes.
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Figure 3.26: Demodulated received signal (a) after digitization, (b) after averaging, and (c)
after pulse shaping and bit recovery.

3.4 Harmonic RFID: Gen 11

Although the Gen I tag satisfied all the functional conditions, it had few disadvantages,
which are prevalent in contemporary harmonic RFID tags. The reported harmonic tags have
a major disadvantage of using multiple antennas or inefficient energy harvesting mechanism.
Due to operation at two separate carrier frequencies for uplink and downlink communication,
miniaturized compact antenna design is a challenge for harmonic RFID. The total antenna
occupied area increases dramatically for multiple antennas [38,41]. The harmonic RFID tag

was improved in Gen II version. The primary features of Gen II harmonic RFID system are:

e Gen II harmonic RFID tag has programmable and expandable memory for ID gener-

ation.

e Number of antenna at the tag was reduced to one. The reader still uses two antennas

like in Gen .

e This tag does not require extra RF power splitter. Hence, the number of functional

components is reduced.
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Apart from antenna design, harmonic RFID tag circuit configuration also needs to be
improved for enhanced harvested power. In RFID operation, the modulation is performed by
periodically changing the antenna impedance, shorting for one state and matched termination
for the other state. When the antenna is shorted, no RF energy enters in the tag and hence
the tag requires a latency time for sufficient energy harvesting before starting modulation. In
other harmonic RFID tag configuration, reflection mode harmonic back-scattering was used
similar to conventional RFID, where the entire RF energy is directed towards the harmonic
generator at one of the modulation states [1]. In both cases, the energy harvester does not
harvest for one of the modulation states. The clock speed for modulation can be increased or
additional energy hungry operation such as sensing or computation can be included within
the tag ciruit by harvesting energy during both the modulation states.

In this work, a compact single antenna based harmonic tag is proposed, which can harvest
RF energy during entire modulation period. As the development was primarily done for
tag circuit, development of Gen II tag is only discussed here. The harmonic tag has two
components 1) antenna and 2) tag circuit. The block diagram and the fabricated tag design
is shown in Fig. 3.27. First, the dual frequency compact antenna design procedure and
response is shown. In following, detailed design of NLTL integrated energy harvester as a

harmonic RFID tag is discussed.

3.4.1 Antenna

The design procedure of the dual frequency antenna is described step by step in this sec-
tion. One primary objective of the antenna design is miniaturization. Among different tech-
niques, meandering is a popular choice for miniaturized antenna from design perspective [78].

However, a dipole antenna usually starts to show as a narrow-band behavior with increase
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Figure 3.27: (a) The block diagram and (b) fabricated part of the single antenna harmonic
tag.

in meandering [79]. Now, if the responses at both fundamental and harmonic frequency are
narrow-band, with a frequency shift due to fabrication tolerance, the new narrow-band har-
monic resonance may not be exactly twice of the new narrow-band fundamental resonance.
Hence, making one of the two resonance frequency wide-band will minimize the issues from
fabrication tolerance. The harmonic frequency was chosen for the wider band resonance for a
compact tag size. First, a simple bow-tie was designed at the harmonic resonance frequency.
In the next step, meandering was performed at the side edges of the bow tie until a second
resonance is observed at the fundamental frequency. Finally, the design was fine tuned to
obtain good matching at both fundamental and harmonic resonances. However, it should be
noted that although the meandering will create a second resonance, the radiation will not be
efficient at that frequency. As meandering is performed to miniaturize the antenna at low
frequency, the bandwidth at low frequency is very narrow.

The antenna design starts with a simple bow-tie as shown in Fig. 3.30(a). A planar
feed is added to connect the circuit with the antenna. First the bow-tie is optimized for
a broad-band response at the harmonic frequency of 900 MHz. At this stage, the antenna

has bandwidth of 110 MHz with center frequency at 900 MHz from the simulation result.
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Figure 3.28: Dual frequency designed antenna. All the dimensions are in mm.
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Figure 3.30: The step by step procedure for dual frequency single antenna design.

In the consecutive step, slits are cut at the ends of the bow tie to provide effective line
length for the fundamental resonance frequency as shown in Fig. 3.30(b). As shown in
reflection co-efficient response, the harmonic resonance frequency remains almost unaltered
for structure in Fig. 3.30(b) due to negligible edge current at harmonic frequency. At
fundamental frequency, the new resonance frequency is obtained at 445 MHz. At this stage,
the antenna has bandwidth of 5 MHz with center frequency at 445 MHz and bandwidth
of 70 MHz with center at 935 MHz. The shift of harmonic resonance frequency center is
due to the slits. At the final stage, the antenna was fine-tuned as shown in Fig. 3.30(c) to
obtain desired fundamental and harmonic frequency response with center at 445 MHz and
890 MHz respectively. The simulation was performed using HFSS by ANSYS to validate the
final design before fabrication.

In Fig. 3.29, the simulation and measured results are shown for the designed antenna as

in Fig. 3.28. Simulation was performed using Ansys HF'SS and the antenna was fabricated on
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top of Rogers RO4350 board using standard lithography process as outlined in APPENDIX
B. Due to fabrication tolerance, the fundamental resonance frequency has shifted by 11
MHz. As 70 MHz bandwidth was considered at the designed harmonic resonance, with
the fundamental resonance frequency shift, the antenna still resonates at the harmonic of
the new fundamental resonance. the post-fabrication final working pair of fundamental and

harmonic frequency pair are at 434 MHz and 868 MHz respectively.

3.4.2 Tag circuit

The tag circuit primarily has three components: 1) Energy harvester, 2) Nonlinear Trans-
mission Line (NLTL), and digital circuit. NLTL can be realized by periodically arranged
inductor and varactor diodes with detailed design procedure as demonstrated in [41]. The
NLTL generates multiple harmonics when interrogated by a single frequency RF signal un-
der activation due to the nonlinear varactor diodes. In Fig. 3.31 the NLTL response with
multiple stages and different bias conditions is shown.

When measured using a VNA, the NLTL with different number of stages show a broad-
band response from 100 MHz to 1 GHz. The broadband response remains unaltered (571 <
-10 dB) upto 900 MHz for a two stage NLTL under forward bias condition from 0 V to 0.6
V as shown in Figs. 3.31(a) and 3.31(c). At 0 V bias, the transmission loss in 2-stage NLTL
is primarily due to lossy inductors. When the NLTL is driven at forward bias condition, due
to sub-threshold conduction of the varactor diodes, the NLTL starts behaving as a lossy line
and the transmission loss increases with increase in bias as shown in Fig. 3.31(d). Addition-
ally, the loss also increases with higher number of NLTL stages at higher applied bias. The
purpose of applying DC bias is to generate strong harmonics from the NLTL. In Fig. 3.32(a),

the conversion loss for different number of NLTL stages is shown. The maximum harmonic
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Figure 3.31: Measured results for (a) S11 and (b) S for different number of NLTL stages
at no bias condition; (c¢) S11 and (d) So; for two stage NLTL at different bias.
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Figure 3.32: Measured results for (a) conversion loss and (b) DC power consumption for
different number of NLTL stages.

is generated close to 0.6 V and the the conversion loss increases with reduction or further
increase in bias voltage. Due to forward biasing, the NLTL consumes very small amount
of DC power and the power consumption for different number of NLTL stages is shown in
Fig. 3.32(b). Based on the power consumption, conversion loss, component requirement,
and transmission characteristics, 2-stage NLTL was chosen for the tag circuit.

However, the broadband behavior of the NLTL changes when it is terminated with the
energy harvester in place of a 50 €2 load. Impedance matching is required for the energy
harvester at the fundamental and harmonic frequency regions for the desired matching of the
NLTL at both operating frequencies. This deign approach helps in realizing two objectives:
1) replacement of the 50 €2 load, and 2) energy harvest while modulation. When the 2-stage
NLTL is at ’off’ state or under 0 V bias condition, the measured S9; is -1.2 dB and at
‘on’ state or 0.55 V bias the So; is -1.21 dB at 434 MHz. Hence, the energy harvester is
receiving almost same amount of input power at both the modulation states. A 10 stage
Schottky diode based charge pump configuration was used for energy harvesting as described

in detail in [41]. The reflection co-efficient of the energy harvester only and energy harvester

67



S, (dB)
o

— EH only
----NLTL+EH

200 400 600 800 1000
Frequency (MHz)

Figure 3.33: Measured reflection co-efficient of the energy harvester with and without NLTL.

coupled with NLTL is shown in Fig. 3.33. In both cases, good matching is observed at
434 MHz, at which the energy harvesting is performed. The DC power harvested by energy
harvesting unit is consumed by the digital circuit for generating the ID. A low power voltage
regulator was used in between the energy harvesting unit and digital circuit. The major part
of the digital circuit is microcontroller (MC), which was programmed for the bit sequence to
generate the modulation. The voltage level from the MC output was level shifted by series

diodes to the NLTL realizable voltage level.

3.4.3 Wireless measurement

Once the tag was designed and fabricated, wireless measurement was performed to find
the maximum operable range of the harmonic RFID tag. Reader circuit as described in [41]
was used to retrieve the information or ID from the harmonic tag. The reader transmitted
30 dBm of power at 434 MHz in continuous mode. A separate antenna was used to receive

the harmonic power at 864 MHz at the reader. The output power is visualized directly in an
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Figure 3.34: Measured harmonic voltage at different distance and modulation frequency.

Oscilloscope after the amplification of the harmonic power received from the tag. The power
consumption in the MC is directly related to the frequency of the operating internal clock.
To show that the tag is capable of harvesting during both the modulation cycles, the MC was
programmed for periodic bit stream of ‘1’ and ‘0’ continuously. In the first experiment, the
internal clock was set at 32 kHz, which corresponds to 1 kHz of data modulation frequency.
At this clock, the current consumption of the MC was 17 pA at 3 V bias. With this setup,
the tag could operate at 10 m from the reader. The demodulated harmonic periodic signal
is shown in Fig. 3.34. In the next part of experiment, the MC was programmed at 125 kHz
internal clock, which corresponds to 4 kHz of data modulation. The sequence of bit-stream
‘1’ and ‘0’ was kept same as earlier. At this clock rate, the power consumption went up
significantly higher at 109 pA at 3 V bias. Due to increased power consumption, the tag
could perform the modulation as expected upto 4 m from the reader. When the distance
was increased to 7 m, the bit error rate increased significantly within MC due to significant

increase in power consumption. The demodulated harmonic signal is shown in Fig. 3.34 at
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Figure 3.35: Efficiency calculation block diagram of harmonic RFID for (a) harmonic effi-
ciency and (b) energy harvester of charge pump.

4 kHz data modulation for both at 4 m and 7 m. The tag is deactivated completely once
the distance in increased further at 4 kHz of data modulation. As expected, the read range
decreases with higher clock rate operation as the power consumption dominates over the

power harvest.

3.5 Harmonic RFID Tag Efficiency

The harmonic RFID tag has multiple components and the overall efficiency analysis of
harmonic generation is also required. The efficiency of NLTL and different antennas has
been shown earlier separately. The cumulative efficiency of the harmonic RFID tag is shown
in Fig. 3.35 with individual efficiency of antenna, energy harvester charge pump (CP),
and harmonic generator. The individual efficiency of antenna at fundamental frequency
is given as ngnTF, at harmonic frequency as ngn7gH, CP efficiency as nop, and NLTL
efficiency as nyr7r. The cumulative efficiency of the harmonic generation system will be
NANTF X ONLTL X TANTH- Also, the harvesting efficiency should be enough in parallel, so
that the computation part of the tag can generate the modulation signal. The cumulative

efficiency of the antenna and CP system will be ngn7F X ncp. A harmonic RFID tag has
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a minimum sensitivity of Pgepn, below which the tag is not activated. If the received power

of harmonic RFID is Pj,, then the cumulative efficiency of the harmonic RFID tag will be

NANTF X INLTL X NANTH, provided that (nan7p X nop X Piy > Psen).

3.6 Harmonic RFID Performance Under Clutter

After development and testing of the harmonic tag, efficacy of Gen I harmonic tag per-
formance over single frequency commercial tag was tested. First, performance of commercial
tag under clutter is measured. M6E Nano UHF RFID reader (-80 dbm RS) with circularly
polarized antenna (8 dBi gain) was used to monitor the single frequency tag backscattered
signal at 926 MHz. The reader internally generates 10 dBm of RF power, which was fed to
the antenna through two circulators as shown in Fig. 3.36. Transmit power of 10 dBm was
chosen for small area anechoic chamber requirement. To emulate the scenario of 30 dBm
RFID transmit power, extra 20 dB attenuation was added to the tag emitted return signal.
The 20 dB attenuation represents the extra 20 dB path loss. The complete setup as shown
in Fig. 3.37 enables test experiment of 30 dBm transmit power within a small chamber.
First, the dynamic range (DR) was quantized in terms of correct tag ID detection counts
per second. With reduction in transmit power, the DR would decrease with fixed reader
sensitivity and hence the detection rate would drop. Impinj Monza R6 UHF RFID tag was
selected as commercial single frequency RFID tag for its high sensitivity (-22 dBm). The
detection rate was measured with a=52 cm without any presence of reflectors as shown in
Fig. 3.38. As the transmit power was decreased from 10 dBm to 5 dBm, the detection rate
dropped from 15.67 counts/s to 2 counts/s. Once the DR was quantized, the effect of a

reflector was measured in terms of detection rate.
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Figure 3.39: Power profile for 10 dBm transmitted power at 926 MHz with (a) no tag or
reflector, (b) only tag is present, and (c) tag in presence of reflector.

The transmitted carrier signal was fixed at 10 dBm and 926 MHz for the measurements
as shown in Fig. 3.39 and the return signal was measured using a spectrum analyzer at
bandwidth of 1 KHz. When the tag is not present within the reader antenna’s field of view,
only the reader query modulation signal is visible as shown in Fig. 3.39(a). When the tag
was kept at a=52 cm, the perturbation in power spectrum was clearly visible as shown in
Fig. 3.39(b). The detection rate was found to be 15.5 count/s without any reflector. When
a reflector of size (15 cm X 25 cm) was kept at b=10 cm and c¢=44 cm, the tag was still
activated as shown in Fig. 3.39(c) but the detection rate dropped to no detection due to
increased clutter level. The clutter from the reflector obstructed the RFID tag signal by
dropping the DR level. However, it should be noted that the actual tag response signal is
buried under the reader query signal as both of them operate within 500 kHz channel using
time multiplexing. With the query and tag modulation signal superimposed on top of 926
MHz single tone, It is not possible to experimentally demonstrate only the single tone phase
noise behavior as explained in Fig. 2.3 with the commercial RFID system. However, it
can be noticed that the peak amplitude of the return signal is 4 dB higher in Fig. 3.39(c)

compared to Fig. 3.39(b). The increase in peak power is due to the reflected signal from
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reflector analogous to Fig. 2.3.

Next, the clutter effect was measured on the designed harmonic tag. The tag and a
square reflector (30 cm X 50 cm metal foil) was placed at a=104 ¢cm, b=20 cm and ¢=88 cm
using similar setup as shown in Fig. 3.36. The distances a, b and ¢ were scaled according
to the wavelength of operation. The RFID reader was replaced by a 434 MHz source and
the reflected power from tag was monitored using an antenna resonating at 868 MHz at the
source side. During the measurement, the transmitter power was set at 18 dBm at 434 MHz
after power amplification. When no reflector was present, the read count was measured to
be 2 count/ms. In presence of the reflector, the read count barely changed to 1.98 count/ms.
The read counts were averaged with 10 measurements. When only the harmonic power was
measured, it barely changed (<0.5 dB, within measurement error) in presence or absence of
any reflector. This experiment clearly shows that an RFID operating at single frequency will
suffer a decrease in DR due to increase in background clutter as compared to a harmonic

RFID.

3.7 Summary

The design and implementation of a complete ultra-low power Gen I harmonic RFID tag
with integrated antennas is demonstrated. The harmonic tag can operate at a minimum
received signal strength of -6 dBm. A simple interrogator is also designed to demodulate the
ID from the harmonic tag. A read range of 1.8 m was achieved with the transmitted power
of 18 dBm. The read range can be extrapolated to 7.2 m based on one-way path loss with 30
dBm power transmitted while achieving good SCR. of the return signal. As long as the tag

can receive the minimum activation power (-6 dBm), it can generate the harmonic and the
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weak harmonic signal can be amplified at the interrogator to compensate the return path
loss. In comparison to tag designs reported in open literature, this tag provides superior
performance with respect to read range while working in a cluttered environment. The read
range can be further increased by using high gain antennas, high transmitted power, low
power tag circuitry and a sensitive detector. The harmonic RFID tag system demonstrated
here holds significant potential for a range of tagging applications.

A miniaturized Gen II single antenna based harmonic RFID tag is demonstrated next.
With the use of a simplified design architecture, minimum number of components was used
for the harmonic RFID. The design can be easily adopted by replacing the antenna modula-
tion switch in conventional RFID with the harmonic generator NLTL. Another advantage of
the proposed harmonic tag is continuous harvesting, which is not possible for existing single
frequency RFID antennas. At 1 kHz data modulation by the harmonic tag, a read range of
10 m was achieved. However, the read range decreased when the data modulation rate was
increased due to more power consumption. The circuit can be miniaturized by fabricating
the complete circuit using a monolithic process. Harmonic RFID tags are useful for under-
ground or biological applications, where the background clutter phase noise can dominate
over tag return signal.

Gen I harmonic RFID tag was also demonstrated for its improved performance and
was compared with a single frequency commercial state-of-the-art RFID tag in presence of
strong clutter source. From the results, it was clear that even the conventional tag was
activated in presence of reflector, the detection rate can drop due to poor SCR. On the
other hand, the clutter signal had almost no effect on the harmonic tag. Hence, conventional
single frequency tags would not be suitable for long range applications in presence of strong

background clutter. The harmonic RFID tag would be useful for RFID applications in case
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of self-jamming and also in cluttered environment such as underground object tagging, long
range tag detection in an industrial set up with strong reflectors such a metal in the vicinity

of the tag.

76



Chapter 4

RFID With Integrated Sensor

The various drawbacks of sensor integration with conventional RFID system are provided
in Chapter 2. The most accepted platform for RFID integrated sensor system is wireless
identification and sensing platform (WISP) [55]. Diverse range of sensors were integrated
with the proposed RFID platform, light, temperature, camera, human activity, and neural
signal to name a few [90-93]. In the proposed works, the analog output from the sensors
is digitized and integrated with the ID bits of the RFID. A high level schematic of analog
sensor integration with digital interface of ADC and microcontroller is shown in Fig. 4.1.
In those architectures, primarily there are two major concerns: 1) power consumption at
the tag, and 2) impact of quantization error on sensitivity. As the passive RFID tags are
operated on harvested energy, it is very important to minimize the power consumption at the
tag to maximize the read range of the sensor integrated RFID tags. Hence, the read range
of sensor integrated RFID will be lower than the conventional RFID due to addition of ADC
functionality. The power consumption of the ADC should be carefully monitored to keep the
read range at a desired distance. Also, many times an impedance buffer is required between
the sensor output and ADC input. This scenario particularly arises when an ADC within
a microcontroller is used. The substantial internal microcontroller leakage path in between
sensor output and ADC input leads to requirement of impedance buffer, which consumes

further DC power. Another important scenario is quantization error, which arises due to
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Figure 4.1: High level picture of analog sensor integration with ADC and microconroller.

analog to digital conversion. The quantization error leads to reduction of sensitivity of the
sensor. To address this, either more conversion bits are to be used or the analog reference
voltage level difference used for conversion should be reduced.

Among many applications of sensor integrated passive RFIDs, one major field is biosens-
ing. With recent advancements in healthcare, now it has become possible to monitor many
physical and chemical vitals of human body such as blood pressure, heart rate, glucose, pH,
uric acid, specific cations such as sodium and potassium in sweat [94-97]. Wireless configura-
tion of the proposed sensors are using either low energy bluetooth [97], or near field coupling
based communication methods [95]. In this work, batteryless and wireless communication

method of electrochemical pH sensor is proposed for biological applications.

4.1 Background

Batteryless wireless pH sensors received significant attention recently due to their longer
shelf life, reduced cost, wireless measurement, and less hazardous as a body implant. Over
the years, the need for wireless pH sensing has increased in healthcare due to ease of diagnosis
of different potential medical conditions such as gingivitis, periodontitis or gastroesophageal
reflux disease (GERD) by wirelessly monitoring pH of salivary or gastroesophageal fluid

[98-101]. Additionally, continuous wireless pH monitoring has a huge potential to track
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the quality of meat and fish based perishable products in cold food supply chain [102,103].
In literature, multiple wireless methods have been proposed to track the pH [96,101-105].
Coupled coil based resonance frequency shift method is quite popular among the wireless
methods due to simple setup and least number of circuit components required. However,
as the resonance frequency strongly depends on the mutual coupling in between the sensor
and reader coils, the measurement accuracy depends on the orientation of the coils and
hence requires an initial calibration [105]. The measurement setup also requires experienced
personnel to interpret the sensor data accurately using instruments such as Vector Network
Analyzer (VNA) or Impedance Analyzer (IA). As an alternative, digital modulation method
is proposed in this work for pH measurement, which is less dependent on antenna coupling
and is compatible with commercial UHF RFID technology. In digital modulation technique,
the pH electrode voltage is converted into digital bits, which are transmitted wirelessly
(96, 101]. In digital systems, identification (ID) can be integrated easily along with the
sensors, which is an integral component to distinguish among similar objects. In Fig. 4.2, a
scenario is shown where more than one identical pH sensor tags are present. The handheld
interrogator sends a RF signal, and the sensor tags reply with different IDs. Without the
physical ID, it will be very difficult for a machine to separate the data from identical sensors.
However, digital modulation requires a DC power supply module to drive the modulation
circuit, which makes the sensor design and reader setup complicated. In this batteryless
pH sensor, the battery is replaced with an energy harvesting circuit to make the pH sensor
compatible as a body implant, because the hazardous chemicals can be harmful in case of
battery leakage [106].

Apart from different sensing methods, different types of pH electrodes are also well re-

searched. pH is quantified as the H' ion concentration within a fluid environment and is
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Figure 4.2: Interaction of a handheld reader with identical pH sensors with different IDs.

electrically measured using a combination of reference electrode and a pH sensitive elec-
trode. Double junction glass electrodes are commonly used due to high linearity and stabil-
ity over a wide pH range (0-14). However, the glass electrode fabrication is not compatible
with standard photolithography, making it difficult to integrate the sensor with standard
CMOS process. Hence, a combination of different type of metal oxide electrode with sil-
ver/silver chloride (Ag/AgCl) reference electrode was developed to fabricate pH microelec-
trodes along with solid state readout circuit. In literature, different type of pH sensitive
electrodes such as iridium oxide, antimony oxide, mixed metal oxide, carbon nanotube
are reported [104, 105, 107]. Among these, iridium is a costly transition metal and car-
bon nanotube electrode requires complicated fabrication process. Hence, a cost effective
antimony /antimony oxide (Sb/ShoQO3) electrode was chosen for the pH sensor design.

In this work, we first present the design, fabrication and characterization of Ag/AgCl
and Sb/SboO3 based combination pH electrodes along with the sensor readout electronic

circuit. In next section, the design and fabrication of pH electrodes and sensor tag circuit is
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discussed. Next, the measurement results are shown to demonstrate a fully working wireless

ID integrated pH sensor and finally a potential application of this work is demonstrated.

4.2 Design and Fabrication

The measurement system consists of two main parts: 1) a pH sensor electrode pair with
an electronic readout circuit, and 2) an RF interrogator to wake up the digital sensor and
extract the ID and sensor information wirelessly. First, the working principle of the complete
system is presented. Then, the pH electrode fabrication process is described followed by the

design of the readout circuit.

4.2.1 RF interrogator

The RF interrogator is required to activate the sensor wirelessly and extract the sensor
data. The RF source generates a continuous RF signal at 900 MHz, which is split equally in
two branches using a power splitter. One signal branch is power amplified and transmitted
through an antenna resonating at 900 MHz. A meandered dipole antenna from [41] is used
for this purpose, which has reported gain of 2.1 dBi in simulation using Ansys HFSS®.
Once the sensor replies back with the modulated RF signal, the reply signal is mixed with
the other signal branch in a RF mixer to demodulate the sensor signal. The RF circulator
enables the transmission of continuous RF signal and reception of the modulated signal using
a single antenna. A baseband amplifier with 26 dB gain and a cut-off frequency of 150 kHz
was used to further amplify the low power demodulated signal with high frequency spurious
signal rejection before feeding it to the scope. The block diagram of the complete setup is

shown in Fig. 4.3.
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Figure 4.3: The block diagram of the measurement setup with an interrogator and the RFID
Sensor.

4.2.2 Readout circuit

The electronic readout circuit at the sensor consists of two major parts: 1) an RF front
end with antenna for energy harvesting, and 2) a digital back end to process the analog
sensor signal into digital bit sequence and to generate the ID. The RF communication works
at 900 MHz UHF RFID frequency. When the sensor tag receives RF power, it first harvests
the RF energy and converts it into DC for biasing in order to drive the sensor and the digital
circuit. HSMS 2852 low barrier Schottky diode is used to harvest energy from the incoming
RF signal. Six diodes are used in a Dickson charge pump configuration to boost up the DC
voltage at desired level. The details of the charge pump rectifier circuit design is provided
in our earlier work [41]. The generated DC voltage is rectified using a low power voltage
regulator (TPS79730) at 3 V to drive the digital circuit. The schematic of the electronic
readout circuit is shown in Fig. 4.4. A low power compact microcontroller (PIC12LF1822) is
used to generate the digital ID sequence. An ADC is required to convert the analog voltage
generated by the electrode pair into a digital bit stream. The use of internal ADC within

the microcontroller was avoided as the DC current consumption increases by 335 pA upon
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Figure 4.4: The sensor voltage readout digital circuit with ID generation.

the ADC activation. Hence, an external ultra-low power 8 bit SAR ADC (ADS7040) is used.
Apart from ID, the microcontroller also generates the control signals for the ADC. Finally,
a low power ‘OR’ gate (SN74AUP1G32) is used to combine the ID and the ADC bits into a
single channel. Once the digital circuit generates the single channel digital bit sequence, a
high frequency switch (BF1105R) is used to modulate the antenna impedance according to
the digital bit sequence [108]. A detailed analysis is shown in Chapter 1 about the choice of
two impedance states for good modulation depth at the reader. Based on the analysis, 50
2 and 0 € were chosen across the tag antenna load for digital ’0’ and 1’ modulation depth.

The modulation is captured at the interrogator and the digital bit is demodulated for pH

measurement.

4.2.3 pH sensor fabrication

The pH electrode pair consists of one Ag/AgCl electrode and another Sb/ShoO3 electrode,

fabricated on top of a 0.38 mm thick flexible PTFE Rogers RT /duroid 5880 board. PTFE
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based substrate is chosen as it has a very low moisture absorption (0.02%) capacity. Hence,
the effect of potential change due to the solution in contact from the backside of the electrode
is negligible. At the initial step, the copper metal on top of the substrate was patterned
and etched to create a ‘T’ shaped backbone interconnect for the electrodes. Between the
two electrodes, Sb/SboOg electrode was fabricated first since it requires a high temperature
oxidation process. S1813 negative photoresist from Shipley was patterned to create an inverse
mask for a subsequent lift-off process. A 6 nm thick titanium (Ti) layer followed by a 2.5
um thick Sb layer was sputter deposited on top of the substrate. The thin Ti layer helps in
better adhesion of Sb layer to the substrate. After deposition, lift-off process was followed
to remove the unwanted Sb layer. The selectively deposited Sb metal was oxidized using a
Nordon March RIE 1701 at 99% oxygen concentration followed by annealing. The annealing
process was performed by ramping the temperature from 100 °C to 300 °C in 3 equal steps
with 10 minutes time duration at each step. Rapid and high temperature heating was
avoided to prevent forming of cracks in the thin continuous Sb film due to thermal stress.
The process of oxidation followed by annealing was performed twice for obtaining a thicker
oxide layer. As shown in Fig. 4.9(b), the antimony electrode surface becomes uneven during
heat treatment. Hence, a thicker oxide will reduce the possibility of leaving an oxide layer
defect.

The Ag/AgCl electrode was fabricated next on the other half of exposed copper backbone.
Ag was deposited in similar way by sputter depositing a 2.5 um thick Ag layer on the inverse
photoresist mask followed by a lift-off process. A thin layer of AgCl was formed on top of
the Ag electrode using an electrochemical chlorination. In the chlorination process, 2 V was
applied at the Ag electrode with respect to a Pt cathode of 0.5 mm diameter for 50 s in a

0.1 M potassium chloride (KCI) solution. The Ag/AgCl electrode was then heated at 90 °C
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Figure 4.5: Fabrication procedure of pH combination electrodes a) Cu plated RT/duroid
5880 substrate; b) patterning of Cu layer to create ‘T’ shaped Cu backbone interconnect; c)
sputtering followed by lift-off of Sb metal; d) oxidation of Sb layer; e) sputtering followed by
lift-off of Ag metal; f) chlorination of Ag layer.

for 20 minutes to allow a uniform diffusion of chloride ions. Following the AgCl deposition,
the electrode was dip-coated with a protective Nafion layer by dipping in 5% Nafion solution
of Methanol (Liquion-1105-MeOH) from Ion Power for three times to create a thick layer.
After dip coating, the electrode pair was dried at 110 °C for 1 hour in a vacuum chamber to
evaporate away methanol [109]. Nafion was chosen for its ion exchange selectivity as it allows
the HT cations to pass through but prevents C1~ anions to migrate from the electrode. The
complete fabrication process of the electrodes is described in Fig. 4.5.

The contamination of thin Ag or Sb layer can happen by interdiffusion of Cu atoms from
the underlying layer [110]. Additionally, as the Ag layer or Sb layer is very thin, irregularity
in the deposition can create small pockets, through which the electrolyte can directly interact
with Cu layer, and thus can change the desired potential. Hence, a continuous Cu backbone
layer was avoided beneath the electrodes. Detailed elemental analysis of the pH electrodes

is demonstrated later.
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Figure 4.6: Voltage response of the fabricated electrode in different pH solutions.

4.3 Results

4.3.1 Electrode performance

The pH electrode pair performance was characterized in terms of 1) stability, 2) repeata-
bility, 3) sensitivity, and 4) response time. The output voltage was measured from the
electrode pair using a digital multimeter with an input impedance of 2 M{2. The voltage
reading from the multimeter was acquired using LabView. All the buffer solutions used for
pH measurement were prepared using proper mixture of Potassium diHydrogen Phosphate
(KH2POy) in water with 0.1 M Sodium Hydroxide (NaOH) solution. The pH of all the
buffer solutions were measured using a commercial pH meter (Checker plus HI98100) from
Hannah Instruments.

First, the linearity and sensitivity of the electrode pair were measured. The pH of the

buffer solution was varied from 4.3 to 10.7 and the output voltage was measured as shown
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Figure 4.7: Stability of the voltage response of the electrode in different pH solutions.
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Figure 4.8: Repeatability test of the electrode in different pH solutions.
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in Fig. 4.6. During measurement, the Ag/AgCl and Sb/ShoOg electrodes were connected
respectively to the positive and negative terminals of the multimeter. The R-square value
shows that the voltage response as a function of pH is fairly linear. Also, the electrode pair
shows good sensitivity of 46 mV /pH, which is consistent to earlier reported result on a similar
thick electrode [104]. The electrode pair was washed in DI water in between measurements
to avoid contamination from different buffer solution mixing. The measurement was taken
five minutes after dipping the electrode pair in the target solutions to provide enough time
for voltage stabilization.

Once the sensitivity of the electrode pair was measured, next the voltage stability was
monitored. The sensor electrode is dipped into different buffer solutions of pH 4.3, 7, and 8.6
and the voltage stability was measured for more than 5 minutes as shown in Fig. 4.7. The
maximum voltage deviation is noticed to be 3.8 mV among all the three pH buffer solutions
over time.

Next, the repeatability of the sensor electrode was measured in three different pH so-
lutions. The sensor electrode was dipped into each pH solution and output voltage was
recorded for 100 seconds at an interval of 1 second. As shown in Fig. 4.8, the electrode was
first dipped into pH 4.3 solution, then it was transferred to pH 7 solution and finally to pH
8.6 solution. The same procedure was repeated in reverse order to observe the repeatability.
The maximum voltage response time is 10 s including the electrode transfer time from one
solution to another. The presented thin film electrode helps in reducing the response time
by 20 s compared to a thick film based electrode presented in [104]. As observed in Fig. 4.8,
the settling time in pH 7 solution is smaller compared to other two pH solutions as the pH
7 solution is more stable compared to the others. However, it should be noted that while

performing the repeatability test, the sensor electrode was not washed in DI water before
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transferring from one pH solution to another. As the test pH solution volume was low (~10
mL) contamination of pH solution can happen during electrode transfer. Among the three
test solutions, pH 4.3 was the weakest and hence the drift in voltage is more noticeable for

pH 4.3.

4.3.2 Elemental analysis of sensor electrodes

Elemental analysis of the electrodes was performed to verify the material composition
of the electrodes. The samples were examined in a JEOL-JSM-7500F Scanning Electron
Microscope (SEM) and Energy Dispersive X-ray Spectroscopy (EDX) was performed using
an Oxford Instruments AZtec system, using a 20 mm? Silicon Drift Detector crystal (6610LV)
and an ultrathin window. The samples were coated with 10 nm thick osmium for SEM

imaging and examined across cross-sectional cut.

Figure 4.9: Locations for EDX elemental characterization: (a) reference electrode with high-
lighted black box for Ag/AgCl layer and red box for Nafion layer, (b) pH sensitive electrode
with highlighted black box for Sb/SbhoOg layer.

In Fig. 4.9, the locations for elemental analysis is highlighted for both reference and pH
sensitive electrode. Two different sites for reference electrode were chosen as it consists of one

Ag/AgCl layer and another Nafion layer. The EDX report as in Fig. 4.10 of the highlighted

black region from Fig. 4.9(a) shows presence of both Ag and Cl atoms with lower weight
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Figure 4.10: Elemental characterization for Ag/AgCl layer.
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Figure 4.11: Elemental characterization for Nafion layer.
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Figure 4.12: Elemental characterization for Sb/SbhoOg layer.
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percentage of Cl atoms. This shows that Cl atoms are primarily accumulated at the surface.
Fig. 4.11 shows the presence of C, F and O atoms, and the composition closely follows with
earlier reported Nafion composition [111]. A trace amount of Na or K atoms were found,
which can attach at the electrode surface during chlorination process. The presence of Sb
and O atoms in Fig. 4.12 shows the oxidation of Sb layer. However, a comparatively small
weight percentage of O atoms means a thin layer of oxide formation. The presence of Ti is

due to the adhesion layer and C and F atoms are from the duroid substrate.

4.3.3 Multiple sensor electrode response

Due to fabrication tolerance, the voltage response of different pH sensors can be different.
To study the phenomenon, voltage response of three different pH sensors was measured and
is shown in Fig. 4.13. It can be noted that the sensitivity of all the sensor electrodes is
close and similar. However, there is a specific offset among the different electrodes, which
can arise due to fabrication process variation. Hence, one-time initial calibration is required
with standard pH solutions before proceeding with measurement. In this paper, all the test

results reported are based on Device 1.

4.3.4 Readout circuit

The digital signals for ID, ADC output, and union of both are shown in Fig. 4.14. The
ID of the readout circuit was set to ‘101101001" and the DC bias point was set to 1 V at
the input of ADC. The dynamic range of the input of ADC was set to 1.8 V, which means
the 8 bit digital output would be ‘00000000 for 0 V bias and ‘11111111 for 1.8 V bias.

For 1 V DC bias point at the ADC input, after conversion, the output of the ADC was
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Figure 4.13: Voltage response of the three different fabricated electrode in different pH
solutions.

‘10010000’, which corresponds to an analog 1.01 V. The microcontroller was programmed at
low voltage programming (LVP) mode in MPLAB X IDE for generation of ADC clock, ADC
control signal, and ID. According to the datasheet, a single bit of ADC constitutes twice
the bit period of the clock generated by the microcontroller [112]. As the ID was generated
internally from the microcontroller, the bit period of the ID was same as the ADC clock,
which is 362 us. Additionally, the ID bit period was half of the ADC output bit period
as in Fig. 4.14. The MSB of the ID and the LSB of the ADC output are separated by
4.5 ms of idle time. The known time difference helps to resolve the sensor data accurately
from the composite bit-stream of ID and ADC output together. An 'OR’ gate was used to
combine both the ID and ADC digital outputs. Additionally, there is another idle time of 15
ms in between two digital bit stream of combined ID and sensor data. The readout circuit
harvests the required RF energy during these idle time. At this current setup, the sensor tag
sends data to the interrogator at 0.595 kbps speed including the idle time. The minimum

voltage for activation of the readout circuit is 2 V. When the bias voltage was set at 2.2 V,
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Figure 4.14: From top to bottom: a) The ID bit ‘101101001’ b) 8 bits ADC output ‘10010000’
of analog bias 1 V, and ¢) combined ID and ADC output bits. The ’idle time’ in between
the bit streams is also highlighted.

the readout circuit consumed a total of 33 uW of DC power. With the current setup, the
resolution of the sensor is 6.5 bits/pH according to the slope of the linear fit (46 mV/pH) as

shown in Fig. 4.6.

4.3.5 Wireless measurement

An antenna resonating at 900 MHz from our earlier work was connected to the tag and
interrogator for wireless measurement [41]. The sensor tag was kept at a distance of 45 cm
from the interrogator, which was set at 15 dBm of transmit power at 900 MHz. The sensor
tag with antenna and pH electrode pair is shown in Fig. 4.15. The complete tag was tested
in different pH solutions and the digital bit sequence was recorded in the reader as shown in

Fig. 4.16. The ID was kept at ‘101101001’, which can be observed identical for all the pH
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Figure 4.15: The complete sensor tag with zoomed in view of the electrode pair in the inset.
The scale is shown in inches. In the inset, the left electrode is Nafion coated Ag/AgCl and
the right one is Sb/ShoO3 electrode.

digital bits. The digital response is ‘111010’ for pH 4.3 solution, ‘1001100’ for pH 7 solution,
and ‘1010110’ for pH 8.6 solution. After converting the bits into analog voltage, the voltage
readings become 408 mV, 534 mV, and 605 mV for respective pH solutions of 4.3, 7 and 8.6.
Using the linear fit of the data points from Fig. 4.6, the corresponding voltages are 413.6
mV, 537.8 mV, and 611.4 mV, respectively. The digitization error of 7 mV from the ADC

of the readout circuit can limit the sensor tag’s minimum sensitivity to 0.15 pH.

4.4 Application: Wearable Mouthguard

One biological application of pH electrode as an wireless salivary pH monitoring device is
demonstrated in [113]. The importance of salivary pH monitoring in order to determine any
imminent disease was already described in the introduction of this chapter. The building
block components for a salivary wearable pH mouthguard are the same as a RFID based

pH sensor, which is already described. In this section, the integration of different parts for
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Figure 4.16: Digital bit response of the tag at different pH solutions in wireless setup. From

top to bottom: a) bit response of ‘111010” at pH 4.3, b) bit response of ‘1001100” at pH 7,
and c) bit response of ‘1010110’ at pH 8.6.
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Figure 4.17: Antenna dimensions for (a) inside human mouth, and (b) in air medium.

a complete mouthguard fabrication is described. Apart from the digital circuits, and pH
sensors, the transponder mouthguard includes antenna to wirelessly receive RF power and

transmit back the sensor signals.

4.4.1 Antenna design

When the mouthguard is to be placed within human mouth, the antenna needs to be
changed due to loading of the antenna by the human body. A human head model was
considered as described in [114] to design the antenna. Due to dielectric loading, the effective
length of the antenna reduces resulting in a compact and small size antenna. The antenna
dimensions for inside human mouth and in air medium are given as in Fig. 4.17. The
simulation result for those antennas is shown in Fig. 4.18. From the reflection co-efficient,
it can be observed that the in air antenna is resonating at a fixed frequency. However, the
simulation result of the in-mouth antenna shows apart from the resonance frequency, the

reflection co-efficient is broad-band matched, due to loading effect by the human body.
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Figure 4.18: Simulated reflection co-efficient for in-air and in-mouth antenna designs.
4.4.2 Mouthguard design

The complete transponder is shown in Fig. 4.19 from different side views in Fig. 4.19(b)
and Fig. 4.19(c) and the top view of the bare commercial mouthguard in Fig. 4.19(a). The
transponder consists of two circuit boards a) the digital part is visible at the right side and
b) the RF part is visible at the left side of mouthguard in Fig. 4.19. The dipole antenna is
placed at the bottom of the mouthguard along the two arms and the electrodes are mounted
at the center. HSMS 2852 Schottky diode was used to make a six stage RF to DC converter.

The complete sensor was integrated with pH sensor electrodes and transponder with con-
nected antenna resonating at 930 MHz. Each part of the whole sensor was integrated on a
mouthguard and the back-scattered response from the tag was measured using an Oscillo-
scope at different pH solutions. When buffer pH solution of 5.3 was used, a digital sensor
sequence of ’00010100” was detected. Digital sensor sequence of ’00111000” was received in
buffer pH solution of 9.5. The antenna was designed to use in air medium. The antenna
design can be further optimized for use within human mouth as proposed earlier. During

measurement, the tag was kept at 8 cm from the reader, which was transmitting 13 dBm of
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power at 930 MHz.

(b)

Figure 4.19: The sensor tag integrated on mouthguard (a) bare mouthguard, (b) digital part
of the transponder at the right side and (c¢) RF circuit of the transponder at the left side of
the mouthguard.
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Figure 4.20: Detected signal in Oscilloscope in buffer pH solution of 5.3.
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Figure 4.21: Detected signal in Oscilloscope in buffer pH solution of 9.5.
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Table 4.1: Performance comparison with other works.

Read range and

Ref Application Architecture pH Electrode Sensitivity Energy Source additional info
[102] Numerous Coupled coil analog (PH?S?‘:;IISLZIHI() 57.9 mV/pH re;\igfred @1581\?1'Ir{‘z
[103] Foojhzlilfply Coupled coil digital AgCl/IrOx 49.7 mV /pH RF harvested 16;;?1 ?01033/;1{1{2
[96] Biomedical Digital ﬂ"a‘irl‘sg;éc;tmdc 48 mV/pH On- 3‘;?;‘1 NA
(115] Biomedical NFC Digital AgCl/IrOx 68.7 mV/pH RF harvested Qoo
[116] Biomedical Digital ISFET NA O;:&Z?;d ggfgﬁﬂ;ﬁ
T R e s A e I I
This work Numerous RFID digital AgCl1/SbyOs3 46 mV /pH RF harvested 45 ?f:(li ?S%OBI;/’IAHZ
data rate @.595 kbps

4.5 Summary

In Table 4.1, the proposed sensor is compared with other wireless pH sensors reported
earlier. In comparison to other works, the proposed sensor tag achieved a good read range
with moderate sensitivity and compatible with RFID technology without any requirement of
external power supply. As mentioned in Section II1.C, the digital resolution of the sensor tag
is limited due to the quantization error of the ADC. The resolution can be further increased
by dynamically setting the low and high analog conversion voltage instead of setting them
at 0 V and 1.8 V respectively. For example, changing the low and high conversion voltage
from 0 V and 1.8 V to 0.4 V and 0.7 V respectively would change the resolution from 6.5
bits/pH to 39 bits/pH. However, the microcontroller has to perform additional computation
for dynamic voltage allocation, which will add up the DC power consumption. Also, varying
temperature is another challenge to obtain the correct reading from the sensor electrodes.
The voltage response changes for the same pH solution at different temperatures. However,
an additional temperature sensor can be added along with the pH sensor and the digitized
temperature information can be sent in serial along with the pH and ID information. Based
on the temperature information, the reader can correct the pH value.

The design and implementation of a batteryless and completely digital pH sensor is
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demonstrated in this paper. The fabrication process of a thin film reference Ag/AgCl elec-
trode and a pH sensitive Sb/SboO3 electrode pair is presented. The characterization of the
electrode pair showed good linearity, good stability and fast response. As ID is integrated
with the sensor tag, it makes easier to identify individual sensor tags, which is difficult for
analog wireless sensors. The sensor tag harvests the required energy from the incident RF
field and hence no on-board power supply is required. The passive nature of the sensor tag
would extend the operating lifetime while reducing the footprint of the complete circuit.
The sensor tag can be further miniaturized by custom fabricating the discrete digital circuit
components into a single CMOS chip and miniaturized antenna. A read range of 45 cm
was achieved using a transmitted power of 15 dBm from the RF interrogator in the wireless
setup. The read range can be further increased by transmitting higher power or using higher
gain antenna. As the size constraint is not so stringent on the reader antenna, with different

configurations (such as Yagi-Uda) the antenna gain can be further increased by 4 to 5 dB.
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Chapter 5

Energy Harvester Modeling

Energy harvester is a necessary component for passive RFID tags as it replaces the battery
and supplies the necessary power for seamless operation of the tag. Batteries usually become
bulky in order to achieve the required power density. Also, in structural health monitoring
(SHM) applications, sensors are integrated within structures, where probing or future access
is not possible for battery replacement. Hence, energy harvester is widely used in low power
ultra high frequency (UHF) wireless and batteryless systems such as RFID, wireless sensors
to provide required DC power for continuous operation in numerous applications, ranging
from retail to hospital supply chain and real-time sensing [117-119]. One key parameter for
energy harvester is RF to DC conversion efficiency, which provides a measure of how much
actual power is available at the RFID tag. Apart from efficiency, another key parameter
is response time. The response time can be critical for few applications with real-time
constraints, such as those involved in control loops [120]. The response of a batteryless
sensor tag depends on the time taken by the energy harvester to harvest enough voltage
and power. Influence of different circuit components on those two parameters are examined

closely in this chapter: a) efficiency, and b) response time.
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5.1 Background

Among different energy harvester circuitss, charge pump (CP) configuration is widely
used for RFID and wireless sensors at UHF frequency. Dickson CP was originally proposed
as a DC-DC on-chip voltage multiplier. As there is no initial power available to kick-start
the clock switching circuit for very low power RF energy harvesting based applications, the
Dickson CP circuit was modified for RF energy harvesting while simultaneously boosting
the rectified voltage and now is widely used in UHF batteryless systems [119,121,122]. The
research on CP based energy harvester has been primarily focused on efficiency analysis and
improvement [123,124], circuit component optimization for different harvester configurations
[122,125], adaptively controlling the number of stages [126] and different material studies for
harvesting element performance [127]. In [128], an equivalent model of the original Dickson
CP was proposed, which can be used for transient analysis. Later, [129] extended the diode
based design principle as in [128] for CMOS based CP. However, the model proposed for

original Dickson CP cannot be used for modified Dickson CP due to following reasons:

e One of the primary assumptions for original Dickson CP model was that the cycle time
of the clock is sufficiently large and hence the charging time constant was negligible
compared to the cycle time. However, the assumption is valid when the input is DC

but not applicable in modified Dickson CP, where the input is RF.

e A matching network is required in between antenna and CP for maximum power trans-
fer in UHF energy harvester as shown in Fig. 5.1. Earlier proposed models on Dickson

CP did not require to include matching network in the model.

Diode based modified Dickson CP circuit is quite popular in UHF batteryless systems

due to choice of high efficiency diodes and shorter prototyping time [119,121]. In this work,
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Figure 5.1: (a) The block diagram of a wireless batteryless system with a multi-stage modified
Dickson charge pump; (b) Measurement setup with a fabricated 5-stage charge pump.
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Figure 5.2: (a) A single stage CP, and it’s equivalent circuit for (b) negative half cycle, and
(¢) positive half cycle.

an analytical model is proposed to estimate the transient response of a diode based multi-
stage modified Dickson CP taking consideration of the matching network at any arbitrary
load condition. The analysis and measurements were primarily focused on 900 MHz ISM

band due to large number of earlier reported works in this band.

5.2 Modified Dickson Charge Pump

In this part, the working principle of a single stage modified Dickson CP was first analyzed
and the key design parameters were identified from the analysis. The circuit components
and their values were later chosen based on the analysis. A single stage CP with pump

capacitance Cp, load capacitance C},,4, and diodes D1, D2 is shown in Fig. 5.2(a). When
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an ac source with amplitude V. is applied at the input, during first negative half cycle,
the diode D1 is forward biased and Cp is charged through diode resistance Rp as in Fig.
5.2(b). Due to charge accumulation, a voltage Vep (t) appears across C'p. In next positive
half cycle, the diode Dy will be forward biased and Cj,,4 gets charged. In this half cycle,
the total charging voltage for Cj,,q appears as (Vge + Vep (t)) as shown in Fig. 5.2(c). By
periodically charging in this fashion, the steady state DC voltage of a single stage CP will be
2% (Vge — Vp) as maximum voltage V. is possible for VCP (t), where Vp is forward voltage
drop of the diodes. In similar way, for a n stage CP, the steady state DC voltage will be
nx (Vae — Vp).

In high frequency CP design, the choice of pump capacitor C'p and diode is important.
If Cp is kept too small, it will not store enough charge to operate as a voltage source in
subsequent half cycle. Simultaneously, very high value of C'p will not be practically useful
as the cut-off frequency of a capacitor keeps reducing for higher capacitance value. The
effect of C'p on Vs is shown in Fig. 5.3 for a single stage CP. In this case, a square wave
is fed with operating frequency of 1 GHz and amplitude V. = 0.5 V, and C},,q4 was kept
at 200 pF. As shown in Fig. 5.3(a), for Cp = 1 pF, Vi saturates at much lower voltage
than (2 % V). With higher Cp = 20 pF, Vi saturates close to (2 * V). Hence, maximum
Cp is chosen within the capacitor’s practical cut-off limit. To have the maximum voltage
multiplication from a CP, very low barrier Schottky diode is preferred due to very small Vp

and fast response.
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Figure 5.3: Effect of pump capacitor C'p on steady state voltage.
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Figure 5.4: (a) A Schottky diode model with pad parasitics. (b) 'L-match’ as two-element
matching network for n-stage CP.

5.3 Effect of Matching Network

After identifying the design elements, the effect of matching network on the CP is an-
alyzed next. Before using a standard matching configuration, it is important to determine
the nature of the input impedance of a single stage CP.

The circuit model of a Schottky diode with parasitic components is shown in Fig. 5.4(a).
R; and Cj are the junction resistance and junction capacitance, Ly, Cpqq are pad induc-
tance and capacitance, and Rp is the diode series resistance. The diode input impedance
Zp with the circuit components is expressed in (5.1), for sub-GHz frequency by assuming

(wCpeqRp << 1). The expression for Zp in (5.1) is further simplified in (5.2). Depending
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on the operating condition of a diode, R or C, sy can dominate in expression of Zp.

1
ZD ——ij +RD—|—R' ; 5.1
pad ]Hj (Cj Cpad) ( )
Jw + + - .
D pad eff ] Ceff

The diode impedance Zp can now be used to compute the input impedance of the CP.
For a single stage CP, the effective input impedance Z7, is combination of Zp;, Zp9, and Cp.
At sub-GHz frequency, the diode and pad capacitance dominates over the pad inductance.
Hence, Zp is resistive and capacitive in nature and Zj, will be of similar nature as expressed
in (5.3).

1

1
Zr = - + Zp1 <ZD2 + —— ) (5.3)
]WCP H ]wcload

The extracted input impedance of a single stage diode pump with C'p = 20 pF, Cj a0 =
200 pF, and HSMS-2852 diode was (3.8 — 1055) € at 900 MHz and -10 dBm input power.
The capacitive nature of the CP input reactance is preserved even when multiple stages are
used, as shown later.

With the knowledge of Zj, the matching networks for single and multi-stage CP are
designed. In general, two-element based impedance matching is widely used for single fre-
quency matching. Considering the CP input impedance as Z; = Ry, — j X}, two-element
based ‘L-match’ as shown in Fig. 5.4(b) is used for (Rj, < 50). After matching, the input
impedance Z;,, of the combined system should be close to 50 2 for impedance matching to

a 50 € antenna. If Vj,, is considered as the peak amplitude of the time varying induced
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Figure 5.5: A typical matching trajectory (dotted line) of single stage CP. For case (a), the
matching network uses series inductor and shunt inductor (X; > 0, X9 > 0). For case (b),
the matching network uses series inductor and shunt capacitor (X7 > 0, X9 < 0).

voltage across the antenna, and V7 as the peak voltage induced at the input of the CP as in

Fig. 5.4(b), then Vj,, can be calculated as v/2 * (P;, * (1 — I'2) % | Z;;,|), where I is reflection
co-efficient and P, is antenna received power. For perfect matching between antenna and
the CP, I is 0. V7, is important to compute, as it decides the final output of the CP. The

voltages Vj, and Vj, are related according to (5.4).

VinP _ Ry —jXp,
Vip Rp —jXp + Ry + 75X

(5.4)

5.3.1 Single-stage formulation

Based on the single-stage input impedance, the two possible impedance matching trajec-
tory are shown in Fig. 5.5 by applying the proposed matching network. During matching,
(R1 + jX7) is applied in both cases to relocate Zj on the 50 Q admittance circle. Next,
(Ry £ jX5) is applied to finally relocate Zj, at 50 €2 impedance point. Ry and Ro represent

the resistive loss of the series and shunt matching elements respectively.
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Figure 5.6: (a) n stage charge pump, and (b) it’s simplified impedance model.

With application of series (Rj + jX1), the admittance of combined Zj, and (R + jX1)
will be 1/((Ry,+ R1) —j(X 1 — X1)). By imposing the constant unity normalized admittance
condition at the impedance tracing for both the cases as shown in Fig. 5.5(a) and Fig.
5.5(b), the following relation as (5.5) is obtained. In (5.5), Ryorm represents the reference
resistance used for normalization, which is 50 €2. The steady state DC voltage Vi41 for a
single-stage CP can be expressed in terms Vj,, diode voltage drop (Vp), CP impedance
(Rr, — jX1) as in (5.6) by substituting (5.5) in (5.4), which can be subsequently simplified

for (X7 >> Ry), and zero bias diode (Vp = 0).
(Rp+ R1)/((Rp + R1)* + (XL, — X1)%) = 1/ Rporm (5.5)

Vss1 =2V = Vp
- 2Vin ( Xy ) (5.6)
R R
| Rrorm (14 1) VT
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5.3.2 Multi-stage formulation

A simplified formulation of steady state DC voltage Vg, for n-stage CP can be obtained
with further approximations. By assuming pump capacitance C'p is large enough to be
considered as RF short at 900 MHz, which will simplify the total input impedance as Zj, /n,
as shown in Fig. 5.6. By using the equivalent impedance model, Vsg, can be obtained as
expressed in (5.7), using approximate form of (5.6), provided the same Rj,orm, was used while

matching. In (5.7), Ry, denotes the loss resistance of the series matching element.

Vo 2n x Vi, (XL/TL)N\/ﬁvl
ssn ~ ~ SS
R R
\/Rnorm(l‘i‘—nRén) VAL

The input impedance of the n-stage CP reduces as (Ry/n — jX/n). As a result, the

(5.7)

series matching element (R, + jX1,) needs to be reduced. If series inductors of identical Q-
factor are used, a further assumption can be made as nRj, =~ Ri to maintain the matching
condition. However, this assumption is valid as long as (X, — X /n) remains almost
identical to (X7 — X,) during matching. With the approximations, a further simplistic form

of Vggn for n-stage is expressed in terms of only Vg1 and n.

5.4 Transient Model for Arbitrary Load

The 10%-90% rise time (T}-;,) is obtained from transient response of a n-stage CP system.
The capacitive load Cj,,q gets charged primarily through the diode video resistance, referred
as pump resistance Rp = nokT'/(q * (Is + 1)), where ng is ideality factor, k is Boltzmann
constant, I and [ are reverse saturation and bias current respectively [130]. With Rp,

Cload, and Vg1, the equivalent model of a single-stage CP is shown in Fig. 5.7(a). Rp of a
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Figure 5.7: Equivalent transient model for (a) single stage CP, and (b) n stage CP.
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Figure 5.8: (a) Extracted pump resistance (Rp) of a single stage CP at different input power.
(b) Model vs. discrete circuit based single stage CP simulation time comparison.

single-stage CP is extracted at different input power level as shown in Fig. 5.8(a). Due to
self-biasing of a Schottky diode, bias current increases at higher input power and hence Rp
decreases.

Using equivalent circuit from a single-stage CP, the equivalent model of a n-stage CP
is extended as shown in Fig. 5.7(b). A further simplification was performed under the
condition Cj,,q >> nCp as Cj,,q is usually in nF range or higher whereas C'p is in pF
range. In addition to Cj,,q, when a load resistance Rj,,q is also present, R;,,q forms a
voltage divider with internal nRp. In (5.8), vy, (t) of a n-stage CP is expressed in terms
of Vssn, Rp at any load condition. Finally, T}, is calculated from time dependent vy, (t)

expression. It should be noted that increase in stage number will reduce the input RF
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impedance whereas increase the output DC impedance.

t
1 —
Un<t> = Vssn— (1 —e (n*RPHRload)*Cload) (5.8)

5.5 Measurement Results

Use of model shows a substantial reduction in actual time taken by a simulator compared
to discrete component based transient circuit simulation with RF input as in Fig. 5.8(b).
For example, a single stage CP with the discrete diodes, C'p, and matching network takes
actual time of 1059 s for transient simulation duration of 2 ms. This happens due to a very
small timestep reqirement to resolve the full bandwidth of the RF input for convergence. On
the other hand, as Fig. 5.7(a) based single CP model uses a DC step input, the simulation
time reduces to 1.6 s with same convergence criteria. For comparison, both the transient
simulations were performed using Keysight ADS at MSU DECS server (2 Intel Xeon Gold
6150 CPU and 50 GB RAM).

One to five stage CP was assembled on a FR-4 PCB with HSMS-2852 diode and C'p = 20
pF to verify the developed model with setup as shown in Fig. 5.1(b). A single stage CP
shows good matching (S71; < —10 dB) around 900 MHz at diiferent input power as shown
in Fig. 5.9(a). Also, CPs with different stages show good matching around 900 MHz at -10
dBm input power as in Fig. 5.9(b).

The transient model was further compared with measurements for different stages as in
Fig. 5.10, and different Cj,,q and Rj,,q as in Fig. 5.11(a). The voltage normalization in
Fig. 5.10 and 5.11(a) was performed with respect to Vg, at no load resistance. Additionally,

measured efficiency as shown in 5.11(b), demonstrates the maximum efficiency when Rj,qq
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Figure 5.9: Measurement results of reflection co-efficient (S11) (a) single stage CP at different
input power, and (b) multiple stages CP at -10 dBm input power.
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Figure 5.10: Voltage normalized transient response of CPs with different stages with Cj,,q =

100 nF and no external R;,,q-
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Figure 5.11: (a) Voltage normalized transient response of a 2-stage CP at different load
conditions. (b) Measured efficiency of CPs with different stages. (c) Scaling factor of T3,
and Vsgp, compared to a single stage CP.

Table 5.1: Comparison with relevant literature.

Impedance Transient
Ref. Frequency Application Technology No. of stages matching analysis
in model using model

122 950 MHz RFID energy harvesting 180 nm CMOS 2-3 (measured) Yes No
125 915 MHz RFID energy harvesting 90 nm CMOS 17 (measured) No No
129 DC DC-DC voltage boost 65 nm CMOS 8-16 (simulated) No Yes
128 DC DC-DC voltage boost Diode based 8-16 (simulated) No Yes
131 5.8 GHz RF-DC energy harvesting BAT15-03W diode Single diode No No *
132 2.45 GHz, 5.8 GHz RF-DC energy harvesting MA4E1317 diode Single diode No No ~*
[This work] 900 MHz RF-DC Energy harvesting HSMS-2850 diode 1-5 (measured) Yes Yes

*Modeled in steady state time domain

is close to nRp for respective CP. As the total loss associated with diode resistance increases
with n, peak efficiency drops with increase in stage number. All the measurements were
performed at -10 dBm input power and within (926 MHz - 935 MHz) band depending on
the CP’s best S71 response.

Finally, the theoretical and measured scaling factor for Tp., /71 and Vg, /Vss1 are com-
pared in Fig. 5.11(c) for different number of stages at C,,q = 100 nF and no external Rj,,q-
For a single stage CP, Vi1 was measured as 1.14 V and T, as 1.8 ms at 926 MHz and
-10 dBm input power. As derived earlier, (T}, /T,1) varies proportionate to n according to
(5.8), while (Vsn/Vss1) varies proportionate to y/n according to (5.7). However, it should

be noted that the scaling factor for different n is valid when the CPs with similar matching
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configuration are measured at identical power level.

5.6 Summary

In this chapter, the modified Dickson CP circuit is analyzed for different design parame-
ters and a model is proposed to capture the transient response. The model takes account of
impedance matching network, which is necessary to match a CP to an antenna in wireless
systems. Additionally, the model offers a great reduction in simulation time especially when
the CP rise time starts exceeding 1 ms. The model supported by measurement result showed
that the rise time increases proportionally with increasing the number of stages, which is also
necessary to boost the steady state output voltage. The model will be helpful in estimating

charging rise time for wireless energy harvesting applications.
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Chapter 6

Effective Transmit Time Reduction of

RFID Reader

Prolonged RF radiation reduction on human body can be detrimental and there has been
multiple related studies, which were mentioned in chapter 2. RFID has become a successful
choice for integrated sensing due to small feature size and batteryless architecture. However,
RFID tags require continuous RF illumination from the reader to transfer data from the tag.
This scenario may trigger for undesired prolonged transmission from the RFID reader. To
mitigate the problem, a dual mode RFID tag with active transmission is proposed in this
chapter, where the RFID tag will fetch information from the sensor locally. In this chapter,
a dual mode RFID system is proposed for intra-vehicle wireless sensing application, where

there is a risk of prolonged RF radiation exposure to human bodies.

6.1 Background

Sleep monitoring of patients during acute illness or clinical condition is very important.
The hybrid RFID based wireless and batteryless sensing system can be used to monitor a
patient’s movement during sleep. In this case, a pressure monitoring sensor can be integrated
with the hybrid RFID system. Also, with an increase in intelligent transport system, more

sensors need to be integrated within a transport system for various applications. Currently,
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Figure 6.1: Dual mode RFID tags for patients’ sleep monitoring system.

majority of the sensors are interfaced with the transport control system using wires, which
results in long redundant wires routed all over a transport system’s interior. This leads
to added cost, weight, and wiring complexity. The size of the wire harness can be signif-
icantly reduced if the connectivity of the sensors is made wireless. Hence, there has been
a drive recently to make the sensor connectivity wireless [133—135]. However, with wireless
connectivity of the sensors to the transport control system, power supply becomes an issue
for those sensors [136]. Usually battery is used for supplying power to the wireless sensors.
However, using batteries will limit the life-time of the sensors based on power consumption.
Additionally, many of those sensors are embedded within the body or parts, which may not
be accessible to change batteries. Hence, a wireless and batteryless system is required for
the sensors to be installed within a modern transport system to remove many redundant
wire connections and will be operational over the life-time of the sensors without requiring
service such as battery change.

RFID based sensors have been proposed earlier for different low power sensing applica-
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Figure 6.2: Different modes of communication in between the reader and tag.

tions [46,118,137]. The central controller within the tag periodically activates the sensor
and transmits the data using backscatter modulation. The harvested power in the RFID is
used for powering up the tag circuit and the sensor. Use of the controller with ADC en-
ables the RFID based sensor tag to interrogate a broad range of analog and digital sensors.
In [118,137], analog electrochemical sensors pH and ammonia were used. The analog output
voltage was converted into digital data and sent from the tag to the interrogator. A similar
technique can be used for patients’ sleep monitoring in clinical conditions. In Fig. 6.1, an
example scenario of the dual mode wireless sensors is shown, where rooftop reader antenna
is used to monitor the embedded sensors. The sensors for sleep monitoring are usually piezo-
electric or piezoresistive in nature, which generates voltage or changes impedance in case of
applied pressure is changed. By detecting the pressure, the movements of a patient is quan-
tified, which will provide the data for quality sleeping. Using the same concept, multiple

sensing modalities can also be incorporated into a single tag.
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6.2 Finite State Machine and Event Driven Modes

The design of the system can be conceptualized in terms of a finite state machine (FSM).
FSM is a mathematical model used to develop a logical process where a finite number of
operational conditions or states exist and at a time the machine can only be at a single state.
Transition from one stage to another occurs based on single or multiple events. The FSM for

the tag and reader communication is represented using the variables (X, M, My, ), where:

e Y is the set of finite input events which initiate the state transitions.

M is the finite set of states as { My, M7}, where in M the tags communicate with the
reader using backscattering, and in M7 the reader waits for the tag transmitted status

change signal.

e My is the initial state.

0 is defined as the state transition function, where § : ¥ x M — M.

6.2.1 M, state: Tag backscatter communication

In the initial state M, the tags transfer the sensor status using backscatter communi-
cation. In backscatter communication, the tag modulates its antenna impedance to transfer
data to the reader. In this state, the reader supplies the RF carrier and the tags use the
carrier to perform the modulation as well as storing the redundant energy. As shown in Fig.
6.2, the reader sends queries sequentially as {Q1,Q2,...,Qx} for N tags and receives the
consecutive replies {Rq, R, ..., Ry }. The sequential and individual query of tag helps in

avoiding tag reply message collision at the reader. The state My stays in the same state as
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long as event driven mode mqq prevails. When the mode myg is triggered, the state changes

from My to Mj.

6.2.2 M, state: Tag active transmit

In state M, the reader does not transmit any RF carrier. Instead of the reader directly
monitoring the tag sensor status as in M state, the reader delegates the sensor monitoring
to the tag locally in M7 state. A tag uses the stored energy from M state for sensor
monitoring. In case of sensor status change of ith tag T}, the tag dispatches alarm signal. In
this state, the reader waits to listen for any alarm. Mj state is maintained as long as mq;

mode is active until when m1g mode is trigerred and the state changes to M.

6.2.3 Events and driven modes

The state transition takes place due to the driven modes and each of the modes is
dependent of single or multiple events. The event set ¥ : {ej, eo,e3} is triggered due to
voltage level VTz‘ or alarm signal status ATi of Tag T;. The event signal e is set as 0 as long
as ATi status is inactive for all the tags. As soon as ATz‘ is triggered from atleast one tag,

e1 status will change to 1.

1 [3T; | (A, == 1)]

e1 =
0 [(Ap, ==0)vT}] (6.1)
where, T; € {T1,T5,....,Tn}

The input event eg is set as 0 as long as VTz’ of atleast one tag is below the predicted

voltage chgeak by the reader while the tags are charging. As soon as VTi of all the tags are
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higher or equal to maximum voltage chfjeak , eg status is changed to 1. Similarly, e3 is set
at 0 as long as VTi of all tags is above the minimum voltage lejﬁak by the reader while the
tags are discharging. When VTz‘ of atleast one tag drops below leffak , e3 is set as 1. The
parameters chgeak and Vd];fak are described later.

0 [3T;| (Vg < Vjeak)]

C

eg =
1 [(Vgy > Verk) v ) (6.2)
where, T; € {T1,T5,....,TN}
1 3T | (Vg < VEeak)]
€3 =
0 [(Vg, > VEeak)yy Ty (6:3)

where, T; € {T1,T5,....,TN}

Different modes mgg, mo1, m10,m11 are executed based on the event combinations as
expressed in (6.4). The modes are primarily triggered by eo and eg events. It should be
noted that eg and eg are two mutually exclusive events, where eo can only occur in M state
and eg can only occur in Mj state. Generally speaking, the machine remains in M state
until all the tags are fully charged. The machine then stays in M state until atleast one
of the tags is discharged or ATz‘ is dispatched. In the instance of two tags dispatching ATz'
and ATj simultaneously where (i # j), the reader will be unable to decipher as there will
be information collision. To avoid this, the machine changes state to My where the reader

inquire each tag individually and sequentially.
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Figure 6.3: Different sub-modules of the tag circuit.

moo = 1,if [(eg == 0)]
mo1 = 1,if [(eg == 1)&&(e1 == 0)]

(6.4)
mig = 1,if [(eg == 1)[|(e; == 1)]

my1 = 1,if [(63 == )]
6.3 System Architecture

As described earlier, the system includes multiple tags and a reader transceiver to obtain
information from the tag both in backscatter and active-transmit mode. In this section,

different parts of the tag circuit is described first, then the reader part is described.

6.3.1 Tag design

The complete tag circuit with the sub-modules is shown in Fig. 6.3. The tag contains:
1) Energy Harvester to harvest DC power from the RF power; 2) Reader Code Demodulator
to decode specific instruction from the reader and act accordingly; 3) Oscillator to generate

carrier frequency at 900 MHz; 4) Charge Control Module to store redundant charge and act
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Figure 6.4: Energy harvester with 3-stage Dickson charge pump configuration.

as a power supply to the tag when the reader is not transmitting; 5) Micro Controller to
perform the task activities; and finally 6) Sensor to monitor the intended parameter. Each

of the sub-modules are described in detail as followed:

6.3.1.1 Energy harvester

The energy harvester converts the RF energy into DC for biasing, in order to supply DC
bias to drive the peripheral circuits. Dickson charge pump configuration was used as the
energy harvester as it converts DC voltage, and simultaneously boosts up the DC voltage at
desired level [118]. From our previous analysis in Chapter 5, it was shown that more number
of diodes help in boosting the DC voltage but simultaneously degrading the efficiency and
charging rise time. Six diode based charge pump configuration was found to be optimum
for the energy harvester. Very low barrier Schottky diode HSMS 2852 was used to harvest
energy due to good efficiency. The generated DC voltage is regulated using a low power
voltage regulator (TPS79733) at 3.3 V to drive the peripheral circuit. The schematic of the
energy harvesting circuit is shown in Fig. 6.4, which takes FH 4n as input RF and provides

three output: 1) DC 3.3 V, and 2) RC'D_in1, 3) RC'D_in2 for the reader code demodulator.
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Figure 6.5: Reader code demodulator to decode reader instruction at the tag.

6.3.1.2 Reader code demodulator

The reader code demodulator decodes specific instruction from the reader and generates
interrupt. To avoid tag reply collision, it is necessary that a single tag will reply at a time. In
conventional RFID system, the tag reply collision is avoided by activating random counter in
the tag. Randomizing the tag reply in this way minimizes the tag collision but do not fully
mitigate it. By activating one tag at a time based, the system can avoid potential tag reply
collision. Two low pass filters (LPF) are used in between the energy harvester and reader
code demodulator to pass the low frequency reader demodulation signal and stop the high
frequency RF signal as shown in Fig. 6.5. The schematic of the reader code demodulator
is shown in Fig. 6.5. RCD_in2 input provides reference level and RC'D_inl carries the
low frequency modulation. Both of the inputs are compared and interrupt INT is issued
whenever RC'D_inl is lower than RCD _in2. In addition to providing I NT', the reader code

demodulator sends the reader instruction signal through the same channel.

6.3.1.3 Oscillator

A standard oscillator in cross-couple configuration is used to generate the 900 MHz carrier

as shown in Fig. 6.6. Two resistors of 10 k) are used to set the output voltage swing of

123



OSC_in Voltage

Regulator
10kQ

BFT25A

RF_out

Figure 6.6: Oscillator circuit to generate 900 MHz RF' carrier.

the RF output signal RF out at low power consumption. LC tank was realized at 900
MHz using lumped 5.6 nH inductor and 2.4 pF of capacitance. BFT25A BJT with 5 GHz
cut-off frequency was used to provide sufficient negative resistance for the tank to sustain
oscillation. A common emitter buffer stage was used to drive the 50 €2 antenna system using
the oscillator output. The base of the BJT in common emitter configuration is biased using a
RF choke of 4.7 uH. Two 12 pF capacitors were used to isolate the DC biasing of cross-couple
and common emitter configurations. The oscillator is triggered by micro-controller port
signal, whose voltage level varies depending on the supply level of the micro-controller. The
oscillator activation signal OSC'_in was fed into a low power voltage regulator (TPS79718)
to keep the voltage level fixed at 1.8 V and hence, the power consumption due to oscillator

was fixed irrespective of the micro-controller supply voltage.

6.3.1.4 Charge control module

The charge control module uses a 2.2 mF capacitor to store energy in the tag locally and
use that energy to power the tag circuit when energy is unavailable from the energy harvester
as shown in Fig. 6.7(a). The charge control module uses two switches: a) current controlled

switch, and b) bi-directional switch to charge the capacitor. At the initial stage of charging,
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the capacitor acts as a short circuit and hence charges rapidly resulting in dropping the DC
voltage level of the energy harvester. When the voltage level drops from required level, the
tag stops operating as desired. Hence, the charge flow in capacitor is controlled using a
current controlled switch at the initial stage of charging. Once a threshold minimum voltage
is reached at which the tag can perform, the charging is done through a bi-directional switch.
As the charge flow is controlled in current controlled switch, it is slower, whereas charging
through bi-directional switch is very fast. Control pins CCSW and BDSW are used to
control the two switches. A very low barrier ( 0.1 V) and ultra low reverse leakage Schottky
diode was used in between the energy harvester and rest of the peripheral to minimize the
leakage power in reader code demodulator and energy harvester when the tag is operating
on stored capacitor charge. MC_V DD is used to supply bias to the micro-controller and
C_V DD denotes the voltage level of the capacitor.

A simple zener diode based reference is used for voltage comparator as shown in Fig.
6.7(b). The zener diode provides 2 V reference for activating CCSW from BDSW switch.
To restrict power consumption, the voltage comparator is activated using VC_act. C_VDD
voltage level is compared with 2 V voltage level, and the comparator output is provided

using V C'_out as digital signal.
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Figure 6.8: (a) Input and output ports connections of micro controller, and (b) sensor circuit
configuration.

6.3.1.5 Micro controller

PIC16LF1823 with operating voltage at 1.8 V was used as the micro controller to perform
the logical operations. The internal clock frequency was set at very low frequency of 31 kHz
for low power consumption. The controller uses INT' as external interrupt, which triggers
different operational mode other than its usual operational mode. Different input and output
ports of the controller are summarized in Fig. 6.8(a).

An example sensor was used as a test case. A medium power consuming sensor was
used to show the efficacy of the proposed RFID system. A hall effect based sensor is used
as an example sensor. The sensor with biasing components is shown in Fig. 6.8(b), where
the sensor generates output depending on presence or absence of magnetic field. The sensor

circuit is activated using SEN _act port and the sensor status is read from SEN out port.

6.3.1.6 Antenna and front end

The tag requires an antenna and a RF front end consisting of RF switches to receive
RF power and send oscillator trigger signals efficiently in My and M states respectively. A
standard planar inverted-F antenna (PIFA) was designed to miniaturize the antenna struc-

ture and also to reduce human loading effect. Two different boards were used as shown in
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Figure 6.10: Simulated and measured PIFA antenna reflection co-efficient comparison.

front and side views in Fig. 6.9, where the PIFA is in top board and the bottom board is
only back metal reflector. The back reflector was used to reduce the effect of any material
from the backside of the antenna. The simulation and measurement results for reflection

co-efficient (S11) comparison of PIFA antenna is shown in Fig. 6.10.

6.3.2 Reader design

The reader circuit is shown in Fig. 6.11 with the RF front end, and the controller part.
The continuous frequency at 900 MHz generated by the source is modulated or controlled

using a RF switch. A splitter is used to bifurcate the RF signal in two parts: a) one part
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Figure 6.11: The reader to interrogate the tags in two modes.

is amplified using power amplifier (PA) and transmitted using an antenna; b) the other
part is used in the mixer to downconvert the tag replied signal in M state or backscatter
communication mode. The circulator separates the transmit and received RF signal in the
reader. After circulator, the tag return signal is fed into a SPDT switch, which directs the
signal in two alternative paths. In M state the signal is fed into the mixer, otherwise fed into
a detector diode after passing through a bandpass filter at 900 MHz in tag active transmit
mode or M state. As the tag return signal is weak in both the modes, a baseband amplifier
(BA) or a low noise amplifier (LNA) is used to amplify the tag signal. The two modes are
controlled by interchanging the RF and SPDT switch. The RF switch is also used to send

reader code targeted for specific tag reply. A high gain antenna (~8 dBi) was used at the

reader side to communicate with the tags.
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Figure 6.12: Charging of the capacitor using controlled current.

6.4 Charging and Discharging Operation

The tag has primarily two operational states: 1) backscatter communication, and 2) ac-
tive transmission, as mentioned earlier. From charge holding point of view, the tag capacitor
gets charged during the M state and discharged during M; state. Now, for the reader to
initiate and stop RF transmission, it is important to model the charging and discharging

time at the tag.

6.4.1 Charging time

In the backscatter mode, the objective is to get the storage capacitor charged up. The
charge control module uses two stages while charging the capacitor: a) controlled current
charging, and b) bi-directional charging. To continue the tag microcontroller functional
during charging of the storage capacitor, during the initial stage of charging, controlled

current charging was used until the threshold voltage level Vg is reached.

6.4.1.1 Controlled current charging

The equivalent circuit of the current controlled charging is shown as in Fig. 6.12, where
the transistor emitter current is modeled as a voltage controlled current source I.,. The

energy harvester is modeled as equivalent source with Vpy,, and pump resistance Rp as
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derived in Chapter 5. The impedance of micro controller is represented as an equivalent load
resistance of R from its voltage current relationship. The micro controller and capacitor
voltage level is shown as Vo and Vigp. The transistor current 1., is controlled by the voltage
level of the switch signal C'C'STW, maintained by the micro controller and is denoted as Vo,
which can have maximum value of V;. In between energy harvester and the current control
circuit, the voltage regulator and diode will regulate the V3¢ level, and the maximum level
of Vs is defined as Vieg — Vp, where Vg is the regulated output and Vp is forward diode
voltage drop. By imposing KCL on the circuit as shown in Fig. 6.12, expression for Vo
level is obtained as in (6.5). It is important to note that the micro controller requires atleast
Viwi supply voltage to remain operational. By using the bound (Va;o > Vi), the maximum

bound on I, is expressed as (I, < Vpy,,/Rp — Vi /(Rpl|Rp))-

Vare = min (Rl Re) (S22 ). (Vieg — Vi) ) (65)

When Vv is applied at the transistor base, the emitter current is obtained as in (6.6),
where [ is the forward current gain, Rp is base resistance, and Vg , is base emitter on-
voltage. Vv can attain maximum value of Vo, and hence o < 1. Higher value of « is
desired to maximize I.;, and hence shorter charging time for the storage capacitor. However,
increasing I, will risk at dropping the V¢ level bellow V;,; and hence, shutting down the
whole system. Hence, I, should be optimally controlled by using the Vo level during the
initial stage. At the later stage of charging, once the capacitor starts accumulating charge,
the voltage Viqp starts increasing and I, starts dropping. As a remedy, the value of o
should be kept lower during initial charging stage and higher during later charging stage.

Value of a can be controlled using micro-controller digital to analog converter (DAC). The
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time dependent relation between I.; and Vegyp is expressed as in (6.7).

B+1
[ch = R—<VCN - VBE70n - VC&p)
B (6.6)
where, Vion = aVyco
chap
L. =C 6.7

Using Vpy,,,, and Rp values at different power level, atleast -1 dBm input power is required
to keep Vj,; = 2 V for parameters at o« = 1, Ry, = 160 k{2, Vg o, = 0.7V, Rp = 1.2 M{),
B8 =80, and C' = 2.2 mF. At -1 dBm input power, Vp,,,, = 4.7 V and Rp = 18 k2 are
obtained for a three stage energy harvester from Chapter 5 analysis. In order to reduce the
operating power of the tag while maintaining V},; = 2 V, «a should be less than 1 while
keeping other parameters to be same. For example, when input power is -3 dBm, Vp,,,
and Rp result as 3.8 V and 20 k2, and by solving (6.5) and (6.6) with initial condition as
Veap = 0V, a = 0.86 is required as the current controlled charging kicks in. « can only
become 1 once Veqp reaches 0.26 V, which results in controlled current charging for atleast
9.2 s with @ = 0.86. The measured result of both conditions at -1 dBm and -3 dBm input
power is shown in Fig. 6.13. When a = 1 starting from the begining for -3 dBm input

power, the V¢ level falls below Vj,; during the initial 8 s.

6.4.1.2 Bi-directional charging

Once, Veqp reaches the Vg level, the charging circuit switches on the bi-directional
switch and turns off the current controlled switch for fast charging. The Viqp can be obtained
by equating the power balance expression as in (6.8), where 1 is power conversion efficiency

from RF to DC, and Prp is input RF power. By imposing initial condition, time varying
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later a = 1.

expression for Viqp is obtained as in (6.9).

dV,
nPrp = (Jvcap—d;“p (6.8)
2nP

Now with understanding of the storage capacitor charging behavior, the charging voltage
function chz (Tens V) can be defined as the voltage level of the storage capacitor with peak
value of (Vieqg —Vp), provided it reaches Vpp after a time 7.,. Now, as the reader constantly
monitors the voltage level of a tag, 7., will be known to the reader for a specific tag and
the time required to reach from Vyp to (Vieg — Vp) can be calculated based on (6.9). Then
the total charging time T, for a specific tag will be as given in (6.10). Once the reader
transmits RF power for T, duration, the reader sends end-of-transmit (EOT) signal to all

the tags. Upon receiving EOT, all the tags enter into active transmit mode.
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C(Vreg - VD - VTH)z
2nPrp

Tep, = Ten + (6'10)

6.4.2 Discharging time

After all the tags are charged up, the reader stops transmitting and the storage capacitor
starts slow discharging. To maximize the discharge time, two primary objectives are followed:
a) leakage current within the tag components is as minimum as possible, and b) after knowing
the sensor status, the micro controller quickly enters into sleep mode to conserve power.
There are primarily four leakage current paths from the storage capacitor: 1) bi-directional
switch internal leakage Iy, 2) transistor emitter-base leakage Itrqp, 3) voltage comparator
positive input internal leakage I, and 4) diode reverse leakage I;. The micro-controller
currents in sleep mode is considered as I; and in active mode as /4. Now with sensor current
consumption as Ige, and the fractional active time as 7, the total current consumption I3
can be expressed as (6.11). The discharging time 7,4 for a specific tag is given as in (6.12) for
the voltage to drop from (Vyeg — Vp) to Vg and the function is defined as Vd}; <(7dis» VDD),
where Vpp = Vieg — Vp. The current consumption of the individual branches is provided
in Table 6.1. Vd‘? <(Tdis, VDD) takes either 745 or Vpp as input and provides the other

parameter as output.

Tiot = Isw + Itran + Lve + Ig+y * (Iac+]sen) ( )
6.11

+(1_7>*Isl

C * (Vreg_VD —VrH)

(6.12)
Itot

Tdis =
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Table 6.1: Current consumption branches.

Current branch Value

T 50nA @32V

Livan 40nA @32V
Lyc 40nA @32V
I, 60 nA @ 3.2V
Tac 102 uA @ 3.2V
Iy 1luA @32V
Lsen 10uA @ 3.2V
Losc 400 uA @ 1.8V

Although the current consumption in active mode is much higher compared to the sleep
mode current consumption, l¢,+ can be reduced by keeping v much lower. By employing the
condition that the tag inquires the sensor once in every 250 ms, v = 0.002 can be achieved.

When the oscillator is activated upon the sensor change event, the discharging of the stor-
age capacitor is fast and the active mode discharging function is given as Vd];sosc(vf’ Vinit),
which takes Vj,;; as initial voltage level of the capacitor before the oscillator starts and Vy
as final voltage level after the tag stops transmitting. Vy is calculated based on the current
consumption by the oscillator as Iy, oscillator on time At, and Vj,;; as in (6.13). The on
time At is fixed at 1.5 ms, which is sufficient for the reader to detect tag transmitted RF

signal.

Tose * At

. (6.13)

Vi = Vinit —

6.5 Measurement Results

Once, the working principle of the dual mode RFID is decided, both wired and wireless
measurements were performed for validation. The complete fabricated wireless tag circuit

and the fabricated PIFA antenna are shown in Fig. 6.14. The PIFA antenna has SMA outlet
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(b)

Figure 6.14: (a) Dual mode RFID tag circuit with SMA, and (b) front and back side of the
PIFA antenna with SMA outlet, compatible to be embedded within seat.

from the backside, which was connected with the SMA outlet of the tag circuit using a SMA
connector during wireless measurement.

The measured results for storage capacitor and micro-controller voltage level are shown
in Fig. 6.15, due to charging switch control signal change. As mentioned earlier, there are
two modes of charging: (a) controlled current charging, controlled by CCSW, and (b) bi-
directional switch charging, controlled by BDSW. When the CCSW is active and BDSW
is inactive, the storage capacitor charging is slower, which ramps up when the BDSW switch
becomes active as shown in Fig. 6.15. Once the BDSW switch is active, the micro-controller
and storage capacitor voltage levels get shorted and hence, the MC_V DD drops to same
level as C_VDD.

To avoid tag collision, RCD module was integrated with the tag, which activates each
and every tag sequentially based on the code sent from the reader. The scenario is shown
pictorially in Fig. 6.16, where the tag only replies when it receives a specific code sequence.
The RCD module is activated only when the MC_V DD reaches the Vj,; voltage, which
depends upon the energy harvester time to harvest required voltage.

When the tag is measured in wireless setup, the information received at the reader from

a dual mode tag is shown in Fig. 6.17. The tag returned raw signal is shown at the top, and
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Figure 6.15: Storage capacitor and micro-controller voltage level at different switching sig-
nals.
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Figure 6.16: Activation of a dual mode tag due to specific code sent from the reader.
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Figure 6.17: The information received at the reader sent by a dual mode RFID tag.

the processed signal is shown at the bottom. In the received bit-stream, the 32 bit ID, 1 bit
sensor information, and 1 bit voltage status information are sequentially sent. The voltage
status signal goes from 0’ to 1" when the C_V DD level crosses the Vpp voltage level. The
sensor status shows the presence or absence of a magnet as bit '0" and 1’ respectively.
Finally, the sensor monitoring during the active transmit state was measured. The dual
mode tag takes 2.5 minutes to charge up completely during initial stage and only 0.5 minutes
in successive charging events. While discharging, if there is no sensor status change, the tag
can monitor the sensor locally for 30 minutes. Each tag interrogates the sensor locally once
in every 250 us. Hence, at worst case scenario, the reader knows of a sensor event change

within 1 second.

6.6 Summary

In this work, the working principle of a dual mode RFID sensor tag is described and
experimentally validated. The RFID tag monitors the sensor locally and in case of an event
trigger, the tag notifies the the reader. Any analog or digital sensor can be integrated with

the proposed dual mode RFID system. The sensor integrated dual mode tag showed a
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significant reduction in transmit time from the reader. The transmit time reduction strongly
depends upon how many times the tag sends the alert signal to the reader. This scenario is
beneficial for a sensor, which doesn’t change its state frequently. The proposed dual mode
RFID tag has strong potential for a sensor networks such as hospital system or modern
transport system, where reduced RF transmission around the patients or passengers is a

desired goal.
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Chapter 7

Conclusion

Four primary challenges of a conventional RFID based batteryless system are identified:
(a) clutter effect, (b) sensor integration, (c) response time, and (d) RF radiation. Many
possible scenarios for how the challenges arise are discussed with various applications. Next,
solutions are proposed for each of the challenges as (a) harmonic RFID for enhanced opera-
tion under cutter effect, (b) low power digital interface sensing platform for electrochemical
sensor electrode integration for biochemical applications, (c¢) component level circuit analysis
to model the harvesting efficiency and response time, and finally (d) dual mode RFID to
effectively reduce the RF radiation.

A miniaturized single antenna based harmonic RFID tag was developed and demonstrated
with prototype. This harmonic RFID tag only requires the harmonic generator as an extra
component in addition to other components used in conventional RFID. The harmonic RFID
will provide a better SNR compared to conventional RFID in presence of clutter.

A pH sensor integrated RFID tag was fabricated and demonstrated for biochemical ap-
plications. The proposed sensing system illustrates a low power digital interface for analog
sensors. The architecture is scalable and multiple sensors can be integrated with a single
RFID.

A dual mode RFID tag was also developed and shown to reduce the effective on time of

RFID reader. The dual mode RFID tag stores the redundant harvested energy and can use

139



the energy to monitor a sensor locally. The RFID reader will not be required to transmit
RF power during this local monitoring. In dual mode tag, the tag can synthesize its own
carrier and use it for communication while the reader does not provide any carrier.
Harmonic RFID, sensor integrated RFID, and dual mode RFID has inter-compatibility
and one can be merged with other as per requirement. Hence, a hybrid RFID can be formed
by integrating all the three RFID structures. In many applications, combination of the four
primary challenges can arise and a hybrid RFID will be capable in mitigating the challenges

simultaneously.

7.1 Future Work

In this thesis work, the primary work was development of different functional elements
of hybrid RFID system and the reported prototypes were fabricated on a Printed Circuit
Board (PCB) with discrete components. The final circuit board was quite big due to use
of individually packaged components. The proposed future work primarily focuses on three

aspects: (a) miniaturization, (b) security, and (c) packaging.

7.1.1 Miniaturization

The complete circuit of a hybrid RFID tag can be miniaturized greatly by using mono-
lithic fabrication of different modules on a single substrate. There are primarily three parts
for a hybrid RFID tag: (a) RF part, (b) digital part, and (c) antenna. In the current designs,
the RF part consumes the primary real estate area. Using monolithic fabrication of CMOS
process, a hybrid RFID tag can be miniaturized to a comparable size of conventional RFID

tag circuit.
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Apart from the tag circuit area, another area consuming part is antenna. While the
tag circuit area can be miniaturized using monolithic fabrication without compromising the
circuit performance, the antenna miniaturization is related to the tag performance. As the
antenna gets smaller, the radiation efficiency reduces, impacting on the overall tag perfor-
mance. There are primarily two ways for miniaturizing the tag antenna: a) use of material
with high relative permittivity, or permeability, or both; and b) efficient design. Use of high
dielectric constant substrate or magnetic material can reduce the effective wavelength and
hence the overall antenna dimension will be smaller. However, the substrate loss increases at
high frequency with increase in relative permittivity or permeability of a material. Again, a
tradeoff should be maintained, as the antenna miniaturization taking advantage of material
property will impact on the antenna performance. On the other hand, using optimized design
with miniaturized size and considerable gain is very much desired. Use of an optimization
tool such as genetic algorithm (GA) or particle swarm optimization (PSO) for antenna op-
timization will be helpful for optimizing with multiple objectives such as gain maximization
and area minimization. Also, antennas are usually designed as a two-dimensional planar
structure. Taking advantage of all the three dimensions can help in minimizing the antenna
structure without sacrificing much gain. However, fabrication in bulk and installing the

RFIDs with 3D antenna will be a challenge.

7.1.1.1 Electrically small antenna

In attempt to continue the above miniaturization challenges specifically for antenna,
it is worthwhile to mention the requirement of small antenna design. A small antenna is
defined as electrically small antenna with maximum dimension < A/3, where A is the effective

wavelength. A significant amount of research has been done previously on small antenna and
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it would be worthwhile to mention the development and integration of small antennas with
RFID tags [138-140]. With antenna dimension becoming smaller, the fundamental challenges
appear as reduced bandwidth, reduced gain, and reduced coupling with reader antenna, all
of which can effect on the RFID system performance [140-142]. Hence, apart from making
the tag antenna smaller, a broader level system analysis should also be performed keeping

those three factors in mind.

7.1.2 Security

The only authentication of a RFID tag is the identification bits, which can be cloned and
can be a big security breach. In next five years, there is an estimated 19.21% compound
annual growth rate of RFID devices in the electronic payment market. For at least this
reason, there is a need to procure data securely from RFID sensors. A tamper-proof secured
RFID tag can be implemented using multiple harmonics monitoring technique [143]. An
extra layer of authentication can be added to existing RFID tags by monitoring multiple
harmonics. As there will always be tolerance in the components used to design the NLTL,
there will always be different mismatch in the impedance of a single NLTL stage resulting in a
different amplitude level and phase of the received harmonic levels. The different higher order
harmonics would be a unique signature or fingerprint of the specific hybrid RFID tag under
identical excitation modulation signals. The relative power level and the phase difference of
the higher order harmonics is stored for a specific RFID during initial activation and always
verified later against the information. A wide band antenna capable of transmitting multiple

harmonics is necessary for both the RFID tag and the reader.
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7.1.3 Packaging

Bulk scale packaging technology is important for hybrid RFID tags as that can effectively
reduce the final cost of the hybrid RFID tag. The hybrid RFID tag will have primarily three
components, which need to be integrated at the final stage of packaging: 1) antenna, 2)
RFID IC, and 3) sensing elements. Single frequency resonating antenna is required for a
hybrid RFID tag except harmonic operation. Hence, options for antenna can be kept at
final stage of integration. Like conventional RFID, the hybrid RFID IC can be fabricated
separately and then integrated with the desired antenna at the final stage of packaging.
The electrochemical material requirement is different for different parameter sensing, hence
the sensors need to be fabricated separately. At the final stage of packaging, the desired
sensor heads can be integrated with the hybrid RFID IC along with the antenna. Different
bulk printing techniques such as pad printing or inkjet printing can be used for the final
stage integration. Pad printing is a fast printing technique for thin-film substrate based
integration, whereas inkjet printing is more desired for fine resolution. Combination of those
two printing techniques can be used for a complete hybrid RFID fabrication. The antenna
can be manufactured using pad printing, whereas inkjet printing can be used for interconnect

printing between antenna, IC, and sensors together.
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APPENDIX A

Modulation Depth Formulation of

RFID Tag Impedance

A simplified representation of coupled reader and tag antenna with different dimensions
is shown in Fig. A.1. The center of the two antennas are at z = 0, and separated by rg. As
shown in Fig. A.1, both the antennas are cylindrical center-fed dipoles. The two antenna
network can be represented as a four-terminal impedance network as shown in Fig. A.2.

The impedance network with different impedance parameters is shown in Equation (A.1).
For a reciprocal network, we can write Z19 = Zo1. In Equation (A.1), V} and V5 represents
the voltage across the antenna terminals and I1(0) and I2(0) represents the current flowing
into the feeding terminals at location z = 0. Now, if the tag antenna is terminated with a

load impedance Zp,, the terminal voltage of the tag will be according to Equation (A.2).

Vi = Z1111(0) + Z1215(0)

(A1)
Vo = Z9111(0) + Z2215(0)
Vo = —Z1,15(0) (A.2)
2
= {ZH - %} 1,(0) (A.3)
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Figure A.1: Two cylindrical dipole antennas with different dimensions.

1,(0) 1,(0)

+ — —
Vi (] Vv,

Figure A.2: Four-terminal impedance network for two antenna system.
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Using reciprocity and substituting Equation (A.2) in Equation (A.1), we can obtain a

relationship between V; and I1(0), which is given in Equation (A.3). Now in Equation (A.3),

there are two parts in the impedance expression. If the input impedance of reader antenna is

considered as Zj;, 1 in free space, then the back-scattered voltage V;? induced by tag antenna

at the reader antenna is given in Equation (A.4).

V1=V 4+ Zin111(0)

Z2
VE=1(Z11 = Zin1) — —22—11,(0
el N Zy + 77, 1(0)
Packlington’s EFIE for a single antenna
2a I(z=1)=0
Z
1 —

e

Vt 25 o0 ‘\ Surface S / l
/%“H-‘ -

E
z’
I{Z=-H=O

Figure A.3: A single center-fed dipole antenna.

(A.4)

Before deriving the system of equations for two antenna system, first the Electric Field

Integral Equation (EFIE) is formed for a single antenna. To begin with, a few approximations

are considered. First, the antennas are considered as center-fed cylindrical dipole. "Thin-

wire’ approximation is considered for the antenna, which means dipole length is much higher
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than dipole diameter. 'Slice-gap’ terminal generator model is used at the feed point of the
antenna. And finally, the antenna is considered made of a perfect conductor. The schematic
of the antenna is provided in Fig. A.3. On a perfect conductor surface, the total tangential

electric field is zero. Hence, we can write

(A.6)

The electric filed E represents the total electric field. E; represents the impressed electric
field, which excites the system and Es represents the scattered electric field due to induced
current J excited by E’; In the following notations, 7’ denotes the source vector and 7

denotes the vector at evaluation point, on the surface of conductor. We can write E;(F) due

to J(7') as below

o kR

/ AT
4R 45 (A7)

By = —%7 [V T+ B2 (7]

J (") denotes the surface current on surface S and # is an unit vector tangential to the
surface. In Equation (A.7), n is given as \/u_/e and (3 is provided as w,/pue, where 1 is the
permeability and e is the permittivity of the medium through which Ej propagates. Substi-
tuting Equation (A.7) in Equation (A.6), the following expression can be shown. With the
‘slice-gap’ model, the terminal voltage at the antenna input can be substituted in Equation

(A.8) to form Equation (A.9). In Equation (A.9), 6(z) is dirac delta function.
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—jkR
R

e

ds' = Vé(z—0) (A.9)

Jn Ny 27 7
8 S[V J(P)t -V + g%t - J(T )]

For a thin wire antenna as shown in Fig. A.3, the current distribution is primarily a
function along the 2 distribution and is a weak function of radial distribution. By consid-
ering the current distribution J(7') = f(¢/)I (2’ )zA’ along the wire length, and few vector
operations, the EFIE can be modified as shown in Equation (A.10). In Equation (A.10),
f(¢') represents the circular current distribution function and I' is the axial path along which

the line integral is performed.

g [ [91(z) 9 |
A F[dz’ dz + A ]ff

After proper substitution of vector operators, and finally substituting the boundary con-

"= V5(2) (A.10)

ditions of current at the dipole ends, which is I(I) = I(I') = 0, Equation (A.10) takes form

. , . . —gkr
of famous Packlington’s form of EFIE as shown in Equation (A.11), where g(z|2') = &
and r = /((z — 2/)2 + a?).

I 12 2| reely a = vae) (A1)
47r6

Coupling of two antennas
Once the EFIE is formulated for a single antenna, it can be extended to a system of
two or more antennas. For back-scattering analysis, only two antennas are considered. The

formulation for two antenna system as shown in Fig. A.1 becomes

l l
Vio(z) = / ll LG (2] ) 2 + / 2 1) Gha(2]) 42 (A12)
-1

_l2
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lh Iy
Vao(z) = / ()Gl i + / 1)l (A.13)
-1 —2

; 2., .2

: 1 92\ o Ik (z=2")"+a1)

where, Gii(z—2) = % (1 + @822) ¢ —
\/((z —2/)* +ay)

The other kernels G159 and (Gog are obtained by replacing a1 with rg and as in Equations
(A.12), (A.13), where 9 and ag are distance between the two antennas and radius of the
tag-side antenna as shown in Fig. A.1.

Variational formulation

Equations (A.12), (A.13) are the founding equation set for the variational formulation. In
the following, steps from [33] is followed to establish the variation relation of the impedance.
Once, Equation (A.1) is substituted in Equations (A.12) and (A.13), the equation pair

becomes as shown in Equation (A.14) and (A.15).

ll / / / l2 / / /
(211 11(0) + Z1912(0)]5(2) = / ()G (2) d + / L()Gia(2]) d2 (A.14)
—l —la

Iy Iy
Z1211(0) + Zoo(0]0:) = [ G2l + [ B)Gon(elN ! (A19
-1 -2

Let, I71(0) and I}(0) be another pair of feeding current, then [7(0) and I5(0) pair will
also satisfy the Equations (A.14) and (A.15). If Equation (A.14) is multiplied by [7(z) and

Equation (A.15) by I}(z) followed by integration of both of them individually from —I; to
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l1 and —Iy to ly. After integration, followed by summing up, one obtains Equation (A.16).
For Equation (A.16), at the left hand side, the integration results fllll I1(2)d(z)dz = I1(0)

and fll; I5(2)d(z)dz = I5(0) are used.

11(0)Z1111(0) + 11(0) Z1215(0) + I5(0) Zo1 11 (0) + 15(0) Z1215(0)

i ol
:/ /Il(z/)GH(z\z/)[{(z)dz/dz+/ /Ig(z/)Gm(z\z/)[{(z)dz/dz
—l1 =l —lp—lo

Iy iy ly Iy
+/ /[1(ZI)G12(2|2/)Ié(z)dz/dz+/ /Ig(z/)G22(2|z/)Ié(z)dz/dz
—la =l —lg =lp

(A.16)

Once, we obtain Equation (A.16), one can substitute 1(0) = I1(0) and I}(0) = I3(0)

as the current pair I7(0), I2(0) and I}(0), I5(0) excite same system. With same excitation
current, the distribution currents become also same, reducing to I1(z) = I1(z) and I}(z) =
I5(2). Also, by exchanging 2’ and z variables of the third integrand in Equation (A.16) and

due to (G12(z|2") = G12(7'|2)), one can obtain Equation (A.17).

Z1113(0) + 271211 (0)12(0) + Z2213(0)

hoq ol
_ / / LG (2] (=) d2' d= + 2 / / (") Ga (|21 (=) d2' d=
(A17)
=l -0y =l —lp
Iy o
[ [ BEGn b ds iz
—lg =la

Using Equation (A.17), one can relate the variational relation in between current and
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impedance. If a small variation of current at the antenna input terminal is considered about
its true value, in Equation (A.17), one can replace I1(0) with I1(0) + 611(0), I2(0) with
I5(0) + 615(0). Due to the excitation current change, if there is any change in impedance,
which one can consider as Z11 + 0211, Z12 + 07212, and Zog + § Z99. A subsequent change in
current distribution is also expected, which is considered as I1(2")+11 (') and I5(2")+d15(2")
in place of I1(2’) and Iy(z’) correspondingly. In this analysis, only first order variation
is considered, which means any second order variations are neglected. The second order
variations such as (61;(0))%, (8Z;;)%, 62;j0Zj;, 61;(0)6 Z;5, and [ 61;(")Gyj(2|2")61;(2)d7"d=
are considered as 0, where ¢ = 1,2, and j = 1,2. After substitution and simplification,

Equation (A.17) can be expressed as in Equation (A.18).

821113 (0) + 26 Z1211(0) I5(0) + 3 Z92 13 (0)

+2011(0) [ Z1111(0) + Z1215(0)] + 2615(0)[ Z1211(0) + Z2212(0)]
ra I 1o
:2[/ /(511(2’)G11(2|z')l1(z)dz’dz+/ /5[2<Z/)G12(2|Z/)]1(Z)dz'dz (A18)
“1y =1 R
Iy 1 b

+ / / §I1(2)G1a(2]2 ) I9(2) d2' dz + / / 6I5(2)Gao (2|2 ) I5(2) d2 dz
—la =l —lg =lo
By multiplying Equations (A.14) and (A.15) with 611(z) and d/2(z) consecutively, inte-
gration can be performed on them individually from —I; to 1 and —I9 to l9. After addition

of the two integrations, one can obtain Equation (A.19). After substitution of Equation

(A.19) in Equation (A.18), one can obtain Equation (A.20).
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611(0)[Z1111(0) + Z1215(0)] + 615(0) [Z1211(0) + Z2212(0)]

h i lholy
:/ /(5[1(2/)G11(z]z/)1'1(z)dz’dz—l—/ /(5[2(2/)G12(z\z/)[1(z)dz/dz
(A.19)
—lh =i —l =y
Iy I ly Iy
+/ /5]1(Z/)G12(Z|Z,)IQ(2)dZ/dZ+/ /5[2(2/)G22(z|z/)12(z)dz/dz
—la =0y —lg =y
§Z1113(0) + 26 Z1911(0)12(0) + 6 Z2913(0) = 0 (A.20)

The only solution to Equation (A.20) is 0211 = 0Z19 = dZs9 = 0. The solution is
very important from the variational method. This shows if approximate currents differ from
the true currents by first order errors, the impedance parameters differ from true values by
second order error. Hence, an approximate current would provide a somewhat more accurate
impedance result.

Current approximation in linear dipole

The current distribution in the dipole antennas can now be approximated to obtain the
impedance parameters. Using the analytical current distribution at antenna 1 and antenna
2, the impedance parameter can be obtained. A reasonable current distribution over linear
antennas can be assumed as linear combination of a constant term, a sine term, and a cosine
term as shown in Equation (A.21). Using the conditions as I(z) = I(—=z), I(l) = I(—1) =0,

and 1(0) as the feeding terminal current, Equation (A.21) reduces to Equation (A.22).

I(z) = a+bcosPz + csinfiz (A.21)
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% + k[sinB(l — |z]) + sinB|z| — sinpl] A

1(z) = I°(2) + kI'(2)

B c
1 —cospl

where k
However, the above approximation fails to represent the current distribution when [ > .
Since both sine and cosine terms are periodic functions, their values start repeating as
the argument [z changes by 2w. A better approximation can be formed by introducing
another term cos% and the current distribution takes form of three term King Wu current
approximation. In this analysis, as dipole length upto [ = A is considered for both the reader
and tag antennas, current distribution as in Equation (A.21) is sufficient for this analysis.
Modulation depth formulation
Now in scenario of A.2, if both the antennas are fixed at their positions and the load
impedance of antenna 2 or tag antenna is changed, then the back-scattered voltage V7 at
antenna 1 terminal would be changed according to Zj. By changing the impedance Z,
sequentially, the voltage V;# will be modulated and that is how information from RFID tag
can be obtained at the RFID reader. For example, if V,?(1) is induced due to Z; and V,?(2)
due to Zj9, the tag would be more easily detectable with higher difference between V,*(1)
and V;*(2). The quantity (V,*(1)—V,¥(2)) is termed as the modulation depth. It is inquisitive

to find load impedance values for set {Z1, Z12} to maximize the modulation depth.

1 1
Zog+ 4y Zoo+ 21

VE@2) - V(1) = 25 1,(0) (A.23)

Now, the current distribution from Equation (A.22) can be used in Equation (A.16)
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to find expressions for different impedance parameters. From Equation (A.23), only the
impedance parameters Zso and Z19 need to be found. According to [33], for Za9, considering
I1(0) = I1(0) = 0 and I5(0) = I3(0) in Equation (A.17) provides Equation (A.24). And

choosing I1(0) = I5(0) = 0 in Equation (A.16) would provide Zj2 as provided in Equation

(A.25).
lh i b I
Zap I2(0) = / / L()G11 (o) T (2) d=' = + 2 / / L()G1a(2|) Ty (2) d' d=
=l =l =l =lo (A.24)
ly o '
+/ /Ig(z/)G22(2|z/)]2(z)dz/dz
—lg =y
o0 I o
1(0)Z19 (0 //11 \G (212 I (2) d' dz+/ /12<z’)012(z\z’)1{(z)dz’dz
=l -0 =l —ly
Iy 1 Iy 1
+ / / L) Cha (2] I (=) 42 d= + / / Io(=")Gaa (2|2 Ih(2) d2' d=
—la =0y —lp =l

(A.25)

Approximation for short dipole at reader side
The set of equations becomes simplified with approximation of short dipole at the reader
side. With short dipole approximation only for reader antenna, the impedance parameters
in Equations (A.24) and (A.25) can be simplified for the coupled antenna system. For
small dipole with (rg >> l) reasonable approximations as G19(z|2’) = G1a(2') for I1(2) =
I1(0) and G19(2|2") = G1a(z) for I1(2') = I1(0) can be considered. With approximation

I(0) = 0, Equation (A.24) reduces as in Equation (A.26). For Equation (A.25), with earlier
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approximations as I1(0) = 0 and I5(0) = 0, it reduces to Equation (A.27). As the reader

antenna considered is a short dipole, the parameter Al is the length of the dipole.

ly g
ZooT2(0) = / / () G2V In () d<' d= (A.26)
)
ly lo 9
11(0) Z1215(0) =I7(0)Al / Gi2( (2 d2 + / / I5(Z)Goo (2|2 I5(2) d2 dz  (A.27)
—lg —lg —ly

Now, current distribution from Equation (A.22) can be substituted for the tag antenna
in Equations (A.26) and (A.27) and the following form as in Equations (A.28) and (A.29) is

obtained. To obtain Equation (A.29), I5(0) = 0 is considered as earlier.

230 = [ [ (1) + kI (GGl + hl () d'ds (429
)
/ 0/ 1/ /
B(0)Z125200) = HOAL [ Grol)(I) + kol ()
2 (A.29)
lg o
+ / / Ko TN (2 Gaa (2] 2") IV (2) + k1ol ' (2)) d2' dz
)

The constants koo, k12, and k/12 are adjustable in the trial functions and as the impedance
expressions are stationary, all the constants can be determined by setting 0Z/0k = 0. After
finding the constants, the constants are substituted in Equations (A.28) and (A.29) to find

expressions in terms of the trial functions and the geometry of antenna.
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Now Equations (A.30) and (A.31) can be solved analytically to find the impedance pa-
rameters Z9o and Zjo. After further simplification, the impedance parameters are given as
followed in Equation (A.32). The parameters A, B,C, D, E, F,G,andH are given in Equa-

tion (A.33)

- M\2
Z9o = 730 {(A +jB) — M]

L (E+iF)
o

(A.32)
Zyg = j30{
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where

T _ T o
L=pl, a=pfa, C(z)= / 1ﬂalu, S(z) = / Y
0 0
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APPENDIX B

Copper Etching Process

Procedure: 1. Substrate Preparation and Cleaning.
(a) Cut the substrate to desired dimensions.
(b) Rinse the substrate in acetone for 30 seconds.
(c¢) Rinse the substrate in methanol for 30 seconds.
(d) Rinse the substrate in DI water for 30 seconds.
(e) Rinse the substrate in isopropanol alcohol (IPA) for 30 seconds.
(f) Blow dry using Nitrogen.
(2) Bake the substrate at 105°C for 3 minutes.
2. Spin-Coat Photoresist.

(a) Set the rpm and time on Laurell Technologies Spinner (WS400B-6NPP LITE). Typi-

cally, for 17 pum - 30 pm thick Copper laminates, rpm is 3000 for 30 seconds.
(b) Spin the substrate after dropping positive photoresist S1813 over the substrate.
(¢) Soft bake the substrate at 959 for 45 seconds.
3. Expose and Develop
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(a) Calculate the expose time based on the power of the UV lamp in MJB 3 Mask Aligner

and the spin coated thickness of the photoresist.
(b) Typically, expose for 45 seconds (3000 rpm, 30 sec - spin).
(¢) Bake the substrate at 1057 for 30 seconds.
(d) Develop using MF-319 for 30 seconds.
(e) Rinse with DI water and blow dry using Nitrogen.
(f) Hard bake at 1159C for 5 minutes.
4. Copper Etching

(a) Prepare the etchant by mixing Sodium per sulphate in DI water with 1:4 ratio (250 g

in 1000 ml).
(b) Heat the etchant at 80YC.
(c) Immerse the exposed substrate until the desired copper pattern is etched.
(d) Rinse with acetone, methanol for 30 seconds each.

(e) Rinse with DI water and bake at 1059 for 5 minutes.
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