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ABSTRACT

USING EVENTUAL CONSISTENCY TO IMPROVE THE PERFORMANCE OF
DISTRIBUTED GRAPH COMPUTATION IN KEY-VALUE STORES

By
Duong Ngoc Nguyen

Key-value stores have gained increasing popularity due to their fast performance and simple data
model. A key-value store usually consists of multiple replicas located in different geographical
regions to provide higher availability and fault tolerance. Consequently, a protocol is employed
to ensure that data are consistent across the replicas. The CAP theorem states the impossibility
of simultaneously achieving three desirable properties in a distributed system, namely consistency,
availability, and network partition tolerance. Since failures are a norm in distributed systems
and the capability to maintain the service at an acceptable level in the presence of failures is a
critical dependability and business requirement of any system, the partition tolerance property
is a necessity. Consequently, the trade-off between consistency and availability (performance) is
inevitable. Strong consistency is attained at the cost of slow performance and fast performance is
attained at the cost of weak consistency, resulting in a spectrum of consistency models suitable for
different needs. Among the consistency models, sequential consistency and eventual consistency
are two common ones. The former is easier to program with but suffers from poor performance
whereas the latter suffers from potential data anomalies while providing higher performance.

In this dissertation, we focus on the problem of what a designer should do if he/she is asked
to solve a problem on a key-value store that provides eventual consistency. Specifically, we are
interested in the approaches that allow the designer to run his/her applications on an eventually
consistent key-value store and handle data anomalies if they occur during the computation. To that
end, we investigate two options: (1) Using detect-rollback approach, and (2) Using stabilization
approach. In the first option, the designer identifies a correctness predicate, say @, and continues to
run the application as if it was running on sequential consistency, as our system monitors ®. If @

is violated (because the underlying key-value store provides eventual consistency), the system rolls



back to a state where ® holds and the computation is resumed from there. In the second option,
the data anomalies are treated as state perturbations and handled by the convergence property of
stabilizing algorithms.

We choose LinkedIn’s Voldemort key-value store as the example key-value store for our study.
We run experiments with several graph-based applications on Amazon AWS platform to evaluate
the benefits of the two approaches. From the experiment results, we observe that overall, both
approaches provide benefits to the applications when compared to running the applications on
sequential consistency. However, stabilization provides higher benefits, especially in the aggressive
stabilization mode which trades more perturbations for no locking overhead. The results suggest
that while there is some cost associated with making an algorithm stabilizing, there may be a
substantial benefit in revising an existing algorithm for the problem at hand to make it stabilizing
and reduce the overall runtime under eventual consistency.

There are several directions of extension. For the detect-rollback approach, we are working to
develop a more general rollback mechanism for the applications and improve the efficiency and
accuracy of the monitors. For the stabilization approach, we are working to develop an analytical
model for the benefits of eventual consistency in stabilizing programs. Our current work focuses

on silent stabilization and we plan to extend our approach to other variations of stabilization.
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CHAPTER 1

INTRODUCTION

1.1 The Trade-off between Consistency and Performance in Distributed Key-
value Stores.

Distributed key-value stores [4—10] have gained increasing popularity due to their scalability
and simple data model. Clients (users) view a distributed key-value store as a single table with two
fields: a unique key field for storing the variable names, and a value field for storing the associated
values of the variables. A machine storing that table is called a replica (or server). Clients’ access
to the key-value store is performed by issuing two operations, PUT (write) and GET (read), to the
replicas.

The clients are distributed programs that coordinate to perform some computation task (e.g.
find a valid coloring for a graph). During their execution, clients use the key-value store to retrieve
data and update computation results (i.e. permanent data are not kept locally at the clients). For the
client program to be correct, it is required that the values read by the clients are up-to-date. This
requirement can be divided into two smaller requirements: (1) the client actions are atomic [11]
(e.g. aclient should not read a value that is being updated by another client), and (2) the data store
is sequentially consistent [12], i.e. responses from different replicas are identical so that the clients
have the illusion that they are interacting with a single replica.

The first requirement can be satisfied if the clients employ some mutual exclusion mechanism
such as locking [13] when they access data entries. The second requirement is trivially satisfied
if the key-value store consists of one replica. However, single-replica key-value store is not used
in practice since the replica will become a performance bottle-neck as well as a single point of
failure. To provide higher availability and fault tolerance, the key-value table is replicated across
multiple replicas located at regions geographically far enough (a failure in a region does not affect

other regions). The key-value store also employs a consistency model (protocol) to keep the data at



replicas synchronized. To meet the second requirement aforementioned, the model employed should
be the sequential consistency model. Sequential consistency is more natural for programmers to
write programs as it masks the complexity of replication and ensures that different clients always
observe the same value for the same key. However, when there is a transient failure, in order to
fulfill that contract, the sequential consistency model would block client operations until it is safe
to proceed (cf. Figure 1.1a). This restriction impedes the performance (throughput and latency of
operations) of the key-value store.

Another consistency model is eventual consistency which is a best-effort approach. When a
client reads the value of a key, each replica returns the most recent value that it knows (even when that
value differs from the values stored at other replicas). When a client updates a key, a confirmation
from one replica is sufficient for the PUT operation to be considered successful. (Confirmations
from multiple replicas are great but not required, and the responsive replica is usually located in the
same geographical region as the client). Since there is no blocking, the performance of a key-value
store under eventual consistency is higher than under sequential consistency. However, when there
is a transient network failure, different replicas could store different values for the same key under
eventual consistency. If this happens, clients may observe different values for the same key (cf.
Figure 1.1b) and they could perform undesirable actions. Although such data anomalies are not
frequent [4] and they are expected to be resolved eventually when the failure stops and new updates
override the old values, they affect the correctness of the computation and compromise subsequent
execution.

The advantages and disadvantages of the sequential and eventual consistency models reflect
the inevitable trade-off between consistency and performance in a key-value store. Recall that due
to the CAP theorem [14, 15], it is impossible for a distributed key-value store to simultaneously
achieve three properties: (C) sequential consistency, (A) availability, i.e. a client request is always
satisfied within a provisioned time, and (P) partition tolerance, i.e. the key-value store is still
operational despite the presence of network failures. Since failures are a norm in distributed

systems and the capability to maintain the service at an acceptable level in the presence of failures
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Figure 1.1: Illustration of two consistency models for key-value store. Original X = 0. In sequential
consistency (Figure 1.1a), the PUT (write) operation would not succeed until the network condition
is recovered because it requires confirmations from all replicas. Hence, clients always have a
consistent view of the data under sequential consistency. In eventual consistency (Figure 1.1b), the

PUT operation succeeded but clients observed different values of X.

is a critical dependability and business requirement of any system, the partition tolerance property
is a necessity. Consequently, the trade-off between consistency and availability (performance) is
inevitable. The best trade-off decisions between consistency and performance often depend on

the specific applications carried out by the clients and there is an array of consistency models

designed for different needs [16, 17]. This dissertation focuses on sequential consistency and

eventual consistency as they are the consistency models available in most distributed key-value
stores [4,5, 10, 18-24]. In this dissertation, we choose LinkedIn’s Voldemort [5] key-value store

as the example of key-value store for studying and evaluation since the project is open-source and

supports tunable consistency.

1.2 Problem Statement

The problem we are interested in this study is as follows:



A designer has to solve a distributed computation problem on a key-value store. The
key-value store only provides sequential consistency and eventual consistency, and the
key-value store has better performance under eventual consistency. What should the

designer do to make use of this advantage of eventual consistency?.

In order to use eventual consistency, the designer has to address the problem associated with
it: data anomalies could lead to incorrect computation results. As an illustration of this problem,
consider a distributed computation that relies on a key-value store to arrange exclusive access to
a critical resource for the clients. If the key-value store employs sequential consistency and the
clients use Peterson’s algorithm [13] then the mutual exclusion is guaranteed but the performance
is slow. If eventual consistency is adopted then the mutual exclusion is violated (cf. Figure 1.2a).
The reason for this violation is that when there is a transient network failure, client requests are still
served by the local replicas (servers) and the clients will observe different values for the variables
related to Peterson algorithm (namely x_1, x_2, and turn). Both clients think that the status of
the lock is available and they proceed to the critical section simultaneously. We say that two clients
conflict when the time intervals during which the clients want to access the same critical section
overlap.

For the sake of discussion, suppose that the computation task carried out by the clients is the
graph coloring problem [25] in which the clients have to assign colors to every graph node (vertex)
so that neighboring nodes have different colors. Each client is assigned to work on a partition
of the input graph (a subset of graph nodes). Assume client 1 and client 2 are working on two
neighboring nodes B and C, respectively. To ensure action atomicity, a lock is imposed on the
edge (B, C) so that client 1 (respectively client 2) could not process node B (respectively node C)
if it has not obtained the lock corresponding to edge (B, C). As illustrated before, this lock could
be (incorrectly) obtained by both clients under eventual consistency. Each client then proceeds to
perform the action on its node, i.e. it reads the colors of neighboring nodes and chooses a different
color for its node. Suppose the initial color of every node is 0, both clients choose color 1 as the

new color for both B and C. However, these client actions are incorrect since B and C are neighbors



so they should have different colors (cf. Figure 1.2b). The reason for these incorrect actions is that
client 1 (respectively client 2) reads the color of node C (respectively node B) while that color is
being updated by client 2 (respectively client 1). If the clients use locks and the key-value store is
sequentially consistent, the resultant coloring is always valid since at most one client is allowed to
proceed and update the color of its node at any given time.

We denote such erroneous client actions as consistency violating faults (cv fs) because the
consequences of those actions are similar to consequences of faulty program transitions and the
causes of those actions are due to data anomalies in eventual consistency. We will formally define

cv fs in Section 2.4.

1.3 Approaches

To address the problem caused by cv f's, the designer has two options: either prevent cv f's by
employing sequential consistency or let cv f's occur in eventual consistency and handle them. The
first option retards the performance and is not in accordance with the goal of the problem we have

stated before. For the second option, there are several approaches:
1. Develop a brand new algorithm that works under eventual consistency, or
2. Use stabilization to handle cv f's, or

3. Run an existing algorithm (available for sequential consistency) on eventual consistency
by pretending that the underlying system satisfies sequential consistency but monitor the
execution to detect violations of the mutual exclusion requirement and perform corrective

actions upon a violation is reported.

In case of the first approach, we potentially need to develop a new algorithm for each computation
task at hand. In case of the second option, data anomalies and the consequences of cv f's are treated
as state perturbations and a stabilizing algorithm is already designed to handle the issue. In case
of the third option, the corrective actions may include rolling back the system to an earlier state if

a violation is found. While rollback in general distributed systems is a challenging task, existing
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Figure 1.2: Illustration cv f's: data anomalies in eventual consistency lead to incorrect computation
results. Figure 1.2a: two clients use Peterson algorithm for mutually exclusive access to the critical
section. However, the mutual exclusion requirement is violated if the key-value store is eventually
consistent. Operations related to variable turn are not shown since the conditions of the while
loop become false due to variables x_1 and x_2. Figure 1.2b: Clients execute incorrect actions in
graph coloring computation due to violation of mutual exclusion. On the left is the original color
and on the right is the new coloring after client 1 and client 2 executes actions on nodes B and C,
respectively. The new colors resulted from those actions are still not a valid coloring.

approaches have provided rollback mechanisms for key-value stores with low overhead such as [26].
Moreover, it is possible to develop efficient application-specific rollback algorithms by exploiting

the properties of the applications. This study considers the approaches that allow users to use

existing algorithms with minimal modification and run them on eventual consistency. In particular,



the second and third approaches aforementioned (stabilization and detect-rollback) are our main
interest. We also note that although we focus on eventual consistency in this study, these two
approaches are applicable for any consistency model weaker than sequential consistency as well.
While this work could be potentially useful for distributed computation problems in general,
the focused applications of this work are distributed computation problems on graphs. In these
problems, the state of each graph node depends on its neighbors. Each client is assigned a partition
of the graph (a subset of graph nodes) in such a way that the workload is roughly evenly distributed
among the clients. Since the state of a node depends on its neighbors, the clients need to coordinate
to avoid executing actions on two neighboring nodes simultaneously. Otherwise, they may read
inconsistent data (data being updated by some client and other clients should not read this data item
until the update is complete) and their computation results would be incorrect as illustrated above
in the graph coloring problem (cf. Figure 1.2b). This coordination requirement manifests in many
other graph computation problems as well such as spanning trees [27,28], leader election [29,30],

matching [31,32], dominating set [33,34], independent set [35,36], clustering [37-39].

1.4 Contributions

This dissertation focuses on two approaches that handle cv f's which occur during the execution
of distributed graph computations on eventually consistent key-value stores, namely the stabilization
and detect-rollback approaches. Specifically, it evaluates the benefits of these two approaches when
compared to the baseline of using sequential consistency (i.e. the option of preventing cv fs). In

this direction, the dissertation has the following contributions:

(1) Detect-rollback approach: we propose a detect-rollback framework to handle cv f's during
the execution of distributed computations on eventually consistent key-value stores. Specif-
ically, the designer identifies a correctness predicate, say @, and runs the distributed com-
putation (using the algorithms designed for sequential consistency) on eventual consistency.
At the same time, a monitoring module will monitor for violation of ® (as a consequence of

cv fs) during the execution. If @ is violated (—® is true), the systems will be rolled back to
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Figure 1.3: The detect-rollback approach: when the predicate of interest is violated, system state
is restored to the most recent consistent snapshot and the computation resumes from there.

an earlier correct state from where subsequent execution is resumed.

To monitor @, we design and develop a prototype of the monitoring module for the Voldemort
key-value store [5]. Our monitors adapt the algorithms by Garg and Chase [2,3] for detection

of linear and semi-linear predicates on key-value stores.

For the rollback task, one possibility is restoring the system to a recent snapshot taken
by lightweight snapshot tools such as Retroscope [26] (cf. Figure 1.3). This is the most
general option in the sense that it can be used for any application. However, it is potentially
expensive !. Another possibility of rollback is analyzing and exploiting the properties of
violations in specific applications. In this regard, we propose an efficient rollback algorithm

specifically designed for distributed graph computations.

We use several graph-based applications that are motivated by the task of Social Media
Analysis and Weather Monitoring as our test cases (the details of these applications are
described in Section 3.3.1). We run these test cases on Amazon AWS platform and on our
local lab network (where we can control the network latency) to quantify the usefulness
of the proposed detect-rollback approach (using the rollback algorithm specific for graph
computations). From the experimental results, we observe the following benefits of the

detect-rollback approach:

* Throughput improvement: We observe that the Voldemort key-value store achieves

significantly higher performance under eventual consistency (even with monitors run-

I'We are working on the general rollback mechanism with Retroscope



ning concurrently with the applications) than under sequential consistency. Specifically,
the client throughput is improved by 50% — 80% for Social Media Analysis applications
and by 20% — 50% for Weather Monitoring applications. We note that this throughput
improvement is not necessarily the improvement in the overall computation time since
some requests such as checking the status of the locks are counted in the throughput

measurement but do not contribute to the progress of the computation.

Efficient detection: The monitors could quickly detect violations of linear and semi-
linear predicates even when there are as many as thousands of predicates being moni-
tored simultaneously. In particular, more than 99.9% of violations were detected within
50 milliseconds for experiments on Amazon AWS regional network (all machines in the
same AWS region), and within 3 seconds on the global network (machines in different

AWS regions).

Low monitoring overhead: We evaluate the overhead of the monitoring module to
see how it might affect the computation when being used for the purpose of debugging
or runtime monitoring. We observe that when the monitors were used with sequential
consistency, the overhead was at most 8%. And, for eventual consistency, the overhead

was less than 4%.

Improvement in the final benefits: We observe that the final benefits (i.e. the benefits
observed in the final progress of the applications) vary depending on the properties of
applications. Specifically, for non-terminating applications such as Weather Monitor-
ing, the application progress is 45% — 47% faster on detect-rollback than on sequential
consistency. For terminating applications such as Social Media Analysis, the benefit is
10% — 20%.

One of the reasons for the reduced benefit in terminating applications is that during the
final phase of a terminating application, there are few tasks to be processed, thus the
chance of client conflicts and recurring violations is increased during this phase. In fact,

if the application keeps using eventual consistency, the computation may stall due to



repeated rollbacks (livelocks). We use strategies such as random backoff and adaptive
consistency to overcome livelocks. We also observe that terminating applications using
detect-rollback approach progressed 16%—28% faster than using sequential consistency
during the first phase of the computation (the first phase is when 90% of the work is done,
and the final phase is when 10% of the remaining work is done), and 10%—-20% faster
overall (because it has to switch from eventual consistency to sequential consistency

during the final phase of the execution).

(2) Stabilization approach: Unlike the detect-rollback approach, the stabilization approach
does not need additional mechanisms to handle cv f's except that the existing algorithm (for
sequential consistency) is stabilizing 2. We evaluate the difference in the performance when
running a stabilizing algorithm on eventual consistency versus on sequential consistency. We
choose the stabilizing algorithm for maximal matching by Manne et al. [40] as the case study
and find that the convergence time of maximal matching is 1.2—-1.8 times faster on eventual
consistency than on sequential consistency. Especially, if we allow the algorithm to run on
eventual consistency without a mutual exclusion mechanism and treat violations of mutual
exclusion as additional cv f violations (we call this execution mode aggressive stabilization),

the speedup factor is 7—12 times.

(3) Stabilization vs. Detect-rollback: We compare the benefits of the two approaches. Clearly,
if the underlying program is not stabilizing then we must rely on the detect-rollback approach.
Hence, we focus on stabilizing programs where both approaches are applicable. Specifically,
we consider three stabilizing graph computation problems/applications: planar graph col-
oring, arbitrary graph coloring, and maximal matching. From the experimental results, we

obtain the following observations:

* Overall comparison: Stabilization approach provides higher benefits than the detect-

2In this dissertation, the terms self-stabilizing and stabilizing are interchangeable, and so are
self-stabilization and stabilization.
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rollback approach in the three graph computation problems above. Using sequential
consistency as the base-line for comparison, stabilization improves the convergence
time of the programs by 25 % to 35 %, whereas the detect-rollback approach improves
the convergence time by 30 % in the best case and potentially causes performance to
suffer. Notably, the convergence time of the programs speeds up by 2 to 15 times with
aggressive stabilization.

The aggressive stabilization execution mode eliminates the locking overhead at the
cost of extra cv fs. The boosted speedup of aggressive stabilization suggests that the
stabilization cost for the extra cv f's is outweighed by the benefits of no locking overhead.
This observation is also compatible with our analysis in which we observe that a sizeable
proportion of the client computation time is spent on obtaining locks to ensure the action
atomicity requirement is satisfied (clients do not update the states of neighboring nodes

simultaneously).

Analysis of the impact of cv fs: We analyze the cv f's caused by the absence of locks
and find that many of those cv f's resolve favorably by themselves (they do not result in
erroneous computation), thus the actual stabilization cost is lower than what we have
thought. In contrast, the removal of locks would require the detect-rollback approach
to utilize more complicated mechanisms to detect atomicity violation instances. The
overhead of such a mechanism is expensive, thus we do not consider the aggressive

detect-rollback approach in this dissertation.

Mitigating cv f's in aggressive stabilization Although being more beneficial, aggres-
sive stabilization could suffer from some cv f's that prevent the programs to converge.
We propose some heuristics to improve the performance of aggressive stabilization in

such cases.

Impact of other factors: The performance of detect-rollback and stabilization is ana-
lyzed under different dimensions such as types of case study problems, characteristics

of input graphs, partitioning schemes, and network latency. We observe that for most of
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these factors, the impact of a factor on stabilization and on detect-rollback is different.

* Scalability: When tested on large-scale real-world graphs, the stabilization approach,
especially aggressive stabilization scales very well. This scalability is not observed in

sequential consistency and in the detect-rollback approach.

* A comparison with non-stabilizing algorithm: A natural question could be that
what options should we choose if both stabilizing and non-stabilizing algorithms are
available? We note that in general, when the algorithms are different, it is hard to
fairly compare the two approaches since the performance is affected not only by the
algorithm itself but also by other factors such as optimization and implementation
techniques. However, if the algorithms are closely similar, the comparison may be
useful. In particular, we compare the stabilizing and non-stabilizing algorithms for
graph coloring since the algorithms are fairly similar. A key observation we obtain
from the experimental results is that the stabilizing algorithm is less efficient than the
non-stabilizing counterpart on sequential consistency. However, it is the overall winner
when used with eventual consistency, as it can benefit from tolerating cv fs. We also
note that more studies are needed to obtain more insights and more comprehensive

comparison.

These observations imply that while there is some cost associated with making an algorithm
stabilizing, there may be a substantial benefit in revising an existing algorithm for the problem

at hand to make it stabilizing and reduce the overall runtime under eventual consistency.

1.5 Outline of the Dissertation

The remaining of this dissertation consists of seven chapters and one appendix as follows:

* Chapter 2 provides the definitions of concepts and notations used in this dissertation. We
reiterate the notion of causality and the general framework for predicate detection. Then

we describe two classes of predicate that are used in this dissertation, linear and semilinear
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predicates, and their detect algorithms. Then we review the general architecture of a key-value
store and the specifics in the Voldemort key-value store. We also present the formal definition
of distributed programs, the traditional active-node model and the new passive-node model,

the notion of self-stabilization, and define the notion of consistency violating faults (cv f's).

* Chapter 3 investigates the benefits of the detect-rollback approach. For the detect phase
of the detect-rollback approach, we present our design and implementation of the moni-
tors and evaluate the performance of the monitors. For the rollback phase, we propose
an application-specific rollback algorithm as well as strategies for handling livelocks (re-
occurring violations). We also present evaluation results of rollback. These results have been

published in [41,42].

* Chapter 4 investigates the benefits of self-stabilization approach. We present our evaluation
with the maximal matching self-stabilization program and discuss extensions of this approach

in other versions of stabilization. The results in this chapter have been published in [43].

* Chapter 5 compares the benefits of detect-rollback approach and stabilization approach. We
present the evaluation results under different factors such as case study problems, input

graphs, partitioning schemes, etc. The results in this chapter have been published in [44].
* Chapter 6 discusses some possible directions to extend our results.

* Chapter 7 reviews the literature related to this dissertation and identifies the contributions of

this dissertation.
* Chapter 8 concludes this dissertation.

* In the Appendix, we list the publications on which this dissertation is based. We also provide

access links to the relevant source code and experimental data set.

1.6 Nomenclature

In Table 1.1, we list some common notations that we use in this dissertation and their meanings.
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Table 1.1: List of Notations and Their Meanings.

Notation Meaning

General:

n Number of processes in a distributed system

P; The i*" process

€ The bound for clock synchronization error

® or P Predicate of interest. We want to detection violations of @ or
P

cvf Consistency Violating Faults

COLOR The problem of coloring an arbitrary/general graph

P-COLOR The problem of coloring a planar graph

MAX-MATCH The problem of finding a maximal matching in a general graph

AWS Amazon Web Service

Causality:

eij The ;! h local event on process P;

e— f Event e happens before event f

e hbf Same as e — f, event e happens before event f,

ellf Events e and f are concurrent

VC; Vector clock on process P;

VCilJj] The j! h element of vector clock VC;

eVC The vector clock associated with event e

VC < V(G Vector clock V| is smaller than vector clock VCy

VC||IVCy Vector clocks VC| and VC, are concurrent

HVC; Hybrid vector clock on process P;

HVC;i[j] The j* element of hybrid vector clock HV C;
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Table 1.1 (cont’d)

Notation Meaning

HVC; < HV(C, Hybrid vector clock HV Cy is smaller than hybrid vector clock
HV(Cy

HVC{||HVCy Hybrid vector clocks HVCy and HV C; are concurrent

PT; The physical clock on process P;

Predicate Detection:

SAT

NP

GLOB
X<Y
sup(X)
succ(e)

xe

final(X)
Pe(X.Y)
Dg(X,Y)
forba(s, X)
sforbg(s, X)
eligible(X)

Satisfiablity problem

Non-deterministic Polynomial time

The problem of Global Predicate Detection
The cut/state Y is reachable from the cut/state X
Set of supremal states of cut X

Successor of local state/event e

Advance of X along e

X is final, i.e. execution stops at X
Possibly-®

Definitely-®

s is forbidden state of cut X w.r.t. @

s is semi-forbidden state of cut X w.r.t. @

Set of all eligible states of X

Key-value Store:
Replica (or server)

Client

PUT

GET

A machine that stores the key-value store data

A process/program that performs some distributed computa-
tion task. Its data (e.g. computation results) is not kept locally
but kept in the key-value store.

Put/Write request that updates the value of a key

Get/Read request that retrieves the value of a key
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Table 1.1 (cont’d)

Notation

Meaning

GET_VERSION

Get version request that retrieves the version of a key

N Replication factor, i.e. the number of copies for each data
entry (key)

R Required reads, i.e. the minimum number of responses needed
for a GET (read) request to be successful.

w Required writes, i.e. the minimum number of confirmations
needed for a PUT (write) request to be successful.

N3R1W3 Example of consistency where N =3, R=1, W =3

SEQ Sequential consistency

EVE-S Eventual consistency with stabilization

EVE-AS Eventual consistency with aggressive stabilization (or aggres-
sive stabilization for short)

Rollback Eventual consistency with detect-rollback

Distributed Program:

p A distributed program

Vi Set of nodes in program p

Ep Set of edges in program p

varp Set of variables in program p

Sp State space of program p

s The i*" state of program p

acj Set of actions at node j (of program p)

Oac Set of transition of action ac

Op Set of transition of program p

0 Set of transition of node j

Il Invariant of program p
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Table 1.1 (cont’d)

Notation Meaning

adv computation of program p in the presence of adversary

L 520 A lock corresponding to the edge between node 5 and node
50.
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CHAPTER 2

PRELIMINARIES

This chapter defines the concepts used in this dissertation. Section 2.1 defines the model of
distributed systems, the notion of causality, vector clocks, and the problem of predicate detection
in distributed systems. We also discuss the linear and semilinear predicates and their detection
algorithms as this dissertation focuses on these two classes of predicate. In Section 2.2, we review
the general architecture of a key-value store and the specifics in the Voldemort key-value store.
Section 2.3 presents the formal definition of distributed programs, the traditional active-node model
and the new passive-node model, and the notion of self-stabilization. Finally, Section 2.4 define
the notion of consistency violating faults (cv fs). The content of this chapter is mainly adapted

from [1-3,42,43,45-51].

2.1 Predicate Detection in Distributed Systems

2.1.1 System Model

A distributed system consists of n processes Py, P, ..., P;,. Those processes do not have a shared
memory and do not have a shared global clock. Each process operates according to its local
algorithm and communicates with other processes using messages. During its execution, states of
a process are changed by events. There are 3 types of events: sending message events, receiving
message events, and internal computation events. The set of all events within a process P; is
denoted as E; = {¢;1,e;2,...}. The set of all events that have happened during the computation of

a distributed system is E = |J; E;.

2.1.2 Causality in Distributed Systems

In the above asynchronous model of distributed systems, actions performed by processes are not

determined by the real time but by the events. For example, a process only starts an internal
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computation after it receives a particular message msg, no matter the real time when it receives
msg is. A process only receives a message msg after some process sends msg. Therefore, the cause
and effect relationship has an important role in connecting events in a distributed computation.
The cause and effect relationship between events is expressed by the notion of causality [45]
(which is also known as happen-before relationship, or causal ordering). Specifically, an event e is
said to happen before (or causally precede) an event f, denoted as e — f when one of the following

conditions is met:

* e and f are events on the same process and e proceeds f. That is there exists P; such that e

and f are local events of P;: e = ¢;; and f = e;, and i < k.
* ¢ is the sending event of a message msg, and f is the receiving event of that message msg.
* There exists some event g such thate — gand g — f.

We note that the causality defined above captures the potential cause and effect relationship
which sometimes may not be the actual one. For example, events e and f are two message-receive
events on the same process and e occurs before f. By definition e — f, but in reality, the
occurrence of e does not causally affect the occurrence of f. If we re-run the computation again,
it is possible that f occurs before e.

If neither e causally precedes f nor f causally precedes e, then e and f are said to be concurrent,

denoted as e|| f. Specifically,
ellf &= —(e=f)an-(f—e)

Causality relationship is used to define consistent global states. A consistent global state is the
state resulted from a consistent cut. A consistent cut is a set of events in a distributed computation
such that if the cut includes an event e then it also includes all events causally preceding e. In other
words, for a cut to be consistent, if it includes the effect then it also includes the causes. However, a

consistent cut could include the causes without consequent effects. Formally, a cut C is consistent
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when

eceCANf—oe = feC

Equivalently, a global snapshot is considered consistent if its constituent local states are mutually
concurrent. Since a process state results from an event, if there are local states that are not mutually
concurrent, there exists an event that is not included in the cut but one of its effects is included in
the cut.

Causality relationship could be represented by different mechanisms such as vector clocks (or
vector time) [46,47], dependency vectors, and concurrent maps [52]. Among them, vector clock is

the most popular mechanism.

2.1.3 Vector Clocks

Vector clocks, defined by Fidge and Mattern [46,47], are designed for asynchronous distributed
systems that make no assumption about underlying speed of processes or about message delivery.
Each process P; maintains a vector VC;[] of n integer numbers which represent the best information
that P; knows about the clocks of other processes. Initially, VC;[j] = 0 Vi, j. Vector clocks are

updated according to the following rules:

* Upon the occurrence of a local event (internal computation, send message, receive message)

at process P;, the i'" element of VC; is first incremented by 1,i.e. VC;[i] = VCi[i] + 1.
» Each message sent by process P; will also include the latest vector clock VC;.

* When a process P; receives a message, it will update every component of its vector clock to

the most recent known value:
Vi VGCljl =max(MVC[jl,VCi[j])

s where MV C is the vector clock piggy-backed on the message by its sender.
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Vector clocks can be compared using vector comparison method (suppose VC; and VC; are

two vector clocks):

VC; <VCy > (Vj:VC[j] <VCylj]) A (Fk : VC[k] < VC,[k])

VCIVCy, &= —~(VC| < VCy) A~(VCy < VCy)

It can be proved that vector clocks exactly characterize causality relationship. Let e.VC denote

the vector clock associated with event e, then:

e > f & eVC< fVC

ellf & eVC|f.VC

Hence, in order to determine the causal relationship between events or states, we just compare their

corresponding vector clocks.

2.1.4 Hybrid Vector Clocks

Hybrid vector clocks [48] are designed for systems where clocks of processes are synchronized
within a given synchronization error (denoted as parameter € in this dissertation). While the size
of vector clocks is always n (the number of processes in the system), hybrid vector clocks have the
potential to reduce the size to less than n. Basically, a hybrid vector clock is a vector clock with the
optimization that clock elements that have not been updated for a long time will be automatically
updated (because processes clocks are partially synchronized) and their representation can be
compacted to reduce the space.

Every process maintains its own HVC. HVC at process P;, denoted as HVC;, is a vector
with n elements such that HVC;[j] is the most recent information process P; knows about the
physical clock of process P;. HVC;[i] = PT;, the physical time at process i. Other elements
HVC;[j],j #i1is learned through the communication between processes. When process P; sends
a message, it updates its HVC as follows: HVC;[i] = PT;, HVC;|j]| = max(HVC;[j], PT; — €) for

J #i. Then HVC; is piggy-backed with the outgoing message. Upon reception of a message msg,
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process P; uses the piggy-backed hybrid vector clock HV Cp,¢ to update its HVC: HV C;[i] = PT;,
HVCi[j] = max(HVCpsg|j], PT; — €) for j #i.

Hybrid vector clocks are vectors and can be compared as usual. Given two hybrid vector clock
HVC; and HVCJ-, we says HVC; is smaller than HVCJ-, denoted as HVC; < HVC]-, if and only
if HVCi[k] < HVCj[k]Vk and 3l : HVC;[l] < HVCj[l]. It =(HVC; < HVCj) A =(HVC; <
HVC;), then the two hybrid vector clocks are concurrent, denoted as HVC;||[HVC ;.

If we set € = oo, then hybrid vector clocks have the same properties as vector clocks. If
€ is finite, certain entries in HVC; can have the default value PT; — € and their representa-
tion can be compressed. For example, if n = 10,e = 20, a hybrid vector clock HVCy =
[100, 80, 80, 95, 80, 80, 100, 80, 80, 80] could be represented by n(10) bits 10010010001 and a
list of three integers 100, 95, 100, instead of a list of ten integers.

Our monitors can work with either of these clocks. We use HVC in our implementation to
facilitate its use when the number of processes is ver<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>