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ABSTRACT

SEARCHES FOR BEYOND THE STANDARD MODEL PHENOMENA WITH THE
HAWC DETECTOR

By

Joseph Andrew Lundeen II

The universe is known to be dominated by a class of matter known as dark matter. No known

particles possess the necessary characteristics to make up this dark sector. Possible exten-

sions to the Standard Model produce promising candidates, in particular Weakly Interacting

Massing Particles (WIMPs). Under this hypothesis, it may be possible to probe dark matter

with high-energy gamma-rays. The High Altitude Water Cherenkov (HAWC) detector is

a contemporary experiment sensitive to multi-TeV cosmic gamma rays and able to observe

approximately two thirds of the sky in any given day. With these properties, HAWC is able

to search for high-mass classes of WIMPs from the dark matter halo surrounding the Milky

Way galaxy and set strong constraints on dark matter annihilation and decay into gamma

rays.
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CHAPTER 1

INTRODUCTION

Contemporary theoretical physics has been remarkably successful in describing the observ-

able universe. The theory of relativity is able to describe the gravitational motion of both

large celestial bodies and smaller-scale objects, while the Standard Model of particle physics

characterizes the many known classes of particles into a coherent picture that is strongly

consistent with observations. Unexplained phenomena nevertheless persist. The large-scale

behavior of galaxies suggests the presence of a dark type of matter that cannot be observed

optically and possesses inferred properties that are incompatible with any particle in the

Standard Model picture. Meanwhile, the Standard Model is known to be incomplete and

possible extensions suggest natural candidates for a dark matter particle. Modern colliders

have nonetheless been unable to detect any of these hypothetical particles in laboratory

conditions.

This dissertation will explore these open problems from a particle astrophysics perspec-

tive. In particular, it will detail a set of analyses performed by the High Altitude Water

Cherenkov (HAWC) experiment that aim to constrain explanatory models of new physics.

The second chapter will explain the observational basis for dark matter and the theoretical

models proposed to explain it. It will focus in particular on the potential of dark matter

detection from astrophysical gamma-ray signals. In the third chapter, this work will turn

to methods of detecting these gamma rays on Earth. This chapter will cover atmospheric

air showers originating from cosmic rays and how these showers can be leveraged to observe

gamma-ray signals. It will then transition into the implementation of these techniques via

the construction of the HAWC experiment and conclude with a description of the HAWC

hardware configuration. Further details about the remote control and monitoring framework

can be found in an appendix at the end of this dissertation.

In the fourth chapter, the data reconstruction algorithms used by HAWC will be ex-
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plained as well as the statistical basis for interpreting HAWC results in terms of physical

models. A particular focus will be given to gamma-ray energy reconstruction via a neural

network technique, the current advantages of this approach, and promising improvements.

Chapter five will be an aside describing how this energy estimation technique allows for

probing Einstein’s theory of relativity at extremely high photon energies. We will derive

robust constraints on possible violations of Lorentz invariance by the statistically significant

detection of multi-hundred TeV gamma rays.

The focus will then return to dark matter in the sixth chapter, where we will use HAWC

data to search for gamma-ray signals from undetected dark matter substructure formation

in the Milky Way galaxy. Numerical models of dark matter structure formation will be

introduced and used to constrain the existence of undetected dark matter sub-halos. This

analysis will also yield useful information on the HAWC sensitivity to dark matter signals

as a function of sky location. With these models and sensitivity information, Chapter Seven

will outline an optimized search for dark matter in the main Milky Way Galactic Halo by

selecting an ideal region of interest to make use of HAWC’s capabilities. This analysis results

in constraints on dark matter that are robust to the large systematic uncertainties arising

from modeling of dark matter spatial distributions. The final chapter will then conclude

the dissertation with a summary of the presented results and a brief discussion of future

analyses in light of recent improvements to the HAWC detector hardware and reconstruction

algorithms.
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CHAPTER 2

WIMP DARK MATTER AND GAMMA RAYS

2.1 Introduction

The mass of the known universe is dominated by a dark component that is not optically

observable. First observed by Fritz Zwicky’s 1930s study of the Coma Cluster, evidence

of this dark matter has gradually accumulated over the years. Its effects can be seen in

phenomena such as galactic velocity dispersion and gravitational lensing through galaxy

clusters [1]. These effects cannot be explained by normal, luminous matter within the known

laws of gravity. This leads to the hypothesis that halos of dark matter surround the luminous

components, providing the mass necessary to explain these effects [2]. Current estimates

place the dark matter contribution to the mass of the universe at 86% [14]. However, the

composition of the dark matter remains unknown.

2.2 Evidence for Dark Matter

2.2.1 Rotation Curves

One of the most historically prominent pieces of evidence for dark matter halos is rotation

curve data from spiral galaxies. Following the universal law of gravitation and assuming

a dominant visible matter component, the expected orbital velocity of a given star in a

galaxy should trend as 1/
√
r, where r is the distance from the galaxy center. However,

observations by Rubin et al [3] show a leveling off of the stellar velocities as a function of r,

in contradiction to the expectation from a simple gravitational analysis. Further observations

of galaxies such as M33 have consistently confirmed this behavior as illustrated in Fig. 2.1 and

discussed in Refs. [4, 1]. This behavior can be explained by the presence of a non-luminous

halo surrounding the stars, which contributes an additional gravitational force that roughly
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Figure 2.1: Rotation curve showing star velocities as a function of distance from the
center,R, for the galaxy M33 compared with the expectation from the observed luminous
component. The expected curve falls off as 1/

√
R, while the actual curve flattens out. This

implies the presence of a “dark” component that interacts only gravitationally. Figure from
Ref. [5]. See also Ref. [4] for details on how these measurements were obtained.

cancels the fall off in the gravitational force due to the stars.

2.2.2 Gravitational Lensing

Further evidence for dark matter exists in the form of gravitational lensing observations of

galaxy clusters. When compared with optical data, gravitational lensing shows divergences

between the distribution of total mass and the observed distribution of observable matter.

This is best explained by the majority of mass being located in a dark, collisionless halo [1].

One of the most famous and striking cases is that of the cluster merger event 1E0657-

558, often called the Bullet Cluster [6]. Observations by the Chandra experiment of the

two main clusters of 1E0657-558 show two distinct objects with fairly well-defined centers.

However, the use of weak gravitational lensing to map the gravitational potential of the

same objects show a substantial offset between the centers of mass and observable cluster

centers as mapped by X-ray emission. The famous figure is shown in Fig. 2.2. While the

X-ray emitting gaseous matter of the galaxy clusters collided and formed the eponymous
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Figure 2.2: A false color image showing the baryonic gaseous component of the Bullet
Cluster overlaid with contours of the gravitational lensing probe. The two clusters pictured
are undergoing a merger event where the gas in the smaller bullet-shaped object collided
with and passed through the larger gas cloud at a reduced speed compared to the
collisionless cluster components. This shows a clear displacement between the X-ray
emitting gaseous component of the two clusters and the centers of mass, indicating most of
the mass is contained within collisionless halos that dominate the cluster masses. Figure
from Ref. [6].

bullet shape as the smaller object slowly passed through the larger object, the majority of

the mass from each original cluster continued to pass through unobstructed and emerged

ahead of the corresponding gas cloud. This suggests the presence of a large collisionless and

non-luminous component of the galactic mass that became offset of the luminous matter

during the merge process.

2.2.3 Cosmic Microwave Background

A third piece of evidence for dark mater comes in the form of features in the cosmic microwave

background, or CMB. First observed by McKeller in 1940 [7], and then again in 1965 by
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Penzias and Wilson [8], the CMB is an all-permeating background of photons originating

from the early hot state of the universe. As the universe cooled and matter recombined

into nuclei and atoms, space became transparent to these early photons, allowing them to

propagate without scattering off charged particles. The ensuing expansion of the universe

then attenuated these photon wavelengths down to the microwave level, resulting in the

CMB as observed today and leaving a powerful probe of the early state of the universe.

The so-called “last scattering” of the CMB photons before recombination left a persistent

mark on the background radiation that contains important information on the universe’s

composition. This takes the form of temperature anisotropies at various angular scales, as

measured by the Planck experiment [9]. Analyses of these anisotropy peaks and troughs

reveal the matter density universe to be approximately 86% dark matter, consistent with

the dark matter-dominated rotation curves of galaxies.

2.3 The Standard Model

The Standard Model of particle physics (SM) is the current unifying framework by which

all known elementary particles are classified. The SM also describes three of the four funda-

mental forces: the weak force, the electromagnetic force, and the strong force. It is based on

the development of quantum field theory (QFT) throughout the 20th century and has been

immensely successful in describing particle behavior [10].

In the SM, all elementary particles are classified based on the fundamental forces through

which they interact. All particles can be divided into fermions, spin 1/2 particles that

make up most ordinary matter, and integer-spin bosons. These elementary particles are the

building blocks of all known composite particles which in turn make up macroscopic matter,

driven by the interaction mediated through the force-carrying particles [10]. We will briefly

lay out the further subdivisions and classes of these elementary particles below. A chart

showing the organization of the SM particles for reference can be found in Fig. 2.3.

Fermions are further subdivided in quarks and leptons. Quarks come in six distinct
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Figure 2.3: Table of Standard Model (SM) elementary particles showing their organization
into fermions and bosons, as well the subdivisions between them. Figure taken from
https://en.wikipedia.org/wiki/Standard_Model.

flavors (along with corresponding anti-quarks of opposite charge), interact via all three SM

forces, and are primarily found arranged into composite particles known as hadrons. Odd-

numbered quark hadrons are called baryons, examples of which include the protons and

neutrons of atomic nuclei, while even-numbered hadrons are known as mesons. Leptons do

not interact via the strong force and consist of charged leptons such as electrons, and very

light neutral leptons called neutrinos, which are known to interact only through the weak

force. All fermions furthermore are categorized into three generations, with each generation

containing a pair of quarks, a charged lepton, and a neutrino, along with the corresponding

anti-particles. The corresponding particles of each generation are identical in electric charge

but differ in mass, with each successive generation containing heavier particles.

Bosons consist of the spin-1 gauge bosons that carry the three SM forces, as well as

a single spin-0 scalar boson known as the Higgs. The gauge bosons consist of the gluons,

7
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carrier of the strong force, the W+, W−, and Z0 which carry the weak force, and the familiar

photon that carries the electromagnetic force. The Higgs boson eluded detection until 2012,

when the ATLAS [11] and CMS [12] experiments jointly announced its discovery, adding a

further strong confirmation of the SM.

The closest SM particle to a viable dark matter candidate is the neutrino. Neutrinos are

neutral, colorless particles that are indeed “dark” due to not interacting electromagnetically.

However, neutrinos are also extremely light and are expected to have been accelerated to

relativistic velocities shortly after the Big Bang. Therefore, a sufficient abundance of neu-

trinos to explain the observed dark matter density would lead to a hot dark matter or HDM

scenario. Numerical n-body simulations have shown that HDM is incompatible with galaxy

formation as currently understood, meaning neutrinos cannot be the primary component of

dark matter [2].

2.4 Lambda Cold Dark Matter and WIMPs

In the absence of a viable SM particle candidate for dark matter, alternative explanations

are now sought beyond the Standard Model. To be consistent with the observed large-scale

structure of the universe, most particle candidates are within the Lambda Cold Dark Matter,

or ΛCDM, framework. In this picture, the majority of the universe’s energy density consists

of dark energy that causes the accelerating expansion rate of the universe, with Λ being used

to denote dark energy corresponding the cosmological constant in general relativity. Dark

matter is the second most dominant component, making up about 85% of the mass of the

universe with a roughly constant density and low temperature [13].

In the ΛCDM model, as the universe cools, the density of dark matter is expected to

approach a constant, illustrated in Fig. 2.4. The present-day constant or “relic” density Ωχ

is determined by the following equation:

Ωχ =
ρχ
ρcrit

=
2h−2 × 10−9GeV−2

〈σv〉
, (2.1)

where 〈σv〉 is the velocity-weighted cross section of two-particle dark matter annihilation, ρχ
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is the energy density of dark matter, and ρcrit is the critical density at which the universe has

zero curvature [1]. Based on the most recent data available from the Plank experiment [14],

this formula yields a prediction for the relic cross section of 〈σv〉therm = 3× 10−26cm2s−1.

Although no SM particle is able to reproduce the observed relic density in the ΛCDM

framework, well-motivated extensions of the SM do produce particles compatible with ΛCDM.

One of the most popular candidates are Weakly Interacting Massive Particles, or WIMPs.

As indicated by the name, these are hypothesized particles with a non-zero mass that inter-

act via a weak-scale force and in many theoretical frameworks are their own anti-particle [2]

[15]. This weak-scale self-annihilation naturally reproduces the observed relic density while

maintaining the cold dark matter state of the known universe. WIMPs are therefore one

of the most promising dark matter candidates and many contemporary experiments aim to

find direct evidence of them.

2.5 Detection Approaches

Three approaches currently exist for detecting dark matter: direct detection, collider de-

tection, and indirect detection. Each method relies on a different class of dark matter and

Standard Model particle interaction. The particle physics aspect of these approaches is

best summarized by seeing them as different directions on a Feynman diagram, as shown in

Fig. 2.5.

Direct detection aims to observe interactions between dark matter and luminous matter.

Experiments designed for direct detection include LZ, XENONnT, and SuperCDMS [16].

It is based on the principle that Earth would be in motion with respect to the WIMP

dark matter halo surrounding the Milky Way galaxy. With enough time and targets, it

may be possible to observe scattering of nucleons and WIMPs due to the relative motion

between them even if the cross-section is extremely low. Experiments of this type rely

on removing as many SM-on-SM interaction opportunities as possible by constructing low-

radiation environments filled with inert gasses. If enough SM sources of radiation have been

9



Figure 2.4: Simulated plot of thermal freeze-out in the ΛCDM framework for various
assumed velocity-weighted cross sections showing the dark matter number density
approaching a constant in the present day. Estimates of the current dark matter density
(see Eq. 2.1) allow for a prediction of the velocity-weighted cross section. Figure from
Ref. [15].
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Figure 2.5: Feynman diagram showing the interaction behind the various dark matter
detection approaches. “DM” refers to dark matter particles, while “SM” refers to Standard
Model particles. The large blue circle is a stand-in for the theorized physical interactions
between dark matter and the Standard Model and the arrows along each axis show the
direction one should follow to trace the interaction probed by each detection class.
Following a given arrow from start to finish shows the initial particles of an interaction
scattering and resulting in the final product particles of that interaction.

removed, the target nuclei should be sufficiently isolated that any scattering interactions

could only come from WIMPs that passed sufficiently deep into the chamber. As of this

writing, no experiment has found evidence of dark matter scattering off nucleons [16].

Collider detection refers to attempts to produce dark matter particles through inter-

actions between SM particles in accelerators. Currently, the ATLAS [17] and CMS [18]

experiments at the Large Hadron Collider of CERN are actively searching for created dark

matter during collider runs. Although neither experiment is expected to be sensitive enough

to directly detect produced dark matter, the creation of a non-SM particle can be inferred

11



by conservation of momentum. A significant amount of missing transverse momentum (the

component of particle momentum perpendicular to the collider beam) in the sum of the prod-

ucts following a collision could be evidence of a dark matter-like particle being produced and

passing through the detector unseen. Such evidence has yet to be detected though efforts to

produce dark matter particles in colliders continue [19].

Indirect detection searches look for byproducts of WIMP interactions that result in ob-

servable, SM particles. Because dark matter over-densities are detectable via gravitational

effects, it is possible to perform targeted searches for expected products of dark matter in-

teraction. Moreover, the expected dark matter annihilation cross-section calculated from

Eq. 2.1 means that indirect searches have a well-defined parameter space to probe, and are

able to rigorously exclude dark matter at different mass scales if they probe the thermal

scale with no detection. Indirect detection will be the main focus of this thesis.

2.6 WIMPs and Gamma Rays

Astrophysical indirect detection relies on the fact that under the WIMP hypothesis, dark

matter annihilation can produce Standard Model particles through weak interactions. For

sufficiently high (GeV scale or greater) assumed WIMP masses, these particles will in turn

produce gamma-ray photons mainly via pion decay, but also through inverse Compton scat-

tering of photons off produced electron-positron pairs [20]. The expected differential gamma-

ray flux, dΦ, per unit energy dE from a dark matter halo is described by the following

equations, respectively modeling annihilation and decay:

dΦ

dE ann
=
J〈σv〉
8πM2

dN(M, channel)

dE
(2.2)

dΦ

dE decay
=

D

4πMτ

dN(M, channel)

dE
, (2.3)

where 〈σv〉 is the velocity-weighted annihilation cross section, τ is the decay lifetime, M is

the dark matter particle mass, and the J and D factors contain the astrophysical information

of the assumed dark matter density profile. See Ref. [20] for a detailed derivation of these

functional forms.

12



Figure 2.6: Sample map showing one simulation of the smooth halo and substructure of the
Milky Way halo. The color scale shows the logarithm of the J-factor (Eq. 2.4) integrated
over a single pixel width of solid angle (about 0.25 square degrees in this map). The high
J-factor at the Galactic Center is clearly visible with substructure distributed throughout
the sky. The details for generating this simulation are discussed further in Chapters 6 and
7.

The J-factor and D-factor are defined respectively as:

J =

∫ ∫
ρ2
dm(l,Ω)dldΩ (2.4)

D =

∫ ∫
ρdm(l,Ω)dldΩ, (2.5)

where ρdm is the dark matter density profile (typically containing both a smooth component

and a contribution from sub-halos), dl is the line of sight to the halo, and Ω is the solid

angle of the observation. The J-factor contains a density-squared factor due to annihilation

requiring two particles to interact, while the D-factor includes only one power of the density

profile since decay is a single-particle process. A sample map of J-factors from the Galactic

Halo with simulated substructure over-densities is shown in Fig. 2.6.

The quantity dN
dE in Eq. 2.2 and Eq. 2.3 is the gamma-ray spectrum from a single dark

matter annihilation [13]. It is typically calculated using Monte Carlo simulations assuming

each dark matter interaction produces only one class of SM particle, referred to as a “chan-
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Figure 2.7: Example dark matter energy spectra for two annihilation channels (bb and
τ+τ−), assuming a dark matter mass of 100 TeV and showing the characteristic hard
cutoff feature. These two channels are typically taken as representative of dark matter
gamma-ray spectra, with bb falling of most quickly with energy and τ+τ− falling off
slowest with energy. Most other dark matter spectra fall between these two cases.

nel”. Since the branching fractions into various channels are unknown, these calculations

typically assumed a 100% branching ratio into a given channel to avoid introducing a high

number of additional free parameters. More complicated spectra can be computed by simply

summing contributions from these single-channel spectra assuming a given set of branching

ratios. One tool for calculating these quantities is PYTHIA, a set of code libraries meant to

simulate elementary particle interactions and record the final products [21]. An example of

dark matter spectral shapes generated using PYTHIA 8.2 is shown in Fig. 2.7. These energy

spectra all show a characteristic cutoff at the assumed dark matter mass, a unique spectral

feature not expected to occur in spectra arising from SM gamma-ray production mechanisms.

This hard cutoff is therefore a tell-tale sign of dark matter production of gamma rays, and is

the feature indirect detection aims to observe to verify the presence of WIMP dark matter.
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2.7 Potential Search Targets

Regions with known dark matter over-densities are expected to produce a gamma-ray excess.

Any dense star-forming region with an associated dark matter halo can be considered a

target, so long as sufficient stellar velocity data or N-body simulation results are available

to estimate the density profile.

A popular class of targets is the set of dwarf spheroidal galaxies. These structures,

as the name suggests, are small galaxies with a regular spherical shape. Their sphere-like

shape makes calculating the J and D-factors from stellar velocity data fairly simple, and

their sparse stellar content means there is very little gamma-ray background from visible-

matter production mechanisms. However, many of the dwarfs expected to yield the highest

fluxes from dark matter production suffer from substantial systematic uncertainties due

to these sparse stellar populations and the difficulty of obtaining accurate stellar velocity

measurements [22].

Larger galaxies and galaxy clusters are another common target. These include the Virgo

Cluster, the M31 galaxy [23], and the local Milky Way Galactic Halo [24]. The greater

distance of the extra-galactic targets compared to the dwarfs is balanced by a larger corre-

sponding halo, and they often yield very high expected fluxes. Because of the higher stellar

population, it is often necessary to consider contributions from normal-matter emission when

searching for signs of WIMPs. Moreover, these objects are typically highly extended on the

angular scale of current instruments and suffer from substantial systematic uncertainties

in the flux arising from the dark matter density profile. The Galactic Halo is particularly

sensitive to the behavior of the density profile towards the core. It is possible to mitigate

these uncertainties by considering regions of the halo further away from the core, where the

different candidate density profiles behave similarly. This requires considering a very large

region of interest (ROI) in order to obtain sufficient sensitivity, and such an analysis will be

performed in Chapter 7.
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Figure 2.8: 95% confidence upper limits on dark matter annihilation in bb (left) and τ+τ−

(right) channels from the FERMI-LAT observation of the dwarf spheroidal galaxies. Below
assumed dark matter masses of 100 GeV, these constraints are lower than the predicted
thermal cross section of the ΛCDM model (Eq. 2.1), therefore completely excluding WIMP
dark matter with these masses. Figure taken from Ref. [26].

2.8 Motivation For High-Mass WIMPs and Large Targets

Several active classes of experiments exist to perform indirect dark matter searches. The

Fermi Large Area Telescope (Fermi-LAT) experiment is a satellite gamma-ray detector that

performed a series of robust searches for dark matter with GeV masses. It has a very wide

field of view and can detect gamma rays without interference from atmospheric effects due

to being located on a satellite [25]. A combined analysis of dwarf spheroidal galaxies by

Fermi-LAT has already probed the thermal cross section predicted by Eq. 2.1 at the GeV

energy scale [26]. As shown in Fig. 2.8, these results exclude dark matter annihilation with

the predicted thermal cross section at a 95% confidence for assumed particle masses below

100 GeV, therefore motivating the need to search for WIMPs at the TeV mass scale.

Multi-TeV mass WIMPS will produce fairly “hard” energy spectra with a large number

of high-energy photons (in contrast, “soft” spectra tend to fall off faster with energy and

produce relatively few high-energy photons). There are considerably fewer astrophysical

sources of TeV gamma rays than lower-energy gamma rays and X-rays, almost all of which
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are associated with the Galactic Plane. Therefore, the background of gamma rays from SM

production mechanisms is far less of a concern at the highest energies, making it possible to

probe even highly star-rich sources such as the Milky Way Galactic Halo. One class of ex-

periment sensitive to emission from these heavier particle masses are Imaging Air Cherenkov

Telescopes or IACTs. These instruments detect the effects of cosmic gamma rays in the

atmosphere. They benefit from excellent angular and energy resolution, allowing them to

resolve the energy spectra of sources with sufficient precision to detect the unique spectral

features associated with dark matter. However, they suffer from limited time windows for

observation, only being able to collect data during dark nights, and their angular resolution

comes at the cost of narrow fields of view [27].

With these features, the HESS IACT has probed the thermal scale for certain channels

in the TeV dark matter mass range based on an analysis of the Milky Way Galactic Center

[28]. Shown in Fig. 2.9, this analysis excludes thermal dark matter at the low TeV mass

scale. However, the HESS analysis relies on the assumption that the dark matter density

profile peaks sharply towards the Galactic Center (also known as being “cuspy”), due to its

narrow field of view only allowing it to observe the very center of the galaxy. It is therefore

quite sensitive to systematic uncertainties on the exact behavior of the Galactic dark matter

density profile. This systematic will be explored further in Chapters 6 and 7.

A third class of instrument sensitive to indirect dark matter signals are ground-based

extensive air shower (EAS) detectors. Like IACTs, these experiments are highly sensitive

to multi-TeV gamma rays and are able to probe high-mass WIMP dark matter. While they

suffer from lower angular resolution, they have the advantage of a near-100% livetime, being

able to run at all times of day regardless of ambient light level [29]. They can easily perform

stacked analyses like those done by Fermi-LAT due to having a comparably large field of

view, but at higher assumed WIMP masses that have yet to be probed as thoroughly by

current observations. They also benefit from wide fields of view that allow for observations

of highly extended sources that are much larger than those able to be probed by an IACT.
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Figure 2.9: 95% confidence upper limits on dark matter annihilation in the W+W− (left)
and τ+τ− (right) channels from the HESS observation of the Galactic Center. The model
W+W− channel in the HESS analysis behaves analogously to the bb channel and plotted
here as a representative soft spectrum. These results are able to exclude WIMPs of certain
multi-TeV masses assuming annihilation into harder channels like τ+τ−, but depend on
assumptions about the exact behavior of the density profile. Figure taken from Ref. [28].

In particular, an EAS detector can perform searches in the Galactic Halo that do not require

knowing the exact density profile behavior towards the center, due to being able to observe

wider regions of the Halo further from the center. One such EAS detector, the High Altitude

Water Cherenkov (HAWC) observatory, will be the main focus of this thesis. The next

chapter will introduce the mechanisms by which HAWC detects cosmic gamma rays and

explain the detector construction and hardware.
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CHAPTER 3

AIR SHOWERS AND THE HAWC DETECTOR

3.1 Cosmic Gamma Rays and Atmospheric Air Showers

Historically, the term “cosmic ray” refers to charged particles interacting with Earth’s at-

mosphere. These particles consist almost entirely of hadrons, primarily protons, but also

include a small fraction of heavier nuclei. Originally discovered by Victor Hess, they made

their presence known to him by an unexpected increase in the radiation measured by a

Geiger counter as it moves higher above ground level [30]. Because of their charged nature,

cosmic rays are deflected by the interstellar magnetic fields permeating space and do not ar-

rive in the same direction as the line of sight to their acceleration source. Particles arriving

at Earth also include neutral particles such as gamma rays. Due to the lack of deflection

from magnetic fields, these gamma rays do arrive along the path to their sources and are of

primary importance in particle astrophysics.

When a cosmic ray or gamma ray interacts with the atmosphere, typically at a height of

15 to 20 km above sea level, it scatters into a set of secondary particles. These new particles

continue to scatter off the atmosphere into a greater number of lower-energy particles, cre-

ating a phenomenon known as an extensive air shower. As described by Heitler, gamma-ray

showers are characterized by successive creation of electron-positron pairs, each of which

produces more gamma rays via bremsstrahlung, the radiation produced when charged par-

ticles are decelerated by the presence of atoms [31]. Due to the opening angles of various

interactions, the shower will widen over time (see Fig. 3.1 for an example). The shower

will continue to propagate until the secondary particle energies fall below the ionization

threshold, at which point they will gradually be reabsorbed by the atmosphere.

The particle density as a function of distance from the shower axis is determined by

a complex system of cascade relations that describes the particle production mechanisms.
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Figure 3.1: Illustration of a gamma-ray induced extensive air shower. The shower
propagates itself via successive pair production and bremsstrahlung. The shower footprint
widens over time due to the finite opening angles of successive interactions.

An approximate solution is obtained in Ref. [32] by Nishimura, Kamata, and Greisen. The

resulting solution is called the NKG function after the authors’ initials and has the form:

f(r) ∼ (r/rm)s−2(1− r/rm)s−4.5, (3.1)

where r is the distance from the shower axis, rm is the Moliere radius (the distance from the

shower axis expected to contain 90% of an air shower’s energy deposition, which is about 124

m at the elevations relevant to this dissertation [30]), and s is the shower age. The shower

age s characterizes the longitudinal development of the shower as a function of primary

gamma-ray energy Eγ and is given by:

s =
3

1 + 2y/t
, (3.2)

where y = log
(Eγ
Ec

)
, Ec is the critical energy where the shower begins to die off due to

ionization (about 80 MeV in the atmosphere) and t is the ratio of the path length to the

radiation length [30].

Charged cosmic rays also produce extensive air showers [30]. Unlike gamma-ray showers,

hadronic showers contain non-electromagnetic contributions due to the presence of strong
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Figure 3.2: Illustration of a hadronic air shower. Unlike the gamma-ray shower shown in
Fig. 3.1, this shower contains pions, neutrinos, and other non-electromagnetic components.

interactions, as illustrated in Fig. 3.2. In particular, cosmic-ray showers will produce charged

pions and muons as they propagate rather than simple electron-positron pairs and photons.

These additional features allow for the discrimination between cosmic-ray and gamma-ray

showers by detectors.

If the shower secondaries are traveling faster than the group velocity of the radiation

they produce through bremsstrahlung, the radiation builds up into a cone of light. This

phenomenon, called the Cherenkov effect, is illustrated in Fig. 3.3. This Cherenkov light

is a tell-tale signal of air shower secondaries passing through a medium and is the primary

mechanism by which ground-based observatories detect gamma-ray showers. IACTs, as

discussed in the previous chapter, rely on detecting Cherenkov light in the atmosphere itself,

which is what leads to their limited livetime since a high amount of ambient light makes

it impossible to detect the Cherenkov radiation. An alternative approach that avoids this
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Figure 3.3: Illustration of a Cherenkov light cone with opening angle θ produced in a
material. Here, c is the speed of light in vacuum, n in the index of refraction of the
material, βc is the speed of the radiating particle, and t is the amount of time the particle
has been propagating in the medium. Created by Arpad Horvath and used under a
Creative Commons BY-SA 2.5 license.

issue is to construct an environment insulated from ambient light at a high enough altitude

that shower secondaries will be able to propagate through it before the shower completely

dies off through ionization. This allows for the detection of air showers at all times of day,

since secondaries entering this environment will still produce Cherenkov light, particularly

if they are made to pass through water, which has an even higher index of refraction than

the atmosphere. This is known, appropriately, as the Water Cherenkov Technique and is the

mechanism of cosmic gamma-ray detection this dissertation will focus on.

3.2 HAWC Description

The High Altitude Water Cherenkov (HAWC) detector is a gamma-ray observatory located

at Sierra Negra, Mexico. Consisting of an array of 300 Water Cherenkov Detectors (WDCs)

and covering an area of 22,000 m2, it is one of the most sensitive instruments to multi-

TeV gamma rays currently operating. Shower secondaries moving faster than the group

velocity of photons in water (about 2.26 × 108 m/s) will produce Cherenkov light cones in
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Figure 3.4: A photograph of the HAWC detector showing the main array and the mountain
Pico de Orizaba in the background.

the WCDs, which are then detected with four photomultiplier tubes (PMTs) mounted at

the bottom of each tank. Timing information is used to reconstruct the angle of arrival,

and the distribution of charge across the array is used to reconstruct various properties of

the shower primary [33]. HAWC is sensitive to gamma rays with energies of at least 300

GeV and over 100 TeV. It is well-suited for detecting possible signals from multi-TeV mass

WIMPs. In addition, HAWC operates on a near-continuous duty cycle with a roughly 2 sr

instantaneous field of view that makes it ideal for performing survey-style observations [34].

This wide field of view allows HAWC to collect data from 2/3 of the sky each day as the

Earth rotates. A photograph of the HAWC array is shown in Fig. 3.4.

3.3 Hardware and Construction

Each WCD in the HAWC detector is a cylindrical tank of diameter 7.3 m and height 5 m.

Inside each tank is a black plastic bladder constructed to prevent reflection of Cherenkov

light and be opaque to outside light pollution. These bladders are filled with 4.5 m of water,
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purified such that Cherenkov photons will have an attenuation length longer than the tank

size (see Fig. 3.5 for a single-tank schematic). Three of the four PMTs at the bottom of each

WCD are 8-inch diameter Hamamatsu R5912 series PMTs repurposed from the previous

Milagro experiment once located near Los Alamos, New Mexico [29]. The fourth PMT in

the center is a Hamamatsu R7081, 10 inches in diameter and with nearly twice the quantum

efficiency of the smaller PMTs. This difference in response between the two classes of PMT

is taken into account in the reconstruction algorithms described in Chapter 4. All PMTs

are connected to an individual high voltage meant to match the respective PMT gains, with

each being on the order of 1700 V.

Roughly in the center of the array is the counting house, where all PMTs signals are

processed. The counting house contains all the electronics needed for signal processing as

well as computers used for remote control and monitoring of the detector functions (more

details in Appendix A). Each PMT is connected to the counting house via a 610 ft RG-

59 cable (the cable length is kept constant for each PMT to ensure uniformity in response

delays), which feeds the signal from a PMT into one of the 16 slots on each of the front-end

boards (FEBs), which also serve to administer the high voltage to each PMT. The FEBs

integrate and amplify the signal and serve as the first step in the data acquisition system,

or DAQ.

3.4 Data Acquisition System

Due to the remote location of HAWC, the DAQ is set up to be as automated and robust as

possible, able to function for days or even weeks at a time without human intervention. The

DAQ process starts once a PMT signal enters an FEB, where it is sent to two comparators

with separate thresholds. This results in a signal with either 2 or 4 transitions depending on

if one or both thresholds were reached. The triggering process is illustrated in Fig. 3.6 and

further details can be found in Ref. [35].

The time over threshold (or ToT) of a PMT signal is measured by one of ten CAEN
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Figure 3.5: Illustration of a shower secondary producing Cherenkov light in a HAWC WCD
(left), and a map of the HAWC layout (right). Image taken from Ref. [33].

V1190A-2eSST Time to Digital Converters (TDCs), each of which handles up to 128 PMT

channels. Each TDC contains two thresholds that correspond to the approximate number

of photoelectrons (PEs) produced by a PMT, and the signal will contain four or two transi-

tions depending on whether the voltage reached both thresholds or only the lower one (see

Fig. 3.6). The lower of the two thresholds corresponds to about 0.25 PE, while the higher

threshold corresponds to 4 PEs. Each TDC has a time resolution of 98 ps, and outputs tim-

ing information in batches every 25 µs, with a 1 µs overlap to avoid missing triggers along

the edges. The TDCs are themselves controlled by an array of General Electric XVB602-

13240010 single-board computers (SBCs), which run a CentOS operating system equipped

with a custom program called Readout Process. Each TDC is set to trigger the Readout

Process protocol every 25 data outputs, which then transfers the TDC timing data from the

SBC to the main Reconstruction Client via an internal Gigabit Ethernet connection.

The Reconstruction Client is a program that runs on several dedicated computers, col-
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Figure 3.6: Illustration of the conversion of PMT voltage over time to an FEB output
signal, showing both possible voltage thresholds. The time over threshold (ToT) is used
later in the reconstruction process. Figure from [35].

lectively known as the online nodes, and begins the process for reconstructing air shower

information from the PMT data. See Ref. [35] for the details of the reconstruction process

and its outputs.

The entire process of running on the DAQ and initial reconstruction is performed by the

Experiment Control framework. Experiment Control is an autonomous system to monitor

and adjust the DAQ setting as well as stop and start data collection runs. It also reports

and logs significant errors in the operation of the detector and will automatically attempt to

restart the experiment when a failure causes it to crash. Run crashes are caused primarily by

lightning storms and recovery is almost always quick, on the order of minutes. This system

also contains the software libraries for remote monitoring of the experiment and gathering

of transient alerts, detailed in Appendix A.
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3.5 Calibration

The ToT information read by the DAQ is used to estimate the number of photoelectrons

(PEs) produced in a triggered PMT, which is in turn an estimator of the charge deposited in

a PMT during an event. This requires calibration of both the time it takes a PMT voltage

to reach the lower threshold (called slewing time) and the relationship between a given PMT

ToT and the number of PEs produced [36]. Both these classes of calibration are performed

using laser measurements.

For the slewing time calibration, a laser is fired into each PMT through an array of filters

of varying transmittance. Slewing time as a function of the ToT is then fit using a sum of

two exponential terms and one linear term, where the linear term dominates for the majority

of times and exponential terms account for edge effects at high and low ToT.

Charge calibration is performed by instead firing several laser pulses through each filter

and measuring how many times the PMT triggered, where a trigger is associated with a

given pulse if they coincide by less than 2 µs. The resulting fraction of PMT triggers to

laser pulses serves as an estimator of the probability of either a laser photon or a cosmic ray

triggering the PMT. Comparing this fraction with the trigger rate from cosmic rays alone

(measured by simply observing the PMT when the laser is not firing) allows an estimate

of the number of PEs produced by the laser as a function of intensity. See Chapter 3 of

Ref. [36] for further details on both classes of calibration.

3.6 The Outriggers

A secondary array of tanks was recently completed with the goal of augmenting the HAWC

sensitivity. This addition consists of smaller tanks known as “outriggers,” with the goal

being to extend the effective area of the detector with a sparser array that covers more area

[37]. An image of the outriggers surrounding the main array is shown in Fig. 3.7. The

individual tanks contain only a single PMT and are therefore not as sensitive to individual

shower secondaries as the main array (see Fig. 3.8 for a schematic of a single outrigger tank).
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Figure 3.7: Map of the recently completed array of smaller outrigger tanks (represented by
black dots) superimposed on a map of the main array. Figure from Ref. [38].

The increased effective area from the outriggers will allow for more effective reconstruction

algorithms, especially for high energy showers with footprints much larger than the main

array. They are currently collecting data and the HAWC collaboration is in the process of

incorporating them into the reconstruction algorithms. Once fully online, the outrigger data

will allow for improved energy resolution, as well as more effective algorithms for locating

the shower core and reconstructing the arrival angle. The analyses in this dissertation are

among those that stand to benefit from incorporation of the outriggers and future work will

focus on extending these techniques to benefit from the outriggers. However, at the time of

writing, none of the algorithms or analyses discussed use outrigger data.
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Figure 3.8: Schematic of a single outrigger tank showing the dimensions. The outriggers are
smaller than the main tanks and contain only a single PMT, allowing them to cover more
area at a lower cost than extending the main array. Photo credit to Michael Schneider.
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CHAPTER 4

EVENT RECONSTRUCTION AND ANALYSIS

4.1 Primary Reconstruction

4.1.1 Core Fitting

The first step in reconstructing an air shower from HAWC data is to determine the core

of the lateral charge distribution across the array. This core location is then used in many

successive stages of the reconstruction. An arriving air shower is illustrated in Fig. 4.1,

showing the shower core as well as features such as the arrival angle and curvature. A

sample HAWC event showing charge of such an event distributed across the array is shown

in Fig. 4.2, as well as the type of data that must be fit to get resulting reconstructed core.

An algorithm called Super Fast Core Fitter (SFCF) is currently used to find the shower

core. The SFCF performs a fit for the core coordinates assuming a functional form for the

effective charge distribution. This form is chosen such that it will have the same center as

the NKG function (Eq. 3.1) expected to describe the distribution while avoiding numerical

issues arising from the pole at the core position in the NKG function. The form chosen is:

ρ(r) =
1

2πσ2
exp
(
− r2

2σ2

)
+

N

(0.5 + r/rm)3
, (4.1)

where σ = 10m, N = 5 × 10−5, and rm = 124m is the Moliere radius at the HAWC

elevation. This function parameterizes the charge distribution as a Gaussian close to the

center represented by the first term, but with a longer tail component represented by the

second term. σ therefore corresponds to the usual width of a Gaussian, while N is chosen to

be a small number that ensures the tail component will be subdominant [33]. The sample

HAWC event displayed in Fig. 4.2 shows the reconstructed core from the SFCF marked with

a red star, as well as the lateral charge data used in the reconstruction.
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Figure 4.1: Illustration of an air shower arriving at HAWC with the arrival angle denoted
by θ and core location marked with a red cross. This figure illustrates how the edge of the
shower is curved rather than flat due to secondary interactions, and how particle density
decreases further from the central shower axis as predicted by the NKG function (Eq.3.1).
Figure from Ref. [36].

4.1.2 Angle Fitting

Once the core is found, the shower angle of arrival is fit. This angle of arrival corresponds

to the arrival direction of the primary gamma ray, and therefore to the path back to the

gamma-ray source. The angle is fit based on the relative timing of PMT hits. Before fitting

the shower, it is necessary to correct for the non-flat nature of the shower plane. This

curvature arises from both multiple-scattering of secondary particles far from the core, and

timing delays due to lower available sampling at the edges and can be seen in the illustration

in Fig. 4.1. Simulation is used to derive a correction for this curvature [33] as a function of
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Figure 4.2: Plot of a HAWC event showing the lateral charge distribution across the array.
The core reconstructed using the functional form in Eq.4.1 is marked with a red star. The
details in the title refer to the reconstructed arrival coordinates and the HAWC DAQ run
from which the event is displayed, as well as variables used to separate gamma-like and
hadron-like events (see Sec. 4.3.1). Figure from Ref. [33].

shower parameters. Once the curvature is estimated, the arrival direction is fit using a χ2

minimization as demonstrated in [39].

The angle fit procedure results in a shower arrival direction parameterized by its zenith

and azimuth angles relative to the HAWC array. These local coordinates must then be

converted into a celestial coordinate system in order to correlate the arrival direction with

the location of gamma-ray sources on the celestial sphere. HAWC analyses primarily use

the equatorial coordinate system, which is based on projecting the terrestrial longitude and

latitude coordinates out into space and specifies points in terms of right ascension (RA) and

declination (Dec). RA is defined as the angular distance eastward along the equator with

respect to the position of the Sun during the Vernal Equinox, and is analogous to longitude.

In this same vein, Dec is the angular distance from a point to the plane of the equator,

analogous to latitude.
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Bin Lower Edge (% of PMTs hit) Upper Edge (% of PMTs hit)
1 6.7 10.5
2 10.5 16.2
3 16.2 24.7
4 24.7 35.6
5 35.6 48.5
6 48.5 61.8
7 61.8 74.0
8 74.0 84.0
9 84.0 100.0

Table 4.1: Bin definitions for fhit binning scheme.

4.2 Event Characterization

4.2.1 fhit Binning

HAWC events are primarily binned by fhit, which is the ratio of PMTs participating in a

shower event (nhit) to available PMTs in array (NChAvail). Typically, NChAvail is around

1000 PMTs, with PMTs being occasionally removed for maintenance and re-calibration [33].

This binning aims to both estimate the primary shower energy (due to higher energy events

tending to produce larger shower footprints which will then trigger more PMTs) and the

angular resolution of the detector (due to the higher precision available to the angle fitter

with more participating PMTs). The binning logic for fhit is summarized in Table 4.1.

It should be noted that fhit is imperfectly correlated with primary energy. Atmospheric

attenuation effects will cause a shower to lose energy before reaching HAWC and have a

smaller shower footprint and therefore lower fhit value. This often results in high energy

events being placed in lower fhit bins and causes fhit to have a broad energy resolution. This

can be quantified by binning Monte Carlo simulations of gamma-ray sources where the true

energy of events is known into fhit space, with Fig. 4.3 showing such an example. It should

be noted that the resulting true energy distributions in each bin are dependent on both the

declination the modeled source transits at and the assumed shape of the energy spectrum.
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Figure 4.3: Scaled histogram of the fitted true energy distribution of each fhit bin as shown
in Table 4.1. Figure is taken from Fig. 3 of Ref. [33] and was generated from Monte Carlos

simulations assuming a power law spectrum dΦ
dE ∼ E−2.66 for a single transit of a source at

a declination of 20 degrees. All fitted distributions have been normalized to have unity
amplitude for visualization purposes.

This is due to the fact that farther from overhead sources produce events at larger zenith

angles (the angle between the shower arrival direction and the point directly overhead from

the detector). Showers that arrive further from overhead of HAWC will be more attenuated

by the atmosphere before reaching HAWC than overhead events, meaning it is possible for

high energy showers to occur in low fhit bins. Although fhit does possess sufficient energy

resolution for many HAWC analyses, more rigorous energy estimation techniques will be

discussed in Sec. 4.2.3.

4.2.2 Spatial Binning and Angular Resolution

Events are further categorized into spatial bins, which can be thought of as dividing the

HAWC field of view into pixels of a fixed area that cover some range in RA and Dec co-

ordinates. These bins are defined using the healpix protocol, with the pixel resolution

characterized by the NSIDE parameter, where the total number of pixels dividing the sky
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is equal to 12 × NSIDE2 and NSIDE is always equal to a power of two [40]. Most HAWC

analyses use spatial pixel schemes with NSIDE=1024 for an approximate pixel width of 0.05

degrees, though analyses less concerned with precise source location will use lower NSIDE

values for efficiency when fitting.

The spatial bin size is meant to be smaller than the HAWC angular resolution to avoid

unnecessarily diluting the ability of HAWC to find a source’s position. HAWC’s angular

resolution is characterized by the width of the point spread function, or PSF, which is

the expected spatial distribution of events originating from a truly point-like source. The

PSF is estimated by Monte Carlo simulations of point-like sources, where simulated events

are reconstructed using the angle fitter and binned both spatially and in fhit, analogously

to the data. These distributions are then fitted assuming a sum of two Guassians with

separate widths and normalizations. Simulations have shown the PSF to be a function of

fhit, as expected since it is correlated to angular resolution, with the resulting 68% width

being about one degree in the lowest bin and less than 0.2 degrees in the highest bin [33].

Moreover, the best-fit PSF is also a function of declination, with slightly better angular

resolution for events overhead. This effect is accounted for by fitting the PSF in each fhit

bin at 5-degree declination intervals and interpolating the fit parameters for spatial bins that

fall between them. This results in a continuous estimate of angular resolution that is valid

for all spatial and analysis bins.

4.2.3 Energy Binning

Because of the shortcomings of using fhit as an energy estimator, two techniques have recently

been developed with the aim of more accurately estimating the shower energy. Both take into

account the charge distribution across the array and the event zenith angle. The first, called

the ground parameter (GP), is based on evaluating a modified NKG function to directly

calculate the shower energy. Instead of the NKG function in Eq. 3.1, a modified form is used

with an extra factor of 1/r introduced so that the function corresponds to energy density
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Bin Lower Edge (TeV) Upper Edge (TeV)
a 0.316 0.562
b 0.562 1.00
c 1.00 1.78
d 1.78 3.16
e 3.16 5.62
f 5.62 10.0
g 10.0 17.8
h 17.8 31.6
i 31.6 56.2
j 56.2 100
k 100 177
l 177 316

Table 4.2: Neural net energy binning labels and edges. Note that this is part of a 2D
binning scheme combined with the fhit bins shown in Table. 4.1.

rather than particle density [41]. This function is then fit using the PMT charge data and

evaluated at 40 m from the shower center to yield an estimate of the primary energy. See

Ref. [42] for further details. The second is based on a neural network machine learning

algorithm (called NN from here on). This work will focus on the NN estimator with more

details later in Section 4.5. Because fhit estimates the angular resolution of the detector,

events are binned both in energy and in fhit when an analysis uses these energy estimators.

The binning scheme for both estimators is shown in Table. 4.2. Note that analyses that do

not require higher energy resolution do not use these energy estimators, and the work in

Chapters 6 and 7 of this dissertation will use data binned only in fhit.

4.3 Background Rejection

4.3.1 Gamma-Hadron Cuts

The majority of air showers detected by HAWC come from charged cosmic rays. Gamma-

ray and cosmic-ray events can be separated by the different characteristics of the lateral

charge distributions they create across the array. The primary difference is that the hadronic

showers will produce muons through strong interactions, leading to a different shower profile
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morphology. The lateral charge distribution of a cosmic-ray event is plotted side by side

with a gamma-ray event for comparison in Fig. 4.4.

Two variables are used to characterize the relative likelihood that a shower primary was

a hadron. The first is compactness (C), defined as follows:

C = nhit/CxPE40, (4.2)

where nhit is the number of PMTs that participated in the event, and CxPE40 is the max-

imum effective charge (PMT-recorded charge with a correction factor to account for the

different responses of the 8-inch and 10-inch PMTs) observed in a PMT at least 40 meters

away from the shower core. This quantity aims to detect the presence of muons in the

shower, which will cause a large response in a PMT even if it is far from the shower core

and most of the secondary particles. The smaller the compactness, the more likely an event

is to be hadronic in nature [33] [29].

The second variable used aims to characterize the axial symmetry of the shower footprint

and is referred to as PINCness (short for Parameter for Identifying Nuclear Cosmic-rays, and

referred to from here on as P ). P is defined as follows:

P =
1

N

N∑
i=1

(logQi − 〈logQi〉)
σi

, (4.3)

where Qi is the effective charge measured by the ith PMT, N is the number of participating

PMTs, and σi is the error in the logarithm of Qi (determined from a study of the gamma

ray-rich Crab Nebula region). The average associated with each Qi is determined from the

mean charge in PMTs within a 5 meter wide annulus containing the ith PMT, centered on

the shower core [33].

Cuts on C and P are used to filter out hadron-like events from the data. The values of

these cuts are chosen to maximize the expected significance of gamma-ray spectra as modeled

in Monte Carlo simulations. This increase in significance is estimated by the Q-factor:

Q =
S√
B
, (4.4)
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Figure 4.4: Comparison of a likely cosmic-ray (left) and likely gamma-ray (right) lateral
charge distributions with the SFCF (Eq. 4.1) functional form fitted. The gamma-ray
shower has one distinct core and falls off fairly symmetrically about its central axis. In
contrast, the cosmic-ray shower contains multiple smaller peaks of charge far from the
main core. The presence of charge peaks far from the shower core is quantified by
compactness in Eq. 4.2, while the axial symmetry can be seen in the PINCNess (Eq. 4.3)
moving average, with large deviations in the cosmic-ray shower indicating an asymmetric
charge distribution. Figure from Ref. [33].

where S is the number of gamma rays expected to pass the cuts, and B is the expected

number of hadronic background events, and the cuts resulting in the maximum Q-factor are

considered the optimum [33]. The number of signal events S is found by applying the cuts to

simulated gamma-ray events. However, hadronic showers are known to have poor agreement

between observed data and Monte Carlo samples in the distributions of the variables C and

P . This makes it difficult to determine the number of hadronic events expected to pass from

Monte Carlo. Instead, B is estimated by applying the cuts to actual HAWC data. Due to

the very high relative abundance of charged cosmic rays to gamma rays (up to a factor of 104

depending on energy), the remaining data after cuts is still dominated by hadronic events

and approximately equals the expected background.
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4.3.2 Direct Integration

With optimized gamma-hadron cuts, 99% of hadronic events are rejected at the highest

energies [33]. However, as stated above, due to the high relative abundance of charged cosmic

rays over gamma rays, the data after cuts is still dominated by background, especially at the

lower energies. To estimate the remaining background after cuts, a technique called direct

integration is used. This approach relies on the fact that cosmic ray arrival directions are

approximately isotropic due to the effects of interstellar magnetic fields (Chapter 3). Because

of this, and the much higher relative abundance of cosmic rays to gamma rays, an average

of the HAWC event rate over time in bins of comparable sensitivity is approximately equal

to the expected cosmic-ray background. Specifically, the background in a given spatial bin

is estimated by averaging the rate of events within a chosen time interval, assuming the

detector is stable (see Ref. [43] for further details). For most HAWC analyses, events are

integrated over two-hour intervals to estimate the associated background [33].

This integration process is performed separately in each fhit bin, as well as for each

energy bin if the energy estimators are considered. This results in an individual estimate

of the expected background in all analysis bins. Due to the relative sparseness of both the

higher fhit bins and spatial bins at the edges of the field of view, the background from direct

integration is not always sufficiently smooth. To address this, an additional smoothing is

performed by averaging the background over a 0.5 degree radius [33].

4.3.3 Background with the Energy Estimators

The 2D binning scheme used for the energy analysis (Table 4.2) reduces the statistical

content of each bin. In particular, the highest energy bins are often very sparsely populated.

Because of this, statistics are often insufficient for the background to be estimated via direct

integration. Instead, a technique called background randomization is used for any bins with

a low number of events. This technique allows the background to be estimated by averaging

over the entire data set in a given bin and, increasing the statistics available and yielding a

39



smoother background than direct integration for the sparsely-populated bins.

For each bin, a two-dimensional histogram of hour angle (the local time coordinate analog

to right ascension) and declination is created using the entire data set. This distribution is

then sampled 10000 times, with each resulting pair being combined with the time from one

randomly chosen event from the data set, and the pixel in which this event would have fallen

is incremented. The background map is then scaled to have the appropriate normalization to

match the real data. See Refs. [42] and [41] for additional details. As with direct integration,

this background estimate is again smoothed by averaging over 0.5 degrees.

4.4 The Neural Network Energy Estimator

This section gives a more detailed discussion of the neural network (NN) energy estimator.

The NN approach uses a multi-layer perceptron network defined using the Toolkit for Mul-

tivariate Analysis (TMVA) package available in the ROOT software library [44]. The goal

is to create a map between the observable shower variables and gamma-ray primary energy.

The NN is trained using reconstructed Monte Carlo simulations in which the true energy is

known. The optimal weights wi are found by minimizing the error function defined as:

D =
1

2

Nevents∑
i=1

ui[log10 Ê(xi, wi)− log10Ei]
2, (4.5)

where Ê is the reconstructed energy as a function of the NN input variable xi and weights

wi, Ei is the MC-true energy, and ui is the relative importance of each training event. The

observable input variables used for the NN can be broken up into three distinct categories:

multiplicity, containment, and atmospheric attenuation. All input variables are listed in

Table. 4.4.

The multiplicity category refers to the magnitude of the signal measured by the detector.

The fhit variable used in the main binning scheme is the most prominent variable here, and

is defined the same as in the 1-D binning scheme (Table 4.1). In addition to fhit, the fraction

of tanks with at least one triggered PMT in the event, fTank, is used. Including this second

40



Variable Definition Category

fhit nhit/NChTot Multiplicity

fTank Fraction of tanks hit Multiplicity

log(CoreAmp) Amplitude of function used in core fit Multiplicity

rcore Distance between shower core and detector center Containment

θ Zenith Angle Attenuation

Annulus 1 Fraction charge > 10 m from shower axis Attenuation

Annulus 2 Fraction charge > 10 m and < 20 m from shower axis Attenuation

Annulus 3 Fraction charge > 20 m and < 30 m from shower axis Attenuation

Annulus 4 Fraction charge > 30 m and < 40 m from shower axis Attenuation

Annulus 5 Fraction charge > 40 m and < 50 m from shower axis Attenuation

Annulus 6 Fraction charge > 50 m and < 60 m from shower axis Attenuation

Annulus 7 Fraction charge > 60 m and < 70 m from shower axis Attenuation

Annulus 8 Fraction charge > 70 m and < 80 m from shower axis Attenuation

Annulus 9 Fraction charge > 80 m from shower axis Attenuation

Table 4.3: Variables and definitions used in the NN energy estimator.

multiplicity estimator was found to improve performance during initial development of the

NN [36]. Finally, the amplitude of the SFCF core fit (Eq. 4.1) is in principle a more rigorous

estimate of the multiplicity than fhit, since it is less sensitive to the shower containment

within the array boundaries. However, this is actually one of the least important variables,

only having a true impact on the highest-energy events, which are more poorly contained by

the array [36].

Containment refers to how much of the event was captured by the array. This effect is

measured by the distance rcore between the array center and the shower core. Showers with

cores closer to the center of the array will naturally be better contained and trigger more

of the PMTs, whereas a shower of the same size with a core close to an array edge will not

trigger nearly the same number of PMTs despite having the same footprint size. Adding

rcore as an input variable accounts for this effect [36].

The last class of variables account for the atmospheric attenuation of the shower. The

shower zenith angle θ is used since showers that trigger at larger zenith angles must traverse

through a larger atmospheric distance and will suffer greater attenuation than showers orig-
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inating from overhead. The remaining nine variables consist of the fraction of total charge

distributed across the array in subsequent annuli. These variables aim to estimate the shower

age (Eq. 3.2) by parameterizing the lateral distribution of charge along the shower axis. The

annuli are defined in the reconstructed shower plane rather than on the detector plane to

more directly measure the true lateral charge distribution, rather than the one projected

onto the ground. Each of the first eight annuli extends for ten meters, starting at the shower

axis, while the ninth annulus contains all the charge deposited ninety meters or greater from

the axis.

Two quantities are used to evaluate the performance of the energy estimators. The bias,

defined as:

bias = 〈log10 Ê − log10E〉, (4.6)

and the resolution defined as:

res =

√
〈
(

log10 Ê − 〈log10 Ê〉
)2〉, (4.7)

where the average in both cases runs over all events in a given Ê bin. If added in quadrature,

the bias and resolution are equal to the error function minimized by NN optimization (up to

a factor of 1/2). The bias and resolution are plotted for both the NN and GP estimators in

Fig. 4.5. Note that both energy estimators suffer from large bias at the lowest energies. This

is due to a trigger effect arising from imposing a minimum threshold of triggered PMTs in

order for an event to be binned in Ê space. At the lowest energies, only events that trigger

a larger than usual fraction of PMTs are included, which are disproportionately likely to be

binned at higher than true energy [36].

4.5 Neural Network Re-optimization

HAWC recently completed a reprocessing of archival data with an improved class of algo-

rithms. Among these is a new core fitter and an improved protocol for removal of noise hits

from shower events. This effort also included a re-optimization of the neural network energy

estimator. Although the resulting data from this reconstruction effort was unavailable at the

42



Figure 4.5: Bias and resolution of the neural net (NN) and ground parameter (GP) energy
estimators evaluated on current Monte Carlo data. Figure taken from Ref. [41].

time the analyses in this dissertation were completed, these improvements will contribute to

future work with HAWC.

Because the new core fitter is not attached to a functional form of the lateral charge

distribution, it is not able to return an associated amplitude and the log(CoreAmp) variable

is no longer available. Although previously found to be only weakly correlated with energy,

the amplitude is necessary to achieve optimal performance at the highest energies. Instead,

the amplitude of the lateral charge distribution fit from the GP energy estimator is used.

This was found to yield comparable performance to the old core fit amplitude.

The other major change was the training sample used. The spectrum of the Monte
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Carlo sample falls off with the square of the gamma-ray energy and therefore consists of

far more events at lower energies. As discussed above, the lowest energies suffer from large

positive bias due to the trigger threshold in fhit space. This assigns disproportionately higher

importance to these events, forcing a negative bias at the higher energies, where many of

the analyses that use the NN are focused. One theoretical way to counteract this would be

to train two NNs; one for low energies and one for high energies. However, this is impossible

to implement in practice because it would require knowing the true energy before selecting

which NN to use for evaluating the event. Instead, the spectrum is re-weighted to remove

the importance placed on the low-energy events. Specifically, when minimizing the error

function, ui = E2
i is used (see Eq. 4.5). This effectively makes the training sample uniform

in energy space and removes the negative bias at the intermediate and high energies at the

cost of slightly more positive bias at the low energies. See Fig. 4.6 for a plot comparing the

neural net performance with and without this re-optimization.

4.6 Forward Folding and Likelihood Analysis

HAWC uses a forward folding approach to reconstruct the true energy spectrum of a source

from the binned data. Rather than attempting to deconvolve the various reconstruction

effects from the observed data, simulation is used to map a given energy spectrum to an

expected detector response. These detector response histograms are then used to transform

assumed true energy spectra into reconstructed spectra in either 1D (fhit) only or 2D (fhit

and Ê) space, depending on the needs of a given analysis. These transformed spectra are also

spatially binned into the same scheme as used by the data, with the PSF used to compute

the expected number of events in each spatial bin considering HAWC’s angular resolution.

Fits are performed using a maximum likelihood approach. The likelihood in each bin is

assumed to be Poisson-distributed. Therefore, the likelihood for a given assumed signal is:

log(L) =
∑
nbins

log(Li), (4.8)
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Figure 4.6: Bias and resolution of the newly re-optimized neural network (NNV3) trained
on the most recent HAWC Monte Carlo, compared with the performance of the old neural
network (NNV2) trained on older Monte Carlo. The data is plotted for events on (left) and
off (right) the array, and with (top) and without (bottom) a zenith cut of 45 degrees. In all
cases, the re-optimized (NNV3) neural network trained on a flat energy spectrum performs
the best at all energy scales above 1 TeV.
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Li =
(Si +Bi)

N
i e
−(Si+Bi)

Ni!
, (4.9)

where Ni, Bi, and Si are respectively the observed counts, estimated background, and ex-

pected signal in the ith bin for a given set of fit parameters. Note that the index here runs

over spatial bins, fhit bins, and Ê bins (if the energy estimators are being used).

The best fit spectrum for a given source is found by varying the free parameters in

the model and recomputing the resulting Si counts until L is maximized. The statistical

significance is then computed using the test statistic (TS) defined as:

TS = 2 log
(
Lmax/L0

)
, (4.10)

where Lmax is the maximum likelihood resulting from the fit, and L0 is the likelihood for a

background-only model (where Si = 0 in all bins).

Since the background-only hypothesis is contained entirely within the signal plus back-

ground hypothesis, Wilks’ theorem can be used to interpret the TS. Wilks’ theorem shows

that if the background-only hypothesis is true, in the high-statistics limit the TS will follow

a χ2 distribution with degrees of freedom equal to the difference in the degrees of freedom

between the signal-hypothesis and background-only hypothesis [45]. Therefore, the appro-

priate χ2 distribution for a given signal hypothesis can be used to transform the TS into a

measure of significance in which the background-only model is rejected.

A likelihood approach is also used to derive lower and upper limits of a given confidence

on fit parameters. This is done by finding:

∆LL = log(Llimit)− log(Lmax) (4.11)

such that ∆LL corresponds to a given confidence interval, based on the appropriate χ2

distribution. This likelihood-based approach is the one used for all subsequent analyses in

this dissertation.
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CHAPTER 5

LIV: AN APPLICATION OF THE ENERGY ESTIMATORS

5.1 Introduction

This chapter uses the improved energy resolution available from the NN energy estimator as

discussed in Chapter 4 to search for Lorentz Invariance Violation (LIV). Lorentz invariance is

the symmetry underlying Einstein’s theory of relativity. It imposes that all reference frames

should obey the same physical laws regardless of their relative velocities. All observations

up to the present day have confirmed Lorentz invariance is an exact symmetry and that the

theory of relativity holds. This analysis will probe for LIV at very high energy scales and

attempt to confirm if relativity holds even in these extreme conditions. The results of this

analysis were published in Physical Review Letters and can be read in full at [46].

5.2 Lorentz Invariance Violation

The Lorentz-invariant dispersion relation for a particle of energy E, momentum p and

mass m is given by:

E2 − (pc2)2 = (mc)2. (5.1)

Moving to units where c = ~ = 1 (used for the duration of this dissertation), and considering

the case where m = 0, the dispersion relation for a photon becomes:

E = p. (5.2)

If Lorentz invariance is violated at some high energy scale, then Eq. 5.1 will include

additional terms. These terms are best expressed as a power series of the momentum p with

some set of coefficients. For the case of a photon, the modified dispersion relation can be

expressed as:

E 2
γ − p 2

γ = ±|αn|p n+2
γ , (5.3)
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where αn is the lowest order non-zero coefficient of the power series in p.

In the case where the sign of the LIV term is negative, it becomes possible for photons to

decay via pair-production [47] [48]. Over large astrophysical distances, the decay probability

approaches one, and above some energy no astrophysical photons will be observed. Therefore,

simply observing photons above a given energy scale at high-confidence is sufficient to set

upper limits on the LIV coefficients αn.

5.3 Derivation of Upper Limits

The upper limits on αn corresponding to a given maximum photon energy are derived as

follows. First, consider the modified dispersion relation rewritten with the photon momentum

as k instead of pγ to more easily distinguish it from other momenta that will enter into the

calculation:

E2
γ = k2(1 + αnk

n). (5.4)

Using this modified relation, consider the decay of a photon into an electron-positron pair.

By conservation of energy, and letting p represent the momentum of the positron produced

in the decay, θ be the half-angle between the electron-positron pair, and me be the electron

mass, Eq. 5.4 becomes:

k
√

1 + αnkn =
√
m2
e + p2 +

√
m2
e + |k − p| (5.5)

=
√
m2
e + p2 +

√
m2
e + k2 + p2 − 2kpcos(θ). (5.6)

This equation can be solved for p by squaring both sides and rearranging into a form to

which we can apply the quadratic formula. The two admitted solutions are:

p =
αnk

n+1cos(θ)±
√
α2
nk

2n+1cos2(θ)− 4(sin2(θ) + αnkn))(1 + αnkn)me

2αnkn + 2sin2(θ)
. (5.7)

In order for the decay to be allowed, p must be a real number. The minimum value of αn

needed to guarantee a positive discriminant and ensure a real-valued p is therefore:

αn ≥
4m2

e

kn(kn − 4m 2
e )
. (5.8)
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Since the LIV coefficients αn are expected to be small, k ≈ Eγ , Eq. 5.8 implies that

observing a photon with energy greater than or equal to some maximum observed energy

Ec yields a corresponding upper limit on αn of at least:

αn ≥
4m2

e

Enc (Enc − 4m 2
e )
. (5.9)

Limits on additional physical parameters also follow from Eq. 5.9. For example, many

theories of LIV relate the αn coefficients to the quantum gravity energy ELIV by:

ELIV = α−1/n, (5.10)

where ELIV is the energy at which quantum gravity effects are expected to dominate, and

should be on the order of the Plank scale (10−28 eV) [47]. Note that the corresponding

constraint on ELIV is dependent on the expansion order of the α coefficient measured,

which is denoted below using superscript notation. Putting together the above equations

leads to the following relations between ELIV and the maximum observable astrophysical

gamma-ray energy Ec:

E
(1)
LIV & 9.57× 1023eV

(
Ec

TeV

)3

, (5.11)

E
(2)
LIV & 9.78× 1017eV

(
Ec

TeV

)2

. (5.12)

These equations can therefore be used to relate an observed universal hard cutoff energy

directly to the LIV parameters.

A second LIV decay process was also considered: γ → Nγ, known as photon-splitting.

The dominant splitting process is the photon decay into three photons (3γ) [48], and the

derivation of limits from this phenomenon is shown here. If photon-splitting is permitted,

the decay rate for the 3γ process is:

Γγ→3γ = 5× 10−14 E 19
γ

m 8
e E

(2) 10
LIV

, (5.13)

as shown in Ref [48]. While the decay rate is nominally smaller than that of photon decay,

this process is kinematically allowed whenever E 2
γ > p 2

γ . It becomes significant when
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photons propagate through cosmological distances and also predicts a cutoff at the highest

energy part of the photon spectra of astrophysical sources. Because these photons originate

from distant sources, the mean free path of a photon is equal to the distance, L, between

the source and observer, such that L Γ = 1, with Γ translated to units of kpc−1. The

corresponding LIV limit, as a function of the highest photon energy, is given by,

E
(2)
LIV > 3.33× 1019eV

(
L

kpc

)0.1( Ec
TeV

)1.9

, (5.14)

where Ec is again the maximum photon energy observed. Therefore limits on ELIV are

obtained by observing a true maximum gamma-ray energy associated with an astrophysical

source.

5.4 Searching for LIV

5.4.1 High Energy Sources

To search for LIV, the four highest-energy sources in the HAWC catalog published in Ref. [49]

are considered. These sources all have been shown to produce photons above 100 TeV. Due

to its high significance at all energies, the Crab Nebula is also included. As established above,

certain forms of LIV are expected to cause a hard cutoff in the photon energy spectrum. We

check the source spectra for evidence of such a cutoff within the HAWC energy range. If

no cutoff is found, detecting photons above a given energy inherently constrains the energy

scale at which LIV occurs.

The analysis that initially established these sources as emitting high energy photons was

performed using the ground parameter energy estimator [49]. Due to its better expected

resolution at high energies, the neural network energy is used instead to search for an LIV

cutoff. Because of known systematic differences between the estimators, the source location

may be different in the neural network data used here.

To check this, a maximum-likelihood fit of the position analogous to Ref. [49] is performed.
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Source RA (deg) Dec (deg)

eHWC J1825-134 276.41 -13.45

eHWC J1907+063 286.96 6.25

eHWC J0534+220 (Crab) 83.60 22.05

eHWC J2019+368 304.94 36.74

Table 5.1: Fitted locations of HAWC sources emitting above 56 TeV and used to constrain
LIV.

To do so, the differential energy spectrum dΦ
dE is fixed to a power law form:

dΦ

dE
= Φ0(E/E0)−γ , (5.15)

where the index γ is fixed to 2.0, the pivot energy E0 is fixed to 10 TeV, and the flux

normalization Φ0, RA, and Dec of the source are free. The center of the source location is

considered to be the coordinates from the best fit. In addition, due to the potential for mul-

tiple sources to be clustered together, the high-energy component is isolated by considering

only those bins with reconstructed energy Ê > 56 TeV. The resulting source locations are

summarized in Table 5.1. Fig. 5.1 shows significance maps made with the 2.0 index in the

vicinity of source locations for all bins above 56 TeV.

5.4.2 Limit Technique

Because of the finite HAWC energy resolution, the hard cutoff predicted by LIV will not

appear as a true hard cutoff in the observed data. Some events will reconstruct to higher or

lower bins than correspond to their true energies. Because astrophysical spectra tend to fall

off sharply as a function of energy, the highest energy bins will have a substantial content of

photons from lower energies. This phenomenon, known as bin-migration, can be accounted

for as part of the forward folding approach as described in Section 4.6. Each source’s known

spectral functional form is modified to include a hard cutoff at some energy scale. This adds

the maximum gamma-ray energy, Ec, as a fit parameter. The fits are then redone with this

additional degree of freedom and the maximum-likelihood best-fit is found.
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Figure 5.1: Significance maps in the vicinity of the four high-energy sources for bins above
56 TeV. These maps were made using the likelihood-derived significance following a fitted
power law of index 2.0.
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The spectra are modeled either using an exponentially cut-off power law as in Eq. 5.16

(for eHWC J1825-134) or as the log parabola in Eq. 5.17 (for all other sources). The spectral

form for the cut-off power law is:

dΦ

dE
= Φ0(E/E0)−γe−E/X , (5.16)

where Φ0 and γ are again normalization and index with additional parameter X as the

exponential cutoff energy. The spectral form for a log parabola is:

dΦ

dE
= Φ0(E/E0)−α−β ln(E/E0), (5.17)

where the α and β control the inflection of the log parabola and Φ0 is the normalization.

In these fits, the pivot energy E0 is set to 7 TeV for the Crab, and 10 TeV for all other

sources. The remaining spectral parameters are free and optimized using a maximum like-

lihood method. To check for LIV, the fits are re-done with the assumed source spectra

including an additional floating hard cutoff energy, Ec.

These spectral forms were found to maximize the likelihood for their corresponding

sources in Ref. [49], and were also found to be the best fitting in the neural-net data. Each

source is first fit with all parameters free to check if a finite hard cutoff is preferred. If no

hard cutoff is found, lower limits will be set on the cutoff energy Ec from each source.

This analysis uses a profile-likelihood method to determine preference for a finite hard

cutoff as well as to set lower limits. In this approach, all spectral parameters (α, β, X, etc.)

besides Ec are treated as nuisance parameters. Let P denote the vector consisting of all

nuisance parameters for a given spectrum. The profile likelihood Lp is defined as:

Lp(E
′
c) = maxPL(P ′, E′c), (5.18)

meaning the maximum likelihood with all nuisance parameters set free and Ec fixed to a

given value.

Using profile likelihood the quantity D is defined as :

D(Ec) = 2
maxEc,PL

Lp(Ec)
, (5.19)
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where the numerator is the likelihood maximized for all parameters (including Ec) set free.

Based on Wilks’ theorem [45], D(Ec) will follow a χ2 distribution with one degree of

freedom. Therefore, D(∞) is interpreted as a measure of statistical preference for a finite

hard cutoff over no (i.e. an infinite) hard cutoff. Lower limits on Ec are set by finding

D(Ec) such that a given confidence interval is reached based on this expected χ-squared

distribution. As explained by Chernoff in Ref. [50], because the null case is at the edge of a

parameter space (Ec →∞), the likelihood is inherently one-sided. Therefore, the thresholds

for 95% and 3σ confidence bounds are respectively 2.71 and 7.71.

Since LIV is expected to occur at the same energy scale regardless of the source, and the

photon decay energy Ec depends only on the LIV parameters, a combined likelihood analysis

can be performed using all four sources. In this approach, the quantity D(Ec) is summed

together over all sources and the significance and limits computed using this summed profile

likelihood.

5.4.3 Fitting Details

Naively adding a hard cutoff as a free parameter has the effect of making the profile likelihood

function piece-wise continuous. This is due to the nature of the forward folding algorithm.

Each data bin has a true energy histogram associated with it, and these histograms them-

selves have a finite bin width. Because the hard cutoff is an inherently discrete parameter,

this produces a discontinuous likelihood when convolved with the discrete true energy his-

togram. One possible fix to this issue is to increase the bin size of the true energy histograms,

but this was found to result in poor fit convergence. Instead, the hard cutoff was modified

into a slightly softened cutoff by convolving it with a normal distribution with of standard

deviation of 0.1 in log10(E) space. This makes the hard cutoff sufficiently continuous to

properly convolve with the energy resolution without becoming degenerate with the other fit

parameters. See Fig. 5.2 for an illustration of the energy-resolution convolution’s effect on

the hard cutoff. As illustrated in Fig. 5.3, a spectrum softened cutoff is still distinguishable
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Figure 5.2: Effect of softening the hard cutoff by both the HAWC energy resolution and
the additional smoothing required to avoid a discontinuous likelihood function. For
illustration, the cutoffs are superimposed on a power law spectrum with an index of -2.7,
and arbitrary flux and energy units. Figure from [36].

from the unmodified spectra even given statistical uncertainties on the fits.

In addition, to desensitize the fits to known systematic errors in the modeling of the

HAWC point spread function (PSF), the standard HAWC spatial binning approach is not

used. Instead of convolving the source morphologies with the HAWC PSF and summing the

likelihood in each spatial bin, the total data, background, and expected signal are summed

within a given angular radius centered on the source location. The optimal radius for sensi-

tivity to LIV is expected to be reached when all of the highest energy photons from a source

are included in the fit. The limit will then grow less constraining for successively larger radii

as more background is added to the fit without any new high energy photons. Therefore,
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Figure 5.3: Plots of best-fit spectra for each source compared with spectra expected were a
hard cutoff detected at 100 TeV. The shaded regions show the statistical uncertainties on
the fits. As expected, the presence of a hard cutoff in the HAWC energy range would have
had statistically significant effect on the spectra were it detected, even with the additional
softening added.

to find the optimal radius the lower limits on Ec are computed for successively larger radii

until the limit reaches a maximum. A plot showing the limits as a function of radius for

each source, with the optimum marked, is shown in Fig. 5.4

5.5 Results

Fits with the hard cutoff added were run on each of the four candidate sources considered.

No source showed statistically significant evidence of a hard cutoff and therefore no LIV

phenomena were detected. The resulting p-values and lower limits at both 95% and 3σ

confidence are shown in Table 5.2.
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Figure 5.4: 95% CL Lower limits on Ec as a function of chosen radius for the four high
energy sources considered in the analysis. The optimal radius (marked with a green dot) is
the smallest one such that all the highest energy photons are included and the lower limit
is maximized. Each optimal radius is on the order of the angular extent of the source,
where it is expected that all high-energy photons are incorporated into the fit with minimal
background.
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Source p-value Ec(95%) Ec(3σ)

eHWC J1825-134 1.000 244 158

eHWC J1907+063 0.990 218 162

eHWC J0534+220 (Crab) 1.000 152 104

eHWC J2019+368 0.828 120 88

Table 5.2: HAWC sources with p-values for LIV detection and lower limits on maximum
photon energy in TeV.

5.5.1 Individual Results

It should be noted that the inherently one-sided nature of Ec requires a specific interpretation

of the p-values in Table 5.2. Typically, a null detection corresponds to a p-value distribution

centered about 0.5, with statistical fluctuations being able to both increase and decrease the

p-value. However, the value for Ec corresponding to the null case is infinite, and inherently

at an edge of the parameter space. Therefore, only downward fluctuations in the significance

can be detected, with upward fluctuations producing a result indistinguishable from the null

case. The p-value distribution for the null case instead consists of a delta function at 1

and a flat distribution extending to 0. This modified distribution then yields an expected

p-value close to 1, which is what is observed for each source. Therefore, these p-values are

interpreted as indicating a lack of evidence for a finite hard cutoff arising from LIV.

To check the limits are within statistical expectations, a series of pseudo-experiments

are run for each source. The best-fit spectrum (with no LIV cutoff) for each source was

injected into simulated HAWC data, and then 100 pseudo-maps were generated following

Poisson fluctuations of the flux and background. The limits were then re-computed from

each pseudo-experiment to check the actual limits were consistent with the distributions

found. The 95% and 68% bounds from the simulated distributions are shown in Table 5.3.

These pseudo-experiments allow the interpretation of the p-values to be checked by ex-

tracting the true p-value distribution. The distribution for the Crab Nebula is shown in

Fig. 5.5. As expected, the distribution contains an added delta function at 1. The clustering
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Table 5.3: Color-coded table of the 68% and 95% statistical bands on the 95% CL limits on
Ec. All the lower limits fall well within the 95% band, with most falling within the 68%
band.

of the p-values at 1 is evidence LIV is therefore disfavored.

5.5.2 Systematics

Systematic uncertainties arising from the HAWC detector simulation as described in Refs. [33]

and [41] are first considered. These include modeling of the PMT response, charge uncer-

tainty, and timing calibration. These systematic effects are derived by redoing the forward-

folding analysis with Monte Carlo sets that vary the simulation parameters and obtaining

new limits in each case.

Another class of uncertainties considered is the source model. The functional form chosen

to model each source’s emission was purely from the maximum likelihood and was not derived

from an a priori justification. Therefore effect of changing each source’s assumed spectral

shape (either log parabola or cut-off power law) to an alternative shape is another systematic.

An additional modeling systematic exists in the chosen source location. As described above,

the two energy estimators used by HAWC yield different best-fit coordinates for the high-

energy flux. Therefore, the effect of centering the source on the location derived from the

ground parameter maps is considered as another possible systematic.

Finally, the effect of uncertainties in the HAWC absolute energy scale is considered.

This is estimated by comparing the HAWC Crab spectrum to that measured by the HESS
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Figure 5.5: Distribution of p-values derived from 1000 pseudo-experiments on the Crab
Nebula. As expected, the one-sided nature of the hard cutoff creates a delta function at 1.

experiment. Because both experiments will have separate systematics, it is not possible to

derive an exact estimate of the HAWC energy scale uncertainty from this alone. However,

it is possible to obtain an upper bound on this systematic by considering a “worst-case”

scenario where all sources of error fall solely on HAWC. This highly-conservative estimate

gives an upper bound of approximately 6% on the error in the HAWC energy scale and on

the Ec lower limits.

The effects of each of these systematics are shown for both the individual and combined

lower limits on Ec in Table 5.4. The cumulative percent errors (obtained by quadrature

addition) on the limits are then summarized in Table 5.5. Note that only the low and high

ends of each detector simulation uncertainty are considered in the total error calculation.
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Systematic Crab J1825-134 J1908+063 J2019+367 Combined

Nominal 152 244 218 120 285

0 BP 159 258 224 123 296

0.5 BP 151 244 218 120 288

0.75 BP 149 237 214 119 282

1.5 BP 141 222 214 119 272

0 Qunc 151 239 216 121 285

0.6 Qunc 145 231 212 119 280

0.15Thresh 151 239 216 121 285

0.25Thresh 148 239 216 121 282

run004255 152 233 214 121 280

run005214 143 239 214 118 277

run005689 158 235 210 116 277

run006283 144 239 216 119 280

run006801 148 248 218 120 282

run007578 145 237 216 119 280

Swapped 131 246 210 124 288

Shifted 152 253 218 115 281

Energy Scale 137 228 197 104 268

Table 5.4: Effect of systematic uncertainties on the 95% CL lower limits on Ec. All values
are reported in TeV. “BP” refers to the inclusion of a broad pulse in the detector
simulation, “Qunc” refers to the size of the charge uncertainty, “Thresh” refers to the PMT
triggering threshold and the various run indices are different estimates of PMT efficiency
(see Ref. [33] for details). The “Swapped” and “Shifted” labels refer respectively to
changing to the less-favored spectral form and moving the source center to that fitted using
all bins rather than just the highest energy bins. Finally, “Energy Scale” refers to a 10%
possible effect of the HAWC absolute energy scale compared to the HESS detector. The
data in this table was published in [46].
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Simulation −4% to +7%

Spectrum choice −1%

Source location −1%

Energy scale −6%

Overall −7% to + 7%

Table 5.5: Overall effects of systematic errors on Ec for the combined limits.

5.5.3 LIV Limits

Limits on the LIV parameters are computed using the more constraining combined results

when possible. All limits are reported with associated systematic uncertainties in Table 5.6.

Limits derived from photon splitting are reported only for individual sources, since these

results depend on both Ec and the distance L to the source. We also propagate the sys-

tematic uncertainties on Ec into the LIV limits. Note that the effect of errors in the source

distance on the photon-splitting limits are neglected. Because the limit here scales as L1/10,

the effect is negligible compared to that of systematics on Ec. These limits are several or-

ders of magnitude more constraining than any previously published and verify that Lorentz

invariance holds up to the highest currently measured gamma-ray energies [46].
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Source
Ec

TeV

L

kpc

α0

10−17

α1

10−32eV−1

α2

10−48eV−2

α2(3γ)

10−48eV−2

E
(1)
LIV

1031eV

E
(2)
LIV

1023eV

E
(2)
LIV (3γ)

1023eV

eHWC J1825-134 244 1.55 1.752.00
1.50 7.198.70

5.68 295378
212 0.700.9

0.5 1.391.68
1.10 0.580.66

0.50 1214.0
10.3

eHWC J1907+063 218 2.37 2.22.51
1.89 10.112.22

7.98 462591
333 0.991.27

0.71 0.991.20
0.78 0.470.54

0.40 10.112.0
8.7

eHWC J0534+220 (Crab) 152 2 4.525.15
3.89 29.735.94

23.46 19602509
1411 4.015.13

2.89 0.340.41
0.27 0.230.26

0.20 4.996.0
4.3

eHWC J2019+368 120 1.8 7.258.27
6.24 60.473.08

47.72 50406451
3629 10.112.93

7.27 0.170.21
0.13 0.140.16

0.12 3.154.0
2.7

Combined 285 - 1.291.47
1.11 4.515.46

3.56 158202
114 - 2.222.69

1.75 0.80.91
0.69 -

Table 5.6: Limits on LIV parameters derived from lower limits on the maximum observed photon energy, Ec. Note that limits
on parameters derived from photon-splitting (3γ) can only be reported for individual sources, since they depend on the
propagation distance.



CHAPTER 6

SEARCHES FOR DARK MATTER SUB-STRUCTURE

6.1 Introduction

This chapter returns to the search for dark matter in the gamma-ray regime using HAWC

data. This analysis attempts to detect gamma-ray emission from as of yet undetected dark

matter substructure within the Galactic Halo. These results will then be used to estimate

the HAWC sensitivity to both Galactic substructure specifically and dark matter-like spectra

in general, as a function of source coordinates. The analysis in this chapter was published

in the Journal of Cosmology and Astrophysics (Ref. [51]) and will be used in Chapter 7 to

determine and optimal region of interest (ROI) for a dark matter search in the main Galactic

Halo.

6.2 Missing Satellites

Searches for dark matter signals typically focus on regions known to be heavily dark matter

dominated, such as the dwarf spheroidal galaxies surrounding the Milky Way [52]. These

dwarf galaxies form as a result of dark matter substructure (sub-halos) within the Milky Way

halo. These sub-halos form a gravitational nucleus around which stars can form, leading

to the formation of a dwarf galaxy. However, models of the evolution of the early universe

predict there to be far more of these sub-halos than are currently observed. Most simulations

predict hundreds or even thousands of dwarfs around each galaxy; yet only about one hundred

have been observed around the Milky Way. This is known as the missing satellites problem

[53]. It should be noted that the inclusion of baryonic matter in these simulations reduces

the amount of expected substructure, but the discrepancy still remains [54].

It is theorized that lower-mass dark matter sub-halos are not able to attract visible matter

to form dwarf galaxies. Much of the substructure is then hidden in the form of “dark dwarfs”
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- nearby dark matter halos with no luminous counterpart that would escape current optical

observation [22] [55]. Under the WIMP hypothesis, dark matter annihilation in these unseen

dwarfs would produce a gamma-ray excess due to the overdensity of dark matter compared

to the main Galactic Halo. Therefore, it may be possible to detect dark matter signals from

these previously unknown sub-halos by performing an all-sky survey for gamma-ray signals.

This analysis will investigate resolved HAWC gamma-ray sources that might be associated

with dark matter sub-halos. Finding no sources that significantly preferred the dark matter

hypothesis, upper limits on dark matter annihilation are calculated for an unbiased sample

of the HAWC sky, assuming a dark dwarf were to be discovered. Using this information in

combination with simulations of dark matter substructure formation, HAWC’s sensitivity to

detections of dark dwarf signals is then estimated.

6.3 Searching for Dark Dwarfs in HAWC Data

6.3.1 Search Method

This analysis beings by searching 760 days of HAWC data for gamma-ray excesses that

could potentially originate from dark dwarfs. Any detected sources in the 2HWC catalog

will be considered if they were found at least 5 degrees away from the Galactic Plane with

no known astrophysical counterpart reported [34]. A source was considered “detected” in

the 2HWC catalog if the likelihood-based test statistic (TS) from Eq. 4.10 was 25 or greater

for any of the considered source models. Because these sources had no known normal-matter

association (defined as being within the HAWC angular resolution of a known gamma-ray

production mechanism [34]) and are so far off the Galactic plane, each one is a potential

dark dwarf. Note that although all of these sources have a TS greater than 25 in the 507

day dataset used for the 2HWC catalog, three of these sources have TS values less than 25

in the new data set of 760 days. No additional sources with TS greater than 25 were found

in the 760 day data set.

Four sources were found to satisfy these criteria and are listed in Table 6.1, where RA is
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Name RA (◦) Dec (◦) radius (◦)

2HWC J0819+157 124.98 15.79 0.5

2HWC J1040+308 160.22 30.87 0.5

2HWC J1309-054 197.31 -5.49 0

2HWC J1829+070 277.34 7.03 0

Table 6.1: Location and spatial data for potential dark dwarfs considered in this analysis.
Radius refers to the angular size of the disk source hypothesis (zero corresponding to a
point source). All four of these sources were seen in the 2HWC catalog with maximum of
TS > 25 [34] and no additional resolved sources were found in the dataset used in this
analysis. Only one of these sources (2HWCJ 1040+308) still remains at TS > 25 in the 760
day dataset.

the right ascension, Dec is the declination, and the radius is the angular size of the disk source

hypothesis used in the 2HWC catalog. A radius of zero indicates a point source (smaller

than the HAWC angular resolution). Sources with larger angular extent would indicate dark

dwarfs that are either close to Earth or have large spatial extent. Because this analysis uses

a different data set than the 2HWC catalog (which consisted of 507 days of data rather than

760), the maximum TS values for the power law hypothesis will differ from those reported in

the catalog consistent with fluctuations from additional data [33]. If the charged cosmic ray

background fluctuates to a higher value, but not the signal, this can lower the TS relative

to that reported in the catalog, which is the case for three of the four sources (see Table 6.2

in the following section.)

To test these sources for possible dark matter signals, the fits of spectra from dark matter

annihilation (Eq. 2.2) are compared to those predicted by astrophysical spectra (Eq. 6.1 and

Eq. 6.2).

dΦ

dE
= Φ0(E/E0)−γ (6.1)

dΦ

dE
= Φ0(E/E0)−γe−E/X (6.2)

Eq. 6.1 is a simple power law where the flux is proportional to energy raised to a power γ,

while Eq. 6.2 is a cut-off power law with the addition of an exponentially decaying factor and

the cut-off energy X. In both cases, Φ0 is the normalization and E0 is the pivot energy, that
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is fixed to 7 TeV. This choice of parameterization has no effect on the actual spectral shape

but does affect the correlation between the analysis bins and is chosen in order to minimize

the correlation (see Ref. [33]). In the case of the dark matter hypothesis, no assumptions are

made about the density profiles and therefore the J-factor (Eq. 2.4) cannot be independently

computed. Instead, 〈σv〉J is treated as a single free parameter, with the dark matter mass

being the other.

For each of the models, the null hypothesis is that the spectrum is background-only.

Each alternative hypothesis is tested separately and the TS measured. The dark matter

hypothesis is checked to see if it produces a TS at least as high as the most favored (highest

TS) power law. If this is the case, further analysis with a closer examination of the likelihood

distributions is used to determine if the dark matter hypothesis is statistically favored and

the observed emission a possible detection of a dark dwarf.

6.3.2 Fit results

For each source, possible fitted forms are a power law, cut-off power law and dark matter

spectrum. The fits are performed using the Multi-Mission Maximum Likelihood framework

(3ML) [56] [57]. The dark matter fits have two free parameters: the J〈σv〉 pre-factor and

M , the dark matter mass. Various spectra are generated assuming different dark matter

mass and annihilation channels. Then the J〈σv〉 that maximizes the likelihood is found in

each case. The best fits for the spectra are shown in Fig. 6.1 and summarized in Table 6.2;

only the dark matter spectrum with the highest TS is plotted in each case. For illustrative

purposes, these plots are shown in fhit space with statistical uncertainties rather than in

forward-folded energy space. Fig. 6.2 shows several more detailed plots for one source in

particular (2HWC J1309-054), both in fhit and as a function of energy.

No significant improvement in the TS for the dark matter spectra is found compared

to the power laws. In each case, the fits are either comparable or slightly worse (lower

TS) for the dark matter hypothesis. It should also be noted that the TS values are nearly
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indistinguishable between the two power law hypotheses, indicating that the sources lack

sufficient statistical power to differentiate even nested spectral shapes. Therefore, these fits

do not favor a dark matter hypothesis. However, it is important to note that these results

do not exclude the possibility of dark matter signals from the surveyed sources; they simply

do not favor the dark matter hypothesis over other astrophysical spectra.

Figure 6.1: Best-fit results in fhit bins for the four targeted sources showing the three fitted
spectra and TS values. The counts do not reflect the full spatial-likelihood analysis of
HAWC and are for visualization purposes. The best-fit TS numbers are from the full
HAWC likelihood calculation. Each spectrum is scaled by the estimated uncertainty in
data (as is the case in the lower-left plot of Fig. 6.2), showing that each best-fit hypothesis
is comparable in goodness of fit. The same spatial hypothesis was assumed for each as the
2HWC catalog (see Table 6.1) [34]
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Figure 6.2: Sample best-fit spectra plotted both in energy (top) and fhit bins (bottom) to
one of the unassociated sources (2HWC J1309-054) considered in this analysis for its
best-fit simple power law, cut-off power law, and dark matter spectrum. While the spectra
appear distinct in energy-space, they are of comparable goodness of fit to the data in fhit
bins. The top right plot also shows the statistical uncertainties of the best fits as
correspondingly-colored shaded regions, indicating that the range of allowed fits overlaps
substantially. We show the fhit bin fits both in terms of raw counts (left) and scaled by the
estimated error in the data (right). The fhit bin plots (bottom) are calculated summing
events over a fixed angular disk in the sky rather than the full spatial-likelihood
calculation. These are for visualization purposes only. The shown best-fit spectra and TS
(Eq. 4.10) values are those from the full spatial-likelihood calculation.
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Name TS (PL) TS (CU) TS (DM) ∆ TS (DM-PL) ∆ TS (DM-CU)

2HWC J0819+157 24.4 24.5 23.9 -0.5 0.6

2HWC J1040+308 26.6 26.9 23.2 -3.3 -3.7

2HWC J1309-054 18.1 19.8 19.2 1.1 -0.6

2HWC J1829+070 23.0 23.1 21.8 -1.2 -1.3

Table 6.2: Summary of test statistics (TS) and ∆ TS for the three flux models considered:
power law (PL), cut-off power law (CU), and the best-fit dark matter spectrum (DM). See
Fig. 6.1 for details on best-fit spectra for each source.

6.4 Characteristic Upper Limits Across The Sky

With no clear detections of dark matter sub-halos in the HAWC data, this analysis will

proceed to estimate characteristic upper limits on dark matter annihilation within HAWC’s

sky-coverage. Characteristic upper limits refer to the average dark matter velocity-weighted

cross section, 〈σv〉, that HAWC can exclude at 95% confidence as a function of declination,

assuming a dwarf with known J-factor were to be discovered at that declination and no

gamma-ray excess was observed. The characteristic limits are estimated by finding the

average flux which could be excluded by HAWC at 95% confidence for each declination. If a

dark dwarf were discovered by another instrument, these characteristic limits could be used

to give the expected value of the corresponding dark matter annihilation upper limit. Note

that for any one given discovery of a dwarf, fluctuations in the background at that location

would vary the corresponding limit from the characteristic limit.

To calculate the characteristic upper limits, a grid is constructed for 0◦ < RA < 360◦

in steps of one degree and −10◦ < Dec < 55◦ in steps of five degrees. The declination

spacing of five degrees is chosen to account for the HAWC detector response to different

declinations, which does not substantially change on the scale of five degrees. The right-

ascension spacing is chosen due to the HAWC PSF (see Sec. 4.2.2), which has a width

of approximately one degree in the lowest fhit bin [33]. A spacing of one degree ensures

each sampled point is roughly independent (little overlap in the PSF) while still obtaining
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a representative sample of points at each declination. These calculations are performed

assuming point source hypotheses since the expected characteristic size of a dwarf is on the

scale of the HAWC PSF width, although some dark dwarfs may have slightly larger extent

[58] [59]. Note that the points analyzed in Sec. 6.3.1 were drawn from a search of all points

in the entire HAWC sky [34], and all possible sources of dark matter have already been

identified so there is no chance an additional TS = 25 excess will be missed in this analysis.

To avoid contamination from luminous matter gamma-ray emission, this search excludes

any points within five degrees of known luminous matter gamma-ray sources reported in

the 2HWC catalog [34], as well as the Galactic plane. As the HAWC PSF has a width

of approximately one degree at the lowest energies (and narrows at higher energies), five

degrees is chosen in order to exclude both the main emission and the tails due to the PSF as

well as emission from highly extended sources [33]. An example significance distribution is

shown in Fig. 6.3 and is consistent with background, indicating that the exclusion procedure

has removed significant source contamination and is using a sufficiently unbiased sample of

the sky. The fit is then performed at each sampled grid point with spectra from a range of

assumed dark matter masses and annihilation channels. As the dark dwarfs are expected

to be relatively low-mass and/or far away, each fit is performed using a simple point source

model. Since no assumptions are made about the density profiles or distances to the satellites,

the characteristic limits are on J〈σv〉 rather than just 〈σv〉.

6.4.1 Characteristic Limits

Since the HAWC sensitivity is highly declination-dependent, the characteristic upper limits

are reported as both a function of dark matter mass and declination, rather than showing

the individual limits for each sampled point. These characteristic 95% CL upper limits

are computed using the distribution of fitted fluxes. Each best-fit J〈σv〉 value in a given

declination is placed in a histogram and the characteristic upper limit on J〈σv〉 is found

to be that which is greater than 95% of the best-fit values. In practice, this is equivalent
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Figure 6.3: Significance (as defined in the 2HWC catalog [34]) distribution of the grid
points from all strips of declination used in the characteristic limit calculations (Observed)
superimposed over the distribution expected from background-only (Expected). The
likelihoods used for this plot were calculated assuming a 10 TeV, bb channel dark matter
spectrum. The distribution has a mean of zero and standard deviation of one, consistent
with the expectation from background-only, indicating no excess remains after resolved
sources from the catalog are removed and that the sample is an unbiased representation of
the remaining sky.
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Figure 6.4: Characteristic upper limits on J〈σv〉 for the bb and τ+τ− channels at each
declination assuming various values of the dark matter mass M . The points plotted show
the expected 95% confidence level upper limit for points at each declination. The most
constraining limits are found at declinations directly overhead for HAWC. Individual dwarf
upper limits will vary depending on statistical fluctuations at their locations.

to averaging the individual limits obtained above. These characteristic limits are plotted in

Fig. 6.4. Because this analysis is ultimately concerned with estimating sensitivity rather than

constraining individual dark matter spectra results are reported for only the bb and τ+τ−

channels, because they are the softest and hardest spectra and therefore are representative

of the parameter space. With these characteristic limits, if a new dwarf galaxy were

to be discovered and its J-factor measured, the expected 〈σv〉 upper limit can be found

by scaling the limits in Fig. 6.4 by the corresponding J-factor. An example is shown in

Fig. 6.5 assuming a fairly massive dwarf galaxy (with J = 1019 GeV2 cm−5) was discovered

at each sampled declination. Assuming an even more massive or nearby dwarf with J =

8.7×1019 GeV2 cm−5 was discovered at HAWC’s best declination (20◦) the expected upper

limits would become competitive with the HAWC combined dwarf-spheroidal upper limits

[52]. For example, assuming the bb channel and a dark matter mass of 10 TeV, the upper

limit on 〈σv〉 is 3× 10−23 cm3 s−1. In order to become competitive with the corresponding

MAGIC upper limits from observations of Segue 1 (4.33× 10−24cm3 s−1) [61], the J-factor

would need to be at least 6 × 1019 GeV2 cm−5. Note that the actual upper limit derived

73



Figure 6.5: Characteristic upper limits on 〈σv〉 for the bb and τ+τ− channels assuming a
dwarf galaxy with J = 1019 GeV2 cm−5 sr were discovered at each declination. These are
obtained from scaling the limits in Fig. 6.4 by this J-factor. For reference, the canonical
thermal 〈σv〉 value is 2.2× 10−26 cm−3 s−1 [60]. Individual upper limits will depend on
statistical fluctuations at the location of a discovered dwarf and its measured J-factor.

from a discovered dwarf will depend on fluctuations in the HAWC data at the dwarf location

(see the analysis in Ref. [52]). The limits shown here characterize the sensitivity of HAWC

to dark matter emission at different declinations and show how constraining these future

analyses are expected to be.

6.4.2 Statistical Variations and Expected Limits

To verify the characteristic limits, the expected statistical variation in the upper limits is

also calculated. To do so, the upper limits are re-calculated at each declination using a series

of pseudo-maps generated using our measured background. Each pseudo-map is created by

injecting a simulated signal drawn from a Poisson distribution about the measured back-

ground in each bin. The pseudo-map limits are placed in a histogram and the boundaries

that contain 68% and 95% of the distribution are found, that demonstrates the possible sta-

tistical variation of true limits compared to the characteristic limits. Simulated pseudo-maps

are used rather than the actual limit distribution because there are not enough independent

points in each declination bin to rigorously find the statistical variation. The characteristic
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Figure 6.6: Statistical variation (68% and 95%) of the characteristic upper limits on J〈σv〉
as well as the median (expected) value, plotted as a function of declination. These values
were calculated assuming a bb annihilation channel spectrum with a dark matter mass of 2
TeV. The error bar size is roughly independent of declinations and spectral assumptions, so
only this sample is shown.

limits calculated in Sec. 6.4.1 are consistent with the expected (median) pseudo-map limits,

as would be expected from a background-dominated distribution.

The resulting statistical variations and median (expected) limits are shown in Fig. 6.6,

superimposed over the corresponding calculated limits from Fig. 6.4. The size of the sta-

tistical error bars was found to be roughly independent of the spectral assumptions and

declinations. Therefore, the plot shows only a sample of error bars for select declinations

and assuming a 2 TeV dark matter mass and a bb annihilation spectrum.
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The characteristic limits as a function of declination reflect the HAWC sensitivity curve

[33], with the most constraining limits found at points that transit directly overhead. This

analysis gives an estimate of the HAWC sensitivity specifically to dark matter spectra. In

the following section, this estimate is used in conjunction with simulations of substructure

to compute the HAWC sensitivity to detection of gamma-ray flux from an ensemble of dark

dwarfs. It should be emphasized that the results in this section show characteristic limits

consistent with expected limits within a declination band. The individual upper limits on flux

from newly discovered dwarf galaxies will have statistical fluctuations as shown in Fig. 6.6.

6.5 HAWC Sensitivity to Modeled Dark Dwarfs

The HAWC sensitivity estimates of Sec. 6.4 can be applied to ensembles of dark dwarfs, not

just individual dark dwarfs. The second part of this analysis calculates the HAWC ability to

detect dark dwarfs based on models of dark matter sub-structure across the sky. This will

give an estimate of how likely HAWC is to observe a dark dwarf in its field-of-view.

6.5.1 Modeling Galactic Substructure

The clumpy (version 2015.06) software package is used to obtain dark matter substructure

models. clumpy models both the main (smooth) dark matter halo as well as dark matter

sub-halos (clumps) and computes the corresponding J-factor at each modeled point [62]. As

the substructure distribution is not perfectly constrained by current observations, a set of

characteristic halo model samples are considered with 100 Monte Carlo trials in each case.

For each trial clumpy creates a healpix [40] map of the J-factor associated with each point

given a user defined integration angle, that is used to determine the expected halo locations.

The exact behavior of the dark matter density profile towards the center of a halo is

not well-constrained, so two different parameterizations that are consistent with numerical

simulations and observational data are considered. Many fits to numerically simulated halos

favor the Einasto density profile which is characterized by a cuspy shape towards the halo
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R� (kpc) ρ� (GeV/cm3) rs (kpc) α

8 0.4 15.7 0.17

Table 6.3: Parameters used in the assumed dark matter density profiles (Eq. 6.3 and Eq.
6.4). R� and ρ� are respectively the distance from the sun to the Galactic center and the
local dark matter density of the solar system. The scale radius rs is the radius such that
ρ(rs) = ρs and α determines the slope of the Einasto profile (the Burkert profile does not
set the logarithmic slope α as a free parameter).

center [63] [64] and is given by:

ρ(r) = ρse
−2
α [(r/rs)α−1], (6.3)

where ρs is a normalization constant on the dark matter mass density determined by the

total halo mass, rs is the characteristic scale radius of the halo and α determines the profile’s

curvature. Note that in the case of the Galactic halo clumpy determines this constant

internally using the distance from the sun to the galactic center (R�) and the local dark

matter density (ρ�) [62]. All parameter values used are reported in Table 6.3.

Empirical measurements of dark matter density profiles through observation of the bary-

onic component of the halos tend to favor a Burkert profile [65], shown in Eq. 6.4 and

characterized by a cored center that lacks a sharp peak.

ρ(r) =
ρs

(1 + r/rs)(1 + (r/rs)2)
(6.4)

Here, ρs and rs are the density normalization and scale radius and are given the same values

as in the Einasto profile for the main halo component (see Table 6.3). A comparison of the

two profile behaviors in the main Galactic Halo is plotted in Fig. 6.7 for illustration purposes

and shows the strong divergence in behavior towards the halo center. This sharp divergence

leads to extremely large systematic uncertainties on the expected dark matter gamma-ray

flux when only the center of a halo is considered, and is also a substantial systematic when

integrating the contribution from an entire halo. Therefore, both profile possibilities will

be considered in this analysis. For the simulated sub-halos, ρs and rs are determined as
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Figure 6.7: A comparison of the density profile behavior as a function of distance from the
Galactic Halo center. The Einasto (cuspy) profile differs by nearly three orders of
magnitude from the Burkert (cored) profile towards the center.

a function of the total sub-halo mass Msub using the concentration parameter formalism

defined in Ref. [66]. In this framework, the halo shape parameters are related to the total

halo mass by the concentration parameter cvir defined as:

cvir(Msub) = Rvir(Msub)/r−2 (6.5)

where r−2 is the radius at which the logarithmic slope of the halo is equal to -2 and

Rvir(Msub) is the virial radius of the halo. The virial radius is given as the following function

of Msub:

Rvir(Msub) =

(
Msub

(4π/3)∆virΩmρc

)1/3

(6.6)

where the values of the constants are given in Ref. [66]. Various models exist for the functional
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form of cvir(Msub) and this analysis uses the one provided by Ref. [66]:

ln(cvir) =
∑

Ci ln
(Msub

M�

)
+ ln

( 1

1 + z

)
(6.7)

where M� is the solar mass, z is the halo red-shift (zero for the Galactic Halo), and the

coefficients Ci are taken from Eq. 3 of Ref. [67]. It should be noted that the fitted model

to Eq. 6.7 was made assuming the dark matter density follows the NFW profile [67] of the

form:

ρ(r) =
ρs

r
rs

(
1 + r

rs

)2 , (6.8)

where ρs and rs are again the density normalization and scale radius. The NFW profile has a

steeper central cusp than the Einasto profile (Eq. 6.3) and has historically been fit to N-body

simulations of dark matter that exclude baryons [68]. It should therefore be kept in mind

that the coefficients could differ had the simulation assumed an Einasto or Burkert profile.

Recent work indicates sub-halos may be more concentrated than the main component [69].

The model reported here is therefore the most conservative possible, as more concentrated

sub-halos would produce larger gamma-ray excesses.

For a given halo of mass Msub, Rvir and cvir are calculated and used to determine r−2

using Eq. 6.5. The corresponding rs is then obtained from r−2 depending on the functional

form of the density profile. For the Einasto profile, rs = r−2; for the Burkert profile,

rs ≈ r−2/1.52. Once rs is determined for a given halo mass, ρs is determined by normalizing

the integrated density profile to the total mass. Put in equation form:

ρs =
Msub

4π
∫ Rvir

0 f(r)r2dr
(6.9)

where f(r) is the functional form of the density profile (Eq. 6.3 or Eq. 6.4).

Following fits to N-body simulations, the distribution of sub-halo masses is assumed

to follow a power law form ( dN
dMsub

∼ M−nsub), where n is the power law index, and the

minimum and maximum sub-halo masses are set based on the results of these simulations

[70]. The mass probability distribution is then normalized to unity over the chosen range.
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Mmin (M�) Mmax (M�) n rs (kpc) α

10−6 108 1.9 199 0.69

Table 6.4: Parameters used in the clumpy simulation of the Galactic dark matter
substructure mass function and spatial distribution. Mmin and Mmax are respectively the
minimum and maximum subhalo masses considered (in units of the solar mass M�) and n
is the slope of the power law assumed for the mass probability function. The spatial
distribution is modeled by Eq. 6.3 with the rs and α values reported here and ρs chosen to
normalize to unity. The values reported here are taken from Ref. [70] and Ref. [71].

The parameters used here are summarized in Table 6.4 and the resulting total fraction of

dark matter mass contained in the substructure is then 18%. It should be noted that the

values determined here were obtained using a set of cosmological parameters that differ

from those most recently obtained by the Plank experiment [14], and the fraction contained

within sub-halos may be smaller. The spatial probability distribution of the dark dwarfs is

modeled by the same functional form as the Einasto profile (Eq. 6.3), where ρs is chosen

such that the profile is normalized to unity [71]. Only dark dwarfs with simulated J-factors

> 1016 GeV2 cm−5 sr are considered. In both cases, the sub-halo density profiles have the

same functional form as the main halo profile [62]. A sample simulation is shown in Fig 6.8.

This map was generated assuming an Einasto profile for the main halo and sub-halos and

is one of the 100 trials used. Under this profile assumption, one would expect to observe

roughly 50% more high J-factor (> 1019 GeV2 cm−5 sr) dwarfs than have been observed.

6.5.2 Detection Thresholds

For each clumpy trial, HAWC’s sensitivity to gamma-ray signals from the generated J-

factor map of the sky is computed. As the HAWC sensitivity is dependent on declination,

the sky is binned based on this sensitivity into declination bands of five degrees. For each

dark dwarf the corresponding likelihood profile for a given mass and channel is generated as

a function of assumed 〈σv〉, using the observed background from a randomly chosen pixel

within the corresponding declination band.
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Figure 6.8: Sample map showing one simulation of the smooth halo and substructure of the
Milky Way halo, flattened into a Mollweide projection. This map is in celestial coordinates
and is truncated so as to correspond to the HAWC field-of-view. The color scale shows the
logarithm of the J-factor (Eq. 2.4) integrated over a single pixel width of solid angle (0.082
deg2). The high J-factor at the Galactic Center is clearly visible with substructure
distributed throughout the sky.

The velocity-weighted cross section 〈σv〉 is then calculated such that at least one of these

simulated sub-halos’ TS values change by 25 from the background-only case. This definition

matches that used in the 2HWC catalog (i.e. a source is detected if TS ≥ 25 [34].) See

Appendix A of Ref. [52] for additional details on evaluating TS values with HAWC.

This process is repeated for each of the one-hundred clumpy trials, resulting in an en-

semble of 〈σv〉 sensitivity values. Fig. 6.9 reports the median of these values as a function of

dark matter mass and annihilation channel. The data in Fig. 6.9 should then be interpreted

as the 〈σv〉 value such that HAWC would have a 50% chance of detecting dark dwarf emis-

sion at TS = 25 within the ensemble of possible realizations of dark matter substructure.

Only the bb and τ+τ− channels are considered since they are representative of the overall

population of annihilation channels. It should be noted that these results are not intended

to be as constraining as the 95% upper limits shown for a hypothetical new dwarf in Fig. 6.5.
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Figure 6.9: Estimated HAWC detection threshold 〈σv〉 values for a sample of dark matter
simulated substructure. Substructure models for a range of dark matter particle masses,
annihilation channels and halo mass models are shown. The plotted points show the 〈σv〉
such that 50% of possible realizations yielded a TS of 25 or greater for at least one dark
dwarf.

Resolving a source at TS = 25 requires a much larger 〈σv〉 than can be excluded at TS = 2.7

(the corresponding number for 95% one-sided limits).

In the background-only case, ignoring effects from fluctuations, the TS is approximately

proportional to 〈σv〉2. This can be seen by performing a Taylor expansion on the TS as a

function of scale factor (Eq. A4 of Ref. [52]). Therefore, the sensitivity for this analysis is

expected to be a factor of approximately
√

25/
√

2.7 ≈ 3.08 less constraining than the 95%

CL threshold if considered with the same declination and J-factor. To verify this expectation

the results of one of the one-hundred clumpy trials is examined, assuming a dark matter

mass of 10 TeV. In this trial the 〈σv〉 threshold was

6.06× 10−22 cm−3s−1 and resulted in a TS = 25 detection of a simulated dwarf with

J = 1019.23 GeV2 cm−5 sr at a declination of five degrees. The corresponding characteristic

upper limit from Fig 6.4, scaled by this J-factor, gives a 95% CL limit on 〈σv〉 of 1.94 ×

10−22 cm−3 s−1. The TS = 25 case is a factor of 3.1 times less constraining than the 95%

CL case, matching the estimated change.
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6.5.3 J-factor Sensitivity

Another possible interpretation of the results in Sec 6.5.2 is to determine the minimum

J-factor required for a dark dwarf to be detected (assuming some 〈σv〉 value and dark

matter model). Rather than associating each likelihood profile with a simulated J-factor,

one can instead fix the value of 〈σv〉 and compute J such that the TS reaches 25. Here,

a sample calculation is shown for the τ+τ− channel assuming a dark matter mass of 10

TeV (the best-constrained channel according to Fig. 6.4), and a velocity-weighted cross-

section of 10−24 cm3 s−1 (roughly the highest value consistent with the upper limits set

in Ref. [52]). Using TS profiles generated at a declination of 20 deg (the most sensitive

declination bin), the J-factor required for a TS of 25 for this spectrum is found to be 5.79×

1020 GeV2 cm−5 sr. For comparison the Segue 1 dwarf spheroidal galaxy has an observed

J-factor of 1.1 × 1019 GeV2 cm−5 sr [61]. Given that Segue 1 is at a distance of 23 kpc,

and that the J-factor is approximately proportional to the square of distance, a dwarf of

comparable mass and scale would need to be at most ∼ 3 kpc away to guarantee a detection

by HAWC.

6.6 Summary

This analysis results in an estimate of HAWC’s ability to set dark matter limits from discov-

ered dwarf galaxies. Since no assumptions are made about the dark matter density profiles

for the hypothetical dwarfs, these characteristic limits were done for J〈σv〉 rather than 〈σv〉.

The studies done in this chapter will allow for the determination of optimal regions for

subsequent dark matter searches and characterize the expected sensitivity of future HAWC

searches.
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CHAPTER 7

DARK MATTER IN THE GALACTIC MAIN HALO

7.1 Introduction

The Galactic Halo is the closest large dark matter halo known. This proximity means the

region towards the Galactic Center is expected to yield an extremely high dark matter

gamma-ray flux and is a promising region for probing WIMP signals. As alluded to in

Chapter 2, the HESS experiment has produced strong limits on dark matter for TeV-scale

WIMP masses [28]. However, those results rely on assuming a steep central cusp at the

center of the Galactic Halo density profile and are unable to probe a cored profile. Another

analysis by HESS attempted to probe a cored shape by artificially flattening the center of

an otherwise cuspy spatial model [72]. This model still relied on behavior consistent with

otherwise cuspy models and is not consistent with observations that indicate a truly cored

model of dark matter halos [72].

HAWC has published a search for dark matter signals from a region of the Galactic Halo

[24]. Unlike the HESS analysis, the wide field of view of HAWC allows for this region to be

probed regardless of density profile model (although it still produces a systematic uncertainty

as explained below) [24]. The analysis in this chapter improves and expands on the published

HAWC results, using a more robust approach to fitting as well as a larger region of interest

(ROI). This should allow for a more constraining set of limits to be produced, while still

benefiting from HAWC’s wide field of view.

7.2 Spatial Profiles

As discussed in Chapters 2 and 6, the exact behavior of the Galactic halo density profile

is not well constrained towards the center, so different parameterizations consistent with

numerical simulations and observational data will be assumed. Here, the density profile
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models are restated now in the context of the main halo rather than theoretical sub-halos as

in Chapter 6.

The two possible density profiles considered are again the Einasto and Burkert profiles.

Many fits to numerically simulated halos consisting only of dark matter favor the Einasto

density profile which is characterized by a sharp cusp towards the halo center [63] [64] and

given by:

ρ(r) = ρse
−2
α [(r/rs)α−1], (7.1)

where ρs is a normalization constant on the dark matter mass density determined by the

total halo mass, rs is the characteristic scale radius of the halo and α determines the profile’s

curvature, which is fixed to a value of 0.17 for the Galactic Halo [62]. Observations of dark

matter halos favor a Burkert density profile [65] that lacks the center cusp and instead flattens

towards the center (referred to as being “cored” in contrast to “cuspy”). The Burkert profile

is given by:

ρ(r) =
ρs

(1 + r/rs)(1 + (r/rs)2)
, (7.2)

where ρs and rs are the density normalization and scale radius. Additionally, more recent N-

body simulations that include baryonic matter favor a cored shape parameterized by Eq. 7.2.

The addition of the baryonic matter disk results in an expected flattening of the central peak,

causing the cored profiles favored by observation [73].

The behavior of the different density profiles is illustrated in Fig. 7.1 for the Galactic

Halo. Towards the center, the profile behavior diverges considerably. Therefore, any J-factor

computed using only the region close to the center will have large systematic uncertainties (up

to six orders of magnitude) due to the density profile. In the case of the cored Burkert profile,

it becomes nearly impossible to resolve an excess from the center if the region of interest is

too small. Because this profile lacks a sharp peak, the flux in the “off” or background region

will contain a comparable amount of dark matter emission as the “on” region. Therefore,

any excess due to dark matter would cancel itself if the background estimation relies on an

85



Figure 7.1: A comparison of the density profile behavior as a function of distance from the
Galactic Halo center. The Einasto (cuspy) profile differs by nearly three orders of
magnitude from the Burkert (cored) profile towards the center.

“off” region in proximity to the center. Indeed, this is why the HESS analysis in Ref. [28]

depends on the assumption of a cuspy profile such as Eq. 7.1.

Using HAWC to consider a larger region of interest (ROI) farther away from the Galactic

Center substantially mitigates the density profile systematic, since then the cored and cuspy

profiles do not differ as strongly. In the cored case, the sensitivity lost from the lack of

an assumed central cusp is also mitigated by the larger ROI, allowing more theoretical

fluxes to be observed over a larger area. In addition, the HAWC all-sky coverage allows

for background-estimation techniques that do not depend on simultaneous observation of

regions close to the ROI, allowing an excess to be resolved even in the cored case favored by

current observational evidence.
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7.3 Large-Scale Background Estimation

7.3.1 Background Anisotropy and Limits of Direct Integration

The direct integration technique used for background estimation in most HAWC analyses

and described in Sec. 4.3.2 typically averages events within a 2-hour window. Resolving a

highly-extended source such as the Galactic Halo requires that events be averaged over a full

24 hours in sidereal time, as explained in Refs. [74] and [24]. In addition, direct integration

assumes that the background is isotropic in a given declination band. However, at the highly-

extended scales of this analysis, the background estimation becomes sensitive to anisotropies

in the cosmic-ray arrival direction. This includes both the large-scale cosmic-ray anisotropy

due to the direction of the Earth’s revolution about the Sun, and the small-scale cosmic-ray

anisotropy due to unknown effects that create local excesses and deficits in the cosmic-ray

background [74].

Direct integration over a full 24-hour sidereal day results in background artifacts, As

shown in Fig. 7.3. The small scale anisotropy regions (see Fig. 7.2) introduce deviations

from the isotropic component on the order of one part in 104. When summed over a large

number of spatial bins, this introduces spurious excess and deficit regions as illustrated in

Fig. 7.3. In addition, around the Galactic Plane the significance is biased strongly negative.

The cause of this effect is unknown, but may be related to the limits of direct integration

encountered in Ref. [74]. The effect is not correlated with any strong cosmic-ray anisotropy

regions shown in Fig. 7.2. Re-making the significance map without gamma/hadron cuts

(which results in the data being almost entirely cosmic rays) does not show this same excess,

as can be seen in Fig. 7.4. The presence of these features therefore indicates that 24-hour

direct integration overestimates the hadronic content of the gamma-ray data in the vicinity

of the Galactic Plane and cannot be used to accurately estimate the background in this

analysis.
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Figure 7.2: Relative intensity map of the small-scale cosmic-ray anisotropy. These
deviations from the isotropic background estimation can show up as excesses even in the
gamma-ray maps, due to the fact that the data is dominated by hadrons. This effect must
be accounted for in this analysis. Figure take from Ref. [74].

7.3.2 The α-factor

An alternative approach to large-scale background estimation has been developed by Pooja

Surajbali [75]. This approach is independent of direct integration and is specifically optimized

for large-scale sources where background anisotropies are expected to be important. The

software and documentation for this technique is available to HAWC collaborators at: https:

//gitlab.com/hawc-observatory/sandboxes/psurajbali/alpha_factor.

The technique uses two datasets; one with standard gamma-hadron cuts applied and

another with reversed cuts meant to pass hadrons, thereby creating a dataset consisting

purely of cosmic rays. Both maps are created using the healpix scheme with NSIDE=256

(see Sec. 4.2.2). This approach then attempts to map the behavior of the pure cosmic-

ray maps back to the distribution of hadronic background in the standard maps. A series

of calculations are then performed to derive what is called the α-factor (analogous to the
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Figure 7.3: Significance map of the HAWC field of view assuming an extended disk source
with a radius of 5 degrees and a power law with index -2.7. The Galactic Plane and known
HAWC sources are visible as well as the cosmic-ray anisotropy regions A, B, and C defined
in Fig. 7.2. The area around the Galactic Plane shows a negative bias of unknown origin,
indicating a failure of the direct integration to properly estimate the background.

exposure factor used by Li and Ma [76]). This α-factor is used to compute the estimated

hadronic background in the ith bin of the standard maps, where i runs over both spatial

bins and analysis bins. This technique has only been developed for the fhit binning scheme

so the newer energy estimators will not be used in this analysis. In addition, only fhit bins

3 through 9 will be considered due to known biases with the α-factor in the first two bins.

The α-factor is defined by the following equation:

NBKG
i = αi ×Hi, (7.3)

where Hi is the content of the hadron maps in a given pixel and analysis bin, and αi is the

pixel-by-pixel and bin-by-bin computed α-factor.

To compute αi, it is decomposed into the RA-dependent and Dec-dependent terms as
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Figure 7.4: Significance map of the HAWC field of view without gamma/hadron cuts
assuming an extended disk source with a radius of 5 degrees and a power law with index
-2.7. This map is dominated by hadrons due to the lack of cuts. It lacks the negative bias
around the Galactic Plane seen in Fig. 7.3, although it contains larger positive and
negative regions due to the large-scale cosmic-ray anisotropy discussed in Ref. [74].

follows:

αi(RA,Dec) = ai(Dec)× bi(RA), (7.4)

where the i index runs over both spatial and analysis bins. Assuming that each component

is independent of the other, the ai(Dec) component is calculated by:

ai(Dec) =
GDec

HDec
, (7.5)

where GDec and HDec are the counts averaged within a 0.5 degree declination window of

a given pixel in the gamma and hadron maps, respectively. Since the HAWC event rate is

highly dependent on declination, a 0.5 degree binning was chosen that is on the order of

the size of a single spatial bin to minimize mixing of counts between different declinations.

The RA-dependence, bi(RA), is expected to depend on the pixel-by-pixel count ratio
Gi
Hi

but
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with the declination-dependence factored out. The equation is then:

bi(RA) = SG

(
Gi
Hi
÷ ai(dec)

)
, (7.6)

where SG is a Gaussian smoothing function with width σ (in degrees) determined by the

fHit index k as follows:

σ = 2k + 15. (7.7)

Since the average counts in each map falls off in the higher fhit bins, the smoothing width

is made wider in these bins to gather additional statistics. See Ref. [75] for further details.

A significance map made with the α-background shown in Fig. 7.5 does not contain the

strong negative regions seen in Fig. 7.3, indicating it does not suffer from the overestimation

of background seen in 24-hour direct integration and correctly accounts for the cosmic-ray

anisotropy in the background. However, it does contain a new source of excess just off

the north side of the Galactic Plane, as shown in Fig. 7.5. This source is morphologically

inconsistent with dark matter emission originating from the main Galactic Halo and will

need to be removed from the ROI when the search is performed.

7.4 Region of Interest (ROI) Selection and Source Modeling

7.4.1 Selecting an Optimal ROI

As is the case with direct integration, the α-background approach requires removing pixels

expected to contain excess from the background estimation calculations. This will be the

region of interest (ROI) expected to yield the most sensitivity for HAWC. The HAWC

sensitivity to dark matter as a function of declination was estimated by using the procedure

outlined in Chapter 6 and published in Ref. [51]. The characteristic upper limits from this

analysis are on J〈σv〉 rather than 〈σv〉 and are independent of the assumed dark matter

density profile. In order to estimate the best ROI, taking into account the dark matter

morphology, these characteristic limits are combined with the simulations of the CLUMPY

density profile discussed in Sec. 6.5.2 and Ref. [51]. To do this, a healpix sky-map of characteristic
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Figure 7.5: Significance map of HAWC field of view assuming an extended disk source with
a radius of 5 degrees and a power law with index -2.7 and the α-background technique for
fhit bins 3-9. The Galactic Plane and known HAWC sources are visible as well as a new
unidentified source of excess. This map lacks the strong negative bias of that shown in
Fig. 7.3.

upper limits is constructed and is defined as:

〈σv〉95%Char =
(J〈σv〉)95%Char

Jsim
(7.8)

where (J〈σv〉)95%Char is the characteristic limit associated with a given pixel’s declination and

Jsim is the simulated J-factor derived from CLUMPY. As the characteristic limits from Chapter 6

were calculated in 5-degree declination intervals, they are linearly interpolated to cover all pixels

for this analysis. Since the characteristic upper limit (J〈σv〉)95%Char depends on the choice of

dark matter spectrum used, it is necessary to choose a channel and assumed mass to calculate the

sensitivity. For the purposes here, a bb channel annihilation and a dark matter mass of 10 TeV are

chosen as a fairly representative spectrum. The choice of spectrum has a negligible effect on the

ROI.

The optimal ROI may in general depend on the choice of density profile. Since cuspy profiles

peak sharply towards the Galactic center, additional sensitivity could be gained by considering
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pixels at the extreme southern edge of the HAWC field of view. In contrast, cored profiles are

expected to derive almost all of their sensitivity from regions overhead, since the increase in expected

flux towards the center is not enough to dominate loss of sensitivity at high zenith angles. The

resulting plots are shown from both a cuspy (Einasto) and cored (Burkert) profile in Fig. 7.6. Since

the quantity used to estimate relative sensitivity takes the form of an expected upper limit, smaller

values indicate better expected sensitivity.

The optimal ROI chosen contains the Galactic Center despite it lying at the extreme southern

edge of HAWC’s field of view. This is to be expected since under a cuspy-halo assumption the

expected flux peaks more quickly towards the Galactic Center than the HAWC sensitivity falls

off. However, the center lies in the Galactic plane and is therefore subject to contamination from

known visible-matter sources. Given the high number of detected HAWC sources associated with

Standard Model emission in the Galactic plane, it is best to remove this region from the final ROI.

Additionally, all TeV emitting sources with known Standard Model associations in the TeVCat

catalog [77] are removed to minimize possible contamination from sub-threshold sources. An ad-

ditional constraint is made so the ROI excludes all pixels above the equator (Dec=0) in order to

avoid the new excess found in the α-factor analysis shown in Fig. 7.5. Finally, the ROI is selected

by choosing the most permissive sensitivity cut such that the ROI at its widest spans no more than

180 degrees. This final constraint is added to prevent the ROI from becoming arbitrarily wide and

creating declinations where no pixels remain outside the ROI for use in the background calcula-

tion. Under these constraints both density profiles yield approximately the same optimal ROI due

to their shapes converging at distances far from the halo center (which is again excluded a priori

since it is part of the Galactic Plane). Therefore, the ROI is chosen using only the Einasto profile

sensitivity. The necessary cut to satisfy these conditions is log10

(
〈σv〉95%Char

cm3s−1

)
< −17.8. The

chosen ROI is shown Fig. 7.7 with the excluded regions in dark blue. This is the region that will

be probed for Galactic dark matter emission and also excluded from the background calculation.

7.4.2 Extended Source Convolution

To compute the expected flux from such a large extended source, it is necessary to convolve the

HAWC PSF (see Sec. 4.2.2) and detector response with the source spatial profile. This can be done
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Figure 7.6: Relative sensitivity assuming a 10 TeV bb annihilation spectrum. The top
figure assumes an Einasto spatial profile while the bottom figure assumes a Burkert spatial
profile. These figures demonstrate HAWC’s sensitivity to dark matter emission from the
Galactic halo. Points with more constraining upper limits will be included in the regions of
interest for the full analysis and excluded from the background estimation.
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using a spherical harmonic decomposition of the PSF, which is much more efficient than brute-force

but still requires a large amount of computation time for a highly extended source. Convolutions

on a sphere can be sped up substantially by projecting the source region onto a flat sky using

the Aitoff projection technique [78]. For relatively small portions of the sphere, any distortions

from the projection to Cartesian space become negligible. In flat space, the convolutions can be

done with the Fast Fourier Transform (FFT) algorithm rather than a decomposition into spherical

harmonics. This is roughly a factor of 100 times quicker than the spherical harmonic approach

and allows extended sources’ expected fluxes to be computed efficiently. The HAWC Accelerated

Likelihood (HAL) implements this approach and is used for all fits in this section [78].

Due to the large extent of the Galactic Halo ROI, its convolution with the HAWC detector

response cannot be computed using a single flat sky projection. Instead, the halo is broken up

into a set of smaller ROIs each with its own separate flat sky projection. The convolution is then

performed separately over each sub-ROI and the resulting models linked to recover the full Galactic

Halo extent. To perform a fit the likelihood approach detailed in Sec. 4.6 and applied in Chapters

5 and 6 is generalized by simply summing the likelihood contribution from each sub-ROI to obtain

the full likelihood profile. The regions used are illustrated in Fig. 7.7.

7.4.3 Electroweak Corrections

While the previous studies cited in this dissertation used spectra simulated with the Pythia [21]

software, this analysis derives its dark matter spectra from a more recent framework. This analysis

uses spectra computed with the Poor Particle Physicist’s Cookbook (PPPC) model as derived by

Cirelli et. al. [79]. These spectra are becoming standard within the indirect dark matter detection

community due to their ease of use and incorporation of additional corrections. In particular,

the PPPC spectra include corrections arising from the electroweak coupling. These corrections

are relatively small for most channels considered, but have a substantial effect on the charged

gauge boson (W+W−) channel. Here the electroweak correction introduces a secondary peak just

before the hard cutoff for sufficiently large assumed dark matter masses, substantially increasing

the expected flux at high energies. To illustrate this, a plot comparing sample spectra for the

bb and W+W− with and without electroweak corrections is shown in Fig. 7.8. This additional
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Figure 7.7: The sub-ROIs used to efficiently convolve the Galactic Halo spatial profile with
the HAWC detector response using flat sky projections. Each ROI is a different color in an
arbitrary scale. To avoid contamination from normal matter gamma-ray sources, the
galactic plane and known gamma-ray emission mechanisms are masked out (illustrated by
rendering in dark blue).

flux from photon radiation created by the electroweak effects is expected to yield substantially

more constraining limits for the W+W− channel than the previous HAWC Galactic Halo analysis,

especially when combined with the additional data and optimized ROI.

7.5 Signal Contamination of Background

7.5.1 Effective Flux

In the event of a source as highly-extended as the Galactic Halo, the estimated background of the

data maps will contain a substantial component of gamma-rays. It is therefore only possible to

resolve gamma-ray signals in excess of the background gamma-ray component, which will be referred

to as effective flux (in contrast to the true total gamma-ray flux originating from hypothetical

Galactic dark matter). The previous HAWC analysis of the Galactic Halo had to account for this

effect when using direct integration to estimate the background as seen in Ref. [24].
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Figure 7.8: Comparison of the expected dark matter energy spectra with and without
electroweak corrections for both the bb and W+W− channels, assuming a mass of 100 TeV
and arbitrary flux units. The W+W− channel gains a secondary peak from the electroweak
correction due to the W boson having a full unit charge. In contrast the bb channel, with
only 1/3 unit charge, is only slightly effected.

The contamination, C, is defined as the fraction of gamma-rays that are classified as part of

the estimated background Nbkg. To derive the expected effective flux in a given bin µsig in terms

of the contamination factor C, consider decomposing the contents of the alpha-background into

gamma and hadron content:

Nbkg = NCR + CNγ , (7.9)

where NCR and Nγ are respectively the number of hadrons and the number of gamma-rays present

in a given pixel. The background is therefore composed both of hadrons and some fraction of

gamma-rays, quantified by the contamination C.
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Analogously, the true background µbkg is decomposed into hadron and gamma components:

µbkg = µCR + Cµγ . (7.10)

Note that neither µCR or µγ are observable quantities. Instead, it is only possible to observe the

total background and the fraction of gamma-rays that appear as an excess above the background

level. In order to be consistent with the new definition of µbkg, the definition of the effective flux

normalization, µsig, must instead be:

µsig = (1− C)µγ . (7.11)

This definition is chosen so that the sum of µsig and µbkg is still an estimator for the total number

of gamma and hadron events in the data maps. Before performing the fits it is therefore necessary

to correct the expected number of gamma-rays µγ by the factor (1 − C) to transform it into the

observable effective flux µsig, as this is the quantity which can be estimated from the data.

7.5.2 Estimation of Contamination Factors

The C factors needed to correct the interpreted excess in each pixel cannot be determined a-priori,

as was done for the J-factors in Ref. [24]. Instead, they must be determined for a given spectral

shape and spatial profile. This correction is in general expected to be spectrally-dependent.

To estimate the C factors, the α background is recomputed using gamma-ray maps injected

with simulated dark matter spectra. For a given simulated spectrum, the HAWC forward-folding

technique described in Sec. 4.6 is used to compute the expected number of gamma-rays in each fhit

and spatial bin N
γ
i . These simulated counts are then added to the corresponding bins in the actual

observed gamma-ray maps. The α-factor is then recomputed using the new gamma-ray map that

includes the simulated dark matter spectrum, leaving the hadron maps unmodified. The cuts used

to make the hadron maps filter out gamma-rays efficiently enough that the additional simulated

contribution is negligible. The C factor in each bin is then estimated as:

Ci =
N

bkg
inj −N

bkg

N
γ
i

, (7.12)

where N
bkg
inj is the background is estimated from using the α-factor technique on the injected maps,

Nbkg is the background from the non-injected maps, and N
γ
i is the number of gamma-rays from the
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injected dark matter spectrum. Because N
γ
i is explicitly dependent on the choice of dark matter

spectrum, this process must be done separately for each channel, assumed mass, and spatial profile

that will be explored.

It must be established that the C factor is not strongly dependent on overall flux level (deter-

mined by the assumed value of 〈σv〉). If this is the case, it becomes extremely tedious to do a true

fit since every trial value of the cross-section will have a different C map. A series of test cases

were used to determine which spectral parameters effect the C factor. The results are plotted in

Figures 7.9, 7.10, 7.11, 7.12, and 7.13, separated into different fhit bins. Each C factor plotted is

averaged in a given declination bin for visualization purposes, since one would expect declination

to be the spatial coordinate with the strongest dependence. Fortunately, Fig. 7.9 and Fig. 7.10 do

not show any dependence on the 〈σv〉 value chosen for the spectrum. The C-factors can therefore

be treated as independent of flux for the purpose of this analysis. All other tested variables show

at least some effect on C and the analysis will therefore assign each tested spectrum and spatial

profile its own unique C map to account for signal contamination.

7.6 Systematics

7.6.1 Detector Systematics

All detector Monte Carlo systematics considered in HAWC’s 2019 observation of the Crab Nebula

[41] and in Chapter 5 are considered here as well. These include PMT efficiency, threshold, charge

uncertainty, and the broad pulse effect (listed individually in Table 5.4). These are taken into

account by simply re-running the analysis (including the computation of the C factors) with the

associated Monte Carlo detector response for each systematic. In addition, to account for the 10%

flux systematic also cited in Ref. [41], an addition 10% uncertainty is added in quadrature onto the

bands. As the C factors do not depend on the overall flux level, they do not need to be recalculated

for the flux systematic. The aggregate effects of these systematics are summarized in Table 7.1 at

the end of this chapter.
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Figure 7.9: Expected contamination factors in each fhit bin averaged in declination bands
assuming 〈σv〉 values of 10−21 (top left), 10−22 (top right), 10−23 (bottom left), 10−2

(bottom right), all in units of cm2s−1. The expected contamination behaves identically for
the different 〈σv〉 values except for one that is nearly twenty orders of magnitude outside
the physically realistic parameter space (bottom right). Therefore, the contamination can
be treated as independent of overall flux level.
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Figure 7.10: Expected contamination factors in each fhit bin assuming an Einasto spatial
profile, a 100 TeV dark matter mass, and a bb spectrum as a function of 〈σv〉 for the
highest (left) and lowest (right) declinations considered. These plots show no dependence
on overall flux level, measured by choice of 〈σv〉.

7.6.2 Pointing Systematic

In addition, the effect of a possible pointing systematic between HAWC and other experiments

in explored. To address this, upper limits are recalculated in the most extreme case where the

pointing error is entirely in the declination coordinate and takes the maximal realistic value of

0.5 degrees. This is implemented in the model by simply rotating the CLUMPY template by 0.5

degrees along the declination axis. The fit and limit calculations (including the estimation of the C

factors) are then repeated with this modified template. Due to the extremely large size of the ROI

in comparison to the expected pointing error size, this systematic is not expected to appreciably

effect the results.

7.6.3 Spectral Systematics

The most substantial systematic is the assumed dark matter density profile. As detailed in Sec. 6.4

and 7.2, the flux has a very large systematic depending on the choice of density profile. As neither

the Burkert (Eq. 7.2) or Einasto (Eq. 7.1) profiles are strongly favored by current observations of

the Galactic Center, both will be reported separately with neither being considered the nominal

case. HAWC is uniquely suited to probe the Galactic Halo in spite of this systematic. Because
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Figure 7.11: Expected contamination factors in each fhit bin averaged in declination bands
for spectra assuming 10 TeV (top left), 20 TeV (top right), 50 TeV (bottom left), and 100
TeV (bottom right) for the dark matter mass M . These plots hold the dark matter
annihilation channel (bb) and spatial profile (Burkert) constant across all cases in order to
isolate the effect of different assumed dark matter masses. These plots show the
contamination does depend at least somewhat on the dark matter mass. Note that the
discontinuous behavior in Bin 9 for the 10 TeV spectrum arises due to the relatively low
energy cutoff, leaving very few gamma-rays that will reconstruct in the higher fhit bins.
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Figure 7.12: Expected contamination factors in each fhit averaged in declinations bands for
the bb (left) and τ+τ− (right) channels. The dark matter mass (100 TeV) and spatial
profile (Burkert) are held constant between these plots. These two channels are chosen
because they are, respectively, the softest and hardest spectra thereby probing the
extremes of the channel parameter space. These plots show the contamination depends
fairly strongly on the channel.

Figure 7.13: Contamination factors in each fhit averaged in declination bands assuming a
Burkert profile (left) and an Einasto profile (right), and holding the assumed mass at 100
TeV and annihilation channel to bb. As expected, the assumed density profile has a strong
effect on the contamination, with the strongly-cusped Einasto profile showing lower
contamination than the cored Burkert profile.
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HAWC is able to observe a larger region of the Halo away from the center, our limits are far less

sensitive to the density profile behavior than observations focused directly on the Galactic Center.

Finally, although this will not be reported as an additional systematic, a test case is considered

with the electroweak correction removed in order to check that the effect of including it behaves as

expected.

7.7 Results

7.7.1 Fit Results

With an ROI selected and known contamination removed, the results of the dark matter search

are now shown. The significance (
√

TS) values for various spectra are plotted in Fig. 7.14. No

significant emission is found for any spectrum. Therefore, it is necessary to set 95% CL upper

limits on the cross-section 〈σv〉 and 95% CL lower limits on the decay lifetime τ .

7.7.2 Limits

The limits are set using the same likelihood-based limit-setting procedure as in Chapter 6. Again,

the TS quantity will asymptotically follow a χ-squared distribution with one degree of freedom. The

limits are then set by increasing the free parameter corresponding to flux normalization (the cross-

section 〈σv〉 for annihilation and reciprocal lifetime 1/τ for decay) from the maximum-likelihood

value until the likelihood decreases by an appropriate amount for a given confidence level. To

obtain 95% CL limits, 2.7 is again chosen as the appropriate ∆TS value. For annihilation this

again results in upper limits on 〈σv〉. However, for decay this corresponds to lower limits on τ ,

since it is inversely proportional to the flux normalization. The annihilation upper limits are shown

in Fig. 7.15 and Fig. 7.16, while the decay lower limits are shown in Fig. 7.17 and Fig. 7.18

As expected, the density profile choice has the largest effect on the limits and is the dominant

systematic. However, the difference is only on the order of a factor of 2-3, rather than the many

orders of magnitude where the Galactic Center is the only part of the halo considered. Neither choice

of profile is treated as the nominal case here, so all other systematics are computed independently

for the limits arising in both cases. The uncertainty bands on Figs. 7.15, 7.16, 7.17, and 7.18 are
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Figure 7.14: Significance (
√

TS) as a function of dark matter mass and channel for
annihilation assuming a Burkert profile (top left), annihilation assuming an Einasto profile
(top right), decay assuming a Burkert profile (bottom left), and decay assuming an Einasto
profile (bottom right). No spectrum shows significant evidence of gamma-ray emission,
although a small positive significance is shown at the lower masses due to the residual
unidentified excess in the lower bins.

computed by simply adding the contribution from each systematic in quadrature. This quadrature

addition is done separately for the positive and negative halves of the bands. As the Monte Carlo

contains many variations for certain simulation parameters, in particular the PMT thresholds (see

Table 5.4), only the largest positive and negative changes from a given detector systematic are

considered as contributions. The overall contribution of the Monte Carlo to the systematics is

summarized in Table 7.1.

As the steeper Einasto profile is expected to be the most sensitive to small changes in the

template, this will be the test case for the pointing systematic. The τ+τ− annihilation channel is
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Figure 7.15: 95% CL upper limits on the velocity-weighted annihilation cross-section 〈σv〉
for the bb (top left), τ+τ− (top right), tt (bottom left), and W+W− (bottom right) dark
matter spectra assuming the Einasto (red) and Burkert (blue) spatial profiles. The
correspondingly colored shaded regions are the systematic uncertainty bands. The
corresponding limits from the previous HAWC Galactic Halo analysis [24] are also plotted
for comparison.
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Figure 7.16: Additional 95% CL upper limits on the velocity-weighted annihilation
cross-section 〈σv〉 for the e+e− (top left), µ+µ− (top right), and Z0Z0 (bottom) dark
matter spectra assuming the Einasto (red) and Burkert (blue) spatial profiles. The
correspondingly colored shaded regions are the systematic uncertainty bands. The
corresponding limits from the previous HAWC Galactic Halo analysis [24] are also plotted
for comparison.
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Figure 7.17: 95% CL lower limits on the decay lifetime τ for the bb (top left), τ+τ− (top
right), tt (bottom left), and W+W− (bottom right) dark matter spectra assuming the
Einasto (red) and Burkert (blue) spatial profiles. The correspondingly colored shaded
regions are the systematic uncertainty bands. The corresponding limits from the previous
HAWC Galactic Halo analysis [24] are also plotted for comparison.

chosen for the energy spectrum, due to it having the highest expected flux in the higher fhit bins

where the HAWC PSF is narrowest compared to the pointing error. The resulting upper limits

computed with a 0.5 degree shift downwards in declination of the spatial profile are shown compared

with the unshifted limits in Fig. 7.19. As expected, the limits are nearly identical to those without

the shif, having an effect of less than 1%. It is therefore concluded that the pointing systematic

has a negligible effect on these results compared to the other systematics (see Table 7.1).

Finally, the effect of removing the electroweak correction on the W+W− and bb spectra is

tested. The results are plotted in Fig. 7.20. As expected, only the W+W− spectrum is strongly
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Figure 7.18: Additional 95% CL lower limits on the decay lifetime τ for the e+e− (top
left), µ+µ− (top right), and Z0Z0 (bottom) dark matter spectra assuming the Einasto
(red) and Burkert (blue) spatial profiles. The correspondingly colored shaded regions are
the systematic uncertainty bands. The corresponding limits from the previous HAWC
Galactic Halo analysis [24] are also plotted for comparison.

driven by the electroweak correction due the presence of a strong secondary peak. The bb spectrum

shows only a small change driven by the slightly increased expected photon count.

7.7.3 Statistical Effects

Finally, the effects of statistical fluctuations on the limits are computed. For this process 500

pseudomaps are generated, where the data in each bin is replaced with a randomly drawn value

from a Poisson distribution with a mean equal to the estimated background in that bin. The

95% upper and lower limits are recomputed using these pseudomaps in place of the actual data.

109



Figure 7.19: Comparison of 95% upper limits when the spatial template is shifted in
declination by the pointing systematic. The limits are indistinguishable at the higher
masses and minimally effected at the lower dark matter masses. Therefore the pointing
effect is treated as negligible.

Figure 7.20: Comparison of dark matter annihilation upper limits with and without the
electroweak correction for the bb (left) and W+W− (right) channels. As expected, the
W+W− channel shows a strong improvement with the EW correction, while the bb channel
is only weakly effected by it.
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Systmatic Annhilation Decay

Density Profile factor of ≈2.5 Factor of ≈1.5

Simulation -11% to +23% -23 % to +11%

Flux Scale -10% to +10% -10% to +10%

Pointing less than 1% less than 1%

Table 7.1: Summary of systematic uncertainty sizes on the 95% CL limits for annihilation
and decay. The dominating systematic in both cases is the choice of density profile, followed
by systematics arising from detector simulation. Note that these are only estimates, and
the actual contribution of each varies from spectrum to spectrum. No overall uncertainty is
reported since neither choice of density profile is the used as the nominal case.

The median of the resulting distribution results in “expected” limits; i.e. the limits one would

expect assuming the null hypothesis of a background-only model is true. As in Chapter 6, the

68% and 95% containment bands are computed about this expectation. Assuming the background

was well-modeled in this analysis, the limits should be no further from the expected case than

the 95% band, being influenced only by Poisson-fluctuations rather than an undetected source or

mismodeled background.

As this process is computationally intensive, the statistical bands for only two sample spectra,

bb and τ+τ−, are plotted for all masses and spatial profiles. These are, respectively, (most low-

energy dominated) and hardest (most high-energy dominated) channels and therefore span the

extreme edges of the channel parameter space. The results are plotted for annihilation and decay,

as well as the two spatial profiles considered, in Figs. 7.21, 7.22, 7.23, and 7.24. All of the plotted

limits fall well within the 95% band, and is therefore concluded that the limits are consistent with

expectation. The expected limits from the previous HAWC analysis of the Fermi Bubble region

are also plotted for comparison when available (Figs. 7.22 and 7.24). To further verify the limits

are within expectation across all channels, a complete set of plots was made for the Einasto profile

annihilation case and is shown in Figures 7.25 and 7.26 at the end of this chapter.

7.8 Conclusion

Although no significant evidence of dark matter gamma-ray emission was found, the new constraints

on dark matter annihilation and decay derived from this analysis show a marked improvement over
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Figure 7.21: Statistical bands for 95% CL upper limits on dark matter annihilation into
the bb (left) and τ+τ− (right) channels assuming a Burkert spatial profile. In all cases, the
actual limits fall well within the expected range from statistical fluctuations.

Figure 7.22: Statistical bands for 95% CL upper limits on dark matter annihilation into
the bb (left) and τ+τ− (right) channels assuming an Einasto spatial profile. In all cases,
the actual limits fall well within the expected range from statistical fluctuations. The
expected limits from the previous HAWC (Fermi Bubble) analysis [24] are also plotted to
more clearly show the improvement in sensitivity from this analysis independent of
statistical fluctuation effects.
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Figure 7.23: Statistical bands for 95% CL lower limits on dark matter decay into the bb
(left) and τ+τ− (right) channels assuming a Burkert spatial profile. In all cases, the actual
limits fall well within the expected range from statistical fluctuations.

Figure 7.24: Statistical bands for 95% CL lower limits on dark matter decay into the bb
(left) and τ+τ− (right) channels assuming an Einasto spatial profile. In all cases, the
actual limits fall well within the expected range from statistical fluctuations. The expected
limits from the previous HAWC (Fermi Bubble) analysis [24] are also plotted to more
clearly show the improvement in sensitivity from this analysis independent of statistical
fluctuation effects.
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Figure 7.25: Statistical bands on the 95% CL upper limits on the velocity-weighted
annihilation cross-section 〈σv〉 for the bb (top left), τ+τ− (top right), tt (bottom left), and
W+W− (bottom right) dark matter spectra assuming an Einasto profile. This is a
supplementary figure meant to demonstrate the all channels are within statistical
expectations for a given case.

the previous published results in Ref. [24]. In addition, the inclusion of the electroweak corrections

dramatically improves the results for the W+W− channel due to the higher relative flux at the

highest energies. Furthermore, the background is now better estimated and does not contain the

strong negative flux artifacts seen in [24]. As expected, the limits are relatively robust against the

large uncertainties arising from the density profile choice. Rather than the multi-order-of-magnitude

systematic that one would expect if only the Galactic Center were considered (see Fig 7.1), these

results differ by less than a single order of magnitude between the profiles.
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Figure 7.26: Additional statistical bands on the 95% CL upper limits on the
velocity-weighted annihilation cross-section 〈σv〉 for the e+e− (top left), µ+µ− (top right),
and Z0Z0 (bottom) dark matter spectra assuming an Einasto profile. This is a
supplementary figure meant to demonstrate that all channels are within statistical
expectations for a given case.
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CHAPTER 8

SUMMARY

This dissertation used data from the HAWC detector to probe cutting-edge physics beyond the

Standard Model. The techniques by which HAWC is able to detect cosmic gamma rays were

demonstrated and the many advantages of HAWC in probing ultra-high energy gamma-ray physics

were detailed. It was shown how HAWC data can be used to explore unanswered questions such as

the nature of dark matter and the limits of Lorentz invariance. In particular, a search for evidence of

WIMP dark matter in the Milky Way Galactic Halo was performed. To accomplish this, simulations

of the dark matter density profile were combined with estimates of the HAWC sensitivity to dark

matter-like energy spectra. This allowed strong constraints on dark matter annihilation and decay

from the Galactic Halo to be derived that are insensitive to the large uncertainties arising from

systematics in the dark matter spatial distribution. Multi-hundred TeV photon spectra were also

significantly detected from HAWC sources within the Galactic Plane. These results lead to the

strongest constraints on Lorentz invariance violation to be published at the time of writing.

The work of this dissertation was made possible by the ongoing development of new algorithms

and reconstruction techniques within the HAWC collaboration. Probing the Galactic Halo required

the creation of a novel background estimation technique that relied on HAWC’s wide field of view

and strong ability to discriminate between gamma rays and cosmic rays. Meanwhile, the constraints

on Lorentz invariance violation were enabled by the improved energy resolution from a machine

learning technique. HAWC has recently completed a reprocessing of all archival data using an

updated set of algorithms that can lead to compelling follow-up work on these results. Combining

the new background technique with the re-optimized energy estimators will allow for Galactic dark

matter to be probed at even higher masses, as well as for analyses that require precise energy

resolution such as gamma-ray line searches.

Even more improvements can be made to these analyses by the inclusion of the outrigger tanks

constructed around HAWC. A new reprocessing of HAWC data incorporating the outriggers into

the reconstruction is currently in development. This will extend the dynamic range of HAWC to
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even higher energies and allow for even better energy resolution, allowing HAWC to probe Lorentz

invariance further. This improved energy resolution will also lead to stronger constraints on dark

matter from the Galactic Halo at high masses, especially when combined with the improved energy

estimators. In addition to these changes, HAWC is constantly collecting events and adding to its

data archive, meaning its sensitivity to all classes of astrophysics will only improve with time.
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REMOTE CONTROL AND MONITORING

Maintaining HAWC’s near 100% duty cycle requires a robust system for remote monitoring. Mon-

itoring data must be transferred off site in an efficient manner that is robust to potential network

outages. On-duty shifters must be able to view diagnostic information in a clear, user-friendly way

that updates in real time so that experts can be notified of potential issues. These experts also

require readily available tools to obtain more in-depth information, as well as archival monitoring

data, to check for abnormal behavior and transients.

Two systems exist to meet these goals. Data collection is handled by the Advanced Tracking of

HAWC Experiment Notifications and Alerts (ATHENA) system. This is a Python library designed

for polling the experiment hardware and storing the information in MySQL [80] database tables.

While the polling routine must be designed independently for each monitored component, ATHENA

automatically structures the user-provided fields in a standardized way and comes with a built-in

version control system should the definition of a data stream change. This allows new components

to be added to the monitoring logic by simply adding a new polling script that registers the new data

stream with the main ATHENA server and creates a data table for it. Previous monitoring systems

were based on ASCII files with no standardized format, which often caused issues with parsing data.

ATHENA deals with all formatting on the back end and guarantees any new data streams will be

consistent and accessible. Most components are polled on the order of every minute, giving an

effectively real-time view of the detector’s health. Insertion into the database is then passed by a

ZeroMQ [81] wrapper within the ATHENA server library. Approximately 8 Gb of data are written

to the database per year.

ATHENA also handles transportation of monitoring data to the off-site computers where it

can be easily accessed. This is done using a database synchronization routine custom-written in

Python for ATHENA. This routine checks both the on-site and off-site versions of a given table and

compares the time column of each row. It will then write a SQL query to copy only entries more

recent than the latest entry in the off-site database, preventing unnecessary load on the network.

Tables are synchronized sequentially one at a time in two loops; one for smaller tables and one for

larger tables. The synchronization process is launched and completed roughly every minute, keeping
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the off-site information updated at nearly the same cadence as the monitoring polling is performed.

Any attempt to synchronize will time out and re-launch with approximately the same frequency

(with a more permissive timeout for the larger tables), preventing a transient bad connection or

slow table from interrupting the entire monitoring process. In the event of a longer network outage,

a more brute-force script can be run by hand to move data off-site in smaller packets and catch up

the monitoring more efficiently than a single synchronization pass. These optimizations mean only

around 20 kilobytes of data must be sent during each synchronization instance to keep everything up

to date, which is well within the tolerance of the network. When originally designed, this process

was further complicated by an unreliable microwave link internet connection that was prone to

outages. Unexpected outages could cause the sync routines to hang and would require they be

restarted. A second master script run through the Crontab was implemented to automatically kill

and restart a hanging sync script, as well as clean up duplicate sync processes. This process has

become mostly redundant with the advent of a more reliable cable connection, but still exists for

the sake of safety.

A user-facing display of the monitoring is handled by the HAWC Observatory Monitoring for

Experiment and Reconstruction (HOMER) system. This a collection of webpages and apps gen-

erated using the PHP language for preprocessing HTML [82]. It uses the built-in SQL wrapper

libraries for PHP to access the ATHENA database and sort data into arrays. The HOMER home-

page contains a summary of the most critical site components as well as links to subpages with

more details on individual aspects. The homepage is meant to be intuitive even to novice users and

display the most critical information up front, with color codes to indicate whether a component

is in a normal state or potentially problematic one. Critical information on the homepage includes

the run status (for both the main DAQ and the outrigger nodes), electronics’ temperatures, scaler

rates (abnormalities in which indicate a possible detector malfunction), and overall status of the

high voltage, as shown in Fig. A.1. HOMER also displays the age of the data in each stream, letting

users know how up-to-date the current state is with more color-coded text if the update cadence is

slower than expected.

The more detailed sub-pages for various monitoring streams rely on a Google Charts API for

plotting [83]. While this API introduces an external dependency, it provides a very convenient
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Figure A.1: A screenshot of the main HOMER home page. It includes all essential
summary information such as total scaler rates and temperatures. The tabs on the left
hand side are links to pages with further monitoring details.

way of making well-formatted plots that are optimized to be readable. Google Charts also includes

routines for making plots dynamic, allowing users to easily zoom in or out and get the exact value of

a data point by dragging the mouse over it. Each dedicated page also contains a menu for drawing

plots with custom time-ranges as inputted by a user in order to easily access older data to take a

long-term view of hardware performance when needed. See Fig. A.2 for a sample sub-page showing

the various features available to users.

A second version of HOMER exists at the HAWC site with reduced features. It is meant

to be both lighter-weight and independent of the Google APIs, allowing it to run even if the

network connection is down albeit without the user-friendly features of Google Charts. Since it

is only meant to be used by the crew and other experts on site, it is optimized for reliability

and conciseness rather than accessibility by inexperienced users. The homepage contains only the

critical information component and the side tabs link only to pages that only need to be accessed

for on-site troubleshooting, such as scaler rates and electronics status. Since it runs on the same

machine as the on-site database, it does not need to wait for a database sync to complete before

updating and it in real-time up to the polling frequency of the various ATHENA scripts. This
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Figure A.2: Sample HOMER sub-page plot showing the CPU load on the site computers.
Included also are fields for plotting a custom time range and the option to download a
printable version. Many plots such as this exist for reading historic monitoring data.

system has proven vital during extended network outages so anyone physically at site is able to

quickly diagnose the detector state. The plots here are generated by launching Python scripts once

the SQL data is parsed, generating static figures. It also contains pages with JavaScript functions

to turn high-voltage channels on and off. These pages directly access the high voltage modules to

display status when loaded and have no intermediate dependency on the database polling. This

allows any crew at site to quickly toggle high-voltage channels and view their status without relying

on knowledge of the underlying scripts (see Fig. A.3 for a view of the control pages). These features

are only available in the on-site version of HOMER to minimize the chance of an accidental channel

trip by an off-site user or tampering in the event of a security breach of the off-site computers.

In addition to the HOMER system, a second web page known as the Online Plots is used for
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Figure A.3: High voltage control pages for both the main array(top) and the outriggers
(bottom). The buttons on these pages allow for channels to be easily toggled on and off.
This page exists only in the on-site version of HOMER to prevent access by non-experts.
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Figure A.4: Sample Slack alert sent by one of the many automatic monitoring scripts at the
HAWC site. This alert indicates a FEB is running hot and includes a timestamp of when
the high temperature was detected. To avoid saturating the channel, alerts are sent with a
decreasing frequency if the same problematic state is detected multiple polls in a row.

monitoring. These pages consist of static figures and HTML text generated at site and transferred

to the off-site monitoring using rsync. The plots on this page are meant to provide a lighter-

weight snapshot of the detector status as well as give details from the online analysis such as the

current significance of bright sources on a given day. It also includes displays of the main array

and outrigger statuses and more technical diagnostic plots of various electronic components.

Another component of HAWC remote monitoring is the Slack alert system. This consists of

a series of Python processes that poll various DAQ components in much the same way as the

ATHENA scripts. However, instead of inserting results into a database, these scripts check for

abnormal responses and send alerts to the HAWC Slack workspace if one is detected. Alerts of this

type exist for the high voltage, low voltage, run status, AC voltage, FEB temperatures, output file

sizes, and data copying. Each alert is constructed to send appropriate details (such as which high

voltage channels have tripped) if a problem is detected, as well as to temporarily silence themselves

after a certain number of alerts if no change in state is detected to prevent overloading the Slack

channels. These alert experts to critical issues in real-time and allow a quick response to correct

the problem. An example of one such alert displayed in the Slack workspace is shown in Fig. A.4.
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