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ABSTRACT

A NEW BRAZILIAN ENERGY PORTFOLIO: THE CASE FOR SUN AND WATER

By

Erik Jacob Brown

The Amazon is a delicate ecosystem that has global-scale environmental and climatological

impact, and is at risk of overdevelopment, over-modification and destruction. Issues associ-

ated with the installation and operation of traditional reservoir-dam systems in the Amazon

are examined, and it is suggested to supplement the current Brazilian energy portfolio and

replace future dam plans with hybrid in-stream generator and photovoltaic systems to pro-

vide for distributed renewable microgrids as well as on-grid power needs. These systems can

be installed at various scales, from a single-household off-grid implementation, up through

and including offsetting or replacing current and future planned large-scale dams for on-grid

use. This solution offers a socially and environmentally safer alternative to dams, by re-

ducing or eliminating several issues with reservoir-based dams: deforestation for reservoirs,

flooding from reservoirs, displacement of local families, inhibition of sediment and marine

life transport, and greenhouse gas emissions. The financial and energetic feasibility of the

proposed system is compared, including transmission costs, to several common electrification

methods. Other supporting topics are also investigated, such as the fish-friendly design of

in-stream devices, and the maximum reach of the proposed hybrid microgrid system relative

to the in-stream deployment sites.
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CHAPTER 1

INTRODUCTION

The Amazon Basin is the largest drainage basin in the world, with an area of 7.8 million

square kilometers [197]. The Amazon is made up of eight countries: Brazil, Bolivia, Peru,

Ecuador, Guyana, Venezuela, and Suriname. Within Brazil, which accounts for around

64% of the Amazon Basin’s area [197], eight states are within the bounds of the Amazon:

Amazonas, Para, Maranhao, Rondonia, Roraima, Acre, Amapa, Mato Grosso, and also a

ninth state, Tocantins, if the so-called ‘Legal Amazon’ is considered (see Figures 1.1 and 1.2

for visuals of the regions of interest, with and without rivers shown, and Appendix A for

shapefile sources). The Amazon Basin also contains the world’s largest rainforest, covering

6.7 million square kilometers, and is home to tens of thousands of species of mammals, fish,

insects, and plant life [40]. Often referred to as “Earth’s lungs”, the Amazon region is a crucial

ecosystem, whose health can largely determine the environmental and climatological health

of the rest of Earth as well. Due to Brazil containing most of the area of the Amazon, the

policies and actions of the Brazilian government and peoples have a large effect on the overall

health of the Amazon. Misuse of the natural resources of the Brazilian Amazon have been a

historical issue, and still persist. Misuse can have several forms: deforestation for land use,

poaching and wildlife trading, excessive mining, water and air pollution, and introduction of

overly-invasive power generation systems. Due to the intense public effort of the Brazilian

government over the last 15 years to increase its citizens’ quality of life and protection against

misuse of the natural resources within their borders, focusing on the Brazilian portion of the

Amazon, called the Brazilian Amazon Basin from here on, can be an effective indicator of the

Amazon as a whole. The Brazilian government and related individual institutions release

several crucial datasets with information on: population, national power grid (called the

National Interconnected System, or SIN from the Portuguese wording), deforestation, energy

availability, and utilization of natural resources. With the aforementioned information, it is
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Figure 1.1: The Amazon Basin and the Amazon Extended or Legal Basin

possible to make conclusions about what the current and possible future energy resources

and needs are in the Brazilian Amazon Basin, which can act as a proxy for the rest of the

Amazon, where data may not be as readily available.

The questions of interest here are: who needs (and wants) electric power, how much do

they need, how to get them power, and at what cost (financially, socially, and environmen-

tally)? The Brazilian government addressed some these issues in 2003 with the start of the

Light for All program (Luz para Todos, or LPT, in Portuguese). The goal of LPT was,

similar to its predecessor, Luz para Campo, to increase rural electrification in Brazil, headed

by the Ministry of Mines and Energy (MME) department. According to the 2010 Brazilian

census, LPT reached approximately a 98.7% electrification rate in Brazil [86]. The increase

in electrification rate was achieved primarily in two ways: increasing the stock of large-scale
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Figure 1.2: The Amazon Extended or Legal Basin and major South American rivers

hydraulic power, and providing small thermal generators for off-grid communities. Though

this methodology may have partially solved the issue of getting power to the people in need,

it did not answer the question of what social and ecological costs the solution has. Some of

the costs associated with the large scale hydropower and distributed thermal systems are:

displacement of families and communities from reservoir construction, disruption of sediment

and ecological transport, enhanced greenhouse gas emission, and risk of environmental spill

while transporting thermal stock. These issues are reviewed in Section 1.1.

With these social and environmental costs in mind, naturally another question arises of

how should the increase in power demand be met in the future? Should Brazil continue

with the same methodology, or change to a new outlook for energy generation? Authors

such as [115] recommend changing to a “biomimetic” viewpoint, meaning modeling practices

and resource utilization with natural processes. These ‘natural’ systems can include: solar,

wind, biomass, and in-stream (also called hydrokinetic) turbines. The generation systems

3



that are not considered to embody the spirit of “biomimicry” can include traditional reservoir-

based hydropower dams and thermal systems that require risky fuel transport or harmful

environmental emissions. In Brazil, the non-‘natural’ methodology has been traditionally

employed, with large dam hydropower leading the country’s energy market.

Future installed power generation systems should be sized and located carefully for a

realistic and reasonable use of the produced power. In other words, there needs to be

separate consideration for power “for the people” and power that is required by big industry

and metropolis. For individual families or communities in the Amazon, small systems (on

the order of 500 Watts per person/household) should be implemented, and for big industry

or financial interests, scaled-up versions of similar systems can be utilized. In particular, in-

stream turbines and photovoltaic systems are examined here as flexible and friendly options

at both scales, which can reduce or eliminate further social and environmental implications

of energy generation in Brazil. This will be discussed further in Chapter 2.

1.1 Environmental and Social Issues with Dams

1.1.1 Environmental Issues with Dams

It is a commonly held belief that all hydropower is completely ‘green’ and ‘friendly’, however,

it is not entirely true. Dam (and thus reservoir) based hydropower systems present several

environmental issues: deforestation and flooding, sediment transport blockage, greenhouse

gas emission, as well as several ecological issues, such as fish migration blockage, marine life

injury risk due to the turbines, and also behavior changes due to the presence of the dam

and turbines.

1.1.1.1 Deforestation and Flooding

In order to produce the elevation change designed to drive the turbines in a dam at a given

water flow rate, and to help combat low water levels during water shortage events, reservoirs
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are dug from the ground and are filled up from the supplying river. The material removal

process often requires nearby forest and fauna to be removed along with the soil, resulting

in deforestation that is proportional to the area of the reservoir. The area of excavation

will then flood with water from the river that will stagnate at the dam. Depending on the

season and on the climatological conditions, the water level will rise and fall, resulting in

a partially filled reservoir, or depending on the efficacy of the planning for the maximum

flooded volume, could result in the local area becoming inundated with flood water that

spilled out of the reservoir. The modified landscape of the new water-land interface will also

shift over time, due to the motion of the water in the reservoir flowing towards the dam and

over the nearby land, causing more deforestation; the trees, fauna, and loosened sediments

will be introduced into the reservoir, where they will either sink to the bottom and build up

over time, or will continue downriver over the spillway.

1.1.1.2 Sediment Transport Blockage

Due to their generally higher density compared to water, sediments tend to sink to the

bottom of rivers and reservoirs, and will travel near to the riverbed. Without the presence

of a dam, the sediments that move along the riverbed would transport towards the ocean

where they would be buried. With dams installed, however, these sediments cannot pass by

as easily, and instead they build up in the reservoir in front of the dam.

1.1.1.3 Greenhouse Gas Emissions

Tropical biomes such as the Amazon, containing most of the world’s wetlands, are major

producers, transporters, and sinks of carbon due to their high temperatures, precipitation

rates, humidity, stocks of biomass, among other factors [120]. The vast areas of wetlands and

rivers in the Amazon have been found to be major contributors in the global carbon cycle,

contributing an estimated 470 Tg of carbon (C) from carbon dioxide (CO2) riverine evasion

[148] and 42.7 Tg of methane (CH4) each year [132]. This large potential for carbon emission
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in the natural carbon cycle has been hypothesized to be disrupted by the introduction of

dams. It has been shown that the deforestation associated with the creation of the dam

reservoirs leads to enhanced greenhouse gas emissions to the atmosphere [74]. Showing

whether reservoir-based dams in general lead to a net source or sink of carbon (in the form

of CH4 and CO2) has not been made concrete in the literature yet. Measurements have been

taken to calculate the gross emissions once dams are installed, however, net emissions require

measurements from before and after the dams were installed, which has been performed on

only one tropical dam: the Petit Saut project in French Guiana [1]. Another issue with the

current literature is that not every source of carbon was considered in each experiment: for

a full, consistent comparison at each dam, diffusion and ebullition (bubbling) of both CH4

and CO2, both upstream and downstream of the dam need to be measured [65].

1.1.2 Ecological Impact

Dams present several ecological risks to local marine life:

• Habitat and migration blockage

• Physical injury

• Behavior impact

These impacts will be reviewed in detail in Chapter 4.

1.1.3 Social Issues with Dams

Along with the environmental issues associated with dam-based hydropower, there are also

several social issues: household displacement by flooding, food source changes, or by lo-

cal changes to the social or physical infrastructure (‘modernization’), as well as diverting

awareness of local issues away from the area, such as for access to electricity.

6



1.1.3.1 Displacement by Flooding

The most immediate issue for households near to dam projects is flooding. When the reservoir

is created, nearby land might have to be converted to flooded area to provide for the dam

required height, depending on the dam design and the local landscape. Additionally, the

dam designers may not have accounted for the extremity of seasonal changes in climate and

river hydraulics or the exact contour of the land surrounding the reservoir that should not

be flooded, which may result in a larger area becoming flooded than originally planned.

1.1.3.2 Displacement by Food Source Change

As was mentioned in Section 1.1.1, one of the environmental issues with dams is the blockage

of migrating fish. The communities that rely on the marine life may lose their common fishing

spots, and would have to move further away from home, allowing less time each day to collect

food [38].

1.1.3.3 Displacement by Modernization

A generally slower developing, but equally concerning issue with the development of dams

is the social transformation of the area local to the project site. The transformations can

include, but are not limited to: conversion of undeveloped areas into tourist sightseeing loca-

tions, settling of local area by project workers, or constrictive purchase of lands surrounding

existing communities for project or public use [64].

1.1.3.4 Awareness of Local Issues

With the introduction of dams, it is possible that the outside view of the local people may

shift; it could be seen that because they are close to a large power producing structure, that

they do not need further assistance for access to electricity; it could even go as far as being

viewed as wealthy or well-off, simply due to being close to a dam. However, the reality is

7



that even in well-developed areas, the communities close to a dam and transmission line may

still not have access to electricity, and may rely on traditional means for daily life, such as

kerosene lamps instead of electric lights [60].

1.2 Drivers

The Brazilian Energy Research Company (EPE in Portuguese) estimated that there is

almost 2 GW of traditional hydropower planned to be built in the Brazilian Amazon Basin

between 2018 and 2027, as well as over 3000 km of powerlines planned [51]. The amount

of planned hydropower increases to over 8 GW when considering hydropower that are in

various other stages of planning, that could be accepted into the Brazilian ten-year plan at

any time [9]. It can be shown that at the 2010 Brazilian electrification rate, it is possible to

provide electricity to all households that were reported to be without energy by installing

or providing grid connections of approximately 500 MW of rated power (see Section 2.2.1).

This difference in planned versus needed power for the people demonstrates the need to

ask questions posed in Section 1, namely, where is the planned power going and who is

it benefitting? The goal of this work is to suggest and investigate alternatives to current

centralized dam-based power plans, in order to provide the greatest benefit to both the local

communities in need of electricity access, as well as the growing financial interests in the

Amazon while also to reducing or eliminating environmental and social impacts.
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CHAPTER 2

SUGGESTED ENERGY PORTFOLIO

2.1 Current Brazilian Amazon Basin Energy Situation

2.1.1 Current Energy Portfolio

As of 2017, there are two dominating power generation sources in Brazil; 68% of the energy

feeding into Brazil’s national power grid is from hydropower, and 22% is from thermal

systems (oil, gas, biomass, etc.) as is shown in Figure 2.1 [126]. The remaining 10% is

from all other forms of energy: wind, solar, nuclear, and others. The most dramatic change

in power plans for the future is for solar: there is a nearly 4-fold planned increase in the

solar capacity for the grid. The planned increase in solar is still relatively small compared

to the 11 GW of possible dam-based hydropower planned over the same time frame. To

distribute the generated power to the country, the current national electric grid extends

eastward and southward from the cities of Porto Velho and Manaus, towards the eastern

border and southern tip of Brazil. The area between and westward of those two cities and

also north of Manaus is nearly devoid of grid connections, as can be seen in Figure 2.2.

The area between Manaus and Porto Velho is shown to have no plans for transmission line

extension; however, it is unlikely that this will remain undeveloped in the future, due to the

high hydraulic potential in the Madeira and Tapajós rivers. There are also off-grid systems

(called isolated systems by ONS, the Brazilian electric grid operating government agency)

to provide power for the people who were not given a connection to the current electric grid.

These off-grid systems can comprise one or more of the following: thermal or gas generators,

water turbines, solar panels, or wind turbines. Brazil provides power to at least 246 of these

off-grid sites, almost all of which are supplied by thermal and diesel generators, servicing

approximately 760,000 citizens [128]. A visualization of the locations of the off-grid systems

9



Figure 2.1: The 2017 Power Capacity of the Brazilian SIN (source: [126])

in 2009 can be found in Figure 2.3. It is to be noted that although Figure 2.2 shows that

there are plans to extend the national grid from Manaus northward into Roraima, Brazil

currently does not classify the state of Roraima as being ‘on-the-grid’, and all power in

Roraima is generated by off-grid means.

2.1.2 Generation Plants Distribution

The power for the grid comes from various plants throughout Brazil, and is redistributed

among the different regions of Brazil (North, South, etc.), as is shown in Figure 2.4. The

excess energy is then exported to neighboring countries. It can be inferred from Figure 2.2

that Brazil intends to increase their energy trade with other South American countries, due

to the planned transmission line leading north into Venezuela. The possible future electric
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Figure 2.2: The current and future power lines of the SIN (source: [125])

grid system, called the “Arc of the North,” would aim at increasing electric exportation. All

of the operational generation plant locations for Brazil are shown in Figure 2.5, and all of

the operational Amazonian hydraulic plant locations are shown in Figure 2.6.

2.1.3 Amazonian Energy Potential

2.1.3.1 Hydraulic Energy Potential

Three of the most energy-important sub-basins within the Amazon Basin are the Madeira,

Tapajós and Xingu sub-basins (Figure 2.7), due to their large hydraulic potentials, shown in

Figure 2.8. Each of these three sub-basins, shown in dark blue, have around 15-30 GW of

hydraulic potential, most of which is untapped into.
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Figure 2.3: Brazilian isolated system locations (source: [125])

2.1.3.2 Photovoltaic and Eolic Energy Potential

The photovoltaic (PV, or solar) and eolic (wind) potential energy densities are shown in

Figures 2.9 and 2.10. The solar to eolic potential ratio for most of the Amazon is around 9,

showing that for most of the Amazon, wind is not a viable option. There are locations near

the ocean borders and further away from the forested areas of the Amazon that are more

suited for wind; the eolic potential is relatively low in the interior of the Amazon at heights

below 50 meters.

2.1.3.3 Bio-Energy Potential

There are several options to pursue biomass energy systems that have been reviewed in liter-

ature. Traditional methods of utilizing dedicated biomass crops and their associated wastes

are not considered as an option here due to the likely outcome of increased deforestation in

the Amazon and the conversion of rich, greenhouse gas absorbing land into degraded fields
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Figure 2.4: Snapshot of Brazilian energy balance (source: [123])

[56]. However, there are several alternative sources for feed stock that have been presented

in the literature. For example, [13] suggests using floating wood from the Madeira River to

power biomass generators. Others suggest using municipal solid waste to produce various

chip or pellet biomass forms [68]. It is recommended that existing biomass sources in Brazil

be pursued, such as on-site conversion of farm-based animal or existing crop waste products,

and not to pursue options that could lead to further destruction of the natural land use of

Brazil or the Amazon.
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Figure 2.5: Operational Generation Plants in Brazilian Amazon (source: [9])

2.2 Recommended Energy Enhancement

For the Brazilian Amazon Basin, there are several parties to consider with varying degrees

of interest and polarized directions of needs. Figure 2.2 shows the categories of Amazonian

energy beneficiaries and the suggested energy solution that is recommended to satisfy their

needs. The first split of scale-of-interests is between off-grid and on-grid: the off-grid needs

or the needs of the local communities, examined in Section 2.2.1, are smaller in scale than the

on-grid needs, examined in Section 2.2.2, which are the needs of the country, or of growing

financial interests.

2.2.1 Local Communities: Off-Grid Solution Methodology

The questions of who needs power as well as how much they need are naturally accompanied

by the question: why do they need power? There are two main answers to this question:
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Figure 2.6: Operational Hydraulic Plants and Transmission Lines in Brazilian Amazon
(source: [9])

the first answer being that, simply, the household has little to no access to power and would

like to have accommodations for lights, refrigeration, etc. The second answer is expanding

financial interests: industrial and commercial needs for power to increase manufacturing,

distribution, and/or efficiency. The needs of those who would answer with either the first

or the second response are fundamentally the same, i.e. they need power, but the method

to provide power and the amount needed can be very different. This difference is polarized

in the Amazon, due to a portion of the population living in rural regions of the Amazon,

possibly deep within the rainforest itself, far away from any city. The distribution of power

to these people who live far from the national grid becomes difficult and costly, in terms of

both infrastructure investment and landscape modification. For the people who are far away

from the current grid, it makes more sense to utilize the natural resources in the nearby

region to produce the power locally. For the communities and households that are close
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Figure 2.7: The Legal Amazon and major Brazilian sub-basins

to the current electric grid, or those who will be close to the future line extensions, it is

recommended to simply provide them with a direct tie-in to the grid. For those who do

not fit into these categories, an off-grid solution is necessary. The process for developing a

solution for future off-grid systems was as follows:

1. Develop a load model for an individual household

• Pick common household devices

• Assume daily usage habits

• Provide smart load-management concepts to reduce maximum load

2. Determine generation to meet load

• Determine ‘sunny hours’ that solar energy is available, as well as its potential

• Determine the maximum ‘non-sunny’ load to be met with in-stream turbines
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Figure 2.8: The hydraulic potential in Brazil (source: [7])

• Size PV to meet difference between hydro and peak load

3. Scale solution up to number of households of interest

4. Perform financial analysis

2.2.1.1 Load Development

The first stage of developing a load model is to select the devices that are ‘common necessities’

for the communities of interest. For the case of the Amazon off-grid communities, the

following devices were chosen to constitute the load model:

1. Refrigerator

2. Lights
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Figure 2.9: The direct normal solar irradiation potential in the Amazon, assuming an
overall 12% conversion efficiency (data source: [111])

3. Fans

4. Television

5. Small standalone freezer

With the devices known, the next step is to assume device instantaneous power requirements

and daily usage habits for the devices. The simplest case, as well as the worst case scenario,

is to assume that all devices are used at 100% capacity for 24 hours each day. Another

possibility is to assume that the refrigerator and freezer are the only devices that run all

day, in order to keep food preserved, and that the other devices follow the load curve shown

in Figure 2.12 and 2.13. This load model assumes that households are out working, playing,

and any other daily activity during the hours that the sun is out, and that the household

needs lights and fans during the evening and morning hours when the family is in the house.

Additionally, the model assumes that the household watches TV for a couple hours once the

sun begins to set.
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Figure 2.10: The eolic potential in the Amazon at 50 meter height, assuming an overall
45% conversion efficiency (data source: [111])

Another possible case for the load model is to introduce smart load management systems

that can reduce the maximum constant load and/or the peak load. One example of a smart

load management system would be to utilize a simple timing circuit on the more consistently

used devices, particularly the higher power devices like the refrigerator, to only run when

needed. For the case of the refrigerator, this could mean only turning it on for a few hours

in the evening when the door will be open for usage, and to keep it on just long enough to

keep the contents cool until the next day, see Figure 2.14.

Along with these two load models, several others were developed, all of which are shown

together in Figures 2.15 and 2.17, for loads met with and without batteries, respectively.

Load models 1-4 represent needs that are likely more aligned with the off-grid communities

that have not yet had electric access: these communities likely have lower power expectations,

and could simply enjoy having access to daily needed/desired devices. Load models 5-8 would

likely be enjoyed by any community, previously powered or not, however, these load models

are better suited for previously powered communities. This is due to the inclusion of more

devices included that these communities could be already used to having at least part-time
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(such as air conditioning), but will be more expensive and thus possibly more difficult to

persuade the funding bodies to accept.

The load models are shown with their optimally-low equipment cost generation curves (see

Section 2.2.1.3 for details). It can be seen for the profiles that have an optimum generation

mixture consisting of both PV and IST (as opposed to pure IST), that there is often more

energy delivered when compared to the load. This overshoot leads to an excess in power that

will be unused without battery or grid storage; however, this energy can be repurposed, such

as providing household cooling using the freezer with a split A/C system, as shown in Figure

2.16 as an equivalent reduced load. It is recommended to not use batteries, if possible,

from both a financial and environmental perspective. Environmentally-safe batteries, such

as salt water-based technology, can be very expensive to purchase, and cheaper, standard

lead-acid batteries, can be environmentally damaging to dispose of at the end of their life.

The lead-acid batteries in that they can be left in the dirt or water locally if easy disposal

procedures are not planned for or acted on.
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2.2.1.2 Equipment selection and preliminary financial analysis

The financial analysis begins with pricing components. For the off-grid solar system, the

following items were chosen as a financial reference setup:

• Peimer SG33OP panels (0.504 USD/Watt)

• Solarland SLB0103 universal tilt bracket (0.172 USD/Watt)

• Schneider Conext SW4024 inverter (0.440 USD/Watt)

• Assumed approximately 0.1 USD/Watt for cabling and couplings

The Peimar panels are rated at 330 Watts, and have 72 cells. The panels output at a maxi-

mum of 36.4 Volts DC (VDC), but likely at normal operating conditions (NOCT) will output

closer to 30 VDC, which is within the 20-34 VDC input required for the Schneider inverter,

without the assistance of a voltage transformer. The Schneider inverter allows for 120 or

240 V output, which can fit the needs of most existing off-grid devices. These items yielded
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Figure 2.14: Option for possible load by utilizing smart load management system
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Figure 2.15: Developed load models 1-8. The y-axis is the power consumption, in watts,
and the x-axis is the time of day, in hours. The green curve represents the optimal total
generation calculated, comprised of the yellow (PV) and blue (in-stream) curves, that meet
or exceed the load (the black curve).
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Figure 2.17: Developed load models 1-8. The y-axis is the power consumption, in watts,
and the x-axis is the time of day, in hours. The green curve represents the optimal total
generation calculated, comprised of the yellow (PV) and blue (in-stream) curves, whose
integrated power-time area meets that for the load (the area under black curve).

a PV system cost of 1.04 USD/Watt. At the time of developing this solution, little data

is available on the price of in-stream technology. In industry, only one ready-from-the-shelf

price data point was found: SmartHydro, based in Germany, offers a complete off-grid IST

package for 12,490 Euro or 14,580 Euro, depending on the available flow velocity and desired

mooring configuration [173]. This price can be equated to, at maximum generator output,

2.69-3.44 USD/Watt. At a similar time, [48] commented that the cost of IST technology is

around 2.5 USD/Watt, also noting the benefit of being environmentally safe. Combining the

IST and PV systems costs, and scaling by the unit load, it is calculated that the cost of the

off-grid solution is between 1.34 and 3.01 USD/Watt. The cost for all reported dams in the

Amazon Basin is 3.67 USD/Watt, and even higher for the Brazilian Amazon approximately

5.50 USD/Watt [70]. Comparing the costs, it is shown that the solution proposed here can

be economically viable and advantageous over dams; a more detailed analysis is presented

to determine the spatial extent and span of this statement, see Section 2.2.1.3.
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2.2.1.3 Generation Determination and Detailed Financial Analysis

After the load models were developed, the generation required to meet that load is de-

termined. Due to the energy potentials discussed in 2.1.3 for the Amazonian region, it is

recommended to utilize hydraulic (with in-stream turbines) and solar energy sources, as was

shown in Figure 2.2. The number of in-stream turbines depends on the maximum load during

‘non-sunny’ hours as well as constraints from the river: the average depth and transverse flow

velocity profiles, the intermittency of availability of the flow velocity, the depth and width

of the river, and the distance from the river to the community. The ISTs are to be placed

in the nearest, highest velocity river stretches to the community, and the power shared and

distributed to the households and common buildings. The number of PV panels depends on

the difference between the constant hydro-met load and the peak load, the time of day of the

maximum difference between the two, and the specific coordinate location in the Amazon.

The PV panels are suggested to be placed on the roofs of the individual households or on

top of central community buildings, both of which will provide the communities with the

most convenient solution, and hopefully provide the strongest feeling of ‘self-ownership’ for

the solution; the individual people and families can feel that they were considered and cared

for directly.

To evaluate the detailed financial analysis, a Microsoft Excel VBA-based script was

developed to be able to test a wide range of conditions, to automatically extract data from

an internet source [136], to logically locate and tabulate river conditions from a provided

dataset [41], and to facilitate rigid solver input-output, and to be able to more easily and

consistently adapt to the solution output signals, see Appendix C. The script is organized

with the following logic: user input is provided on an Excel sheet, which will be referred to

alphabetically here, “A”, which is then passed onto sheet “B” that will serve as the output

for the final script results. From sheet “B”, the coordinates of interest are passed through,

along with the number of community households, and an optional community name; the

coordinates are used to look up the hourly solar data over one year using another excel VBA
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script provided by Renewables.ninja [136] that pulls from sheet “C”. On sheet “C” are the

following variables: the user’s renewables.ninja APID, the coordinates of interest, the size

of the PV plant to design(1 kW), the desired solar model (MERRA-2), the tilt and azimuth

of the planned panels (0◦), and the additional system loss (10%). For each community’s

coordinate set, the PV data is extracted from sheet “C” to sheet “D”, with an assumed plant

size of 1 kW. The year of hourly data is averaged for each hour of the day, which will be

scaled by the required hourly PV rated power at the current solver iteration on sheet “D”.

The PV rated power is used as a scaling factor over the 1 kW script input plant size because

the solar data estimates the relative efficiency of the panel, utilizing a parameterized energy

performance model presented by [85], Equation (2.3). The solar script uses the MERRA-2

global reanalysis data to extract the location-specific 2-meter displacement height (T2M, zero

wind log-profile velocity), air temperature and irradiance to estimate the module temperature

via an empirical relationship to calculate the module heating and relative efficiency. The

relative power performance equation presented by [85] is then solved, using the free-standing

module temperature rise coefficient, Equation (2.2), which is reproduced here as Equations

(2.1) - (2.4).

Tmod = Tamb + cT ∗G (2.1)

cT = 0.035oCW−1m2 (2.2)

ηrel = 1 + k1 ln(G
′
) + k2

[
ln(G

′
)
]2

+ T
′
[
k3 + k4 ln(G

′
) + k5

[
ln(G

′
)
]2]

+ k6T
′2

(2.3)

P = PSTC ∗
G

GSTC
∗ ηrel (2.4)

Where G
′

= G
GSTC

, T
′

= Tmod − TmodSTC , GSTC = 1000W/m2, TmodSTC = 25oC, G is

the in-place irradiance, and Tamb is T2M and k1 − k6 are found from experimental data.

Once the PV data is imported, the approximately 30-year average river flow rate and flow

velocity was retrieved from a tabulated sheet of coordinate data, sheet “E”, at the nearest

river location to the community coordinate (found by using automated logic to search for

nearest reasonably-high flow rate, O(100 − 1000)). The river flow and cross-sectional area
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data comes from a leaf-hydro-flood (LHF) hydraulic model, carried out at a 2 km resolution

for the entirety of the Amazon River basin [41]. Once the nearest “large” river has been

found, then the highest river velocity in the surrounding tabular region (found by using

similar logic to the previous step to find tabular direction of river) is passed back to sheet “D”

where the solver setup and iteration can proceed. The turbine delivered power is calculated

from the river velocity found previously via use of a curve fit from data available on the

SmartHydroPower website [173], or equal to the rated 5000 W at the full-rated 2.8 m/s.

Equation (2.5) shows the power curve fit, where PIST is the generator-included power of

the in-stream unit, and C∞ is the free-stream velocity found for the given river location.

The in-stream unit is assumed to be able to operate at the calculated level 24/7, on average

throughout the year.

PIST =


196.43 ∗ C∞3.1336, if C∞ < 2.8 m/s

5, 000, if C∞ = 2.8 m/s

(2.5)

A nonlinear Generalized Reduced Gradient (nGRG) algorithm was utilized within the

VBA environment, using Microsoft Excel’s solver to evaluate the generation to meet the

load while minimizing cost. The nGRG method is a “...nonlinear extension of the simplex

method for linear programming" [97]. According to [96] and [97], this algorithm seeks to

solve a series of simplified, or reduced equations, which are summarized in Equations 2.6 -

2.13:

minimize F (x) (2.6)

subject to l < x < u (2.7)

where F (x) is the reduced objective function and l and u are the upper and lower bounds of

variable x. F (x) is the reduced form of the original function that is being sought to optimize,

f(X), with the basic variables (y) written in terms of the nonbasic (x):

f(y(x), x) = F (x) (2.8)
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At each iteration, the reduced gradient, ∇F (x) is solved via:

π =
∂f

∂y

T

B−1 (2.9)

∂F

∂xk
=

∂f

∂xk
− π

∂g

∂xk
(2.10)

Where k indicates an iteration count, and X̄ refers to a set of variables that satisfy the

original constraints, which can be written as g(y,x) =0, B is an mxm nonsingular basis

matrix when evaluated at X̄:

B =
∂g

∂y
(2.11)

The reduced gradient is used to calculate a direction d̄ to evaluate:

minimize F (x̄+ αd̄), for α > 0 (2.12)

Where α is chosen to satisfy the bounds on the original constraints. In the original function

form, this is equivalent to solving:

f(y, x̄+ αid̄) = 0 (2.13)

where only y is unknown (the “basic" or “bound" constraints), which can be solved with the

Newton-Raphson root-searching method.

The generation costs were calculated over the range of 1-2.8 m/s of river flow speed,

with 2.8 chosen as the maximum for the in-stream generator’s rated maximum power level,

assuming that there is cut-out control. The results are shown in are shown in Figures 2.18

and 2.19. If the load profile is modified then the results above will change accordingly. For

example, if the peak load is increased then the total cost will also likely increase, likewise

for increasing the maximum load during ‘non-sunny’ hours (in other words, there are two

peak loads to consider: sunny and non-sunny). The magnitude of effect of the change will

be dependent on the severity of the load change, as well as the flow velocity in question:

at high flow velocity, changing the peak non-sunny load will have less of an effect on total

cost due to the hydraulic potential being higher than at low velocity. Another change that
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Figure 2.18: Single household load profile with suggested generation profiles

Figure 2.19: Curve of base cost over the investigated range of flow velocities, costs
calculated over a 30 year equipment lifespan
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will have a significant effect on the above result is the temporal usage of the devices: PV

is used to shave the peak load, so if too many devices (namely, high power devices like the

refrigerator) are used around sunrise/sunset then the costs will likely increase, as PV does

not have enough potential at a reasonable scale to shave the peak load without batteries.

The next step was to calculate the cable costs associated with the particular optimal

generation case to meet the load. The SmartHydroPower unit comes with 50 meters of

cabling, which may be sufficient if the generator is not far from shore right near to the

community. Requiring the turbine to be right next to the community is convenient, but not

necessarily always the most energetically or financially feasible option. The optimal scenario

would be that the community has high flow velocity water within approximately 50 meters

of the water’s edge, where at minimum the cabling provided could transmit power to shore.

However, as it is possible that most communities are not right next to river locations with

high flow velocity, allowing the in-stream devices to be placed further away and transmit the

power over longer cables is a possible solution to keep costs low and power capacities closer to

rated levels. With longer cables, costs will also increase in proportion to the turbine system

rating as well as the distance to the nearest high-velocity river location. To calculate the

cable costs, the following is assumed: a maximum distance of 60 km between the community

and the ISG deployment site was allowed in the script (approximately half of a typical

medium voltage line maximum length), and a 10 American Wire Gauge (AWG) off-the-shelf

spool would be used as a basis for costs (ranging from 0.82 to 1.18 USD/meter, which was

approximated as 1 USD/m). The cable cost range examined here is 1,000-6,000 USD/km,

representing using only a cable bundle (or more likely, multiple cables) up to a low-cost

distribution network (transformers, external conductors, and other electrical components).

It is noted that the PV system is not under consideration when examining the cabling due

to the proposed placement of the PV panels being on the roofs of the community, thus, will

always be a short distance away from where the power is used. See Section 2.2.1.4 for further

details and results on the theoretical maximum distance that can be serviced at a given cost
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of energy goal. It is assumed that the 50 meters of cable is sufficient to reach from the

turbines to the shore, where conversion (from 3φ to 1φ) and transformation (from generator

voltage to 120 or 240V) can take place, and then the power transmitted to the community

(which can then be rectified if necessary), or, the generator phases can be “tricked” into

single phase (connecting to one of the three phases and the neutral line, or by using two live

phases), for low power situations, and then transmitted to the community.

To have a basis for comparison with the calculated cost of the proposed solution, several

possible common Brazilian energy generation or distribution methods were estimated: an

extension of the current national electric grid, the building of a new dam with distribution

lines, using a diesel generator, and also the 2019 Brazilian North region tariffs. Though the

tariffs represent the average charge for electricity while interconnected to the national grid,

it is recognized that this rate may not be accurate for communities that are far from the grid

without the aid of extra government incentive programs, due to the large costs incurred to

extend the grid over a long distance. Regardless, the tariffs act as a “golden standard” guide

for the cost effectiveness of a project, in that if a proposed system could meet or be lower cost

than the tariffs, it could be a strong incentive for further examination by the government

(ANEEL, EPE, ONS, MME, etc.) for utilization even beyond off-grid communities.

The first mode of energy provision is an extension of the national grid via a new transmis-

sion/distribution line network. To calculate the grid extension costs, two major perspectives

to calculate the line costs were developed: 1) use Brazilian government reported data as a

situational absolute; if the current method to supply any region with power is to build 230

kV line up to the point of distribution, then that is likely how it will be done for grid stability

and reliability, and so the perspective is an accurate basis or 2) use a range of electrical com-

ponent (high voltage (HV), medium voltage (MV), and low voltage (LV) lines, transformers,

etc.) pricing from the literature to model a transmission system. For both scenarios a wide

possible range of line costs were found, from approximately 6,000 USD/km, attempting to

develop a cheaper low-to-medium voltage distribution/transmission line, [55] up to 80,000 -
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410,000 USD/km, calculated from existing and planned HV transmission lines in the Brazil-

ian Amazon region ([129], [127], [122]). It is unclear at this time which value would be most

representative of extending a transmission line deeper into the heart of the Amazon, where

existing roadways and construction right-of-ways have not yet been established, the terrain

may be highly variable, and native lands and protected areas may be present that prevent

“shortest route” building, etc., thus a range of possible costs is considered.

The Brazilian line costs were used on their own as total cost per kilometer, due to no

additional information being provided about whether or not these are total project costs, or

some subset of the total. Thus, the Brazilian cost estimates will be dubbed “total line” costs,

as the line costs are assumed to capture all transmission costs, as opposed to just a “line”

cost, which here is meant to refer to the cost of the cable alone. Additionally, substation

costs were also not included, assuming that the distances and loads will not be significant

enough for substations to be required. From Brazilian data, it is calculated that an HV line

could extend anywhere from 4 to 168 km (on average ∼77 km) ([129], [127], [122]) between

substations. As long as the HV line does not extend far outside of the approximate range of

77-160 km, the assumption of not pricing a substation should hold. Equation (2.14) shows

the calculation of absolute grid extension costs in USD:

CONStot = CC ∗ L (2.14)

where CONStot is the total grid extension cost based on data from the Brazilian government

entity ONS, CC is the cable cost per kilometer calculated from the data, and L is the length

of cable extension.

The literature component costs were used differently: instead of assuming that the cable

cost is the “total line” cost, the cable costs are only one component of the whole system,

which is built up from the following:

• HV, MV, and LV cable costs

• transformers
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• household conversion equipment and connection costs

The LV line costs are calculated from an assumed inter-house distance of 25 meters [155] with

a cable cost between 10,611 USD/km and 12,000 USD/km ([133],[155]), and the MV line

is assumed to carry the power over a “typical” maximum distance of 120 kilometers to the

community [46] at a cost between 6,000 USD/km and 30,580 USD/km ([55], [99]) at which

point the HV line makes up the remaining distance, with a cost ranging from 90,000 USD/km

to 192,000 USD/km, depending on operating voltage [46]. The transformers are assumed

to cost between 39 and 1,000 USD per rated kW ([133], [155]), the household equipment is

assumed to cost between 263 and 367 USD per household ([133], [155]), and the household

connection cost is 149 USD per household [133]. The operation and maintenance costs are

assumed to be between 2-3% for the transformers and cables, respectively ([133], [155]).

The transformers are assumed to have 18% losses and a 10 year lifespan [133]. The total

cable length can be calculated by Equation (2.15), and the total grid extension costs were

calculated with Equation (2.16).

Ltotal = LLV + LMV + LHV (2.15)

Where L− is the length of cable for a particular voltage category, or total length.

CCOMPtot
=



(1 +OMMV ) ∗ CCMV ∗ LMV + ...

(1 +OMLV ) ∗ CCLV ∗HH ∗ dihs + ...

(1 +OMtr) ∗ (1 + LFtr) ∗ (T/ttr) ∗ (Ctr ∗ Ppeak ∗HH), ifLMV ≤ 120km

CCHV ∗ LHV + (1 +OMMV ) ∗ CCMV ∗ 120 + ...

(1 +OMLV ) ∗ CCLV ∗HH ∗ dihs + ...

(1 +OMtr) ∗ (1 + LFtr) ∗ (T/ttr) ∗ (Ctr ∗ Ppeak ∗HH), otherwise
(2.16)
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Where OM− is the operation and maintenance cost of the particular equipment in percent of

cable cost, CC− is the cable cost of a given voltage category found in literature in USD/km,

HH is the number of households examined, dihs is the inter-household distance, LFtr, ttr, Ctr

are the loss factor, lifetime, and unit cost of the transformers in percent, years, and USD/kW,

respectively, and Ppeak is the peak rated load power level.

The next mode of energy provision to compare the proposed solution to is the construction

of a new full-scale dam with transmission lines built to bring the power to the community.

Equation (2.17) shows the total estimated cost calculation of dam construction and power

transmission.

Cdamtot = Cdam ∗ UR ∗ Ppeak ∗HH +OMdam ∗ PMWh + CCBR ∗ L (2.17)

Where Cdam is the average calculated cost of dam construction (5.5 USD/W) in the Ama-

zon Basin and Brazil ([135], [189]), UR is the average global dam construction cost typical

underreporting ratio (values of either 1 USD/USD or 1.96 USD/USD [10] were considered

here), Ppeak and PMWh are the peak power and energy usage over a year in W and MWh,

respectively, OMdam is the operation and maintenance for a dam (2.31 or 5.8 USD/MWh)

[87], CCBR is the cable cost for transmission, assuming that the current Brazilian method

for power transmission applies, and HV cables will be used for most of the distance, and L

is the distance of cable. As was mentioned for the grid extension calculation, the Brazilian

transmission line costs are used at the total line cost, assuming that all costs are included

(right-of-way, projected operation and maintenance, etc.), due to a lack of information on

project cost components. Both the grid extension and the dam construction use the Brazil-

ian line costs, because unlike with a decentralized microgrid, the reliability of the national

systems (whether it is a new dam or the grid itself) is under closer scrutiny by any interests-

at-large, and so it is assumed here that the traditional HV line will be installed to reduce risk

of outages if the load spikes become too large. Similar to the grid extension, a transmission

network was also calculated from components in literature, which yields a cost calculated by
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Equation (2.18).

Cdamtot =



Cdam ∗ UR ∗ Ppeak ∗HH +OMdam ∗ PMWh + ...

(1 +OMMV ) ∗ CCMV ∗ LMV + ...

(1 +OMLV ) ∗ CCLV ∗HH ∗ dihs + ...

(1 +OMtr) ∗ (1 + LFtr) ∗ (T/ttr) ∗ (Ctr ∗ Ppeak ∗HH), if LMV ≤ 120km

Cdam ∗ UR ∗ Ppeak ∗HH +OMdam ∗ PMWh + ...

CCHV ∗ LHV + (1 +OMMV ) ∗ CCMV ∗ 120 + ...

(1 +OMLV ) ∗ CCLV ∗HH ∗ dihs + ...

(1 +OMtr) ∗ (1 + LFtr) ∗ (T/ttr) ∗ (Ctr ∗ Ppeak ∗HH), otherwise
(2.18)

The rating of a “full-scale” conventional dam that could be installed in the same river

location as the in-stream site is calculated by Equations (2.19) and (2.20) were utilized along

with the hydraulic data used to calculate the river velocity. The total head is calculated from

the sum of the static head (water height, h− and elevation, z−) across the site, and the kinetic

head at the site. This is converted into an equivalent total pressure and multiplied by the

flow rate (Q90) at the site to obtain the maximum theoretical extractable riverine power.

Htotal = (h2 + z2)− (h1 + z1) +
C∞2

2g
(2.19)

Pdam = ρ ∗ g ∗Htotal ∗Q90 (2.20)

Only a portion of the total power calculated will be diverted towards the community, whereas

most of the power is assumed to be directed to the existing electric grid. It is assumed that the

community would then be charged only for the power utilized, equivalent to the cumulative

community loads, Pcommunity =
HH∗Ppeak
Pdam

Pdam.

One major difference between the grid extension and the dam construction is the risk

of flooding and associated community displacement once the reservoir is filled. To estimate
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the reach of the reservoir, the average reservoir radius was calculated with respect to the

nameplate capacity of each dam:

Rres ≈
√

1.58 ∗ Pnameplate/π (2.21)

Where Pnameplate is the calculated theoretical capacity of the dam in MW, and 1.58 is the

calculated average conversion for Brazilian Amazon dams in km2/MW . With the reservoir

area determined, a constant radius circular shape is assumed, neglecting the local topography,

allowing for simple calculation of the reach of flooding. If the community is within the radius

of the calculated reservoir, then it is concluded that it is possible that there is a risk of

flooding for that community, and installing a full-scale dam at the in-stream site could lead

to displacement of that community. The sites at risk of flooding are marked with a red ‘x’

in Figures 2.22-2.23 and 2.25-2.26 .

The last mode of energy provision examined is a diesel generator. To calculate the cost

of energy of a diesel generator, typical usage from an Amazonian community in the state of

Amapa was calculated. From [144], using the power rating (90 kW) and yearly allotted fuel

consumption (27,600 liters), an estimated average load of 75% was calculated using power-

consumptions curves/tables for similarly sized diesel generators (80-100 kW) at a fuel rate

of ∼4.99 gal/hr. From this generator load, the number of households that the device could

equivalently support was calculated, based on a UPC peak load of 350 W and 1,490 W for

PC, yielding 192 and 45 households, respectively. There are two usage cases considered for

a diesel generator: meeting the same load pattern as the proposed solution, and meeting an

all-day constant, all-devices load (500 W for 135 households and 1,540 W for 43 households,

for UPC and PC, respectively). The latter is considered as the “best-case scenario” for having

constant access to all devices all day; however, the fuel costs would likely be too expensive for

many households, and as was mentioned in [144], would not be funded in the fuel allowance

(likely to be granted enough fuel for approximately 4 hours per day of usage, not 24), and

so this case is considered as a theoretical lower limit for the given examined conditions. The

diesel generator was quoted to cost 44,151.52 USD [144]. To calculate the fuel costs, the
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Brazilian 2019 average diesel cost [14] was converted into USD, which was found to be 2.60

USD/gal. The cost of diesel generator is shown in Equation (2.22).

Cdieseltot = Cgenerator + CRfuel ∗ 2.60 ∗ 8760 ∗ T (2.22)

Where CRfuel is the consumption rate of diesel fuel by the generator.

To explore the possible range of the proposed solution costs in the Amazon, several

sample sites were chosen, based on currently planned dams, as well as a few of planned dams

that were halted for environmental/social reasons, with the addition of a few extra sites to

distribute the locations more evenly among the three sub-basins shown in Figure 2.20. These

sites act as proxies for communities that could be present at these locations, and can serve

as locational case studies for examining the proposed solution as being a viable alternative

for full-sized large scale dams providing local power. Figures 2.21-2.26 show the results of

the microgrid sizing calculation by comparing the calculated proposed solution costs against

the calculated costs for an electric grid extension (Figures 2.21 and 2.24) and against a new

dam construction with distribution lines (Figures 2.22-2.23 and 2.25-2.26), where a red x

symbolizes a possible community flooding/displacement, depending on the reservoir built

for the dam. The costs are shown in terms of USD/kWh, which was calculated by dividing

the total costs by the load energy usage per household (hh) per year, 1,544 kWh/hh or 7,048

kWh/hh for UPC and PC, respectively, with the exception of the low-cost diesel, which

has a yearly usage at 4,380 kWh/hh, and then multiplying by the number of households in

question.

Figure 2.21 examines several cable costs on the feasibility of the proposed solution as

compared to an extension of the current electric grid, a diesel generator, and the 2019 tariffs

for a previously unpowered community (UPC). The sample sites show that a range of costs

were calculated, depending on the local river velocities, and their distance to the community.

At the extrema, for the low end of cable costs (1,000 USD/km), there are two sample sites

whose river velocities are 0.74 and 0.84 m/s that have costs above the high diesel generator
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River Velocity, V90

Figure 2.20: Locations of sample sites overlaid on top of river paths, with markers
representing the river velocity available at that location, based on Q90.

level, therefore these may not benefit from the proposed mix as much as other sites, and

there are around seven sites that have a lower cost than the 2019 rural tariff, which seems to

associate with river velocities above 1.54 m/s that are also generally close to high-velocity

river locations, that may most consistently benefit from the proposed energy mix. Three

of these seven sites also are within ∼90 km from a current transmission line, so could also

potentially receive a grid connection, if the low extension costs can be met, and no major

substation or electrical supporting structure needs to be built to support the additional

load. There are another three sites whose costs are in between the two tariffs, that could

also benefit from the energy mix, with the exception of one site that is ∼100 km from an

existing transmission line, that could also benefit from a low-cost grid connection. The

remaining sites have costs that lie somewhere in between the 2019 residential tariff and the

high cost of diesel lines, and are thus competitive with the current diesel generator method of

supplying power to off-grid communities; the communities that still need power could benefit
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Figure 2.21: Comparison of proposed UPC solution (green diamonds) with several common
energy generation and distribution methods. The costs associated with the electric grid
extension is shown by the purple range, a diesel generator is shown by the brown range and
the 2019 Brazilian North region residential and rural tariffs are shown by the black range.
The x-axis is the distance from the community to the nearest existing transmission line, in
km, and the y-axis is the calculated cost in USD/kWh over 30 years.
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Figure 2.22: Comparison of proposed UPC solution (green diamonds) with several common
energy generation and distribution methods. Dam construction with distribution lines is
shown by the gold range, with no underreporting factor included; the other ranges are the
same as 2.21. The x-axis is the distance from the community to the optimal in-stream
generation site, in km, and the y-axis is the calculated cost in USD/kWh over 30 years.
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Figure 2.23: Comparison of proposed UPC solution (green diamonds) with several common
energy generation and distribution methods. A new dam construction with distribution
lines is shown by the gold range, with an underreporting factor of 1.96 USD/USD included,
a diesel generator is shown by the brown range and the 2019 Brazilian North region
residential and rural tariffs are shown by the black range. See Figure 2.22 for axes.
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Figure 2.24: Comparison of proposed PC solution (green diamonds) with several common
energy generation and distribution methods. The costs associated with the electric grid
extension is shown by the purple range, a diesel generator is shown by the brown range and
the 2019 Brazilian North region residential and rural tariffs are shown by the black range.
See Figure 2.21 for axes.
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Figure 2.25: Comparison of proposed PC solution (green diamonds) with several common
energy generation and distribution methods. A new dam construction with distribution
lines is shown by the gold range, with no underreporting factor included, a diesel generator
is shown by the brown range and the 2019 Brazilian North region residential and rural
tariffs are shown by the black range. See Figure 2.22 for axes.
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Figure 2.26: Comparison of proposed PC solution (green diamonds) with several common
energy generation and distribution methods. A new dam construction with distribution
lines is shown by the gold range, with an underreporting factor of 1.96 USD/USD included,
a diesel generator is shown by the brown range and the 2019 Brazilian North region
residential and rural tariffs are shown by the black range. See Figure 2.22 for axes.
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from the proposed solution, and not need to depend on fossil fuels or government fuel credits.

Increasing the cable cost from 1,000 USD/km to 3,000 and 6,000 yields the expected result

of the costs associated with the in-stream generation to increase, and without the presence

of a battery, the total project cost increases. The two sites that had calculated costs above

the high diesel generator line increase in cost to a point where they are no longer shown on

the higher cable cost plots, but for the sites that have costs that were comparable to the

tariffs or diesel generator, the grouping of points remains consistently in the cost-competitive

range over the cable costs considered here.

Figures 2.22 and 2.23 examine several cable costs on the feasibility of the proposed

solution as compared to the construction of a new full-scale dam, a diesel generator, and

the 2019 tariffs for a previously unpowered community. As it was found from Figure 2.21,

there is a range of costs and thus feasibility of the proposed solution over the sample sites.

The distribution of results for the sites is consistent with the aforementioned results, with

the exception some sites across the examined cable cost range that are not as financially

feasible as the others: these sites have a higher cost than the full-scale dam, but are at

risk for flooding. For these sites, comparing the costs to a diesel generator leads to the

conclusion that the proposed energy mix is competitive, even if not more cost-effectively

than a dam, where the environmental and social safety compared to the full dam or diesel

generator could be considered to make up the difference. Again increasing the cable costs

from 1,000 USD/km to 3,000 and 6,000 yields two responses from the sample site costs:

sites that were less competitive become even less competitive (some sites have costs that are

high to be shown in the range of the figures), and the rest remain fairly well grouped in the

competitive range. Results for a previously powered community (PC) indicate very similar

trends to the UPC case, but at a slightly more cost-effective rate (see Figures 2.24 to 2.26).

The results also remain consistent over the cost of cabling considered. The examined values

of underreported costs for dam also did not change the overall resulting trend: the lower

cost rate solutions (those around or below the tariffs) are financially beneficial with the 1.96
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Table 2.1: Cables used as basis for investigation

Cable V (V) I (A) USD/m

1 600 15 0.849
2 600 30 5.157
3 600 95 10.335
4 600 325 12.830

underreporting ratio (thought more so than compared to the factor of unity), and the sites

that have higher costs are still less competitive comparatively.

2.2.1.4 Off-grid microgrids: the natural reach of rivers

Another perspective on providing power to the local communities is instead of asking how

economically they can receive power, asking how far can the community be from a high-

enough velocity river and receive electricity at a given goal cost of energy? Conversely, the

question could also be “high enough” river velocity to reach a certain distance? To find the

maximum distance of service, there are two paths that could be used: coupled and uncoupled

solution procedures. The coupled solution involves including the cable cost directly within

the script used to determine the optimal river location simultaneous with the generation

determination, minimizing distance and (and thus, cable cost) and maximizing river velocity

available. For this study, the uncoupled method is used for a simplified examination of

cable cost decoupled from the generation system costs. For this method, the generation

system is sized to meet the load and then the cable costs are calculated based on the output.

The cables used in the analysis are several “off-the-shelf" spools: the diameters are 18AWG,

16AWG, 12AWG, and 250MCM, ranging in cost from approximately 0.8 to 12.8 USD/meter,

see Table 2.1 for details of each cable. The power carrying capability of the cable is calculated

from the maximum rated voltage and the typical amperage carrying ability for that cable,

assuming a power factor of unity (voltage in phase with current, or the real power is equal

to the electric power, I ∗ V ).

To calculate the effective range of the generation system, the cost levels of 0.40 USD/kWh
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and 0.12 USD/kWh are used as a basis, corresponding to a diesel generator meeting the same

load profile as the suggested energy portfolio and the 2019 North Region Brazilian rural

tariff [8], respectively. The cost and carrying capacity of the cables are used to calculate the

theoretical power transmission cost, up to a typical medium voltage line usage of 120 km

[47]. After 120 km, it is assumed that a high voltage line has to be utilized, increasing the

cable cost for the distances greater than 120 km to 90 USD/m [47]. It is assumed that for

the size of community examined, an additional device for high voltage transformation will

be required, but that the price will be small in proportion to the assumed total system costs.

For a much smaller or larger community, this assumption will not hold as strongly, and high

voltage transformer(s) would have to be added to the costs.

The following system of constraints (Equations 2.23 - 2.25) are solved, and then an

analytical equation for maximum extension distance is solved (Equation 2.26):

Minimize (Cb,eq) (2.23)

Where Cb,eq is the total system equipment cost without cabling, in USD, and is calculated

as: Cb,eq = UCISG ∗ Pr,ISG + UCPV ∗ Pr,PV . Where Ẇ, r is the rated power of the ISG or

PV systems.

PISG(t) + PPV (t) ≥ Load(t) (2.24)

Where P is the instantaneous power delivered by the ISG or PV systems at time-of-day t.

NISG ≥ 0 & NPV ≥ 0 (2.25)

Where N is the number of ISG or PV generating units.

DMV =
gCoE ∗ kphy ∗HH ∗ T − Cb,eq

CCMV ∗ TF
(2.26)

Where DMV is the distance of extension using a medium or low voltage line (LV or MV,

simply named MV here) in km. gCoE, kphy, HH, T, CCMV , and TF are: the goal cost

of energy in USD/kWh, the load kWh/year per household, the number of households, the
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number of years for the lifetime of the equipment, the cable cost of the MV line in USD/km,

and the turbine factor, respectively. The turbine factor is a ratio of the designed ISG rated

power to the theoretical maximum power that the line can carry. If the extension distance

DMV is found to be greater than 120 km, then a second equation is used:

DHV =
gCoE ∗ kphy ∗HH ∗ T − Cb,eq − CCMV ∗ 120 ∗ TF

CCHV
(2.27)

Where DHV is the distance of extension using a high voltage (HV) line. It follows that if

Equation 2.27 is used, then the total distance of reach of the system is Dtotal = DHV + 120.

CCHV is the cable cost of a high voltage line, in USD/km. The turbine factor is not included

in the high voltage line calculation assuming that for the system rated power in question for

a typical off-grid community will be well-below the capacity of an HV line.

As can be seen from Figure 2.27 the behavior of the curves before the extension distance

reaches 120 km is generally well-behaved, in that a simple conceptual simplification can be

made: as a higher flow velocity is available, the farther that the generation mix can reach at

a given price point. After the 120 km crossover, there is a change in the magnitude of slope

the curves being dependent on the cost basis and cable of interest; however, the overall trend

stays consistent: the higher the flow velocity available, the farther away from the river that

the community can be located and have power provided in a financially-incentive manner.

For several cables, there is another slope change around 1.6 m/s (cable #4) or 2.3-2.4 m/s

(cables #1 or 3), which is caused by the assumption of TF not being able to go below unity,

in other words, at least one full cable has to be sized, and not a fraction of one. This yields

a curve that increases more slowly in extension distance over flow velocity, when compared

with a curve that would allow the TF to fall below unity. The maximum renewable grid

service distance is found to be approximately 150 km in the flow range investigated. At a

distribution distance of 150 km from a river location that has a flow velocity greater than 2.6

m/s, approximately 43.6% of the Amazonian area could benefit from the service and meet

the 0.40 USD/kWh goal cost of energy, or 35.5% for the Northern rural tariff.
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Figure 2.27: Reach of lossless cables at various goal cost of energy levels

2.2.2 Financial Interests: On-Grid Solution Methodology

Similar to the process for developing the off-grid solution, the on-grid solution is comprised

of the following steps:

1. Develop a load model

• Determine rated power to replace

– Underproduction of current dams

– Replacing planned dams

• Scale rated power to current grid trend

• Confirm that rated power is met

2. Determine generation to meet load
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3. Perform financial analysis

2.2.2.1 Load Development

The first stage is to develop a load model, which represents the power needs of the country

in contrast to individual communities. The load model is chosen as one that estimates

the contributions to the grid from the future planned hydropower, as well as making up

for current dam underproduction. However, it is not sufficient for a load model in this

analysis to be equal to a constant over time, because it is an unrealistic assumption that

the load (and thus, the load-following hydro) will be constant at all times. Instead, the net

underproduction and planned power (approximately 12 GW) are used as a scaling factor,

with load and generation data from ONS being the reference basis for scaling. The process

for scaling is shown in the input-output structure in Figure 2.28. The nameplate capacity

of the installed hydropower as well as the time history of actual supplied generation is

reported by ONS [124]. The yearly average actual generated hydropower is calculated via a

temporal integral, which is then used to calculate the ratio of the average power delivered

to the average nameplate capacity for the year. This ratio, as well as the ratio of average

actual delivered hydropower to the assumed average load (the modeled delivered power to

the grid), are used to scale the net load curve for the solution. The load curve will have the

same temporal shape as the actual grid hydropower generation. This load curve represents

an expectation of how the installed on-grid components could be utilized in replacement of

the planned dams and offset of underproduced power, in the scenario that the load injection

is temporally curtailed so that it follows the existing grid load behavior.

2.2.2.2 Generation Determination

As was suggested for the off-grid systems, is it recommended to meet the modeled load for

the on-grid system with a mixture of in-stream turbines and solar panels. One of the major

differences between the two solutions is scale: the on-grid will have a much higher power
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Figure 2.28: Load model development process for on-grid system

requirement for generation, due to the large dam plans for and the underproduction from

several large dams. Another difference between the two solutions is that it is recommended

that the solar panels be installed to float on existing dam reservoirs, instead of within

communities on rooftops. There are several countries that are beginning to develop floating

solar power: China, Japan, the United Kingdom, and Brazil, due to several noted positive

effects over standalone solar and hydro systems, if designed with adequate spacing [77]:

• Increased panel output due to increased cooling

• increased water saving due to decreased reservoir evaporation

• Decreased algal blooms, and increased water quality

• Decreased greenhouse gas emissions from reservoir

• Decreased plant cost of energy and resulting tariffs

For further discussion and investigation into floating solar panels, see Chapter 3.
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Unlike the off-grid solution, the on-grid case is a more “open-ended” problem to solve, as

the need to minimally meet a load is not an explicit condition; Brazil routinely sells power

to neighboring countries, and has also had issues with severe localized outages, thus Brazil

could benefit from an increased grid reliability from the increased number of generators. As

such, the calculated load profile serves as a soft guide, rather than a hard limit, meaning that

the generation designed to meet the load has increased flexibility. Using the same panels

for the off-grid case, covering only 1% of the reservoirs of underproducing dams, the floating

PV system could generate and deliver 7 GW out of the 12 GW designed. The 1% coverage

equates approximately 72.7 km2 out of of 7,262 km2 total available surface area (a total of

13,565 km2 was found, but the Chave do Vaz reservoir was ignored, due to its unrealistic

reported area versus the power and size of the dam). ISGs make up the difference of 6 GW at

the full-rated V90 of 2.8 m/s. The generation that was calculated to meet (and likely exceed)

the load model is shown in Figure 2.29. For this generation scenario, an extra 66.1 GWh is

added to the grid. Another possibility for a generation mixture can be found by assuming

the grid acts as a battery for the system, and so any “extra” power generated will be stored

by the grid, effectively reducing the total MWh needed to meet the required load. Shown

in Figure 2.30, this reduces the required in-stream rated capacity (the number of devices),

where the floating PV system still covers only 1% of the existing reservoir surfaces.

2.2.2.3 Financial Analysis and Discussion

For the PV system, it is recommended that the panels be installed floating on existing

reservoirs, which is reported to add 18% cost over traditional land-based systems [164].

The cost of the proposed energy mixture for on-grid usage was calculated to be 0.017-0.019

USD/kWh, over 30 years (assuming 365 days per year operation). The dams that could

be sized to meet the same load (12 GW of rated power), assuming the same yearly usage

as the proposed solution and installation cost of 5.5 USD/W, were calculated to operate at

0.052 USD/kWh, showing that the on-grid solution could be an economically viable portfolio
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Figure 2.29: Load model development process for on-grid system

addition for Brazil. Due to the basin-scale distribution of the reservoirs and rivers in question,

cabling costs were not included in the on-grid financial analysis, but would be a crucial detail

to include in future work to decide financial feasibility, or at least, the most cost-effective

magnitude of power to produce at (at the shown 10 GW, or at 100 GW, etc.). To estimate

an equivalent value compared to the replaced dams, the flow velocity of approximately 1.73

m/s was found to yield a similar cost per kWh of electricity supply. From hydraulic data,

assuming that rivers are represented by flow rates of greater than 100 m3/s, this minimum

velocity criterion is present in approximately 5,353 km worth of equivalent river length in

the grid cells. The found river lengths can provide sufficient spacing to fit the 5.26 million

turbines (with a 10 diameter spacing in between turbines) even if only a single one meter

diameter turbine is placed in each row. This warrants another optimization problem, where
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Figure 2.30: Load model development process for on-grid system

the number of turbines in each row can be increased (or an equivalent blockage ratio), as

well as the diameter of each turbine, balanced against the possible hydraulic effects on the

marine environment as well as the cable costs associated with transferring power from that

location to the national electric grid.
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CHAPTER 3

ENHANCEMENT OF GRID STABILITY WITH FLOATING SOLAR
PANELS

This chapter has been reproduced as originally published: Samer Sulaeman, Erik Brown,

Raul Quispe-Abad, Norbert Müller. Floating PV system as an alternative pathway to the

amazon dam underproduction. Renewable and Sustainable Energy Reviews, Volume 135,

2021. 110082. ISSN 1364-0321, https://doi.org/10.1016/j.rser.2020.110082.

3.1 Background

One of the numerous, and perhaps most transformative, changes that the power grid

is undergoing is the inclusion of renewable energy resources. In recent years, the pene-

tration of grid-level renewable resources such as wind power and photovoltaic (PV) sys-

tems has tremendously increased due to political, environmental, and economical incentives.

The rapid investment toward increasing the penetration level of renewable energy sources

has become one of the possible solutions to reduce greenhouse gas emissions, among other

social-environmental issues related to electric power production, aiming to replace the need

for fossil-fueled generators. Globally, the investment toward installing large wind and PV

farms, and hydropower plants (dams) have increased in the recent years, largely because

of the believed benefit over fossil fuel generation systems in regards to: environmental con-

cerns, global warming awareness, and economic incentives. Wind power, PV systems, and

hydropower plants have received more attention especially in regions where the output power

of these sources is potentially high. In the US, the projection of wind power and PV system

integration is assumed to reach 35% and 19% respectively by 2050 [186]. In other countries

such as Brazil about 68% of the electrical energy is currently coming from large dams, while

the contribution of other energy sources is around 32% [130]. However, the Brazilian gov-

ernment is planning to build more dams to meet the future increased power demand [130].
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On the other hand, many environmental and social concerns associated with hydropower

plants expansion in the Amazon region are still of concern, some of these concerns have

already been studied and extensively addressed in the literature [72, 98, 169, 177, 20, 178].

The utilization of an additionally balanced mix of energy sources may potentially provide

an alternative pathway to avoid the environmental and social impact of dam expansion in

Brazil while meeting the increasing power demand.

One of the promising applications of a generation mix that has gained attention recently is

the integration of floating PV (FPV) systems on the reservoir of dams. Some countries such

as China have already aggregated as much as 150 MW of FPV systems on flooded mining sites

and connected to the national grid [154, 194]. Other countries such as Japan already have

installed 22.66 MW of FPV systems; while countries such as Canada, Singapore and India

contribute to a small amount of worldwide installation of PV system alongside hydropower

plants [154, 194]. In the US, despite the fact that investment toward implementing FPV

system is limited, a study by Spencer et al. [175] shows that the investment of FPV systems

on man-made water bodies could potentially produce up to 10% of current national power

supply. In Brazil, where most of the electrical energy is currently coming from large dams,

installing FPV systems on the reservoirs of hydropower plants is still in its early stages.

Recently, FPV pilot projects were announced by the Brazilian government for the reservoirs

of the hydroelectric power plants of Balbina (State of Amazonas) and Sobradinho (State of

Bahia) [71]. Although the main goal of these pilot projects is to evaluate the performance of

FPV systems under different climatic conditions, the current experiences with the installed

FPV systems worldwide reveal some advantages of hybrid system deployment, especially on

reservoirs of dams. Such a hybrid system already offers a higher power dispatch flexibility

that PV power provides especially during high demand times (i.e., day time when the output

of PV system is potentially high), and adding more flexibility to the operator to dispatch

power generated by hydropower plants as such to be used during night and early morning

hours [154, 194].
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In the literature, several authors have evaluated possible scenarios that can be imple-

mented to minimize the environmental and social impacts associated with reservoirs in the

Amazon Basin as a result of building new large hydropower plants. In [12], the authors eval-

uated the Brazilian electric network expansion considering replacing large dams with wind

power plants. The authors’ findings suggest that wind power has limited potential as the

investment toward more wind power installation increases. With the limited deployment of

PV systems in Brazil, several authors have also discussed the potential electrical benefits of

PV systems in both grid-connected and off-grid applications, as well as the potential social

and environmental benefits, especially in rural and off-grid communities. In [17, 18, 16], the

authors have evaluated the transmission expansion and location-based marginal price along

with other issues such as energy import/export between Brazil and neighboring countries.

Others [168, 42, 114] have evaluated the deployment of PV systems in the rural areas where

the main grid is too far away to allow for economically-feasible expansion.

Large-scale deployment of PV systems in Brazil also has been investigated with regard

to grid-connected and building-integrated systems and their potential benefits to the electric

grid [103, 153, 11]. In [145], a literature review of FPV system configuration, application,

and its impact on water evaporation and CO2 reduction have been discussed. It has been

concluded that using the FPV system has a high potential of reducing CO2 emissions and

water evaporation. In [179], a sustainable hydro-solar model is proposed as an alternative to

the current model of power production in Brazil. [121] evaluates different FPV technologies

and their performance, and the authors conclude that the FPV system performance is mainly

dependent upon the technology used and the location of the PV system. Another benefit

is that the deployment of FPV could also lead to more favorable policies towards future

consideration of large-scale deployment of PV systems in Brazil. [200] also has shown that

a hybrid FPV-hydropower system improves the energy efficiency of the hydropower plant.

In [151], the electrical and economic benefits of installing a FPV system on the tropical

Gavião reservoir in Northeast Brazil have been evaluated. The authors have that is it eco-
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nomically viable, besides the environmental benefits, it is also economically viable. Further,

[137] examines the environmental and socio-economic impacts of large-scale deployment of

photovoltaic systems in Brazil. In [170], a case study on the hydroelectric plants of the

São Francisco River basin has been presented, wherein the technical and economical pro-

cedures for sizing the FPV system and the coordination with hydroelectric plant operation

have been evaluated. Besides the environmental gain, the results also indicate installing

FPV could potentially increase the hydroelectric plant production flexibility by 76% and the

capacity factor by 17.3% on average.

A utilization of mixed generation resources may potentially provide an alternative ap-

proach that can be fully implemented and utilized to avoid the environmental and social

impact of dam expansion in Brazil while meeting the increased power demand. The work

presented here focuses on assessing the contribution of FPV to the adequacy of generating

capacity of the Brazilian electric system. The capacities of FPV systems are designed to off-

set the hydropower dam underproduction and an alternative pathway to large dam expansion

is proposed. FPV systems are installed and integrated alongside the existing dams to offset

the current underproduction capacities, enhance the existing power sources and provide an

alternative pathway to meet the increasing power demand. System adequacy is evaluated

by calculating system reliability indices before and after adding FPV systems. Further, the

correlation between PV output and system load is evaluated, and the environmental and

social concerns associated with dam expansion in the Amazon Basin are briefly discussed.

This work evaluates the benefits of adding FPV systems on the system adequacy and is not

intended for security assessment. The main contributions of this work are: 1) Evaluating

the potential contribution of floating PV systems to the Brazilian power grid. 2) Investi-

gating the enhancement the existing power sources by installing FPV on existing reservoirs

to provide an alternative pathway to meet the increasing power demand. 3) Evaluating the

correlation between FPV output and system load. 4) Evaluating the contribution of large-

scale deployment of FPV systems to the system adequacy. System adequacy is evaluated
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with respect to the current underproduction of dams and the required capacities of FPV sys-

tems that are needed to offset the current underproduction of dams. In addition, reliability

assessment is used to evaluate the potential benefits toward installing FPV systems on the

reservoirs on the overall system reliability. Adequacy of generating capacity of the Brazilian

electric system is evaluated in several case studies with different scenarios. System reliability

improvement, in terms of reliability indices, is also evaluated with and without the addition

of a FPV system. Metrics commonly used for reporting bulk power system reliability are

utilized in this work: loss of load probability (LOLP), Loss of Energy Expectation (LOEE),

expected demand not supplied (EDNS), and loss of load frequency (LOLF). Also, the en-

vironmental and social concerns associated with dam expansion in the Amazon Basin are

briefly discussed.

The remainder of this paper is organized as follows. Section 3.2 presents an overview

of the current power system in Brazil. Section 3.3 discusses the environmental and social

impact of hydropower dam expansion. Section 3.4 discusses an alternative pathway to dam

expansion and the proposed solution. Section 3.5 describes the adequacy of power system and

evaluation of reliability indices. Section 3.6 presents system modeling. Section 3.7 provides

several case studies, results, and discussions thereof. Section 3.8 provides concluding remarks.

3.2 An Overview of the Current Brazilian Electric Power System

The Operator of the National Electricity System (ONS), which is responsible for the

coordination and control of the generation and transmission installations in the National

inter-connected system of Brazil under the supervision and regulation of the National Elec-

tric Energy Agency (ANEEL) has listed the current installed power capacities including

transmission line expansion need to meet the increasing demand [30]. These statistics are

listed in Table 3.1.

Currently, the largest power source in the Brazilian power network is the hydropower

dams, with an installed capacity exceeds 109 GW and it is projected to increase to 114.395
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Table 3.1: Current installed power capacities and projection of capacity planning increase
by year 2023

Power Installed Projected Percentage
source Capacity Capacity of Capacity

(2018) (2023) Increase
(GW) (GW) (%)

Hydro 109.058 114.449 4.710
Thermal+Gas 12.821 17.780 27.890
Oil–Diesel 4.614 4.900 5.830

Coal 2.672 3.0170 11.430
Biomass 13.696 14.028 2.370
Nuclear 1.980 1.980 0.000
Wind 14.142 17.177 17.670

Solar (PV) 1.780 3.630 50.960
Others 0.779 1.000 22.100
Total 161.552 177.961 9.220

GW by the year 2023 [130]. Other resources such as wind and PV power contribute to

a smaller percentage comparing with hydroelectric power plants as indicated in Table 3.1.

Currently, solar power contributes to only 1% of the system total installed capacity, on

the other hand, wind contribute to around 9%. However, the projection of PV power in

the year 2023 will increase by 51% while wind power is projected to increase by 17.7%.

However, the Brazilian government has recently previewed several pilot-projects on floating

PV (FPV), this largely because of the high incidence of solar radiation that powers PV

systems [103, 114, 42, 11]. With the need for more generating capacity expansion, the

Brazilian government is planning to expand the existing transmission lines to meet the grown

demand, especially with the largest power sources (hydropower dams) being located far away

from the major loads. Fig. 3.1 shows the interconnected system of Brazil as adopted from

[130].

3.2.1 Underproduction of Dams

Dams with reservoirs act as natural hydraulic batteries that resist high-frequency changes

to water levels. The reservoirs, however, can not adjust sufficiently for long-term or severe
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Figure 3.1: Brazilian interconnected system [130].

changes in rainfall or other climatological factors. As a result, dam systems cannot always

produce their average rated power when water levels are below an acceptable level to produce

the head drop necessary for the installed turbines. Another factor that can affect the ability

of the dam system to produce power is economic feasibility; depending on the load on the

electric grid system at a given time of the day, it may not be profitable to run the turbines at

high load or possibly at all. Water estimations for the Amazon Basin indicate a drying trend

in the Southern and Eastern regions [178, 110]. This is decreasing the water supplies and

affecting the reliability of power generation [178, 110]. The Jirau dam and Santo Antonio dam

on the Madeira River in Brazil, completed in 2013, are estimated to generate only a fraction

of the projected power (3 GW each) due to the smaller storage capacity of run-of-the-river

reservoir [178, 167]. Belo Monte dam on the Xingu River, completed in 2016, is also estimated

to produce only 4.46 MW of the projected power (11.23 GW) [100, 167, 110]. Another factor

affecting the power generation is the deforestation in the Amazon River Basin, which is being
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investigated by [178]. In the Xingu Basin, the location of the Belo Monte dam, with changes

in rainfall, the projections of forest loss could reach 40% by 2050, and could potentially lead

to 25% reduction of the current power capacity [178, 116]. In Brazil, it can be estimated

that there is around 12 GW of underproduction of rated capacity considering operational

dams [30]. The nominal capacities of the dams, fiscal power production and underproduction

percentage as calculated from the reported values in 2018 by [30] are shown in Table 3.2.

3.2.2 Wind and PV Power in Brazil

In Brazil, the largest state in the Amazon is the state of Amazonas, with a large surface

area of 1,559,148 km2. As shown in Figures 3.2–3.4, the Amazon region has a strong solar

radiation and high potential of PV power output [193]. Despite the seasonal variation and

climate characteristics along the Brazilian territory, the total daily average value of solar

irradiation as recorded for 16 years (1999–2015) shows that the global irradiation is fairly

uniform with a maximum daily average value reaches 46.2 kWh/m2. Further, the daily

average of PV potential power as recorded for the same period of time along the Brazilian

territory ranges between 3.8–4.8 kWh/kWp, with yearly average ranges between 1387–1753

kWh/kWp. The amount of solar radiation and potential of PV along Brazilian territory is

considerably high comparing to the majority of the European countries where more invest-

ments towards PV power installation have gained a great momentum [22]. Although Brazil

has on average a high PV power potential compared to some leading countries, such as Japan

with GHI of 1022–1607 with a total installed capacity of 56,162 MW, Germany with GHI of

949–1241 with a total installed capacity of 45,452 MW and France with GHI of 494–1680

with a total installed capacity of 10,562 MW as shown in Table 3.3, Brazil has only accumu-

lated 2,296 MW of PV system so far [104]. According to [130], Brazil is planning to increase

the investment towards PV installations to bring the total projected capacity to 4,241 MW

by the year 2024. However, wind power has received more investments in Brazil along the

coastal areas where the potential of wind speed is high as shown in Fig. 3.5. Noticeably,
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Table 3.2: Dams underproduction

Dam Name
Nominal
Capacity
(MW)

Fiscally
Re-
ported
Power
(MW)

Percent
under
Rating
(%)

Ado Popin-
haki 22.600 16.950 25.0

Alto Bened-
ito Novo 6.500 2.192 66.3

Balbina 250.000 249.750 0.1
Bariri 143.100 136.800 4.4
Belo Monte 11233.100 3938.570 64.9
Bugres 24.120 11.120 53.9
Cachoeira do
Ronca 0.900 0.340 62.2

Calheiros 19.528 19.000 2.7
Canastra 44.800 42.500 5.13
Capigui 4.470 3.760 15.8
Capivari 18.738 18.090 3.5
Cedros 8.400 7.280 13.3
Celso Ramos 12.816 5.600 56.3
Chave do Vaz 1.600 0.680 57.5
Paranoá 30.000 29.700 1.0
Passo de
Ajuricaba 6.200 3.200 48.3

Passo do In-
ferno 4.900 1.332 10.6

Coaracy
Nunes 78.000 76.952 1.3

Venâncio 3.820 1.600 58.1
Congonhal I 1.816 1.616 11.0
Cristo Rei 1.800 0.960 46.6
Ernestina 4.960 4.800 3.2
Estreito 1050.000 1048.000 0.2
F 3.972 3.792 4.5
Ferraria
Gomes 252.000 168.000 33.3

Fontes Nova 131.900 130.300 1.3
Forquilha 1.118 1.0000 10.5
Glória 13.800 11.360 17.7

Dam Name
Nominal
Capacity
(MW)

Fiscally
Re-
ported
Power
(MW)

Percent
under
Rating
(%)

Pedrinho I 16.200 16.040 1.0
Pereira Pas-
sos 99.900 99.110 0.8

Piabanha 20.000 9.000 55.0
Porto
Colômbia 320.000 319.200 0.3

Primavera 25.700 24.740 3.7
Rio Fortuna 6.990 6.850 2.0
Ronuro 1.040 0.874 15.9
Santa Cruz 0.550 0.364 33.8
Santa Cruz 1.500 1.400 6.7
Santa Luzia
Alto 29.250 28.500 2.6

Santa Rosa 1.580 1.400 11.4
Santana 0.650 0.500 23.1
Santo Anto-
nio 3150.400 2286.100 27.4

São Domin-
gos II 24.660 24.300 1.5

São
Lourenço 29.990 29.100 3.0

São Manoel 700.000 175.000 75.0
São Pedro 2.160 1.500 30.5
Tudelândia 2.547 2.400 5.8
Walter Rossi 16.500 15.780 4.4
Ypê 30.000 27.400 8.7
Mello 10.680 9.540 10.7
Nilo
Peçanha 380.030 378.420 0.4

Mascarenhas 198.000 189.000 4.5
Marumbi 9.600 4.800 50.0
Marco Baldo 16.750 16.550 1.2
Jirau 3750.000 2100.000 44.0
Itiquira 157.400 156.000 0.9
Itapebi 462.000 456.000 1.3

as mentioned in Section 3.2, solar power has more potential than wind power especially in

the Amazon region largely due to: wind power having less potential power especially in the
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Figure 3.2: Direct normal irradiation in Brazil from 1999–2015 [193].

Amazon region where the tall, dense forests and low-pressure gradients are concentrated,

high potential of PV power within the Brazilian territory, and changing policies toward a

more balanced generation mix investment [103, 114, 42, 11]. Therefore, in this work, wind

power is not considered as an alternative solution to dam expansion in the Amazon Basin.

However, adequacy assessment of Brazilian power network is evaluated for generation mix

including the existing wind farms and PV systems.
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Figure 3.3: Global horizontal irradiation in Brazil from 1999–2015 [193].

Table 3.3: Installed PV capacity and the horizontal solar irradiation for different countries

Country Yearly Average Installed Grid-connected Off-grid
GHI (kWh/m2) Capacity (MW) (MW) (MW)

China 949–2118 175,400 175,032 368
Japan 1022–1607 56,162 55,989 173
U.S.A 330–2191 62,498 62,498 —

Germany 949–1241 45,452 45402 50
India 1241–2264 34,831 34,831 —
Italy 1022–1899 20,107 20,107 —

Australia 1387–2264 10,953 10,669 284
France 494–1680 10,562 10,532 30

South Korea 1241–1461 10,505 10,505 —
Spain 1095–1972 5,659 5,513 146
Brazil 1387–1753 2,296 1796 500
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Figure 3.4: Potential of average Photovoltaic power in Brazil from 1999–2015 [193].

3.3 Environmental and Social Impact of Dams

Contrary to popular belief, the notion of hydraulic dams with reservoirs being completely

green is inaccurate. Dams cause environmental and social issues, some of which are: increase

greenhouse gas emission [176, 66, 63, 59, 58, 57], increase likelihood of toxic methylation

[180, 62], increase evaporation of river water [58], interruption or complete blockage of water-

borne animal migration and natural living patterns, and deforestation and unnatural levels

of flooding for the dam reservoir. These environmental issues are also simultaneously social

issues, with the addition of forced relocation of local peoples for the introduction of the dam
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Figure 3.5: Percentage of potential wind power in Brazil [193].

and reservoir via the destruction of the local area for the reservoir itself, or from the resulting

flooding from filling the reservoir [61].

3.4 Floating PV Systems on Hydropower Dam Reservoirs

The addition of off-grid PV systems and grid-level PV systems floating on the reservoir of

dams can help prevent social and environmental issues associated with dams from worsening

in the future by offsetting the planned need for power from dams. Integrating grid-level FPV

systems to existing dams add more flexibility to the operation of large dams by allowing large

dams to operate not following base-load but rather load following approach. The investment

toward integrating such alternative systems open up more opportunities for deployment of

environmentally- friendly and yet efficient power sources that can supply the current and

future power needs of the country, both on and off of the grid. Despite the fact that the

deployment of large scale grid-connected FPV systems are still in early stages, the deploy-

ment of PV systems alongside existing dams or floating on the reservoirs has been recently
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gaining more attention. As depicted in Fig. 3.6, globally, China and Japan are leading

on PV systems installation with total capacity of 376.50 MW and 22.66 MW, respectively.

Other countries such as Canada (0.0005 MW), Singapore (0.005 MW) and India (0.06 MW)

contribute to a small amount of world wide installation of PV system along side hydropower

plants. Meanwhile, other countries such as Afghanistan, Azerbaijan, Colombia, Ghana, and

the Kyrgyz Republic, development of FPV systems projects are under progress [154, 194].

This is largely because of the fact of high potential and efficiency of FPV system installed

on the reservoir of dams and the ability to provide a natural storage system that can be

utilized and dispatched to provide a balance to the system operation including the intermit-

tent sources. Further more, FPV systems can help reduce environmental issues due to the

fact that the FPV systems providing shade that minimize water evaporation, improve water

quality and help fish and other water species’ population stability but also symbiotically

increasing the PV system efficiency by providing a natural cooling system [196, 39, 152].

Considering the environmental and social concerns associated with the dam expansion in

Brazil as mentioned in Section 3.3 and herein, the proposed solution aims to minimize such

concerns by installing grid level FPV systems (floating on the reservoir area) alongside the

existing dams. The FPV system design facilitates local fishing activities and the cohabitation

of marine life when PV arrays are presented as depicted in Fig. 3.7.
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Figure 3.6: Integrated PV system with hydropower installed capacity worldwide.
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Figure 3.7: Floating PV system on reservoir in which marine life and fishing activity are
not disrupted by placing PV systems on the reservoir.

3.5 Generation Adequacy Assessment

In general, generation adequacy assessment is used to evaluate short-term and long-term

power generation capacity planning studies. Probabilistic methods are commonly used in

power system adequacy studies as they take into account the stochastic nature of system

behavior, such as component failures and load-level changes [23, 156, 3, 29, 181]. For power

system planning projects, probabilistic methods are used to examine the ability and the

adequacy of the total generating system to meet the demand [3]. In addition, power system

reliability assessment has played a major role in evaluating the contribution of variable energy

resources to the adequacy of generation system for both operation and planning process

[181]. In this work, an analytical method is used to evaluate system adequacy and calculate

reliability indices. Reliability indices such as but not limited to; loss of load probability

(LOLP), Loss of Energy Expectation (LOEE), Expected Demand not Supply (EDNS) and

Loss of Load Frequency (LOLF) are among the most commonly used indices as a metric

to measure the contribution of additional generation resources to adequacy of the system

[26, 25]. These indices are briefly defined as follows [106]:

• A Loss of Load (LOL) event is one in which a system is unable to meet its total

demand.
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• Loss of Load Probability (LOLP) is the probability of encountering one or more LOL

events during a given time period.

• The EDNS index is the sum of the products of probabilities of failure states and the

corresponding load curtailments. It is expressed in MW/year or GW/year.

• Loss of Load Expectation (LOLE) is the expected number of LOL hours during a given

time period. It is expressed in hr/year.

• Loss of Energy Expectation (LOEE) is the expected energy that the system is unable

to serve as a result of LOL events during a given period. It is calculated as the weighted

sum of the energies curtailed during the LOL events, the weights being the probabilities

of the corresponding LOL events. It is expressed in MWh/year or GWh/year.

• Loss of Load Frequency (LOLF) is the expected frequency of encountering one or more

LOL events during a given time period.

• Loss of Load Duration (LOLD) is the expected duration of LOL events occurring during

a given time period.

3.6 System Modeling

Due to the complexity of the power system, the reliability assessment of the bulk power

system has mainly been applied in three different hierarchical levels [3]. The assessment of

generation adequacy, known as hierarchical level-I (HL-I). At HL-I studies, the transmis-

sion lines are considered highly reliability able to transfer the generated power to all load

points. Whereas, when both generation units and transmission systems are considered in

the reliability evaluation, its known as the reliability of composite system or Hierarchical

level-II (HL–II) studies. Further, the reliability evaluation at Hierarchical level-III (HL–III)

considers the entire system. However, due to the complexity of power system and high com-

putation time, reliability evaluation at the HL–III level is rarely attempted. Instead, power
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system reliability is evaluated at three different levels separately: generation system level

(HL–1), composite power system level (HL–2), and distribution level [3, 49]. In this work,

reliability evaluation at HL–I is considered. In this process, the failures of generating units

are considered to be independent events, so that the probability of failure of a generation

unit can be modeled as Markovian components with two states, up and down states with

known failure and repair rates, λ and µ respectively (λ is the failure transition rate from

an up state to a down state, and µ is the repair transition rate from a down state to an up

state).

3.6.1 Wind Turbine Output Power

Wind turbine power curve provides a quantitative relationship between wind speed and

the output power. It describes the operational characteristics of a wind turbine generator

(WTG).

The output power that can be extracted from WTGs can be calculated as follows [89].

P =
1

2
CpρAv

3 (3.1)

where P is the output power (Watts), ρ is the air density (kg/m3), v is the wind speed

(m/sec), A is the swept area of the turbine (m2), and Cp is the power coefficient.

The output power curve combines (3.1) with the physical constraints in the system. The

output power curve including the physical constraints can be expressed as follows.

P =



0 if v < vcut-in

1
2ρACpv

3 if vcut-in ≤ v < vr

Pr if vr ≤ v < vcut-out

0 if vcut-out ≤ v

(3.2)

where vcut-in is the designed cut-in speed, vcut-out is the designed cut-out speed, vr is the

rated speed and Pr is the rated power of the wind turbine.

71



3.6.2 Output Power of PV Systems

The maximum output power ratings of PV-systems are provided by the manufactures and

usually are expressed in peak–watt (WP ). The current–voltage characteristics (I − V char-

acteristics) under the standard test conditions (the radiation level of 1kW/m2 is given for

temperature of 25Co) can be calculated using the following relationship [93]:

I = S [Isc +KI(Tc − 25)] , (3.3)

V = Voc −KV Tc, (3.4)

where S is the radiation level, Isc is the short circuit current, KI is the short circuit current

temperature coefficient in A/Co, Voc is the open circuit voltage, KV is the open circuit

voltage temperature coefficient in V/Co and Tc is the cell temperature in Co which can be

expressed as follows [93].

Tc = Ta + S

(
Tno − 20

0.8

)
, (3.5)

where Ta is the ambient temperature and (Tno) is the nominal operating temperature of the

cell (Co).

The output power (Ppv) for a given radiation level, ambient temperature and the current-

voltage characteristics can be calculated using the following relationships [93]:

Ppv = N × FF × I × V , (3.6)

where N is the number of panels and FF is the fill factor, which depends on the module

characteristics, and can be expressed as follows [93].

FF =
VmppImpp
VocIsc

, (3.7)

where Vmpp and Impp are the current and voltage at the maximum power point.
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3.6.3 Generation Model

Based on the FOR (forced outage rate is the failure probability) of generation units, the CO-

PAFT (Capacity outage probability and frequency table) can be built using the unit addition

algorithm. This is a recursive algorithm that starts with the distribution of one unit and

successively convolves with it the distributions of the remaining units, one unit at a time.

The FOR is defined as follows [23].

FOR =
λ

λ+ µ
=

r

m+ r
(3.8)

where m is the mean time to failure (MTTF ): MTTF = 1
λ , r is the mean time to

repair(MTTR): MTTR = 1
µ .

In general, when adding a new unit of capacity C, the cumulative probability and fre-

quency of an outage of X MW can be determined by the following expression: [23].

P (X) = P̄ (X)(1− q) + P̄ (X − C)q, (3.9)

where P (X) and P̄ (X) denote the cumulative probabilities of the capacity outage state

before and after the units are added respectively. Equation (3.9) is initialized as follows.

P (X) =


1, if X ≤ 0

0, otherwise,

The cumulative probability P (X) for a forced outage of X MW or greater can be in

general calculated using (3.10).

P (X) =
∑
i

P (Xi), ∀ ∼ Xi ≤ X, (3.10)

where

P̄ (X) = 1, ∀ ∼ X ≤ C,

In the case of multi-state generating units, (3.9) can be modified as follows.

73



P (X) =
n∑
i

P (i)× P̄ (X − Ci). (3.11)

The cumulative frequency of capacity outage of X MW can also be calculated using the

same approach using (3.12).

F (X) = Fi (1− q) + Fjq + (Pj − Pi)qµ, (3.12)

where q and µ are respectively the probability of failure and repair rate of the new added

unit; Pi, Pj , Fi, and Fj are determined from the old COPAFT (prior to adding the new unit);

i is the index of the existing capacity outage state, Ci = X, and j is the index of existing

capacity outage state, Cj , such that Cj = X − C. Fi and Fj are cumulative frequencies of

states i and j respectively.

3.6.4 Load Model

The load model is usually expressed in the form of probability and frequency distribution of

the random variable that represents system load [23, 24]. The load model can be constructed

by scanning the hourly load data of the system over the time period of study, usually one

year. In general, the load model can be built in terms of load level Li with its commutative

probability and frequency as follows [23, 24].

PL(L ≥ Li) =
H(L ≥ Li)

T
, (3.13)

FL(L ≥ Li) =
Γ (L < Li → L ≥ Li)

T
, (3.14)

where H(L ≥ Li) is the number of hours that the hourly load is greater than or equal to

the load level Li, T is the number of hours in the interval, PL(L ≥ Li) is the commutative

probability of the load level Li, Γ (L < Li → L ≥ Li) is the number of transitions from

(L < Li) to (L ≥ Li), and FL(L ≥ Li) is the commutative frequency of Li.
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3.6.5 Generation Reserve Model

The generation reserve margin has been used to estimate the reliability indices. The genera-

tion reserve margin model consists of the probability and frequency of a random variable M ,

which represents the difference between the available generation and load [23, 24]. Though

the rigorous derivation of the generation reserve margin model will not be reproduced here,

some expressions will be presented and briefly explained. The reserve margin model can be

expressed in terms of generation and load model as follows [23, 24].

M = CC − CO − L, (3.15)

where CO is the capacity outage, L is the system load, and CC is the net available generation

capacity for commitment which can be expressed as follows.

CC = Ci − COP , (3.16)

where Ci is the installed capacity, COP is the capacity on planned outage.

For each generation reserve margin level, Mi, the cumulative probability and cumulative

frequency can be calculated using (3.17) and (3.18) respectively.

P (M ≤Mi) =

nG∑
j=1

[
PG
(
Cj
)
− PG

(
Cj + 1

)]
× PL

(
CC − Cj −Mi

)
, (3.17)

F (M ≤Mi) =

nG∑
j=1

[
FG
(
Cj
)
− FG

(
Cj + 1

)]
PL
(
mij
)

+ [PG(Cj)− PG(Cj + 1)]FL(mij). (3.18)

where nG is the number of states in the generation model (COPAFT), Cj is the capacity

outage level, mij = CC −Cj −Mi, and PG(•) and FG(•) are the cumulative probability and

frequency of generation reserve model respectively.
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3.7 Case Studies

Brazilian power system is a large power network that has a total of 4587 generating units

with installed capacity around 161 GW, with total peak demand exceeds 85 GW as reported

in 2018 [30]. In this work, the system adequacy is evaluated with and without FPV system.

These case studies are more detailed in the following sections.

3.7.1 Capacity factor of PV system at the proposed locations

In general, the capacity factor of a power plant is used to measure actual power generated

comparing to its rated output during a specific period of time. For PV systems, the capacity

factor measures total amount of energy the PV system produced during a period of time to

the total amount of energy that the PV system would have produced at full capacity. In

general it can be calculated using (3.19).

The capacity factor of PV system at different dam locations where the underproduction

is reported is calculated using (3.19) and shown in figures 3.8–3.11. It can be seen that the

capacity factor of the PV systems have values that range from 0.38 to 0.52 with an 0.42

overall average capacity factor for all locations, based on daytime hours. This indicates a

high potential of PV system at the amazon region as shown in figures 3.3–3.4 and discussed

in Section 3.6.2.

C.F =

T∑
n=1

PVpower

T ×NC
(3.19)

where C.F is the capacity factor of PV system, T is the length of time period where the

actual output is recorded, PVpower is the actual output of PV system produced over that

period of time and NC is the nameplate capacity of PV system installed.
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Figure 3.8: Capacity factor of PV system at several dam locations—A

3.7.2 Attributes of PV power to the peak load shaving

In Brazil, the majority of power comes mainly from large hydropower dams, and the contri-

bution of solar power to the total power capacity is currently less than 2.0%. Until recently,

most of the photovoltaic applications are limited to a small-scale deployment. However, the

potential of solar power in Brazil has been investigated by several authors [103, 153, 11, 84],

in which investigations reveal that solar power has high power potential and economically

viable. In this work, the correlation between the system load and PV output is evaluated. As

shown in Fig. 3.12, the correlation between the system load and PV output is significantly

high especially during peak hours. As shown in Fig. 3.13, grid-connected PV systems not

only assist in peak load reduction especially during peak hours but also indicate that the

grid-level FPV systems could potentially add more flexibility to the operator to dispatch
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Figure 3.9: Capacity factor of PV system at several dam locations—B

power generated by hydropower plants during off-peak hours. Installing FPV systems along-

side the existing dams not only offsets the current underproduction capacities but also takes

advantages of the fact that the existing dams offer large capacities that can be used as natu-

ral energy storage that can be dispatched to compensate for the uncertainty and fluctuations

associated with variable energy sources such as PV power.

3.7.3 System adequacy

The objective of this case study is to evaluate the contribution of large-scale deployment

of FPV systems to the system adequacy. In order to perform such analysis, mean time to

failure (MTTF) and mean time to repair (MTTR) for different types of generating units

are needed. Since the Brazilian system is quite large and consist of hundreds of different
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Figure 3.10: Capacity factor of PV system at several dam locations—C

generating units, such data are not fully available to the public. Therefore, in order to

evaluate system adequacy, system data shown in Table 3.4, and MTTF and MTTR for

different generating units obtained from [88, 158, 157] are used in this work. Due to the

complexity of the Brazilian power network, several authors have discussed the protocols and

procedures regarding establishing a reliability benchmark for the Brazilian power system

[166, 146, 165, 161]. The authors used IEEE-RTS test system (IEEE-RTS has 32 generating

units, with a total installed capacity of 3045 MW and a peak load of 2850 MW) to compare

and discuss the protocols, the conversion criteria, and the computation time to evaluate the

reliability indices of the entire Brazilian power grid. Therefore, with the lack of a reliability

benchmark for the Brazilian system and to validate the mathematical model and to ensure

accuracy with the presented model, the mathematical model presented in this work is scripted
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Figure 3.11: Capacity factor of PV system at several dam locations—D
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Figure 3.12: Contribution of grid-connected PV system to daily peak shaving
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Figure 3.13: Attribution of grid-connected PV system to assist Hydropower peak load
shifting

Table 3.4: Brazilian system data

Type of Num. of Operational Power
Energy Source Units/Farms Capacity

(MW)
Nuclear 2.000 19900.000

Thermal+others 2545.000 35622.063
wind 502.000 12296.439
solar 252.000 1302.599
hydro 1286.000 107536.960
Total 4587.000 158748.052

Table 3.5: Annual reliability indices of IEEE–RTS

Case LOLP EDNS LOLD LOLF LOEE LOLE
MW/yr hr occ./yr MWhr/yr hr/yr

Reported [88] 0.001069 0.1348396 4.64723 2.01600 1181.1950 9.36
Obtained 0.001069 0.1348396 4.64722 2.01600 1181.1949 9.36

using MATLAB environment and the obtained results are compared to those reported for

IEEE-RTS as shown in Table 3.5. Then Brazilian generation and load system data are

incorporated in the script and used to calculate reliability indices. It is worth mentioning

that the focus of this work is to evaluate the potential benefits of adding FPV systems to

the Brazilian power grid, and not an attempt to establish a benchmark for system adequacy.
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In this work, the random behavior of generation units is represented by two-state Marko-

vian models [28, 171]. The hourly wind power and PV power for the existing wind farms

and PV system are calculated based on the installed capacities for each location (i.e., 252

location for PV system, and 502 wind farms). Using the historical data obtained from [147]

for each wind farm and PV system location, the output power is calculated as described in

Section 3.5. In addition, for the locations where the underproduction of dams is reported

as shown in Table 3.2, a total of 12 GW of floating PV power to be added to the simulated

system. The FPV systems are installed on existing dam reservoirs for all locations with

rated capacity equal to the reported underproduction capacities. Due to the complexity of

the system in terms of large number of generators, the following are assumed:

1. Given the nominal capacities of existing dams, the existing transmission lines are ca-

pable of transmitting the maximum power generated by power sources.

2. Regardless of the point of insertion, the power produced by variable energy resources

(i.e, Wind farms and PV systems) will be excepted by the network.

3. For a large system such as Brazilian network with very low penetration of wind power,

the contribution of wind turbine failure to the system adequacy is insignificant, espe-

cially when the observed wind speed tends to have low profile [27].

In this work, the following case studies are considered:

1. System reliability indices are evaluated with and without adding FPV system (for the

current system—2018 ).

2. System reliability indices are evaluated with adding FPV to the system and peak load

is increased.

3. System reliability indices are evaluated with and without adding FPV system (projec-

tion of generation capacity increase—2023 ).
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Table 3.6: Annual reliability indices of the system before and after adding FPV system

LOLP EDNS LOLD LOLF LOEE LOLE
MW/yr hr occ./yr MWhr/yr hr/yr

Base case—2018
0.004177 20.5699 4.35 8.397 179698.7 36.496

Base case after adding FPV system—2018
0.001859 7.67593 3.69 4.402 67056.9 16.243

Table 3.7: Annual reliability indices of the system with load increase

Load LOLP EDNS LOLD LOLF LOEE LOLE
Increase MW/yr hr occ./yr MWhr/yr hr/yr

8% 0.003671 17.937 3.96 8.079 156669.9 32.06
16% 0.006396 36.293 4.23 13.20 317058.6 58.76
24% 0.010129 65.779 4.51 19.63 574636.5 65.78

3.7.3.1 System reliability indices—current system—2018

The generation adequacy of the Brazilian system is evaluated by calculating the reliability

indices of the system before and after adding floating PV to the system. The annual reliability

indices of the system before and after adding FPV systems are shown in Table 3.6. It can be

seen from the obtained results that the system reliability indices have improved significantly.

The improvement of system reliability indices after adding PV power can be attributed to

a high capacity factor of PV power, correlation with load and high potential output during

the high demand times.

To evaluate the effect of peak load increase on the reliability of the system, the system

peak load is increased by 4% annually. The annual reliability indices in the case of peak

load increase with FPV system added to the system (biannually) are shown in Table 3.7. As

expected, the system reliability indices deteriorated when the system load increased. This

indicates that after 5 years of load increase, additional power sources are may be needed to

meet the increasing demand.
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Table 3.8: Annual reliability indices of the system with load increase 2023–projection

LOLP EDNS LOLD LOLF LOEE LOLE
MW/yr hr occ./yr MWhr/yr hr/yr

Base case—2023 projection
0.015121 107.71 5.000 26.435 941009.45 132.09

Base case with FPV—2023 projection
0.008133 49.454 4.369 16.262 432034.52 71.056

3.7.3.2 System reliability indices—2023 projection

In this case study, the projection of power demand and the power capacity increase shown

in Section 3.2, Table 3.1 are evaluated in two cases;

• Annual reliability indices without adding FPV system (Base case—2023 projection).

• Annual reliability indices after adding FPV to the system (Base case with FPV—2023

projection).

For the two case studies, the power demand is assumed to increase by 4% annually. The

annual reliability indices for the system before and after adding FPV system are shown in

Table 3.8.

The results shown in Table 3.8 indicate that adding FPV to the system improves overall

system reliability. However, to better assess the contribution of FPV systems to genera-

tion adequacy, system reliability improvement factor (SRIF) is introduced. SRIF can be

calculated as follows;

SRIF =
ARIB − ARIA

ARIB
(3.20)

where ARIB is the annual reliability index before adding PV system, and ARIA is the annual

reliability index after adding PV system.

Table 3.9 shows the SRIF of the system using different reliability indices for two scenarios;

I) the SRIF is calculated for the current system after adding FPV system (Scenario—I—
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Table 3.9: SRIF considering different reliability indices

SRIF SRIF SRIF SRIF SRIF
(LOLP) (EDNS) (LOLF) (LOEE ) (LOLE)

Scenario—I—2018
0.5550 0.6270 0.4760 0.6270 0.5550

Scenario—II—2023
0.4620 0.1279 0.3848 0.1281 0.4620

2018), and II) the SRIF is calculated for the system after adding FPV system (Scenario—

II—2023).

3.7.4 Results and Discussion

The results obtained in this work show that Brazil has high solar radiation and high potential

of PV power output even with the amazon region where most hydropower dams are located.

As shown in Fig. 3.12 and Fig. 3.13, large scale deployment of PV system contributes signif-

icantly to daily peak load shaving and adds more flexibility to hydropower plant operation.

Mainly because of the high correlation between the PV system and system load, especially

during peak times. Results also showed that the capacity factor of PV systems is significant,

with an overall average capacity factor of 42%. The generation adequacy of the Brazilian

system is evaluated by calculating reliability indices before and after adding floating PV

to the system. The annual reliability indices of the system before and after adding FPV

systems are shown in Table 3.6. It can be seen from the obtained results that the system

reliability indices have improved significantly. The improvement of system reliability indices

after adding PV power can be attributed to the high capacity factor of PV power, correlation

with load, and high potential output during the high demand times. Further, the effect of

the peak load increase on the reliability of the system in the presence of the FPV system

is also evaluated. As shown in Table 3.6 and Table 3.7, the system reliability indices are

improved in both the 2018 scenario and the 2023 projection scenario. As shown in Table 3.9,

in both situations, SRIF indicates a significant improvement in system reliability when the
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FPV system is introduced. It can be seen, for instance, the SRIF based on LOLP and LOLE

indices indicates a 55.5% improvement of system reliability after adding the FPV system,

while the system reliability improved by 62.70% when EDNS and LOEE indices are used as

a criterion. In contrast, when the LOLF index is used as a criterion, the reliability of the

system is only improved by 47.60%. The results also show that installing FPV systems on

the reservoirs of existing dams enhances system reliability. e.g., the LOLP index increases

by 55.5% for the current system and by 46.2% for the 2023 projection case when the FPV

system is introduced. However, it is up to the planner to decide a proper index; for instance,

if the priority is to minimize power interruption, the LOLF index can be used. On the other

hand, if expected load curtailment is given importance in the planning process, the LOLE

index can be used instead. The results indicate that the utilization of large-scale floating PV

systems alongside the existing hydropower plants provides an efficient power source to meet

the increasing demand and a pathway to minimize the environmental and social impact of

dam expansion in Brazil while meeting the increased power demand.

3.8 Conclusion

Considering the environmental and social concerns associated with hydropower plant

expansion in the Amazon region, an alternative solution to meet power needs due to the

underproduction of hydropower dams is proposed and evaluated. The utilization of mixed

generation resources may potentially provide an alternative approach that can be imple-

mented to minimize the environmental and social impact of dam expansion in Brazil while

also meeting the increased power demand. The work presented here has focused on assessing

the contribution of FPV to the adequacy of generating capacity of the Brazilian electric

system, with the capabilities of the FPV systems designed to offset the hydropower dam

underproduction. Several cases were considered to evaluate system adequacy by calculating

reliability indices before and after adding FPV systems. The results show that installing

FPV systems on the reservoirs of existing dams improves system reliability. e.g., the LOLP
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index improves by 55.5% for the current system and by 46.2% for the 2023 projection case.

FPV systems installed on a large scale can make up for a significant portion of dams’ un-

derproduction and can decrease the level of underproduction of existing dams by enhancing

the natural ability of the reservoir to store water for hydropower production. The results

also suggest that installing FPV systems on the reservoirs of existing dams improves system

reliability, enhancing the natural ability of the reservoir to store water and preventing a more

significant negative impact on the society and environment by offsetting the planned power

need in the future. In addition to the positive outcome for mitigating environmental con-

cerns, a large scale FPV system could add more flexibility to the power system operator in

terms of dispatchability and minimize load curtailment during high demand times. The PV

systems can also be installed locally on the roofs of family homes or on common-use buildings

for a community in place of the current diesel generators, which can provide power for local

communities or individual families. A PV system is a more environmentally friendly option

than the current diesel generator systems due to the absence of greenhouse gas emissions

from burning fuel, and less risk of spilled fuel while transporting to the various locations.
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CHAPTER 4

IN-STREAM TURBINES AS FISH-FRIENDLY TECHNOLOGY

4.1 Background

This paper considers traditional dam configuration and in-stream turbines. The tradi-

tional dam configuration blocks a body of water to create a reservoir providing an increased

head for the turbine in the dam, where head directly relates to the difference of the total

pressure that is theoretically available across the turbine. As an alternative, an in-stream

turbine is placed directly into the flowing body of water without significantly increasing the

water level in front of the turbine nor blocking the passage as typically results from a dam.

There are also “run-of-river” configurations that divert a portion of a major flow through its

turbines. Dams, unlike in-stream turbines and run-of-river plants, are generally built across

the entire span of the body of water and develop high residence times, blocking fish from

being able to migrate naturally. While there are concepts like fish ladders and bypasses

meant to mitigate the blockage of migrating marine life by a dam, these often are found to

be insufficient or ineffective in configuration, number, and size, leaving the majority of fish

to retreat or attempt to pass through the turbine ([2], [45], [117], [188], [105]).

Fish passing through a traditional turbine configuration encounter several canonical key

mechanisms for injury or mortality: physical strike, pressure change, shear, and turbulence

[52], as visualized in a traditional turbine system in Figure 4.1. Another mechanism that can

have a negative impact on fish, but may not directly lead to injury or mortality, is the sound

emitted from the device. These and other mechanisms are examined individually, compiled

and discussed here. Consequently, a list of recommendations for fish-safe design criteria is

formulated.
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Figure 4.1: Canonical fish injury risk mechanisms (from: [36])

4.2 Turbine Installation

The power of a turbine is directly related to the product of the flow rate through the

turbine rotor and the total pressure drop across it. This applies for any turbine in any

configuration (Figure 4.2), thus the main difference between in-stream, dam, and run-of-

river turbines is the magnitude of the total pressure drop across the rotor.

4.2.1 Dam Turbine

A dam turbine relies on a considerable water level difference between an upper and a lower

reservoir or outlet. The difference in the height of the free reservoir surface and the outlet

surface constitutes a potential energy at the inlet to the penstock that is partially converted

into a kinetic energy within the penstock itself. The flow encounters resistance due to the
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presence of the rotor, which builds up a static pressure difference across the turbine, driving

flow through. The total pressure, made up of the static pressure from flow resistance and the

kinetic contribution from the flow, is thus related to the ability of the rotor to produce the

static pressure drop and also to the height of the dam. Of the three turbine configurations,

dams will generally have the highest total pressure drop, due to their large height differences,

the most notable case being the tallest dam in the world: the Jingping-1 in China, at over

300 meters in height [195].

4.2.2 Run-of-River Turbine

A run-of-river turbine has similarities to both in-stream and dam turbines, in that there is

low flow residence times similar to an in-stream turbine, but there is an appreciable developed

head drop like a dam. The height of a run-of-river is typically lower than that of dams, in the

range of 1-5 meters [183], where the reservoir is often called a ‘headpond’ due to its smaller

size than a traditional dam reservoir. The operating principle for a run-of-river turbine is

the same as for a dam, but with a smaller total pressure drop, resulting in lower power

capacities.

4.2.3 In-Stream Turbine

An in-stream turbine extracts energy from the flow via conversion of kinetic energy to the

rotational mechanical work of the turbine, without needing to convert the kinetic energy

into potential head energy in a reservoir or artificial channel. The terms ‘hydrokinetic’ and

‘marine current’ come from this ability to extract energy directly from the flowing water.

Another term that has also been used in the literature to describe in-stream turbines, ‘zero-

head’ turbines, due to the absence of external head-producing infrastructure, such as a dam.

In-stream turbines can be designed with various rotor types, sizes, and with the option of

adding guide vanes, nozzles and/or diffusers. The two main types of in-stream turbines are

vertical axis (‘cross-flow’) and horizontal axis (‘axial’) turbines. There also exist in-stream
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Figure 4.2: Schematics of turbine configurations (a) cross-section of a dam or run-of-river
housing, (b) traditional dam, (c) run-of-river, (d) in-stream turbine

turbine designs that are in between the two main types, such as the linear turbine (a conveyor

belt with blades along the periphery that can pivot about an axis normal to the flow).

The principle of operation for an in-stream turbine is the same as for the dam and run-

of-river turbines: the rotor and any associated structure partially block and resist the flow of

the river, building up a higher static pressure in front of the rotor, driving flow through the

turbine at a designed flow rate. The definition for power of the product of flow rate and total

pressure drop is not the commonly reported form, which is usually the product of the mass

flow rate and the kinetic energy of the flow through an orifice that is the diameter of the

rotor tip (or the largest diameter, if using a nozzle/diffuser). The kinetic energy definition

has roots in the canonical work done to quantify the theoretical maximum extractable energy

of the flow, known as Betz limit (or the Lanchester-Betz limit in some literature, see [73]).

The Betz limit dictates that a bare turbine in an infinitely large flow field (so that there are

no wall effects) can extract a maximum of 59.3% of the kinetic energy in the flow that is in
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a duct with the same diameter as the turbine rotor. This value and nature of this limit has

been examined in the literature ([73], [90], [75]). It has been found that the Betz limit can

be generalized for two important cases for in-stream turbines: including nozzles/diffusers in

the turbine design and placing multiple turbines in a finite sized channel.

4.3 Fish Injury Mechanisms

In this section, the damage and disturbance mechanisms encountered by marine life

while passing through traditional dam-turbine configurations are examined, as have been

noted from canonical literature, and are shown graphically in Figure 4.1 [36]. The issues are

examined, and relevant parameters drawn from the literature with respect to a ‘fish-friendly’

turbine design are noted.

4.3.1 Physical Strike

An injury from physical strike is considered to be when contact is made (either sliding or

impact) with walls or structures that are associated with the turbine rotor, support piers or

stator vanes. Injury from physical strike occurs when the relative velocity between the fish

and a physical barrier induces a shear or pressure that is greater than the material moduli

in question, where the scales, skin or organs are then sheared or ruptured. There are several

important factors involved in risk of physical strike:

• Fluid velocity

• Fish velocity (may be different than fluid velocity)

• Wall velocity (nonzero for rotor blades)

• Wall geometry

• Fish geometry

• Gaps between moving and stationary walls or structures
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These factors together will determine the strike risk and possible extent of damage for

a fish. Experiments have been performed to examine fish behavior and strike risk, in an

attempt to quantify the effect of some of these variables ([52], [35], [5]). To minimize the

risk of fish injury, it can be concluded that:

• Blade strike velocities should be kept below 5 m/s, assuming that the fish in question

are longer than the blades are thick (L/t > 1) (see Figure 4.3)

• Blade leading edges should be kept as thick and rounded as possible

• Blade spacing should be kept high

• Gaps between rotor blades and outer walls should be minimized

• Gaps between rotor blades and gates or vanes should be maximized
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Figure 4.3: Survival of rainbow trout (Oncorhynchus mykiss) based on strike speed
(modified from: [6])

An alternative recommendation in the literature is 6-12 m/s peripheral blade speed for

minimal fish strike risk [118]. This range could have higher risk than originally thought at

the higher velocities, based on new data on rainbow trout of lengths 110 to 163 and 182 to

236 mm, yielding a length to blade thickness ratio (L/t) of approximately 1.14 and 2. [5]

showed that at strike speeds of 10 and 12 m/s, if the fish impacts the blades at an angle
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above 45 and 30 degrees relative to the blade surface, respectively, the survivability of fish

drops to and below 67% and 4.2%. Further, at 7 m/s, the tested fish survived at 98% or

more at varying degrees of impact with the blade surface (30,60, and 90 degrees) [5]. The

5 m/s criteria is used here as a conservative measure, allowing for larger than a 2 L/t ratio

between the fish and the blades (longer fish and/or thinner blades); however, the strike speed

could approach 10 m/s depending on the fish present and blade design developed.

4.3.2 Pressure Changes

Traditional dam-turbine configurations rely on small to large head differences, which is con-

verted into extractable energy through a static pressure drop across the turbine at a designed

flow rate. As fish enter the turbine intake, they experience an increasing pressure above at-

mospheric (depending on the depth of the intake below the surface of the reservoir), and

then they experience a rapid decrease in fluid pressure as they move through the turbine

section, that can approach a ratio of 4 ([149], [182]) to over 10 [118] from the gates to after

the runner blades for typical turbines. A low nadir pressure relative to the pressure that the

fish is adjusted to gives rise to several issues:

• Low pressures can disrupt the function of the swim bladder, allowing for easy predation

• Low minimum pressures can rupture organs, such as swim bladders and eyes

• Pressures below the working vapor pressure can cause cavitation, which can cause

physical damage to fish, as well as the above issues

[32] showed that the most important factor for juvenile Chinook salmon (Oncorhynchus

tshawytscha) is the ratio of acclimation pressure to minimum pressure, when compared to

rate of pressure change, condition factor of the fish, and total dissolved gas content of the

water. It can be seen from the same work that if the minimum pressure does not fall below

around half of the acclimation pressure for a given fish (an acclimation to minimum pressure

ratio of 2), there is a low probability of injury or death as is shown in Figure 4.4. [32]
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also concluded that the juvenile Chinook salmon that were studied responded well to slow

decompression, however, is has been commented in literature that other fish species might

not respond well to even slow decompression [143].
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Figure 4.4: Dose-Response chart of mortality vs. pressure for juvenile Chinook salmon, in
terms of the ratio of acclimation to minimum pressures, and the natural log of the ratio on
the bottom axis (modified from: [32])

A lower-pressure criteria found in the literature is allowing the minimum pressure to drop

to 30% of adjusted pressure (a pressure ratio of 3.33) [118]. The author cites a figure from [34],

justifying the criteria by shifting focus away from non-anadromous (bass and crappie) data

points. The original cited work recommends a criteria of not allowing a minimum pressure

below 60% of adjusted pressure (a pressure ratio of 1.67) [34]. The studies performed to

gather the data for these two recommendations is commented by the original author as being

“...old, poorly documented, have inadequate or no controls, and used only small numbers of

fish" [34], and thus newer, well-explored and well-documented data is used in substitute to

come to the criteria used here.
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4.3.3 Shear

Similar to physical strike, damage due to shear is due to relative velocity, but the velocity in

question is of the fluid instead of a physical wall. According to experiments and simulations,

around 1-2% of a typical conventional turbine dam configuration will have a shear rate

(often referred to as ‘strain rate’) greater than 495 1/s, which is reported as the point where

injuries to fish will tend to increase ([112], [35]). These regions are mostly areas associated

with wakes behind structures, such as support piers or stationary gates or vanes, though the

turbine rotor can also produce high shear rates near the tips, depending on the design and

loads. The strain limit can be converted to an equivalent shear stress of slightly less than

1600 Pa (calculated from 517 1/s) [35]. The schematic of the experimental setup by [112] to

determine the tolerable shear rate is shown in Figure 4.5, where a nozzle is used to accelerate

fluid in a jet, and then the fish are introduced into the stream.

Figure 4.5: Experiment to quantify tolerable shear stresses on fish (from: [112])

Other literature uses a lower strain rate criteria of 180 1/s [118]. This lower value is used

for examining the “bulk" flow through a turbine passage, and not the entirety of the turbine

rotating region. Most of the flow through a passage should be well-behaved and will not

have as high of strain rates as would be found in the boundary layer near to solid surfaces,

and so a lower criteria can be used to evaluate this region. [118] also comments that in the
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boundary layer, where the strain rate is highest, the probability of physical strike is also at

its highest, and so assumes that in the near-wall region, if physical strike risk is mitigated

(through design blade velocity), then that region could be considered ‘safe’. However, to

examine the individual effects of each safety risk, using a criteria that can serve as a basis

for the entire turbine flow region, the higher criteria of 495 1/s cited here is more suited to

evaluate the design.

4.3.4 Turbulence

Driven by shear, the velocity gradients associated with turbulence can have two main effects

on fish:

• Physical shear damage of fish body

• Disorientation by large scale vortical structures (eddies)

Experiments with a controlled level of turbulence induced by generated shear stress can be

performed, an example of which attempted to estimate the risk of mortality of small fish

and larvae by a ship’s propeller ([94], [95]). The study concluded that a linear relationship

between shear developed by a boat’s propeller and larval, egg, and juvenile fish mortality

can be predicted. It was shown that for the investigated life cycle stages, the larval fish

being were most sensitive to shear. It is postulated that turbulence can also enhance pre-

dation by inducing disorientation if the turbulence intensity is high enough, but quantifying

‘disorientation’ is not simple, so no explicit criteria has been found as to an acceptable level

of turbulence. It has been noted that turbulence and disorientation can also affect the fish’s

ability to eat, swim, as well as where they choose to make a habitat [174].

4.3.5 Current Traditional Configuration Fish-Friendly Designs

A few novel designs for ‘fish-friendly’ turbines for traditional turbine configurations have

been developed; the most prominent and well-documented of these designs are the Alden
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turbine, the Minimum Gap Runner (MGR), and the Very Low Head turbine (VLH). The

Alden turbine’s main features are a runner that rotates with its outer shroud, eliminating

relative velocity between the blade tip and the outer wall, and also has only three blades to

reduce the probability of strike. The Minimized Gap Runner (MGR) design alleviates some

of the issues associated with blade strike risk to fish, namely, minimizing the gap between

the runner blade root and tip regions as well as the hub and outer wall, lowering the risk

of fish becoming trapped and injured ([6], [83]). MJ2 set out to develop a very low head

(VLH) turbine that can minimize civil works costs, as well as being ‘fish-friendly’ [108].

Other companies have also developed their own ‘fish-friendly’ concepts, working to increase

the ease for fish to pass through the gate and runner sections without harm, such as GE and

Natel ([190], [31]).

4.3.6 Sound

Though not necessarily a direct injury mechanism, the emitted sound from a turbine can still

have an effect on fish. It has been known since at least the 1980s that sound can affect how

fish will interact with regions around dam turbines [50], though the level of behavior change

was not quantified at that point in time. More recently, fish passage efficiency has been

quantified in regards to directing sound pressure waves at certain locations and in certain

directions with respect to the dam ([159], [78]). This issue will be examined further in section

4.4.3, where is it used as one of the considerations for ‘fish-friendly’ in-stream turbine design.

4.4 Fish Safe Turbine Design

It has been noted that in-stream turbines have a relatively small environmental impact,

and can be considered to be very low risk devices, even when in small array configurations

([43], [150], [131]).
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4.4.1 Physical Strike

For low-head turbines in a traditional dam configuration, it has been reported that blade

strike is the most critical issue for fish safety [4]. The issue of impact with the rotor blades

themselves is the same among in-stream and traditional dam-turbine configurations. How-

ever, in-stream turbines allow the fish to pass around the turbine or retreat at any point

up until the fish reaches the rotor blades themselves (see Figure 4.6), giving the fish more

time and space to react to the turbine. For fish passing through the turbine rotating section,

in-stream turbines have the advantage of generally being lower solidity than their traditional

counterparts, allowing for more space between the blades for fish to pass through [76].

Figure 4.6: A Moon Wrasse (Thalassoma lunare) evading an in-stream turbine (from: [79])

For in-stream turbines, there could exist a critical RPM of the rotor that can increase

the chance of fish survival; the common design RPM for “low-speed” devices is around 15-

40 RPM ([79], [134], [163], [109], [52]). There is a design choice, however, to design the

turbine at one end or the other of the aforementioned range, due to the different ecological

phenomena or design constraints. At the low end of the range, rotating at very low RPM

can be seen as safer than higher RPM in the case of fish impact with the rotating blades,

due to low RPM designs being associated with large turbine diameters, such as the Cape

Sharp turbine (6-8 RPM) [37]. These large diameter, slow rotating turbines can allow for
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large gaps between the blades and also provide the fish with more time to maneuver around

the blades, facilitating more effective fish passage. Towards the higher end of the range,

rotating above 20 RPM has been noted as being the point where fish tend to avoid the local

area around the turbine, and thus would not attempt to pass through the turbine [199],

which could also reduce the risk for strike, though this may introduce migration route and

habitat choice changes. [79] showed that of all of the observations of fish encountering a

vertical axis in-stream turbine in a real river channel, while the rotor was spinning only two

individual fish entered the rotor (out of approximately 150 measurable fish passings with the

rotor present), and only when the current speed (approximately 0.25 m/s) and rotor speed

were low (17 RPM).

This RPM phenomena could have varying importance to the fish attempting to pass

through depending on the species, channel geometry, time of day, number of fish in the

group, among other variables, as was shown by work from various authors. For example,

[185] noted an approximately 0.477 probability of fish entering an Ocean Renewable Power

Company (ORPC) Turbine Generating Unit (TGU) in a tidal channel during the combined

night and day, when it was rotating at an average of 21.4 RPM. It was also shown that

the probability of fish entering during the day was much lower than at night, as has been

indicated throughout the literature in regards to fish response to light stimuli ([187], [33]),

particularly, only approximately 4% of the observed fish passed through the turbine during

the day while it was rotating. [54] also showed that certain species of fish may still choose

to pass through a runner that is rotating above 20 RPM, as was shown by the avoidance of

only 33% for hybrid striped bass (Morone saxatilis x Morone chrysops), while much closer to

100% for the other tested species (86-100%). Much like the way light affects the behavioral

response of fish via the visual sensory system, the reason for the critical speed being around 20

is presumably due to the nature of the interaction between the turbine emitted sound waves

and the fish auditory sensory systems: the inner ear, and the lateral line. [192] commented

that the low frequency stimuli results in an elongated ‘near field radius’, allowing the fish to
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sense the flow disturbance from much farther away, which could lead to increased likelihood

of avoidance maneuvers. The influence of turbine sound on fish will be examined further in

section 4.4.3.

4.4.2 Pressure Change, Shear, and Turbulence

From computational simulations of a 5-meter radius turbine rotating at 21.5 RPM (2.25

rad/s), it has been shown that in-stream turbines can have pressure drops of one order of

magnitude or more less than a typical high-head dam-turbine configurations; the maximum

ratio of total pressure change was shown to be approximately 1.1 near the blade tip in Figure

4.7 [198]. The relatively high minimum pressure corresponds to a high survival rate of fish in

regard to pressure effects, as well as a low risk of cavitation damage. The time of decompres-

sion is also noted as an important factor in [198], which is shown to be approximately of the

same order for in-stream turbines as tradition dam-turbine configurations when considering

a full blade resolved geometry (BRG) CFD model; however, the author notes that the time

for decompression is longer based on the results of Blade Element Momentum (BEM) CFD

simulation.

Similarly, shear and turbulence produced by a typical in-stream turbine have been shown

to be low in most of the turbine. The shear rate is shown to peak around 300 1/s (from blade

resolved geometry CFD simulation), which is less than the 495 1/s criteria for fish safety

[198]. The numerical investigation concluded that the only region of issue for shear is very

near to the tip (within 0.01 m, shown in Figure 4.8); however, it is unlikely that fish would

swim near the tip, and this could be further mitigated with the introduction of a shroud or

nozzle/diffuser around the periphery of the rotor, as it would be even more difficult for fish

to encounter this region. The turbulence length scale was shown to reach the peak of 1.7 m

at the end of the domain (approximately 300 to 400 meters after the turbine), and the largest

turbulent kinetic energy eddies behind the blade tips have a length scale of approximately 10

cm. For small fish with swim bladders, this could cause disorientation, and thus employing
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strategies to mitigate fish access to the blade tips would be beneficial in design.

Pressure
Ratio
of 1.1

Figure 4.7: Pressure Traces at Various Radii along a Tidal Stream Turbine. The legend
shows the radial distances in terms of the ratio of a given radius to the tip radius.
(modified from: [198])

Figure 4.8: Shear rate of tidal stream turbine (from: [198])

4.4.3 Sound

Fish have two main acoustic sensing systems: the inner ear and the lateral line [140]. The

two systems work in concert to produce a complete flow disturbance image in the fish’s brain,
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by analyzing near-field (approximately 1 to 2 fish body lengths away) and far-field (greater

than 2 body lengths; the maximum range varies with the fish species) acoustic waves. The

inner ear generally is used for far-field hearing, in the frequency range of 50 to over 2000 Hz,

whereas the lateral line is used for near-field sensing, in the frequency range of 1 to 200 Hz

[140]. According to [172], producing external interference to the natural frequencies emitted

and heard by fish can affect:

• Distribution of fish

• Growth and reproduction (or ‘fitness’)

• Predator-prey relationships

• Communication

Any external noise source could affect these natural interactions of fish, to a degree that

depends on the frequency spectrum emitted by the source. Manmade disturbances can emit

loud acoustic disturbances, from boats, barges, and underwater machines. Underwater noise

emitted from a dam-turbine configuration has been of little focus in the literature, though it

can be an important study in an attempt to minimize fish entrainment through hydropower

plants ([107], [113]). With minds geared towards fish safety and gaining an insight into fish

behavior relative to underwater machinery, investigations have been conducted to quantify

sound produced from in-stream turbines. [21] in particular concluded that the sound level

produced by a TidGen turbine is about the same as the natural environment at high water

velocity (by utilizing a cylindrical sound spreading model), and slightly higher. The author

also states that at a distance of 21 meters away, it is likely that some species of fish cannot

hear the turbine, as shown in Figure 4.9. This means that the turbine will not interfere

with fish interactions except possibly close to the turbine itself, where the fish could likely

avoid due to the pressure sound level produced by the turbine rotation. It has been noted,

however, that using the individual classic spreading models (spherical or cylindrical) can lead
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to an underestimate of the sound levels from the source ([139]). In another investigation,

[162] concluded that there is a measurable change to fish behavior from short- and long-

term playback of a pre-recorded turbine soundtrack, but for the fish species studied, the

behavioral changes in an experimental setup were not statistically significant enough to

determine behavior in the case of an actual in-stream turbine in nature.

Figure 4.9: Sound levels measured in the Mississippi River near Memphis, 75 meters away
from the barge and 21 meters from the turbine, shown by the solid lines without markers.
The lines with markers show the hearing ability of certain fish. (from: [21])

4.4.4 Bypasses and Ladders

Traditional dam configurations should have systems in place that attempt to allow fish to

bypass the turbine intake and safely continue swimming up or downstream. However, these

systems can be ineffective, not allowing all fish to pass through, due to their geometric setup
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and location ([2], [45], [117], [188], [105]). Unless the specific species is particularly adept

at jumping over obstacles, or laterally altering their path of motion to seek open routes,

many of the fish bypasses or ladders can block migration and normal fish behavior. Several

authors have investigated alternatives to current fish bypass configurations to increase their

effectiveness ([191], [67], [92], [119]). Unfortunately, most of these efforts have been made

after large dams have been constructed in major waterways, and in all likelihood, would not

be implemented due to cost. Utilizing ineffective fish bypass systems, modern dams provide

only two main options to migrating fish: retreat or attempt to pass through the turbine.

A ladder is defined here as a structure designed to allow fish to pass upstream across the

dam. In contrast, a bypass is defined as a structure designed to allow fish to choose to avoid

to enter the turbine penstock and can continue swimming downstream past the dam. These

two categories will be referred to in general and called “fish passage” systems. There are five

main types of fish passage systems: pool/weir ladders, vertical slot ladders, chute fishway

ladders (also called “baffle” ladders), culverts, and elevators [142]. The pool/weir type is the

oldest of the ladder technologies, made up of a long ramp with “buckets” or “boxes” for the

fish to jump in and out of (or through, for an orifice/port type) to move up and down the

ramp, similarly to a lock for a boat. The chute or “baffle” ladder is similar to the vertical

slot ladder, in that they both include structural protrusions that are designed to produce a

flow behavior that is advantageous for the fish to travel through with respect to flow speed,

orifice sizes, areas for rest, etc. The culvert-type ladder is a duct of some sorts that allow

natural flow through it (such as through a road or dam), and can include internal baffles to

keep the flow velocity from becoming too high for fish passage. Lastly, the fish elevators are

the most unique of the passage technologies, in that the fish are collected in a holding area,

and are transported via an elevator over the dam. Other types of passage systems exist,

such as removing the barrier to flow (dam removal), as well as the newer-coined “nature-like”

or biomimetic bypasses, which attempt to mimic natural rapids or river sections [160]. The

last method is to collect the fish and transport them in barges or trucks to move them to
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the other side of the dam, or transporting them in helicopters, giving them the name “flying

fish” [141]. The question arises whether these are implemented sufficiently in number and

scale for current dam systems.

4.4.5 In-Stream Turbines in Farms

Another difference between in-stream and dam-turbine configurations, is that to obtain large

amounts of power, the in-stream turbines generally need to be designed in larger numbers of

units. This is due to the fact that in-stream turbines are near-zero head turbines, and thus

rely heavily on flow kinetic energy to convert to mechanical shaft energy. Placing turbines

in farms, however, could possibly lead to issues with the natural aquatic environment, if

the spacing between turbines is made too small (in both the streamwise and the crossflow

directions). If the cross-stream spacing between turbines is too small, aquatic life might have

a more difficult time maneuvering around the turbines, and the blockage effect could become

too great, reducing the total power output of the turbine array [184] and the ability of the

river to recover its natural flow conditions [91]. The optimum number of turbines and their

spacing will depend on the channel geometry, flow characteristics, individual turbine design,

and the type and quantity of aquatic life present.

4.4.6 Electromagnetic Emissions

The possible issue with electromagnetic fields (EMFs) emitted from generators and power

transfer cables is interference with navigation, foraging, or development by aquatic life,

particularly fish that are dependent on or sensitive to magnetic or electric fields, such as

sharks, salmonoids, sea turtles, and whales and dolphins ([44], [53]). In current literature,

there have been no findings that indicate that EMF from single devices will negatively affect

aquatic life [15]. The level of EMF will locally increase with the number of generators

and cables in the water, however, no current literature has been found to quantify the

compounding effect of the EMF on aquatic life.
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4.5 Marine Safety and Aquatic Health

Depending on the location of the turbine, marine life may be comprised of much more

than only fish: mammals, crustaceans, and insect and plant life all may use the waterways

for food, reproduction, or migration. The behavior of each species will differ, so designing

for as many different reactions and needs as possible may prove to be a challenge. From

possibly modifying the behavior of mammals and birds ([19], [80], [69]) to disrupting crab

metamorphosis [138], turbines can affect marine life in various ways. Monitoring the response

of marine life to the existence and operation of the turbine, and the hydrodynamics and sound

produced can be difficult, even with current active acoustic technology [101].

Along with the life supported by the riverine environment, the organic and inorganic

materials transported by the flow also play an important role in the ecosystem. The sedi-

ments, comprised of organic and inorganic components of soils, silts, sands, and solids, as

well as trapped gases and un-dissolved compounds are needed by plankton, farmland, and

marine life throughout the river. The sediments provide nutrients, a balance of water quality,

and habitat for aquatic life. It has been shown that in-stream turbines affect the sediment

dynamics of a river by changing the local bedform from scouring below the turbine and de-

positing sediment towards the outside of the channel and downstream ([81], [82]) depending

on the shape of the river and the flow velocity. The severity of the influence of the turbine

on the sediment dynamics is related to the blockage ratio of the turbine device(s), though

no existing literature was found to provide a functional relationship between them.

4.6 Literature Summary

The canonical injury mechanisms of dam-turbine configurations have been reviewed, and

applied to fish safe turbine design with the addition of RPM and sound considerations. It

has been shown that in-stream turbines can operate with low risk to the surrounding aquatic

environment with respect to physical strike, pressure, shear, and turbulence if the following

are included in the design process:
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• Keep tip strike velocity below 5 m/s (balance of RPM, free stream velocity, and rotor

radius)

• Operate at low RPM (at or below 20 RPM)

• Long blade chord and gaps between blades large (depending on size of largest fish

present in waterway)

• Eliminate or minimize gap distances between stationary and moving parts

• Keep distance between turbines as large as possible, if placed in farms

• Mitigate fish access to blade tip region

• Keep strain rate less than 495 1/s

• Keep pressure ratio less than 2

It is to be noted that these design criteria are from the available data in the literature,

corresponding to the studied species in question: future experiments will show how well these

parameters will hold for other fish species. It is recommended that in-stream technology

be further investigated, particularly examining in-situ marine interaction with the turbine.

One of the main gaps in the current knowledge is the effect of the sound produced by a

single real installed turbine and by a farm of turbines. It is recommended to perform short

and long term experiments before and after the installation of real turbine unit(s) to fully

understand the local temporal effects on aquatic life as well as to monitor the behavior

change in native marine species. Acceptable criteria for safe sound levels should then be

established to minimize the interference with the local aquatic life and should be included

in the suggested list of design criteria for fish-friendly design.

4.7 Design

The lessons from Section 4.4 were applied in the preliminary design process for an in-

stream turbine. One of the most simple ways to design a turbine is a parametric approach;
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important and restricting parameters are chosen by or set for the designer, that when com-

bined with basic turbomachinery and fluid dynamic principles allow for the calculation of

blade shape at the mean radial location (generally, the area-averaged mean). These impor-

tant parameters will depend on the scope of the intended use of the turbine, but could likely

include: rotor tip maximum diameter (in the form of the minimum flow depth), rated power

extraction, mean flow velocity (or flow rate, knowing channel bathymetry), and rotor RPM.

Once the mean blade angles are calculated from the parameters, the designer picks a radial

distribution of loading or specific work on the blade, with the common initial choice for a

traditional blade being a “free-vortex”, meaning that the swirl (or circumferential) velocity

is scaled from the mean as inversely proportional to the radius. For the particular design

discussed here, the preliminary parameters that determined the mean blade angles are:

• Maximum strike speed less than 5 m/s

• Rotation rate equal to 20 RPM

• Flow velocity equal to 1 m/s

Where the strike speed is used here as the hypotenuse of the triangle formed by the rotational

velocity and the rotor inlet velocity, which assumes that the fish is moving in the river by

simply following the flow at the same speed as the mean flow velocity. In other words, the

strike speed is equal to the blade inlet relative velocity, which is assumed to be the maximum

velocity at which the fish will risk contacting the blade surface. The maximum strike speed,

along with the RPM and flow velocity, determines the maximum diameter of the turbine.

The flow velocity is chosen as what would be typical for the river of interest, in this case the

Amazon River. The RPM is chosen in this case to be the hypothesized critical point for fish

safety, favoring low impact velocity in the event of fish contact with the rotor blades.

The initial estimation of rated power extraction is determined by the aforementioned

parameters, as well as the mean circumferential velocity (chosen as the outlet blade angle at

the average radius). The mean circumferential velocity is scaled in the radial direction using
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a free-vortex profile assumption (4.1),

K = constant = Cθ ∗ r (4.1)

and all other blade angles are calculated at each radial location. The blade outlet circumfer-

ential velocity is calculated as the value at which the Betz limit is reached for a bare rotor

(4.2),

PBetz = ṁ ∗KE∞ = 0.5 ∗ ρ ∗ C3
∞ ∗ Aturbine (4.2)

assuming that there is no pre-swirl into the rotor (4.3), and that the rotor has 100% blade

efficiency (relative to Betz) (4.4). In other words, the mean blade swirl is determined when

the resulting power from the Euler turbine equation matches the power reported from the

ideal Betz equation.

Pbarerotor = ω ∗ U ∗ r ∗ Cθ, where values are calculated at rmean (4.3)

Pbarerotor = η ∗ Pavailable = PBetz, if η = 100% (4.4)

The rotor is encased in a duct, mainly to mitigate fish access to the blade tips, as well as

increasing the rated power extraction of the turbine over a bare rotor. The design is evaluated

in open-water efficiency as well as the maximum strain rate and minimum pressure are found

numerically with a CFD simulation in an infinite media environment, see Section 4.8. The

turbine design is summarized in Table 4.1.

Table 4.1: Turbine Design Parameters

Turbine Design
Parameter Value
Tip Diameter 1.25 m
Hub Diameter 0.4 m

RPM 20 RPM
Mean Outlet Blade Angle 25.8◦

Rated Power 325 W
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4.8 Simulation

4.8.1 Model and Mesh

The aforementioned turbine design was modeled in BladeGen and Siemens NX, and imported

into ANSYS Workbench for meshing and Computational Fluid Dynamics (CFD) simulation.

The mesh comprised of a mixture of 12.5 million tetrahedral and hexahedral elements for the

turbine, shroud, and flow domain. The mesh quality was measured in terms of the skewness

and the orthogonal quality: the maximum element skewness was equal to 0.851 and the

minimum orthogonal quality was equal to 0.182. The geometric model and simulation mesh

are shown in Figures 4.10 to 4.15.

This rotor is designed to be hubless, and instead drives a generator at the rim, such is

shown in 4.11. The hubless design is chosen due to the possible benefit that if any fish or

debris manage to resist the natural bypass flow and make it past the trashrack (not shown),

that the open center as well as the backward-leaned blades can help to pass the fish or debris

through without contacting the blades.

Excluding a possible trashrack, electrical cables, and a mooring device (a float or cables),

the in-stream device is shown in a river in 4.12.

4.8.2 Setup

The turbine was simulated in a transient, full-wheel 3D flow environment. The turbulence

closure problem was handled with the k − ω Shear Stress Transport (SST) model, in order

to enhance the accuracy of the turbulence modeling near to the blade walls as well as far out

into the fluid. This is done by combining the standard k − ε and k − ω closure models, and

blending them between wall and free-stream regions. Equations (4.5) through (4.8) show

the set of equations that are solved in ANSYS Fluent, with the k − ω SST closure model.

The difference between the standard k − ω and the SST model is in the functional form of

the turbulent viscosity µt and the turbulent Prandtl numbers σk and σω that are used to
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Figure 4.10: Ducted rotor model from three views: flow direction, oblique and top
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Figure 4.11: Cross-section of the in-stream generator, with a simplified rim-drive generator.
The black blocks are bearings, the dark blue blocks are magnets (rotating with the blades),
and the red blocks are the stator windings and core (stationary with shroud).

Figure 4.12: In-stream generator in a river channel

113



D

5D

5D

10D 15D

Figure 4.13: Numeric domain

Figure 4.14: Ducted rotor mesh: domain side view

calculate Γk and Γω in (4.7) and (4.8). The SST model used a hyperbolic tangent function

to blend k − ω and k − ε, instead of purely using k − ω. The production (G), dissipation

(-Y), and user source terms (S) for both k and ω are similar among the standard and SST

k − ω models, with a few constants and calculation logic components that set them apart.

∂ρ

∂t
+∇ · (ρ~v) = Sm (4.5)

∂

∂t
(ρ~v) +∇ · (ρ~v~v) = −∇p+∇ · (τ) + ρ~g + ~F (4.6)

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj
(Γk

∂k

∂xj
) + G̃k − Yk + Sk (4.7)
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Figure 4.15: Ducted rotor mesh: rotor blade view

∂

∂t
(ρω) +

∂

∂xi
(ρωui) =

∂

∂xj
(Γω

∂ω

∂xj
) +Gω − Yω +Dω + Sω (4.8)

The boundary conditions were set as: velocity inlet (at 1 m/s), a pressure-outlet (at zero

gauge), and the other outer domain surfaces were set to symmetry conditions, to simulate

a turbine far away from the free surface or river walls. The spatial and temporal finite

difference schemes were all evaluated at second order, and the pressure-velocity variables

were coupled, with a Courant number of 2. To model the motion of the rotor, a sliding

mesh technique was implemented. A multiple frame of reference model was used, providing

the cylinder of fluid that represented the turbine-turned flow a mesh motion at 2.09 rad/s,

and the same treatment was given to the walls associated with that fluid zone. The flow

domain was initialized with the inlet conditions, and was solved implicitly with a time step
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Figure 4.16: Massflow rate difference between inlet and outlet normalized by inlet massflow
rate over iteration count

of one millisecond. The solution was allowed to time-step for at least two full blade rotations

(6000 time steps), and was allowed 100 iterations at each time step to converge the tracked

variables to a residual of 1E-5. The simulation is considered converged once the massflow

rate difference between inlet and outlet reached a semi-steady level, and the torque coefficient

on the blades reaches a quasi-steady level (fluctuations are about a constant mean value),

as is shown in Figures 4.16 and 4.17.

4.8.3 Results

The initial design case was simulated at a TSR of approximately 0.65. The TSR was varied

from 1.87 towards 0 by varying the inflow velocity, mimicking large changes in seasonal river

flow rates, while the generator maintains constant RPM. The performance of the turbine

design was measured in terms of its ability to meet the aforementioned fish-friendly criteria

as well as its ability to produce power. The shaft power is reported in terms of the power

coefficient, and the ‘fish-friendliness’ of the design is measured in terms of the maximum

strain rate and the minimum pressure encountered in the flow. The results calculated from
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Figure 4.17: Torque coefficient over iteration count

Fluent are shown in Figures 4.18-4.22.

4.8.3.1 Power Coefficient

Figure 4.18 shows the range of the typical performance metric for in-stream devices, the

power coefficient, over the investigated tip speed ratio. The maximum found power coef-

ficient is 0.239 using the rotor diameter as the basis for maximum kinetic flux, or 0.208

when considering the duct outermost diameter, occurring at a TSR of approximately 0.871.

Comparing this peak power coefficient to the so-called Betz limit yields a relative efficiency

of 35-40%, comparing to a bare rotor, 1-D momentum basis. However, as was mentioned in

Section 4.2.3, this concept of a maximum power of free-flowing devices has been investigated

in the literature for various device-environment configurations, with no clear answer yet as

to the true upper limit, or the most accurate basis for calculation. Taking the analysis of

Betz one step further, using the results of the rotor disk model, equations (4.9) and (4.10)

can be used to evaluate a somewhat more realistic value for maximum power coefficient than
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Figure 4.18: Plot of power coefficient over tip speed ratio, based on the rotor and duct areas

Betz [102]:

λ2 =
(1− a2)(4a2 − 1)2

(1− 3a2)
(4.9)

Cp,max =
8

729λ
[
64

5
x5 + 72x4 + 124x3 + 38x2 − 63x− 12ln(x)− 4x−1]

∣∣∣x=0.25

x=(1−3a2)
(4.10)

Using these two equations allows for the calculation of a maximum power coefficient equal to

0.391 at the same tip speed ratio as the peak power from CFD. This increases the efficiency

of the design to around 53-61% when utilizing rotor disk theory over pure actuator disk

theory; however, this is still inaccurate basis as no duct is considered in either disk analysis.

4.8.3.2 Pressure

Figure 4.19 shows the pressure ratio of the minimum (or nadir) pressure encountered in the

flow to various hypothetical acclimation pressures of fish. The pressure ratio remains lower

than 2 over the range of acclimation pressures for most of the design points considered. At
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Figure 4.19: Plot of pressure ratio over tip speed ratio, at three acclimation pressures: 1
atm, 1.5 atm, and 2 atm

acclimation pressures higher than 2 atm, the peak performance point and higher velocities

would present too high of a pressure ratio to keep injury probabilities at a minimum. This

may not be a problem, however, depending on the placement of the turbine within a river

channel, because a bottom-dwelling fish may not move quickly or close enough towards the

surface to swim through the turbine-affected flow if the turbine was not placed on/very near

to the bottom. Similarly, the maximum negative rate of pressure change is shown to be

acceptable when compared with the industry-used 550 kPa/s criteria [118], down to a TSR

of approximately 0.65.

4.8.3.3 Strain Rate

Figures 4.21 and 4.22 show the maximum strain rate (or shear rate) in the flow, and the

percent of the blade surfaces above the maximum criteria. Figure 4.21 shows that on a hyper-
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Figure 4.20: Plot of maximum negative pressure rate of change over tip speed ratio.

local maximum strain basis, none of the examined design conditions have an acceptably low

level of shear; in other words, even if one mesh element experiences over-criteria strain rate,

then the design fails. However, Figure 4.22 tells a different story by examining the entire

high-strain region, namely, near to the blade surface, and the percent of the blade surface

that is above the criteria. It is found that at a tip speed ratio of 0.871 and above, the percent

of the blade surface (calculated by element volume) that is above the criteria is nearly null;

only a very small number of elements near the blade "tip" (the blade root for the hubless,

rim-driven design considered here) could present risk. To further avoid risk, the presence of

the duct can mitigate fish’s access to the tip, and the hubless open center can encourage (by

lower pressure change and flow resistance) fish to swim through without needing to swim

past the blades.
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Figure 4.21: Plot of maximum domain strain rate over tip speed ratio

4.8.4 Postprocessing Routine

After the initial results were calculated using ANSYS Fluent’s GUI-based routines, a separate

analysis was done using MATLAB to analyze the CFD results to compare to the design.

4.8.4.1 Method

To better visualize and analyze the performance of the simulated machine, it was desired to

examine the flow and turbomachine variables qualitatively and quantitatively. ANSYS Flu-

ent does not easily allow full-wheel 3D environment simulation within the turbomachinery

toolset (only a repeated flow passage with a traditional hub and case). Therefore, any anal-

ysis needs to be done with general Fluent visualization/evaluation tools (simple geometry-

bound plotting, postprocessing of elemental flow values, etc.), or needs to be developed

externally, and provided the simulation result data. In this case, an "unwrapped“ view of
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Figure 4.22: Plot of percent of blade surrounding volume above criteria of 495 1/s over tip
speed ratio

the flow passages was desired (visualization on a 2D axial-tangential directional plane), so

MATLAB was chosen as the best environment for analysis for its strong visualization toolset,

see Appendix B. The simulation results were exported from Fluent for the entirety of the

rotational domain, exporting cell-center evaluated values (because Fluent is a volumetric

approach, these values are not interpolated like nodal values) of all variables. This was also

done for the blade wall regions as well, to capture only the near-to-blade regions for the most

accurate turbomachinery calculations.

4.8.4.2 Output

Figures 4.23-4.32 show the output from the MATLAB script. Figures 4.23-4.26 show the

initial free-vortex blade velocity triangle design, and the comparison with the near-blade

data output from Fluent. Figures 4.27 - 4.32 focus on the 2D visualization of a flow passage
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Figure 4.23: Designed triangle velocities over blade span

on either side of one blade, in terms of the relative flow velocities: vectors, contours, and

streamlines, at three root-of-the-sum-of-the-square (RSS) radial span locations: 10%, 50%

and 90%.

4.8.4.3 Discussion

As can be seen from Figures 4.27-4.32, the relative flow velocity contours did not calculate as

were expected when using cell-centered exported values from Fluent. Starting at a tangential

arc length position of approximately 0 meters, there are periodic-looking (some multiplicative

interval of pi*radius) line disturbances to the data. This can be most easily seen in Figures

4.27 and 4.30, where it can be seen that there are physical data points within the meshless

blade interior volume. This issue was attempted to be resolved, however, no fix was found

during the time of this work; the interpolation function (other than ScatteredInterpolant)

and technique was changed (linear, nearest neighbor, natural neighbor) to no avail. It
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Figure 4.24: Designed blade angle difference across blade over blade span

Figure 4.25: Comparison of designed blade triangle velocities with CFD output
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Figure 4.26: Spanwise profiles of angular difference between design and CFD output

Figure 4.27: Relative flow velocity vectors and contours at 10% square radial span

Figure 4.28: Relative flow velocity vectors and contours at 50% square radial span

was deemed that this issue is embedded within Fluent’s export routine, and so the node-

based values (interpolated by Fluent from the cell centers) were exported to assist in the

visual representation of the flow passages. The cell-centered values were retained for any

quantitative calculations (such as the span-average angular difference from design), but the
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Figure 4.29: Relative flow velocity vectors and contours at 90% square radial span

Figure 4.30: Relative flow velocity streamlines and contours at 10% square radial span

Figure 4.31: Relative flow velocity streamlines and contours at 50% square radial span

values are examined with a sense of conservative caution. Figures 4.33-4.35 show some of the

relative vector and contour outputs calculated using the nodal data export from Fluent. It

can be seen from Figures 4.27-4.35 that the relative velocity vectors align fairly well with the

blade shapes through the flow passages. Figure 4.26 indicates that, when calculated using the

cell-centered values, the mass-average span difference between the designed relative velocity
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Figure 4.32: Relative flow velocity streamlines and contours at 90% square radial span

Figure 4.33: Relative flow velocity vectors and contours at 10% square radial span, using
nodal values

angles (β) and the CFD calculated angles are approximately 4 and 11 degrees, at the leading

and trailing edges, respectively. For the absolute velocity angles (α), the calculated mass-

averaged differences are approximately 5 and 22 degrees, at the leading and tailing edges.

The relative angle difference can be qualitatively seen in Figures 4.27-4.35 in that the relative

flow is well-aligned with the blade surfaces, with a noticeable difference of a few degrees at the

leading and trailing edges, leading to reduced efficiency via less swirl difference (”unswirling“)

than designed.

4.8.5 Conclusion

Considering the results shown in Section 4.8.3, the designed in-stream device achieves the

goal of being fish friendly based on the findings in Section 4.3, with the caveats mentioned
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Figure 4.34: Relative flow velocity vectors and contours at 50% square radial span, using
nodal values

Figure 4.35: Relative flow velocity vectors and contours at 90% square radial span, using
nodal values

over the tip speed ratio range investigated here. It is noteworthy to mention an interesting

point that the literature mentioned herein yielded essentially two different sets of criteria and

thus two different designs for "fish-friendly“ turbines: MJ2’s very-low-head (VLH) turbine

based predominantly on the review work of Odeh et al. and the Alden turbine, with work

and support by Alden Labs, Voith, the Environmental Power Research Institute (EPRI),

and the Department of Energy (DoE) based on the newer experimentation and innovation.

The work presented here is mainly based on the foundation of the latter design, with the

addition of other novel research documented in the literature in an attempt to accumulate

the mass of current knowledge into a design that is capable of being placed naturally into a

free flowing river without significantly disturbing or harming the marine life present. Based

on the criteria compiled and documented by Odeh and utilized by MJ2, it could be said that

the design presented here uses conservative criteria, and could possibly use less restrictive

values for pressure, strike velocity, etc. and maintain a high level of fish safety. Neverthe-
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less, until the design would be manufactured and deployed in solo and farm configurations,

the true behavioral impact on the marine life can only be stipulated on, which can hope-

fully someday add to the knowledge base on marine energy extraction interaction with the

surrounding environment, or at least benefit from and be enhanced by future work. It is

noted that the emitted sound levels of this particular design were not calculated during the

simulation process. This is left for future to work to investigate for further understanding of

the interaction of this turbine design with the surrounding environment. Additionally, the

design was simulated in an effectively open environment (a blockage ratio less than 0.01);

future work would involve simulating the turbine with a specific (“real”) channel geometry

or an equivalent significant blockage ratio, while also examining the effect on a dynamic

open-channel surface.

129



CHAPTER 5

CLOSING REMARKS AND GLOBAL IMPLICATIONS

The lessons learned from the Amazon can also be generalized to other regions of the world,

such as Africa and India, where access to a national power grid and an abundance of natural

energy sources may be limited by geographic, financial, or social situations. There are

several challenges that need to be planned for and overcome when utilizing the technologies

and energy generation strategies presented here, including:

• Guiding viewpoints towards global environmental and social safety and health over

financial interests

• Overcoming local people’s opinion of “not-in-my-backyard", often coming from experi-

ence with large hydro

• Creating interest of the local people as well the governing bodies and industry to accept

“something new"

• Working with the appropriate government agencies and industries to fund the projects

• Sharing the benefits of distributed, renewable power with the public

These issues take time and multi-disciplinary planning to overcome, however, with enough

public interest and involvement, working between all interested and benefitting parties is

possible. Embracing decentralized renewable power generation, such as rooftop and floating

solar, as well as in-stream technologies could be a key factor in improving global quality of

life and meeting environmental goals towards a future-friendly global energy market.
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APPENDIX A

GIS FILE SOURCES

Shapefile and GIS sources utilized:

• Background: Natural Earth: http://www.naturalearthdata.com/

• South America with boundaries: https://tapiquen-sig.jimdofree.com/english

-version/free-downloads/south-america/

• Brazil with boundaries: IBGE: https://www.ibge.gov.br/estatisticas/downloa

ds-estatisticas.html

• GIS software: QGIS: https://www.qgis.org/en/site/

• Brazilian energy generation locations: ANEEL: https://www.aneel.gov.br/infor

macoes-geograficas

• Brazilian transmission lines: ONS: http://www.ons.org.br/paginas/sobre-o-sin

/mapas
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APPENDIX B

MATLAB SAMPLE SCRIPT

%BEGIN SCRIPT

%This s c r i p t t a k e s ASCII output data from the r o t a t i n g reg ion

around the

%tu r b in e and e x t r a c t s data necessary to examine the f l ow through

the b l ade

%passages .

clear a l l

c lc

close a l l

%Inputs

%User must input R^2 l o c a t i o n s as w e l l as machine t i p and hub

diameters .

R_squared_locs = [ 0 . 1 , 0 . 5 , 0 . 9 ] ; %number o f r a d i a l samples d e s i r ed

or from f i l e

t ip_diameter = 1 . 2 5 ; %m

hub_diameter = 0 . 4 ; %m

N_blades = 3 ; %~, to c a l c u l a t e b l ade spac ing

blade_face_mesh_size = 0 . 0 0 5 ; %in meters

rotating_body_mesh_size = 0 . 0 1 ; %in meters

beta2_mean = 25 . 8 2 ; %at R=0.41 , geometr ic mean

alpha1 = 90 ; %no pre−sw i r l

N = 20 ; %RPM

c_inf = 1 ; %m/s
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%Blade t r i a n g l e knowns and c a l c s

t ip_radius = tip_diameter /2 ;

hub_radius = hub_diameter /2 ;

R_mean_geometric = ( t ip_radius+hub_radius ) /2 ;

R_mean_square = sqrt ( t ip_radius^2+hub_radius^2) ;

omega = N∗pi /30 ; %rad/ s

c1 = (2/3) ∗ c_inf ; %from Betz de r i va t i on , a lpha

%I n i t i a l i z e data

for i = 1 : length ( R_squared_locs )

sq_rad i i ( i ) = sqrt ( R_squared_locs ( i ) ∗( t ip_radius^2 −

hub_radius^2) + hub_radius^2) ;

end

%Import data f i l e o f i n t e r e s t

blades = importdata ( " . . . " ) ;

tu rb ine = importdata ( " . . . " ) ;

[ num_rows , num_cols ] = s ize ( tu rb ine . data ) ;

[ num_rows_blades , num_cols_blades ] = s ize ( b lades . data ) ;

blade_spacing = 2∗pi∗ sq_rad i i /N_blades ;

%Extrac t Desired Data in t o Matrices , t u r b in e reg ion

radi i_data_loc = find (strcmp ( tu rb ine . co lheader s , ’ r ad i a l−

coo rd inate ’ ) ) ;

radia l_coord_unsorted = turb ine . data ( : , radi i_data_loc ) ;

tangent ia l_data_loc = find (strcmp ( tu rb ine . co lheader s , ’ angular−

coo rd inate ’ ) ) ;

tangent ia l_coord_unsorted = turb ine . data ( : , tangent ia l_data_loc ) ;

axial_data_loc = find (strcmp ( tu rb ine . co lheader s , ’ ax i a l−coo rd inate

’ ) ) ;
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axial_coord_unsorted = turb ine . data ( : , axial_data_loc ) ;

rel_tan_vel_data_loc = find (strcmp ( tu rb ine . co lheader s , ’ r e l−

t angent i a l−v e l o c i t y ’ ) ) ;

rel_tan_vel_mag_unsorted = turb ine . data ( : , rel_tan_vel_data_loc ) ;

tan_vel_data_loc = find (strcmp ( tu rb ine . co lheader s , ’ t angent i a l−

v e l o c i t y ’ ) ) ;

tan_vel_mag_unsorted = turb ine . data ( : , tan_vel_data_loc ) ;

axial_vel_data_loc = find (strcmp ( tu rb ine . co lheader s , ’ ␣␣ ax ia l−

v e l o c i t y ’ ) ) ;

axial_vel_mag_unsorted = turb ine . data ( : , axial_vel_data_loc ) ;

radial_vel_data_loc = find (strcmp ( tu rb ine . co lheader s , ’ ␣ r ad i a l−

v e l o c i t y ’ ) ) ;

radial_vel_mag_unsorted = turb ine . data ( : , radial_vel_data_loc ) ;

rel_vel_mag_data_loc = find (strcmp ( tu rb ine . co lheader s , ’ r e l−

ve l o c i t y−magnitude ’ ) ) ;

rel_vel_mag_unsorted = turb ine . data ( : , rel_vel_mag_data_loc ) ;

rel_vel_ang_data_loc = find (strcmp ( tu rb ine . co lheader s , ’ r e l a t i v e −

ve l o c i t y−ang le ’ ) ) ;

rel_vel_ang_unsorted = turb ine . data ( : , rel_vel_ang_data_loc ) ;

vel_ang_data_loc = find (strcmp ( tu rb ine . co lheader s , ’ ␣␣ v e l o c i t y−

ang le ’ ) ) ;

vel_ang_unsorted = turb ine . data ( : , vel_ang_data_loc ) ;

%Extrac t Desired Data in t o Matrices , on b l ad e s

radi i_data_loc_blades = find (strcmp ( b lades . co lheader s , ’ r ad i a l−

coo rd inate ’ ) ) ;

radial_coord_blades_unsorted = blades . data ( : , radi i_data_loc_blades

) ;
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tangent ia l_data_loc_blades = find (strcmp ( b lades . co lheader s , ’

angular−coo rd inate ’ ) ) ;

tangentia l_coord_blades_unsorted = blades . data ( : ,

tangent ia l_data_loc_blades ) ;

axial_data_loc_blades = find (strcmp ( b lades . co lheader s , ’ ax ia l−

coo rd inate ’ ) ) ;

axial_coord_blades_unsorted = blades . data ( : , axial_data_loc_blades )

;

%Sort and index matr ices based on r a d i i

%tu r b in e

[ radia l_coord , s o r t i ndex ] = sort ( radial_coord_unsorted , ’ ascend ’ ) ;

tangent ia l_coord = tangent ia l_coord_unsorted ( so r t i ndex ) ;

axia l_coord = axial_coord_unsorted ( so r t i ndex ) ;

rel_tan_vel_mag = rel_tan_vel_mag_unsorted ( so r t i ndex ) ;

tan_vel_mag = tan_vel_mag_unsorted ( so r t i ndex ) ;

axial_vel_mag = axial_vel_mag_unsorted ( so r t i ndex ) ;

rel_vel_mag = rel_vel_mag_unsorted ( so r t i ndex ) ;

radial_vel_mag = radial_vel_mag_unsorted ( so r t i ndex ) ;

re l_vel_angle = rad2deg ( rel_vel_ang_unsorted ( so r t i ndex ) ) ;

ve l_angle = rad2deg ( vel_ang_unsorted ( so r t i ndex ) ) ;

%b lade s

[ radial_coord_blades , sor t index_blades ] = sort (

radial_coord_blades_unsorted ) ;

axial_coord_blades = axial_coord_blades_unsorted ( sort index_blades )

;

tangent ia l_coord_blades = tangentia l_coord_blades_unsorted (

sort index_blades ) ;
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clear (" b lades ")

clear (" turb ine ")

%Only inc l ude data at hub or above to compare to meanline des i gn

%tur b in e

hub_loc= find (abs ( rad ia l_coord − hub_radius ) == . . .

min(abs ( rad ia l_coord − hub_radius ) ) ) ;

radial_coord_hubup= radia l_coord ( hub_loc : end) ;

axial_coord_hubup = axia l_coord ( hub_loc : end) ;

tangential_coord_hubup = tangent ia l_coord ( hub_loc : end) ;

rel_tan_vel_mag_hubup = rel_tan_vel_mag ( hub_loc : end) ;

tan_vel_mag_hubup = tan_vel_mag ( hub_loc : end) ;

axial_vel_mag_hubup = axial_vel_mag ( hub_loc : end) ;

rel_vel_mag_hubup = rel_vel_mag ( hub_loc : end) ;

radial_vel_mag_hubup = radial_vel_mag ( hub_loc : end) ;

rel_vel_angle_hubup = rel_vel_angle ( hub_loc : end) ;

vel_angle_hubup = vel_angle ( hub_loc : end) ;

%b lade s

hub_loc_blades = find (abs ( radia l_coord_blades − hub_radius ) == . . .

min(abs ( radia l_coord_blades − hub_radius ) ) ) ;

radial_coord_blades_hubup = radia l_coord_blades ( hub_loc_blades : end

) ;

axial_coord_blades_hubup = axial_coord_blades ( hub_loc_blades : end) ;

tangential_coord_blades_hubup = tangent ia l_coord_blades (

hub_loc_blades : end) ;

leading_edge_axia l = max( axial_coord_blades_hubup ) ;

t ra i l i ng_edge_ax ia l = min( axial_coord_blades_hubup ) ;

c r i t = 0 . 1 ; %PICK range o f a x i a l l o c a t i o n s to use ( h i ghe r c r i t ,
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l i k e l y h i ghe r r a d i a l v a r i a t i on )

l ead ing_di s t_er ror = 100∗abs ( ( leading_edge_axia l −

axial_coord_hubup ) / leading_edge_axia l ) ;

t r a i l i n g_d i s t_e r r o r = 100∗abs ( ( t ra i l i ng_edge_ax ia l −

axial_coord_hubup ) / t ra i l i ng_edge_ax ia l ) ;

sep_locs_nonzero_leading = find ( l ead ing_di s t_error <= c r i t ) ;

sep_locs_nonzero_tra i l ing = find ( t r a i l i n g_d i s t_e r r o r <= c r i t ) ;

%Ca l cu l a t e from Fluent and compare to des i gn

%Find l e ad in g and t r a i l i n g edge po in t s from data f o r b l ade i n l e t

and o u t l e t

%s t a t i o n 1 , i n l e t

radial_coord_analys is1_nonunique = radial_coord_hubup (

sep_locs_nonzero_leading ) ;

axial_coord_analysis1_nonunique = axial_coord_hubup (

sep_locs_nonzero_leading ) ;

tang_vel_analysis1_nonunique = tan_vel_mag_hubup(

sep_locs_nonzero_leading ) ;

rel_tang_vel_analysis1_nonunique = rel_tan_vel_mag_hubup (

sep_locs_nonzero_leading ) ;

axia l_vel_analys is1_nonunique = axial_vel_mag_hubup (

sep_locs_nonzero_leading ) ;

radia l_vel_analys is1_nonunique = radial_vel_mag_hubup (

sep_locs_nonzero_leading ) ;

rel_vel_ang_analysis1_nonunique = rel_vel_angle_hubup (

sep_locs_nonzero_leading ) ;

vel_ang_analysis1_nonunique = vel_angle_hubup (

sep_locs_nonzero_leading ) ;
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%only use unique va l u e s f o r i n t e r p o l a t i o n l a t e r

[ rad ia l_coord_analys i s1 , unique1index ] = unique (

radial_coord_analys is1_nonunique ) ;

ax ia l_coord_analys i s1 = axial_coord_analysis1_nonunique (

unique1index ) ;

tang_vel_analys is1 = tang_vel_analysis1_nonunique ( unique1index ) ;

re l_tang_vel_analys i s1 = rel_tang_vel_analysis1_nonunique (

unique1index ) ;

ax ia l_ve l_ana ly s i s1 = axial_vel_analys is1_nonunique ( unique1index ) ;

r ad ia l_ve l_ana ly s i s 1 = radia l_vel_analys i s1_nonunique ( unique1index

) ;

re l_vel_ang_analys is1 = rel_vel_ang_analysis1_nonunique (

unique1index ) ;

vel_ang_analys is1 = vel_ang_analysis1_nonunique ( unique1index ) ;

Wu1_analysis = re l_tang_vel_analys i s1 ;

Wm1_analysis = sqrt ( ax ia l_ve l_ana lys i s1 .^2 + rad ia l_ve l_ana ly s i s 1

.^2) ;

Cu1_analysis = tang_vel_analys is1 ;

Cm1_analysis = sqrt ( ax ia l_ve l_ana lys i s1 .^2 + rad ia l_ve l_ana ly s i s 1

.^2) ;

W1_analysis = sqrt (Wu1_analysis .^2 + Wm1_analysis .^2) ;

C1_analysis = sqrt ( Cu1_analysis .^2 + Cm1_analysis .^2) ;

U1_analysis_check = Cu1_analysis − Wu1_analysis ;

beta1_analys i s = as ind(−ax ia l_ve l_ana ly s i s1 . /W1_analysis ) ; %−a x i a l

b/c f l ow in −z d i r e c t i o n

a lpha1_analys i s = as ind(−ax ia l_ve l_ana ly s i s1 . / C1_analysis ) ; %−

a x i a l b/c f l ow in −z d i r e c t i o n
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%s t a t i o n 2 , o u t l e t

radial_coord_analys is2_nonunique = radial_coord_hubup (

sep_locs_nonzero_tra i l ing ) ;

axial_coord_analysis2_nonunique = axial_coord_hubup (

sep_locs_nonzero_tra i l ing ) ;

tang_vel_analysis2_nonunique = tan_vel_mag_hubup(

sep_locs_nonzero_tra i l ing ) ;

rel_tang_vel_analysis2_nonunique = rel_tan_vel_mag_hubup (

sep_locs_nonzero_tra i l ing ) ;

axia l_vel_analys is2_nonunique = axial_vel_mag_hubup (

sep_locs_nonzero_tra i l ing ) ;

radia l_vel_analys is2_nonunique = radial_vel_mag_hubup (

sep_locs_nonzero_tra i l ing ) ;

rel_vel_ang_analysis2_nonunique = rel_vel_angle_hubup (

sep_locs_nonzero_tra i l ing ) ;

vel_ang_analysis2_nonunique = vel_angle_hubup (

sep_locs_nonzero_tra i l ing ) ;

%only use unique va l u e s f o r i n t e r p o l a t i o n l a t e r

[ rad ia l_coord_analys i s2 , unique2index ] = unique (

radial_coord_analys is2_nonunique ) ;

ax ia l_coord_analys i s2 = axial_coord_analysis2_nonunique (

unique2index ) ;

tang_vel_analys is2 = tang_vel_analysis2_nonunique ( unique2index ) ;

re l_tang_vel_analys i s2 = rel_tang_vel_analysis2_nonunique (

unique2index ) ;

ax ia l_ve l_ana ly s i s2 = axial_vel_analys is2_nonunique ( unique2index ) ;

r ad ia l_ve l_ana ly s i s 2 = radia l_vel_analys i s2_nonunique ( unique2index

140



) ;

re l_vel_ang_analys is2 = rel_vel_ang_analysis2_nonunique (

unique2index ) ;

vel_ang_analys is2 = vel_ang_analysis2_nonunique ( unique2index ) ;

Wu2_analysis = re l_tang_vel_analys i s2 ;

Wm2_analysis = sqrt ( ax ia l_ve l_ana lys i s2 .^2 + rad ia l_ve l_ana ly s i s 2

.^2) ;

Cu2_analysis = tang_vel_analys is2 ;

Cm2_analysis = sqrt ( ax ia l_ve l_ana lys i s2 .^2 + rad ia l_ve l_ana ly s i s 2

.^2) ;

W2_analysis = sqrt (Wu2_analysis .^2 + Wm2_analysis .^2) ;

C2_analysis = sqrt ( Cu2_analysis .^2 + Cm2_analysis .^2) ;

U2_analysis_check = Cu2_analysis − Wu2_analysis ;

beta2_analys i s = as ind(−ax ia l_ve l_ana ly s i s2 . /W2_analysis ) ; %−a x i a l

b/c f l ow in −z d i r e c t i o n

a lpha2_analys i s = as ind(−ax ia l_ve l_ana ly s i s2 . / C2_analysis ) ; %−

a x i a l b/c f l ow in −z d i r e c t i o n

%Separate data by r a d i a l l o c a t i o n s

%Ca l cu l a t e Blade Triang les , use r a d i i from f l u e n t ana l y s i s

radi i_span1 = rad ia l_coord_ana lys i s1 ;

radi i_span2 = rad ia l_coord_ana lys i s2 ;

b lade_ve loc i ty1 = omega∗ radi i_span1 ;

b lade_ve loc i ty2 = omega∗ radi i_span2 ;

r_geo_loc = find (abs ( radi i_span2−R_mean_geometric ) == min(abs (

radi i_span2−R_mean_geometric ) ) ) ;

r_geo = radi i_span2 ( r_geo_loc ) ;

i f isempty ( r_geo_loc )
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r_geo_loc = find ( ( radi i_span2 >= 0.999∗R_mean_geometric ) & . . .

( radi i_span2 <= 1.001∗R_mean_geometric ) ) ;

r_geo = radi i_span2 ( r_geo_loc ) ;

end

i f length ( r_geo_loc ) > 1

d i s tance_er ro r = r_geo − R_mean_geometric ;

error_min_loc = find (abs ( d i s tance_er ro r ) == min(abs (

d i s tance_er ro r ) ) , ’ f i r s t ’ ) ;

r_geo_loc_min_error = r_geo_loc ( error_min_loc ) ;

r_geo = radi i_span2 ( r_geo_loc_min_error ) ;

else

r_geo_loc_min_error = r_geo_loc ;

end

%Location 1 , t u r b i n e i n l e t

alpha1_span = alpha1 ∗ ones ( length ( radi i_span1 ) ,1 ) ;

c1_span = c1∗ ones ( length ( radi i_span1 ) ,1 ) ;

cm1_span = s ind ( alpha1_span ) .∗ c1_span ;

cu1_span = cosd ( alpha1_span ) .∗ c1_span ;

U1_span = blade_ve loc i ty1 ; %assume cons tant rpm and r a d i i

w1_span = sqrt ( c1_span .^2 + U1_span .^2) ;

wu1_span = −(U1_span − cu1_span ) ;

wm1_span = cm1_span ;

beta1_span = as ind (wm1_span . /w1_span) ;

%Location 2 , t u r b i n e o u t l e t

cm2_span = interp1 ( radi i_span1 , cm1_span , radi i_span2 , ’ l i n e a r ’ , ’

extrap ’ ) ; %assume cons tant massf low through

%use ex t rap in case r a d i i dont l i n e up e x a c t l y
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U2_span = blade_ve loc i ty2 ; %cons tant b l ade rpm and rad ius

wm2_span = cm2_span ; %cm=wm

w2_mean = wm2_span( r_geo_loc_min_error ) / s ind (beta2_mean ) ;

wu2_mean = sqrt (w2_mean^2 − wm2_span( r_geo_loc_min_error ) ^2) ;

cu2_mean = U2_span( r_geo_loc_min_error ) − wu2_mean ;

cu2_span = cu2_mean∗(R_mean_geometric . / radi i_span2 ) ; %shou ld be

square mean , but not used in o r i g . des i gn

c2_span = sqrt ( cu2_span .^2 +cm2_span .^2) ;

alpha2_span = as ind (cm2_span . / c2_span ) ;

wu2_span = −(U2_span − cu2_span ) ;

w2_span = sqrt (wm2_span.^2 + wu2_span .^2) ;

beta2_span = as ind (wm2_span . /w2_span) ;

%in t e r p o l a t e v a r i a b l e s a t s t a t i o n 2 to 1 f o r d i f f e r e n c e

c a l c u l a t i o n s

w2_resamp = interp1 ( radi i_span2 , w2_span , radi i_span1 ) ;

c2_resamp = interp1 ( radi i_span2 , c2_span , radi i_span1 ) ;

wu2_resamp = interp1 ( radi i_span2 , wu2_span , radi i_span1 ) ;

cu2_resamp = interp1 ( radi i_span2 , cu2_span , radi i_span1 ) ;

beta2_resamp = interp1 ( radi i_span2 , beta2_span , radi i_span1 ) ;

alpha2_resamp = interp1 ( radi i_span2 , alpha2_span , radi i_span1 ) ;

%p l o t des i gn v a r i a b l e s

ab1 = f igure ( ’ Po s i t i on ’ , get (0 , ’ S c r e en s i z e ’ ) ) ;

subplot ( 2 , 2 , 1 )

plot ( beta1_analys i s , rad ia l_coord_ana lys i s1 )

hold on

plot ( re l_vel_ang_analysis1 , rad ia l_coord_ana lys i s1 )

legend ( ’ \beta1_{ ca l c } ’ , ’ \beta1_{ f l u e n t } ’ )
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subplot ( 2 , 2 , 2 )

plot ( beta2_analys i s , rad ia l_coord_ana lys i s2 )

hold on

plot ( re l_vel_ang_analysis2 , rad ia l_coord_ana lys i s2 )

legend ( ’ \beta2_{ ca l c } ’ , ’ \beta2_{ f l u e n t } ’ )

subplot ( 2 , 2 , 3 )

plot ( a lpha1_analys is , rad ia l_coord_ana lys i s1 )

hold on

plot ( vel_ang_analysis1 , rad ia l_coord_ana lys i s1 )

legend ( ’ \alpha1_{ ca l c } ’ , ’ \alpha1_{ f l u e n t } ’ )

subplot ( 2 , 2 , 4 )

plot ( a lpha2_analys is , rad ia l_coord_ana lys i s2 )

hold on

plot ( vel_ang_analysis2 , rad ia l_coord_ana lys i s2 )

legend ( ’ \alpha2_{ ca l c } ’ , ’ \alpha2_{ f l u e n t } ’ )

saveas ( ab1 , " AngleDi f f e rence_f luenttome . png")

ab2 = f igure ( ’ Po s i t i on ’ , get (0 , ’ S c r e en s i z e ’ ) ) ;

subplot ( 2 , 2 , 1 )

plot ( beta1_analys i s , rad ia l_coord_ana lys i s1 )

hold on

plot ( re l_vel_ang_analysis1 −90, rad ia l_coord_ana lys i s1 )

legend ( ’ \beta1_{ ca l c } ’ , ’ \beta1_{ f l u e n t } ’ )

subplot ( 2 , 2 , 2 )

plot ( beta2_analys i s , rad ia l_coord_ana lys i s2 )

hold on

plot ( re l_vel_ang_analysis2 −90, rad ia l_coord_ana lys i s2 )

legend ( ’ \beta2_{ ca l c } ’ , ’ \beta2_{ f l u e n t } ’ )
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subplot ( 2 , 2 , 3 )

plot ( a lpha1_analys is , rad ia l_coord_ana lys i s1 )

hold on

plot(−vel_ang_analysis1 −90, rad ia l_coord_ana lys i s1 )

legend ( ’ \alpha1_{ ca l c } ’ , ’ \alpha1_{ f l u e n t } ’ )

subplot ( 2 , 2 , 4 )

plot ( a lpha2_analys is , rad ia l_coord_ana lys i s2 )

hold on

plot(−vel_ang_analysis2 −90, rad ia l_coord_ana lys i s2 )

legend ( ’ \alpha2_{ ca l c } ’ , ’ \alpha2_{ f l u e n t } ’ )

saveas ( ab2 , " AngleDi f ference_f luenttome_adjusted . png ")

ad1 = f igure ( ’ Po s i t i on ’ , get (0 , ’ S c r e en s i z e ’ ) ) ;

subplot ( 2 , 2 , 1 )

plot ( beta1_analys i s−re l_vel_ang_analys is1 , rad ia l_coord_ana lys i s1 )

legend ( ’ \beta1_{ ca l c }−\beta1_{ f l u e n t } ’ , ’ l o c a t i o n ’ , ’ s outhout s ide ’ )

subplot ( 2 , 2 , 2 )

plot ( beta2_analys i s−re l_vel_ang_analys is2 , rad ia l_coord_ana lys i s2 )

legend ( ’ \beta2_{ ca l c }−\beta2_{ f l u e n t } ’ , ’ l o c a t i o n ’ , ’ s outhout s ide ’ )

subplot ( 2 , 2 , 3 )

plot ( a lpha1_analys is−vel_ang_analysis1 , rad ia l_coord_ana lys i s1 )

legend ( ’ \alpha1_{ ca l c }−\alpha1_{ f l u e n t } ’ , ’ l o c a t i o n ’ , ’ s outhout s ide ’

)

subplot ( 2 , 2 , 4 )

plot ( a lpha2_analys is−vel_ang_analysis2 , rad ia l_coord_ana lys i s2 )

legend ( ’ \alpha2_{ ca l c }−\alpha2_{ f l u e n t } ’ , ’ l o c a t i o n ’ , ’ s outhout s ide ’

)

saveas ( ad1 , " BladeAng leDi f f e rence . png ")
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bl1 = f igure ( ’ Po s i t i on ’ , get (0 , ’ S c r e en s i z e ’ ) ) ;

subplot ( 2 , 2 , 1 )

plot ( beta1_span , radi i_span1 , ’ g−− ’ )

hold on

plot ( beta2_resamp , radi i_span1 , ’ g−− ’ )

plot ( alpha1_span , radi i_span1 , ’ r− ’ )

plot ( alpha2_resamp , radi i_span1 , ’ r− ’ )

hold o f f

legend ( ’ \ beta1 ’ , ’ \ beta2 ’ , ’ \ alpha1 ’ , ’ \ alpha2 ’ , ’ l o c a t i o n ’ , ’

e a s t ou t s i d e ’ )

xlabel ( ’ Angles ␣ ( degree s ) ’ )

ylabel ( ’ Radial ␣ Pos i t i on ␣ (m) ’ )

t i t l e ( ’ Design␣Condit ions ’ )

%b l 2 = f i g u r e ;

subplot ( 2 , 2 , 2 )

plot (w1_span , radi i_span1 , ’ g−− ’ )

hold on

plot (w2_resamp , radi i_span1 , ’ g−− ’ )

plot ( c1_span , radi i_span1 , ’ r− ’ )

plot ( c2_resamp , radi i_span1 , ’ r− ’ )

hold o f f

legend ( ’W1’ , ’W2’ , ’C1 ’ , ’C2 ’ , ’ l o c a t i o n ’ , ’ e a s t ou t s i d e ’ )

xlabel ( ’ Ve loc i ty ␣ (m/ s ) ’ )

ylabel ( ’ Radial ␣ Pos i t i on ␣ (m) ’ )

t i t l e ( ’ Design␣Condit ions ’ )

%b l 3 = f i g u r e ;

subplot ( 2 , 2 , 3 )
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plot (wu1_span , radi i_span1 , ’ g−− ’ )

hold on

plot (wu2_resamp , radi i_span1 , ’ g−− ’ )

plot ( cu1_span , radi i_span1 , ’ r− ’ )

plot ( cu2_resamp , radi i_span1 , ’ r− ’ )

hold o f f

legend ( ’Wu1 ’ , ’Wu2 ’ , ’Cu1 ’ , ’Cu2 ’ , ’ l o c a t i o n ’ , ’ e a s t ou t s i d e ’ )

xlabel ( ’ Ve loc i ty ␣ (m/ s ) ’ )

ylabel ( ’ Radial ␣ Pos i t i on ␣ (m) ’ )

t i t l e ( ’ Design␣Condit ions ’ )

%b l 4 = f i g u r e ;

subplot ( 2 , 2 , 4 )

plot (wu2_resamp−wu1_span , radi i_span1 , ’ g−− ’ )

hold on

plot ( cu2_resamp−cu1_span , radi i_span1 , ’ r− ’ )

hold o f f

legend ( ’Wu2−Wu1 ’ , ’Cu2−Cu1 ’ , ’ l o c a t i o n ’ , ’ e a s t ou t s i d e ’ )

xlabel ( ’ Ve loc i ty ␣Change␣ ac r o s s ␣Blade␣ (m/ s ) ’ )

ylabel ( ’ Radial ␣ Pos i t i on ␣ (m) ’ )

t i t l e ( ’ Design␣Condit ions ’ )

saveas ( bl1 , " Des ignCondit ions . png")

bl20 = f igure ( ’ Po s i t i on ’ , get (0 , ’ S c r e en s i z e ’ ) ) ;

plot ( beta2_resamp−beta1_span , radi i_span1 , ’ g−− ’ )

hold on

plot ( alpha2_resamp−alpha1_span , radi i_span1 , ’ r− ’ )

hold o f f

legend ( ’ \beta2−\beta1 ’ , ’ \ alpha2−\alpha1 ’ , ’ l o c a t i o n ’ , ’ s outhout s ide ’
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)

xlabel ( ’ Angle␣Change␣ ac r o s s ␣Blade␣ ( degree ) ’ )

ylabel ( ’ Radial ␣ Pos i t i on ␣ (m) ’ )

t i t l e ( ’ Design␣Condit ions ’ )

saveas ( bl20 , " Des ignAngleDI f f e rence . png ")

%p l o t b l ade v e l o c i t y check

blch1 = f igure ( ’ Po s i t i on ’ , get (0 , ’ S c r e en s i z e ’ ) ) ;

plot ( U1_analysis_check , rad ia l_coord_analys i s1 , ’ k− ’ )

hold on

plot ( U2_analysis_check , rad ia l_coord_analys i s2 , ’ r− ’ )

plot (U1_span , radi i_span1 , ’ go− ’ )

plot (U2_span , radi i_span2 , ’b.− ’ )

legend ( ’U1_{ f l u e n t } ’ , ’U2_{ f l u e n t } ’ , ’U1_{ des ign } ’ , ’U2_{ des ign } ’ , ’

l o c a t i o n ’ , ’ s outhout s ide ’ )

saveas ( blch1 , " UvelCheck . png")

%p l o t f l u e n t vs . des i gn v a r i a b l e s

bl5 = f igure ( ’ Po s i t i on ’ , get (0 , ’ S c r e en s i z e ’ ) ) ;

subplot ( 2 , 2 , 1 )

plot (W1_analysis , rad ia l_coord_analys i s1 , ’ k− ’ )

hold on

plot (W2_analysis , rad ia l_coord_analys i s2 , ’ r− ’ )

plot (w1_span , radi i_span1 , ’ g−− ’ )

plot (w2_span , radi i_span2 , ’b−− ’ )

hold o f f

legend ( ’W1_{ f l u e n t } ’ , ’W2_{ f l u e n t } ’ , ’W1_{ des ign } ’ , ’W2_{ des ign } ’ , ’

l o c a t i o n ’ , ’ e a s t ou t s i d e ’ )

%b l 6 = f i g u r e ;
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subplot ( 2 , 2 , 2 )

plot ( C1_analysis , rad ia l_coord_analys i s1 , ’ k− ’ )

hold on

plot ( C2_analysis , rad ia l_coord_analys i s2 , ’ r− ’ )

plot ( c1_span , radi i_span1 , ’ g−− ’ )

plot ( c2_span , radi i_span2 , ’b−− ’ )

hold o f f

legend ( ’C1_{ f l u e n t } ’ , ’C2_{ f l u e n t } ’ , ’C1_{ des ign } ’ , ’C2_{ des ign } ’ , ’

l o c a t i o n ’ , ’ e a s t ou t s i d e ’ )

%b l 7 = f i g u r e ;

subplot ( 2 , 2 , 3 )

plot ( beta1_analys i s , rad ia l_coord_analys i s1 , ’ k− ’ )

hold on

plot ( beta2_analys i s , rad ia l_coord_analys i s2 , ’ r− ’ )

plot ( beta1_span , radi i_span1 , ’ g−− ’ )

plot ( beta2_span , radi i_span2 , ’b−− ’ )

hold o f f

legend ( ’ \beta1_{ f l u e n t } ’ , ’ \beta2_{ f l u e n t } ’ , ’ \beta1_{ des ign } ’ , ’ \

beta2_{ des ign } ’ , ’ l o c a t i o n ’ , ’ e a s t ou t s i d e ’ )

%b l 8 = f i g u r e ;

subplot ( 2 , 2 , 4 )

plot ( a lpha1_analys is , rad ia l_coord_analys i s1 , ’ k− ’ )

hold on

plot ( a lpha2_analys is , rad ia l_coord_analys i s2 , ’ r− ’ )

plot ( alpha1_span , radi i_span1 , ’ g−− ’ )

plot ( alpha2_span , radi i_span2 , ’b−− ’ )

hold o f f
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legend ( ’ \alpha1_{ f l u e n t } ’ , ’ \alpha2_{ f l u e n t } ’ , ’ \alpha1_{ des ign } ’ , ’ \

alpha2_{ des ign } ’ , ’ l o c a t i o n ’ , ’ e a s t ou t s i d e ’ )

saveas ( bl5 , " FluentDesignComparison . png ")

%Ca l cu l a t e average d i f f e r e n c e s between Fluent and des i gn

de l taBeta1 = beta1_analys i s − beta1_span ;

de l taBeta2 = beta2_analys i s − beta2_span ;

deltaAlpha1 = alpha1_analys i s − alpha1_span ;

deltaAlpha2 = alpha2_analys i s − alpha2_span ;

cumulative_avg_beta1 = 0 ;

cumulative_avg_beta2 = 0 ;

cumulative_avg_alpha1 = 0 ;

cumulative_avg_alpha2 = 0 ;

for i = 2 : length ( rad ia l_coord_ana lys i s1 )

cumulative_avg_beta1 = cumulative_avg_beta1 + 0 . 5∗ ( de l taBeta1 (

i ) + de l taBeta1 ( i −1) ) ∗( rad ia l_coord_ana lys i s1 ( i )^2 −

rad ia l_coord_ana lys i s1 ( i −1)^2) ;

cumulative_avg_alpha1 = cumulative_avg_alpha1 + 0 . 5∗ (

deltaAlpha1 ( i ) + deltaAlpha1 ( i −1) ) ∗( rad ia l_coord_ana lys i s1 (

i )^2 − rad ia l_coord_ana lys i s1 ( i −1)^2) ;

end

for i = 2 : length ( rad ia l_coord_ana lys i s2 )

cumulative_avg_beta2 = cumulative_avg_beta2 + 0 . 5∗ ( de l taBeta2 (

i ) + de l taBeta2 ( i −1) ) ∗( rad ia l_coord_ana lys i s2 ( i )^2 −

rad ia l_coord_ana lys i s2 ( i −1)^2) ;

cumulative_avg_alpha2 = cumulative_avg_alpha2 + 0 . 5∗ (

deltaAlpha2 ( i ) + deltaAlpha2 ( i −1) ) ∗( rad ia l_coord_ana lys i s2 (

i )^2 − rad ia l_coord_ana lys i s2 ( i −1)^2) ;
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end

beta1_diff_area_avg = cumulative_avg_beta1 /( t ip_radius^2 −

hub_radius^2) ;

beta2_diff_area_avg = cumulative_avg_beta2 /( t ip_radius^2 −

hub_radius^2) ;

alpha1_diff_area_avg = cumulative_avg_alpha1 /( t ip_radius^2 −

hub_radius^2) ;

alpha2_diff_area_avg = cumulative_avg_alpha2 /( t ip_radius^2 −

hub_radius^2) ;

fpr intf ( ’ Area␣Averaged␣Quant i t i e s : ␣\n ’ )

fpr intf ( ’ ␣ b e t a 1 d i f f ␣=␣%g , \ n␣ b e t a 2 d i f f ␣=␣%g , \ n␣ a l ph a 1d i f f ␣=␣%g , \ n␣

a l pha 2d i f f ␣=␣%g , \ n ’ , . . .

[ beta1_diff_area_avg , beta2_diff_area_avg ,

alpha1_diff_area_avg , alpha2_diff_area_avg ] )

cumulative_mass_avg_beta1 = 0 ;

cumulative_mass_avg_beta2 = 0 ;

cumulative_mass_avg_alpha1 = 0 ;

cumulative_mass_avg_alpha2 = 0 ;

for i = 2 : length ( rad ia l_coord_ana lys i s1 )

cumulative_mass_avg_beta1 = cumulative_mass_avg_beta1 + 0 . 5∗ (

de l taBeta1 ( i ) + de l taBeta1 ( i −1) ) ∗ ( ( rad ia l_coord_ana lys i s1 ( i

)^2 − rad ia l_coord_ana lys i s1 ( i −1)^2) .∗ cm1_span( i ) ) ;

cumulative_mass_avg_alpha1 = cumulative_mass_avg_alpha1 +

0 . 5∗ ( deltaAlpha1 ( i ) + deltaAlpha1 ( i −1) ) ∗ ( (

rad ia l_coord_ana lys i s1 ( i )^2 − rad ia l_coord_ana lys i s1 ( i −1)

^2) .∗ cm1_span( i ) ) ;

end
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for i = 2 : length ( rad ia l_coord_ana lys i s2 )

cumulative_mass_avg_beta2 = cumulative_mass_avg_beta2 + 0 . 5∗ (

de l taBeta2 ( i ) + de l taBeta2 ( i −1) ) ∗ ( ( rad ia l_coord_ana lys i s2 ( i

)^2 − rad ia l_coord_ana lys i s2 ( i −1)^2) .∗ cm2_span( i ) ) ;

cumulative_mass_avg_alpha2 = cumulative_mass_avg_alpha2 +

0 . 5∗ ( deltaAlpha2 ( i ) + deltaAlpha2 ( i −1) ) ∗ ( (

rad ia l_coord_ana lys i s2 ( i )^2 − rad ia l_coord_ana lys i s2 ( i −1)

^2) .∗ cm2_span( i ) ) ;

end

beta1_diff_mass_avg = cumulative_mass_avg_beta1 /( ( t ip_radius^2 −

hub_radius^2) .∗ c1 ) ;

beta2_diff_mass_avg = cumulative_mass_avg_beta2 /( ( t ip_radius^2 −

hub_radius^2) .∗ c1 ) ;

alpha1_diff_mass_avg = cumulative_mass_avg_alpha1 /( ( t ip_radius^2 −

hub_radius^2) .∗ c1 ) ;

alpha2_diff_mass_avg = cumulative_mass_avg_alpha2 /( ( t ip_radius^2 −

hub_radius^2) .∗ c1 ) ;

fpr intf ( ’Mass␣Averaged␣Quant i t i e s : ␣\n ’ )

fpr intf ( ’ ␣ b e t a 1 d i f f ␣=␣%g , \ n␣ b e t a 2 d i f f ␣=␣%g , \ n␣ a l ph a 1d i f f ␣=␣%g , \ n␣

a l pha 2d i f f ␣=␣%g , \ n ’ , . . .

[ beta1_diff_mass_avg , beta2_diff_mass_avg ,

alpha1_diff_mass_avg , alpha2_diff_mass_avg ] )

b l9 = f igure ( ’ Po s i t i on ’ , get (0 , ’ S c r e en s i z e ’ ) ) ;

subplot ( 2 , 2 , 1 )

plot ( deltaBeta1 , rad ia l_coord_analys i s1 , ’ k− ’ )

hold on

plot ( deltaBeta2 , rad ia l_coord_analys i s2 , ’ r− ’ )
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hold o f f

legend ( ’ \beta1_{ f l u e n t }−\beta1_{ des ign } ’ , ’ \beta2_{ f l u e n t }−\beta2_{

des ign } ’ , ’ l o c a t i o n ’ , ’ s outhout s ide ’ )

%bl10 = f i g u r e ;

subplot ( 2 , 2 , 2 )

plot ( deltaAlpha1 , rad ia l_coord_analys i s1 , ’ k− ’ )

hold on

plot ( deltaAlpha2 , rad ia l_coord_analys i s2 , ’ r− ’ )

hold o f f

legend ( ’ \alpha1_{ f l u e n t }−\alpha1_{ des ign } ’ , ’ \alpha2_{ f l u e n t }−\

alpha2_{ des ign } ’ , ’ l o c a t i o n ’ , ’ s outhout s ide ’ )

subplot ( 2 , 2 , 3 )

text (0 , 1 , s t r c a t ( ’ \beta_1␣mass␣ average ␣ d i f f e r e n c e : ’ , { ’ ␣ ’ } , num2str

( beta1_diff_mass_avg ) , ’ ␣ degree s ’ ) )

text (0 , 0 , s t r c a t ( ’ \beta_2␣mass␣ average ␣ d i f f e r e n c e : ’ , { ’ ␣ ’ } , num2str

( beta2_diff_mass_avg ) , ’ ␣ degree s ’ ) )

xlim ( [ −1 ,2 ] )

ylim ( [ −1 ,2 ] )

axis o f f

subplot ( 2 , 2 , 4 )

text (0 , 1 , s t r c a t ( ’ \alpha_1␣mass␣ average ␣ d i f f e r e n c e : ’ , { ’ ␣ ’ } ,

num2str( alpha1_diff_mass_avg ) , ’ ␣ degree s ’ ) )

text (0 , 0 , s t r c a t ( ’ \alpha_2␣mass␣ average ␣ d i f f e r e n c e : ’ , { ’ ␣ ’ } ,

num2str( alpha2_diff_mass_avg ) , ’ ␣ degree s ’ ) )

xlim ( [ −1 ,2 ] )

ylim ( [ −1 ,2 ] )

axis o f f
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saveas ( bl9 , " FluentCalcBladeAngleDi f f e rence . png ")

%Find r a d i i o f i n t e r e s t

%fo r t u r b in e reg ion

sep_locs = zeros (num_rows , length ( sq_rad i i ) ) ;

for k = 1 : length ( sq_rad i i )

for i = 1 : num_rows

i f rad ia l_coord ( i ) > sq_rad i i ( k ) − rotating_body_mesh_size

/2 && . . .

rad ia l_coord ( i ) < sq_rad i i ( k ) +

rotating_body_mesh_size /2

sep_locs ( i , k ) = i ;

else

sep_locs ( i , k ) = 0 ;

end

end

end

%for b l ad e s

sep_locs_blades = zeros ( num_rows_blades , length ( sq_rad i i ) ) ;

for k = 1 : length ( sq_rad i i )

for i = 1 : num_rows_blades

i f radia l_coord_blades ( i ) > sq_rad i i ( k ) −

blade_face_mesh_size /2 && . . .

radia l_coord_blades ( i ) < sq_rad i i ( k ) +

blade_face_mesh_size /2

sep_locs_blades ( i , k ) = i ;

else

sep_locs_blades ( i , k ) = 0 ;
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end

end

end

%Plot

skip_approx = 3 ; %1 = show ve c t o r s at a l l a v a i l a b l e po in t s

s c a l ed = 3 ; %1 = automatic s c a l i n g

for k = 1 : length ( sq_rad i i )

Q = f igure ( ’ Po s i t i on ’ , get (0 , ’ S c r e en s i z e ’ ) ) ;

%se t up v e c t o r s f o r p l o t t i n g and c a l c u l a t i o n s

%tu r b in e

sep_locs_nonzero_preminimize = nonzeros ( sep_locs ( : , k ) ) ;

sep_locs_nonzero = sep_locs_nonzero_preminimize ( 1 : skip_approx :

end , : ) ;

sep_locs_nonzero_noskip = sep_locs_nonzero_preminimize ( 1 : end

, : ) ;

sep_locs_nonzero_preminimize2 = nonzeros ( sep_locs ( : , k ) ) ;

sep_locs_nonzero2 = sep_locs_nonzero_preminimize2 ( 1 :

skip_approx : end , : ) ;

sep_locs_nonzero_noskip2 = sep_locs_nonzero_preminimize2 ( 1 : end

, : ) ;

tang_arc_coord = sq_rad i i ( k ) ∗ tangent ia l_coord ( sep_locs_nonzero

) ;

tang_arc_coord2 = sq_rad i i ( k ) ∗ tangent ia l_coord (

sep_locs_nonzero2 ) ;

tang_arc_coord_noskip = sq_rad i i ( k ) ∗ tangent ia l_coord (

sep_locs_nonzero_noskip ) ;

tang_arc_coord_noskip2 = sq_rad i i ( k ) ∗ tangent ia l_coord (
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sep_locs_nonzero_noskip2 ) ;

%b lade s

sep_locs_nonzero_preminimize_blades = nonzeros ( sep_locs_blades

( : , k ) ) ;

sep_locs_nonzero_blades = sep_locs_nonzero_preminimize_blades

( 1 : skip_approx : end , : ) ;

tang_arc_coord_blades = sq_rad i i ( k ) ∗ tangent ia l_coord_blades (

sep_locs_nonzero_blades ) ;

axial_coord_blades_nonzero = axial_coord_blades (

sep_locs_nonzero_blades ) ;

tang_arc_range = max( tang_arc_coord_blades ) − min(

tang_arc_coord_blades ) ;

tang_arc_bins = tang_arc_range/N_blades ;

%othe r s

spacing_backward = −blade_spacing (k ) /2 − blade_spacing (k ) /10 ;

spacing_forward = blade_spacing (k ) /2 + blade_spacing (k ) ;

%se t up even l y spaced , on ly i n c r ea s i n g g r i d to sample data

points_count = 2000 ;

x_points = linspace ( spacing_backward , spacing_forward ,

points_count ) ;

y_points = linspace (min( axia l_coord ) ,max( axia l_coord ) ,

points_count ) ;

[ x_grid , y_grid ] = meshgrid ( x_points , y_points ) ;

%dup l i c a t e v e c t o r s f o r e and a f t o f r e a l data range to he l p

i n t e r p o l a t i o n

num_dups = 3 ; %pick an odd number

axial_dup = repvec ( axia l_coord ( sep_locs_nonzero_noskip2 ) ,
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num_dups , 1 ) ;

rel_vel_dup = repvec ( rel_vel_mag ( sep_locs_nonzero_noskip2 ) ,

num_dups , 1 ) ;

for j = 1 :num_dups

for i = 1 : length ( tang_arc_coord_noskip2 )

tang_dup ( i + ( j −1)∗ length ( tang_arc_coord_noskip2 ) ) =

tang_arc_coord_noskip2 ( i ) + . . .

( ( j −((num_dups+1)/2) ) ∗(max( tang_arc_coord_noskip2 )

− min( tang_arc_coord_noskip2 ) ) ) ;

end

end

i n t e rpdata = s c a t t e r e d I n t e r p o l an t ( tang_dup ’ , axial_dup ,

rel_vel_dup ) ;

%p l o t s

[C,m] = contour f ( x_points , y_points , i n t e rpdata ( x_grid , y_grid )

,100) ;

set (m, ’ LineColor ’ , ’ none ’ ) ;

colormap ( jet )

p = colorbar ;

caxis ( [min( rel_vel_mag ) ,max( rel_vel_mag ) ] )

set (get (p , ’ l a b e l ’ ) , ’ s t r i n g ’ , ’ Rel . ␣Vel . ␣Mag . ␣ (m/ s ) ’ )

hold on

q = quiver ( tang_arc_coord , . . .

ax ia l_coord ( sep_locs_nonzero ) , . . .

rel_tan_vel_mag ( sep_locs_nonzero ) , . . .

axial_vel_mag ( sep_locs_nonzero ) , sca l ed , ’ Color ’ , ’ b lack ’ ) ;

q . ShowArrowHead=’ o f f ’ ;
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t i t l e b l o c k = s t r c a t (" Re la t i v e Flow Ve l o c i t i e s at Radius " ,

num2str( sq_rad i i ( k ) ) , . . .

" , " , num2str(100∗R_squared_locs ( k ) ) ,"% R^2 Span") ;

t i t l e ( t i t l e b l o c k )

xlabel (" Tangent ia l Arc Coordinates (m) ")

ylabel (" Axia l Coordinates (m) ")

axis equal %g i v e s r i g h t b l ade shape , f l ow passage s i z e , e t c .

ylim ( [min( axia l_coord ) ,max( axia l_coord ) ] )

xlim ( [ spacing_backward , spacing_forward ] )

s a v e f i g (Q, s t r c a t (" Relative_Flow_Velocities_at_Radius_ " ,

num2str( sq_rad i i ( k ) ) , . . .

"_" , num2str(100∗R_squared_locs ( k ) ) ,"%_R^2_Span" ," . f i g ") )

saveas (Q, s t r c a t (" Relative_Flow_Velocities_at_Radius_ " , num2str

( sq_rad i i ( k ) ) , . . .

"_" , num2str(100∗R_squared_locs ( k ) ) ,"%_R^2_Span" ," . png ") )

hold o f f

c l f

q2 = quiver ( tang_arc_coord , . . .

ax ia l_coord ( sep_locs_nonzero ) , . . .

rel_tan_vel_mag ( sep_locs_nonzero ) , . . .

axial_vel_mag ( sep_locs_nonzero ) , s ca l ed , ’ Color ’ , ’ red ’ ) ;

q2 . ShowArrowHead=’ o f f ’ ;

hold on

t i t l e b l o c k = s t r c a t (" Re la t i v e Flow Vectors at Radius " ,

num2str( sq_rad i i ( k ) ) , . . .

" , " , num2str(100∗R_squared_locs ( k ) ) ,"% R^2 Span") ;

t i t l e ( t i t l e b l o c k )
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xlabel (" Tangent ia l Arc Coordinates (m) ")

ylabel (" Axia l Coordinates (m) ")

axis equal %g i v e s r i g h t b l ade shape , f l ow passage s i z e , e t c .

ylim ( [min( axia l_coord ) ,max( axia l_coord ) ] )

xlim ( [ spacing_backward , spacing_forward ] )

s a v e f i g (Q, s t r c a t ("Relative_Flow_Vectors_at_Radius_ " , num2str(

sq_rad i i ( k ) ) , . . .

"_" , num2str(100∗R_squared_locs ( k ) ) ,"%_R^2_Span" ,"

NOCONTOUR" ," . f i g ") )

saveas (Q, s t r c a t ("Relative_Flow_Vectors_at_Radius_ " , num2str(

sq_rad i i ( k ) ) , . . .

"_" , num2str(100∗R_squared_locs ( k ) ) ,"%_R^2_Span" ,"

NOCONTOUR" ," . png ") )

hold o f f

c l f

[ C2 ,m2] = contour f ( x_points , y_points , i n t e rpdata ( x_grid , y_grid )

,100) ;

set (m2, ’ LineColor ’ , ’ none ’ ) ;

colormap ( jet )

p2 = colorbar ;

caxis ( [min( rel_vel_mag ) ,max( rel_vel_mag ) ] )

set (get ( p2 , ’ l a b e l ’ ) , ’ s t r i n g ’ , ’ Rel . ␣Vel . ␣Mag . ␣ (m/ s ) ’ )

hold on

t i t l e b l o c k = s t r c a t (" Re la t i v e Flow Contours at Radius " ,

num2str( sq_rad i i ( k ) ) , . . .

" , " , num2str(100∗R_squared_locs ( k ) ) ,"% R^2 Span") ;

t i t l e ( t i t l e b l o c k )

159



xlabel (" Tangent ia l Arc Coordinates (m) ")

ylabel (" Axia l Coordinates (m) ")

axis equal %g i v e s r i g h t b l ade shape , f l ow passage s i z e , e t c .

ylim ( [min( axia l_coord ) ,max( axia l_coord ) ] )

xlim ( [ spacing_backward , spacing_forward ] )

s a v e f i g (Q, s t r c a t ("Relative_Flow_Contours_at_Radius_ " , num2str(

sq_rad i i ( k ) ) , . . .

"_" , num2str(100∗R_squared_locs ( k ) ) ,"%_R^2_Span" ,"NOVECTOR

" ," . f i g ") )

saveas (Q, s t r c a t ("Relative_Flow_Contours_at_Radius_ " , num2str(

sq_rad i i ( k ) ) , . . .

"_" , num2str(100∗R_squared_locs ( k ) ) ,"%_R^2_Span" ,"NOVECTOR

" ," . png ") )

points_count2 = 100 ;

x_points2 = linspace ( spacing_backward , spacing_forward ,

points_count2 ) ;

y_points2 = linspace (min( axia l_coord ) ,max( axia l_coord ) ,

points_count2 ) ;

[ x_grid2 , y_grid2 ] = meshgrid ( x_points2 , y_points2 ) ;

rel_tan_vel_dup = repvec ( rel_tan_vel_mag (

sep_locs_nonzero_noskip2 ) ,num_dups , 1 ) ;

axial_vel_dup = repvec ( axial_vel_mag ( sep_locs_nonzero_noskip2 )

,num_dups , 1 ) ;

interpdata_sep_axia l = s c a t t e r e d I n t e r p o l an t ( tang_dup ’ ,

axial_dup , axial_vel_dup ) ;

interpdata_sep_tang = s c a t t e r e d I n t e r p o l an t ( tang_dup ’ , axial_dup

, rel_tan_vel_dup ) ;
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ys1 = ones (1 , length ( x_points2 ) ) ∗max( y_points2 ) ;

xs1 = linspace (min( x_points2 ) ,max( x_points2 ) , length ( y_points2 )

) ;

ys2 = min( y_points2 ) : range ( xs1 ) / length ( xs1 ) :max( y_points2 ) ;

xs2 = ones (1 , length ( ys2 ) ) ∗max( x_points2 ) ;

xs = [ xs1 , xs2 ] ;

ys = [ ys1 , ys2 ] ;

[ C3 ,m3] = contour f ( x_points , y_points , i n t e rpdata ( x_grid , y_grid )

,100) ;

set (m3, ’ LineColor ’ , ’ none ’ ) ;

colormap ( jet )

p = colorbar ;

caxis ( [min( rel_vel_mag ) ,max( rel_vel_mag ) ] )

set (get (p , ’ l a b e l ’ ) , ’ s t r i n g ’ , ’ Rel . ␣Vel . ␣Mag . ␣ (m/ s ) ’ )

hold on

s t r eaml ine ( x_grid2 , y_grid2 , . . .

interpdata_sep_tang ( x_grid2 , y_grid2 ) , interpdata_sep_axia l (

x_grid2 , y_grid2 ) , . . .

xs , ys ) ;

hold o f f

axis equal %g i v e s r i g h t b l ade shape , f l ow passage s i z e , e t c .

ylim ( [min( axia l_coord ) ,max( axia l_coord ) ] )

xlim ( [ spacing_backward , spacing_forward ] )

s a v e f i g (Q, s t r c a t (" Relative_Streamlines_at_Radius_ " , num2str(

sq_rad i i ( k ) ) , . . .

"_" , num2str(100∗R_squared_locs ( k ) ) ,"%_R^2_Span" ," . f i g ") )

saveas (Q, s t r c a t (" Relative_Streamlines_at_Radius_ " , num2str(
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sq_rad i i ( k ) ) , . . .

"_" , num2str(100∗R_squared_locs ( k ) ) ,"%_R^2_Span" ," . png ") )

end

clear (" c " ,"m" ,"p" ,"q" ," q2 " ," i " ,"k" ," t i t l e b l o c k " ," turb ine ")

%END OF SCRIPT
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APPENDIX C

EXCEL VBA SAMPLE SCRIPT

Attr ibute VB_Name = "Module1"

Option Explicit

Sub RunSolver ( )

Dim num_input_rows As In t eg e r

Dim i As In t eg e r

Dim s t a tu s As String

Worksheets ( " So lve r Input s " ) . Act ivate

num_input_rows = Ce l l s . Find (What:="∗" , _

After :=Range ( "C1" ) , _

LookAt:=xlPart , _

LookIn :=xlFormulas , _

SearchOrder :=xlByRows , _

SearchDi rec t i on := xlPrev ious , _

MatchCase:=Fal se ) .Row

Worksheets ( "DistanceCostCurves " ) . Range ( "B3 :B" & num_input_rows ) .

Value = Worksheets ( " So lve r Input s " ) . Range ( "C3 :C" &

num_input_rows ) . Value

Worksheets ( "DistanceCostCurves_withbattery " ) . Range ( "B3 :B" &

num_input_rows ) . Value = Worksheets ( " So lve r Input s " ) . Range ( "C3 :C"

& num_input_rows ) . Value

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "C3 :C" &

num_input_rows ) . Value = Worksheets ( " So lve r Input s " ) . Range ( "C3 :C"

& num_input_rows ) . Value
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Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "D3 :C" &

num_input_rows ) . Value = Worksheets ( " So lve r Input s " ) . Range ( "D3 :C"

& num_input_rows ) . Value

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "E3 :C" &

num_input_rows ) . Value = Worksheets ( " So lve r Input s " ) . Range ( "E3 :C"

& num_input_rows ) . Value

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "F3 :C" &

num_input_rows ) . Value = Worksheets ( " So lve r Input s " ) . Range ( "F3 :C"

& num_input_rows ) . Value

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "G3 :C" &

num_input_rows ) . Value = Worksheets ( " So lve r Input s " ) . Range ( "G3 :C"

& num_input_rows ) . Value

Worksheets ( " So lve r_wi thbat t e r i e s " ) . Range ( "C3 :C" & num_input_rows ) .

Value = Worksheets ( " So lve r Input s " ) . Range ( "C3 :C" &

num_input_rows ) . Value

Worksheets ( " So lve r_wi thbat t e r i e s " ) . Range ( "D3 :C" & num_input_rows ) .

Value = Worksheets ( " So lve r Input s " ) . Range ( "D3 :C" &

num_input_rows ) . Value

Worksheets ( " So lve r_wi thbat t e r i e s " ) . Range ( "E3 :C" & num_input_rows ) .

Value = Worksheets ( " So lve r Input s " ) . Range ( "E3 :C" &

num_input_rows ) . Value

Worksheets ( " So lve r_wi thbat t e r i e s " ) . Range ( "F3 :C" & num_input_rows ) .

Value = Worksheets ( " So lve r Input s " ) . Range ( "F3 :C" &

num_input_rows ) . Value

Worksheets ( " So lve r_wi thbat t e r i e s " ) . Range ( "G3 :C" & num_input_rows ) .

Value = Worksheets ( " So lve r Input s " ) . Range ( "G3 :C" &

num_input_rows ) . Value
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For i = 1 To num_input_rows

s t a tu s = Worksheets ( " So lve r Input s " ) . Range ( "F" & i + 2)

I f s t a tu s = "Unpowered" Then

UnpoweredCommSolver_withbatteries ( i )

UnpoweredCommSolver ( i )

E l s e I f s t a tu s = "Powered" Then

PoweredCommSolver_withbatteries ( i )

PoweredCommSolver ( i )

Else

End I f

Next i

App l i ca t ion .Wait (Now + 1E−05)

Worksheets ( " So lve r Input s " ) . Act ivate

End Sub

Attr ibute VB_Name = "Module3"

Option Explicit

Sub UnpoweredCommSolver ( i As In t eg e r )

Dim datamsg As String

Dim j As In t eg e r

Dim k As In t eg e r

Dim CHKTime As In t eg e r

Dim InfoBox As Object

Dim househo ldcos t As Double

Dim householdcost_minimum As Double

Dim distance_at_min As Double

Dim distance_min As Double

Dim t u rb i n e r a t i n g As Double
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Dim numberhouseholds As Double

Dim num_velocity_rows As In t eg e r

Dim num_velocity_cols As In t eg e r

Dim rRow As In t eg e r

Dim cCol As In t eg e r

Dim row_select As In t eg e r

Dim column_select As In t eg e r

Dim h ighe s tva lue As Double

Dim row_final As In t eg e r

Dim column_final As In t eg e r

Dim row_inter As In t eg e r

Dim column_inter As In t eg e r

Dim l a t_val As Double

Dim long_val As Double

Dim lat_min_loc As In t eg e r

Dim long_min_loc As In t eg e r

Dim loopnum As In t eg e r

Dim loopnum_max As Double

Dim loopnum_double As Double

Dim number_generators_minimum As Double

Dim number_panels_minimum As Double

Dim diff_minimum As Double

Dim River_loc_col_pre As In t eg e r

Dim River_loc_row_pre As In t eg e r

Dim River_flow_pre As Double

Dim River_loc_col_post As In t eg e r

Dim River_loc_row_post As In t eg e r
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Dim River_flow_post As Double

Dim Elevat i on_s i t e As Double

Dim Elevation_pre As Double

Dim Elevat ion_post As Double

Dim Depth_site As Double

Dim Depth_pre As Double

Dim Depth_post As Double

Dim Ve loc i ty_s i t e As Double

Dim Velocity_pre As Double

Dim Veloc ity_post As Double

Dim Head_site As Double

Dim Head_pre As Double

Dim Head_post As Double

Dim Dam_potential_site As Double

Dim PV_oversize As Double

Dim r e s u l t As In t eg e r

Dim j_ in te r As Double

Dim k_inter As Double

Appl i ca t ion .Wait (Now + 1E−05)

Worksheets ( " case2_gen" ) . Act ivate

’ Set NOCT va lue f o r PV pane l power

Worksheets ( " case2_gen" ) . Range ( "$L$2" ) . Value = 260

Worksheets ( " case2_gen" ) . Range ( "E6" ) . Value = 1

Worksheets ( " case2_gen" ) . Range ( "J8" ) . Value = 1

’ Set number o f househo lds , near i n f i n i t y=t h e o r e t i c a l max .

Worksheets ( " case2_gen" ) . Range ( "$D$2" ) . Value = Worksheets ( "

So lve r_wi thoutbat t e r i e s " ) . Range ( "G" & i + 2) . Value
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’ Ca l cu l a t e PV fo r de s i r ed l o c a t i o n

Appl i cat ion .Wait (Now + 1E−05)

Worksheets ( "PV_Hourly" ) . Act ivate

’Change l a t i t u d e f o r lookup

Worksheets ( "PV_Hourly" ) . Range ( "$C$7" ) . Value = Worksheets ( "

So lve r_wi thoutbat t e r i e s " ) . Range ( "D" & i + 2) . Value

’Change l on g i t u d e f o r lookup

Worksheets ( "PV_Hourly" ) . Range ( "$C$8" ) . Value = Worksheets ( "

So lve r_wi thoutbat t e r i e s " ) . Range ( "E" & i + 2) . Value

’Run PV data r e t r i e v a l

Worksheets ( "PV_Hourly" ) . Range ( "B21" ) . Value = 1

Appl i cat ion .Run Worksheets ( "PV_Hourly" ) . Shapes ( "Button␣5" ) .

OnAction

’Wait f o r r e t r i e v a l to complete and s h e e t s to update

Appl i cat ion .Wait (Now + 5E−05)

Do Unt i l datamsg = "Complete : "

datamsg = CStr(Worksheets ( "PV_Hourly" ) . Range ( "B21" ) . Value )

Loop

Appl i cat ion .Wait (Now + 5E−05)

’ Adjusted f o r App l i ca t i on .Run() to avoid Reference problems

wi th So l v e r

’ P e l t i e r Technica l Serv i ces , Inc . , Copyright _ 2007. A l l r i g h t s

r e s e r ved .

’ r e s e t s o l v e r

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "L" & i + 2) . Value =

Worksheets ( "PV_Hourly" ) . Range ( "$N$29" ) . Value

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "M" & i + 2) . Value =
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Worksheets ( "PV_Hourly" ) . Range ( "$N$32" ) . Value

’ s e t up LOOP

Appl i cat ion .Wait (Now + 1E−05)

Worksheets ( "DistanceCostCurves " ) . Act ivate

Ce l l s ( i + 2 , 3) . Value = 1

householdcost_minimum = 9999999999999#

loopnum_max = 30

’ Begin LOOP

For loopnum = 1 To loopnum_max

’ up to 60 km, 2km∗30 c e l l s

’ Ca l cu l a t e f l ow v e l o c i t y ( t a b l e lookup )

l a t_val = Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "D" & i +

2) . Value

long_val = Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "E" & i +

2) . Value

Worksheets ( "RiverVeloc i t ies_Q90 " ) . Act ivate

num_velocity_rows = Ce l l s . Find (What:="∗" , _

After :=Range ( "A1" ) , _

LookAt:=xlPart , _

LookIn :=xlFormulas , _

SearchOrder :=xlByRows , _

SearchDi rec t i on := xlPrev ious , _

MatchCase:=Fal se ) .Row

num_velocity_cols = Ce l l s . Find (What:="∗" , _

After :=Range ( "A1" ) , _

LookAt:=xlPart , _

LookIn :=xlFormulas , _
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SearchOrder :=xlByColumns , _

SearchDi rec t i on := xlPrev ious , _

MatchCase:=Fal se ) . Column

cCol = 2

For j = 2 To num_velocity_cols − 1

I f ( Ce l l s (1 , cCol ) . Value <= long_val And Ce l l s (1 , cCol +

1) . Value >= long_val ) Then

Exit For

Else

cCol = cCol + 1

End I f

Next j

column_select = cCol

rRow = 2

For j = 2 To num_velocity_rows − 1

I f ( Ce l l s (rRow , 1) . Value >= lat_val And Ce l l s ( rRow + 1 ,

1) . Value <= lat_val ) Then

Exit For

Else

rRow = rRow + 1

End I f

Next j

row_select = rRow

’ Find h i g h e s t v e l o c i t y w i th in ( loopnum ∗2)km

Appl i cat ion .Wait (Now + 1E−05)

Worksheets ( "FlowRates_Q90" ) . Act ivate
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cCol = column_select

rRow = row_select

h i ghe s tva lue = Ce l l s (rRow , cCol ) . Value

For j = −loopnum To loopnum

For k = −loopnum To loopnum

I f Ce l l s ( rRow + k , cCol + j ) . Value >= h ighe s tva lue Then

h ighe s tva lue = Ce l l s ( rRow + k , cCol + j ) . Value

column_inter = cCol + j

row_inter = rRow + k

j_inte r = Abs( j )

k_inter = Abs( k )

Else

End I f

Next k

Next j

I f CStr( column_inter ) = "0" Then

column_final = column_select

row_final = row_select

distance_at_min = 0

Else

column_final = column_inter

row_final = row_inter

distance_at_min = (4 ∗ j_ in t e r ∗ j_ in t e r + 4 ∗ k_inter ∗

k_inter ) ^ 0 .5

End I f

I f distance_at_min > 2 ∗ loopnum_max Then

Exit For

171



End I f

’Change f l ow v e l o c i t y

Appl i cat ion .Wait (Now + 1E−05)

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Act ivate

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "$H" & i + 2) . Value

= Worksheets ( "RiverVeloc i t ies_Q90 " ) . Ce l l s ( row_final ,

column_final ) . Value

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "$R" & i + 2) . Value

= Worksheets ( "RiverVeloc i t ies_Q90 " ) . Ce l l s ( row_final , 1) . Value

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "$S" & i + 2) . Value

= Worksheets ( "RiverVeloc i t ies_Q90 " ) . Ce l l s (1 , column_final ) .

Value

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "$T" & i + 2) . Value

= Worksheets ( "FlowRates_Q90" ) . Ce l l s ( row_final , column_final ) .

Value

’ use 2 .8 m/s l im i t f o r smart hydro monof loat turb ine , change f o r

o the r s

’ input rounding l o g i c

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Act ivate

I f Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "H" & i + 2) .

Value > 2 .8 Then

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( " I " & i + 2) . Value =

2 .8

Else

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( " I " & i + 2) . Value =

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "H" & i + 2) .

Value
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End I f

Worksheets ( "case2_gen" ) . Range ( "$F$2" ) . Value = Worksheets ( "

So lve r_wi thoutbat t e r i e s " ) . Range ( " I " & i + 2) . Value

Appl i ca t ion .Wait (Now + 1E−05)

Worksheets ( "case2_gen" ) . Act ivate

Appl i ca t ion .Run " So lve r . xlam ! So lverReset "

’ s e t up new ana l y s i s

’ SolverOk ( Se tCe l l , MaxMinVal , ValueOf , ByChange , Engine ,

EngineDesc )

’ 1 Maximize

’ 2 Minimize

’ 3 Match a s p e c i f i c va lue

Appl i cat ion .Run " So lve r . xlam ! SolverOk" , "$Q$28" , 2 , , "$J$8 , $E$6

" , 2 , "GRG␣Nonl inear "

’ So l verOpt ions ( MaxTime , I t e r a t i on s , Prec is ion , AssumeLinear ,

StepThru ,

’ Estimates , Der i va t i v e s , SearchOption , IntTolerance , Sca l ing ,

Convergence , AssumeNonNeg ,

’ Popu la t ionSize , RandomSeed , Mul t iS tar t , RequireBounds ,

MutationRate , MaxSubproblems ,

’ MaxIntegerSols , SolveWithout , MaxTimeNoImp)

Appl i cat ion .Run " So lve r . xlam ! So lverOpt ions " , _

100000 , 100000 , 1E−12, False , False , _

2 , 2 , 1 , 1 , True , 1E−12, True , _

100 , [ ] , False , True , 0 . 075 , 100000 , _

100000 , False , 30

’ add c on s t r a i n t s
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’ SolverAdd ( Cel lRef , Re lat ion , FormulaText )

’ 1 <=

’ 2 =

’ 3 >=

’ 4 Ce l l s r e f e r enced by Ce l lRe f must have f i n a l v a l u e s t ha t

are i n t e g e r s .

’ 5 Ce l l s r e f e r enced by Ce l lRe f must have f i n a l v a l u e s o f

e i t h e r 0 ( zero ) or 1 .

’ 6 Ce l l s r e f e r enced by Ce l lRe f must have f i n a l v a l u e s t ha t

are a l l d i f f e r e n t and i n t e g e r s .

Appl i cat ion .Run " So lve r . xlam ! SolverAdd" , "$J$8" , 4 , 0

Appl i ca t ion .Run " So lve r . xlam ! SolverAdd" , "$E$6" , 4 , 0

Appl i ca t ion .Run " So lve r . xlam ! SolverAdd" , "$L$4 : $L$28" , 3 , "$D$4 :

$D$28"

’ run the ana l y s i s

’ So l v e rSo l v e ( UserFinish , ShowRef )

r e s u l t = Appl i ca t ion .Run( " So lve r . xlam ! So lve rSo lve " , True )

’ f i n i s h the ana l y s i s

’ So l v e rF in i s h (KeepFinal , ReportArray , Out l ineRepor ts )

Appl i cat ion .Run " So lve r . xlam ! So l v e rF in i sh "

’ r epor t on succe s s o f ana l y s i s

’ Resu l t = 0 , So lu t i on found , o p t ima l i t y and con s t r a i n t s

s a t i s f i e d

’ 1 , Converged , c on s t r a i n t s s a t i s f i e d

’ 2 , Cannot improve , c on s t r a i n t s s a t i s f i e d

’ 3 , Stopped at maximum i t e r a t i o n s

’ 4 , So l v e r d id not converge
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’ 5 , No f e a s i b l e s o l u t i o n

’ 6 So l v e r s topped at user ’ s r e que s t .

’ 7 The cond i t i on s f o r Assume Linear Model are not s a t i s f i e d

.

’ 8 The problem i s too l a r g e f o r So l v e r to handle .

’ 9 So l v e r encountered an error va lue in a t a r g e t or

c on s t r a i n t c e l l .

’ 10 Stop chosen when maximum time l im i t was reached .

’ 11 There i s not enough memory a v a i l a b l e to s o l v e the

problem .

’ 12 Another Exce l in s t ance i s us ing SOLVER.DLL. Try again

l a t e r .

’ 13 Error in model . P lease v e r i f y t h a t a l l c e l l s and

c on s t r a i n t s are v a l i d .

’ 14 − So l ve r found an i n t e g e r s o l u t i o n wi th in t o l e r anc e . A l l

c on s t r a i n t s are s a t i s f i e d (14) .

’ 15 − Stop chosen when the maximum number o f [ i n t e g e r or

f e a s i b l e ] s o l u t i o n s was reached (15) .

’ 16 − Stop chosen when the maximum number o f [ i n t e g e r ]

subprob lems was reached (16) .

’ 17 − So l ve r converged in p r o b a b i l i t y to a g l o b a l s o l u t i o n

(17) .

’ 18 − Al l v a r i a b l e s must have both upper and lower bounds

(18) .

’ 19 − Var iab l e bounds c o n f l i c t in b inary or a l l d i f f e r e n t

c on s t r a i n t (19) .

’ 20 − Lower and upper bounds on v a r i a b l e s a l l ow no f e a s i b l e
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s o l u t i o n (20) .

I f r e s u l t = 14 Or r e s u l t = 0 Then

’ Set InfoBox = CreateObjec t ("WScript . S h e l l ")

’ ’ Set the message box to c l o s e a f t e r 10 seconds

’CHKTime = 0.5

’ S e l e c t Case InfoBox . Popup(" So l v e r found a so l u t i on , Resu l t #"

+ CStr ( Resu l t ) , _

’CHKTime, "SOLUTION FOUND" , 0)

’ Case 1 , −1

’End S e l e c t

’MsgBox " So l v e r found a so l u t i on , Resu l t #" + CStr ( Resu l t ) ,

vbInformation , "SOLUTION FOUND"

GoTo REPORTING

Else

’MsgBox " So l v e r was unab le to f i nd a so l u t i on , Resu l t #" +

CStr ( Resu l t ) , vbExclamation , "SOLUTION NOT FOUND"

’ Ex i t For

GoTo ERRORFOR

End I f

ERRORFOR:

Appl i cat ion .Wait (Now + 1E−05)

Worksheets ( " case2_gen" ) . Range ( "E6" ) . Value = 1

Worksheets ( " case2_gen" ) . Range ( "J8" ) . Value = 10

Appl i cat ion .Wait (Now + 1E−05)

Worksheets ( " case2_gen" ) . Act ivate

Appl i ca t ion .Run " So lve r . xlam ! So lverReset "

Appl i ca t ion .Run " So lve r . xlam ! SolverOk" , "$Q$28" , 2 , , "$J$8 ,
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$E$6" , 2 , "GRG␣Nonl inear "

Appl i ca t ion .Run " So lve r . xlam ! So lverOpt ions " , _

100000 , 100000 , 1E−12, False , False , _

2 , 2 , 1 , 1 , True , 1E−12, True , _

100 , [ ] , False , True , 0 . 075 , 100000 , _

100000 , False , 30

Appl i ca t ion .Run " So lve r . xlam ! SolverAdd" , "$J$8" , 4 , 0

Appl i ca t ion .Run " So lve r . xlam ! SolverAdd" , "$E$6" , 4 , 0

Appl i ca t ion .Run " So lve r . xlam ! SolverAdd" , "$L$4 : $L$28" , 3 , "

$D$4 : $D$28"

r e s u l t = Appl i ca t ion .Run( " So lve r . xlam ! So lve rSo lve " , True )

Appl i ca t ion .Run " So lve r . xlam ! So l v e rF in i sh "

I f r e s u l t = 14 Or r e s u l t = 0 Then

GoTo REPORTING

Else

GoTo ERRORFOR2

End I f

ERRORFOR2:

Appl i ca t ion .Wait (Now + 1E−05)

Worksheets ( "case2_gen" ) . Range ( "E6" ) . Value = 10

Worksheets ( "case2_gen" ) . Range ( "J8" ) . Value = 1

Appl i cat ion .Wait (Now + 1E−05)

Worksheets ( "case2_gen" ) . Act ivate

Appl i ca t ion .Run " So lve r . xlam ! So lverReset "

Appl i ca t ion .Run " So lve r . xlam ! SolverOk" , "$Q$28" , 2 , , "$J$8 ,

$E$6" , 2 , "GRG␣Nonl inear "

Appl i ca t ion .Run " So lve r . xlam ! So lverOpt ions " , _
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100000 , 100000 , 1E−12, False , False , _

2 , 2 , 1 , 1 , True , 1E−12, True , _

100 , [ ] , False , True , 0 . 075 , 100000 , _

100000 , False , 30

Appl i ca t ion .Run " So lve r . xlam ! SolverAdd" , "$J$8" , 4 , 0

Appl i ca t ion .Run " So lve r . xlam ! SolverAdd" , "$E$6" , 4 , 0

Appl i ca t ion .Run " So lve r . xlam ! SolverAdd" , "$L$4 : $L$28" , 3 , "

$D$4 : $D$28"

r e s u l t = Appl i ca t ion .Run( " So lve r . xlam ! So lve rSo lve " , True )

Appl i ca t ion .Run " So lve r . xlam ! So l v e rF in i sh "

I f r e s u l t = 14 Or r e s u l t = 0 Then

GoTo REPORTING

Else

GoTo ERRORFOR3

End I f

ERRORFOR3:

Appl i ca t ion .Wait (Now + 1E−05)

Worksheets ( "case2_gen" ) . Range ( "E6" ) . Value = 1

Worksheets ( "case2_gen" ) . Range ( "J8" ) . Value = 100

Appl i cat ion .Wait (Now + 1E−05)

Worksheets ( "case2_gen" ) . Act ivate

Appl i ca t ion .Run " So lve r . xlam ! So lverReset "

Appl i ca t ion .Run " So lve r . xlam ! SolverOk" , "$Q$28" , 2 , , "$J$8 ,

$E$6" , 2 , "GRG␣Nonl inear "

Appl i ca t ion .Run " So lve r . xlam ! So lverOpt ions " , _

100000 , 100000 , 1E−12, False , False , _

2 , 2 , 1 , 1 , True , 1E−12, True , _
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100 , [ ] , False , True , 0 . 075 , 100000 , _

100000 , False , 30

Appl i ca t ion .Run " So lve r . xlam ! SolverAdd" , "$J$8" , 4 , 0

Appl i ca t ion .Run " So lve r . xlam ! SolverAdd" , "$E$6" , 4 , 0

Appl i ca t ion .Run " So lve r . xlam ! SolverAdd" , "$L$4 : $L$28" , 3 , "

$D$4 : $D$28"

r e s u l t = Appl i ca t ion .Run( " So lve r . xlam ! So lve rSo lve " , True )

Appl i ca t ion .Run " So lve r . xlam ! So l v e rF in i sh "

I f r e s u l t = 14 Or r e s u l t = 0 Then

GoTo REPORTING

Else

GoTo ERRORFOR4

End I f

ERRORFOR4:

Appl i ca t ion .Wait (Now + 1E−05)

Worksheets ( "case2_gen" ) . Range ( "E6" ) . Value = 100

Worksheets ( "case2_gen" ) . Range ( "J8" ) . Value = 1

Appl i cat ion .Wait (Now + 1E−05)

Worksheets ( "case2_gen" ) . Act ivate

Appl i ca t ion .Run " So lve r . xlam ! So lverReset "

Appl i ca t ion .Run " So lve r . xlam ! SolverOk" , "$Q$28" , 2 , , "$J$8 ,

$E$6" , 2 , "GRG␣Nonl inear "

Appl i ca t ion .Run " So lve r . xlam ! So lverOpt ions " , _

100000 , 100000 , 1E−12, False , False , _

2 , 2 , 1 , 1 , True , 1E−12, True , _

100 , [ ] , False , True , 0 . 075 , 100000 , _

100000 , False , 30
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Appl i cat ion .Run " So lve r . xlam ! SolverAdd" , "$J$8" , 4 , 0

Appl i ca t ion .Run " So lve r . xlam ! SolverAdd" , "$E$6" , 4 , 0

Appl i ca t ion .Run " So lve r . xlam ! SolverAdd" , "$L$4 : $L$28" , 3 , "

$D$4 : $D$28"

r e s u l t = Appl i ca t ion .Run( " So lve r . xlam ! So lve rSo lve " , True )

Appl i ca t ion .Run " So lve r . xlam ! So l v e rF in i sh "

I f r e s u l t = 14 Or r e s u l t = 0 Then

GoTo REPORTING

Else

GoTo REPORTING

End I f

REPORTING:

tu rb i n e r a t i n g = Worksheets ( "case2_gen" ) . Range ( "Q4" ) . Value

numberhouseholds = Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "

G" & i + 2) . Value

loopnum_double = CDbl( loopnum)

Appl i cat ion .Wait (Now + 1E−05)

Worksheets ( "DistanceCostCurves " ) . Act ivate

’Keep t rack o f co s t curve , and add 1000$USD per 1 km of cab l ing ,

per 24 kW of hydro (40A∗600V)

I f t u rb i n e r a t i n g > 24000 Then

househo ldcos t = Worksheets ( "case2_gen" ) . Range ( "$Q$12" ) . Value +

(1000 ∗ distance_at_min ) ∗ ( t u rb i n e r a t i n g / 24000) /

numberhouseholds

Else

househo ldcos t = Worksheets ( "case2_gen" ) . Range ( "$Q$12" ) . Value +

(1000 ∗ distance_at_min ) / numberhouseholds
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End I f

Ce l l s ( i + 2 , loopnum + 2) . Value = househo ldcost

Ce l l s ( i + 2 + 17 + 1 , loopnum + 2) . Value = distance_at_min

I f househo ldcos t < householdcost_minimum Then

householdcost_minimum = househo ldcost

number_generators_minimum = Worksheets ( "case2_gen" ) . Range ( "

$E$6" ) . Value

number_panels_minimum = Worksheets ( "case2_gen" ) . Range ( "$J$8" ) .

Value

diff_minimum = Worksheets ( "case2_gen" ) . Range ( "$M$31" ) . Value

distance_min = distance_at_min

lat_min_loc = row_final

long_min_loc = column_final

PV_oversize = Worksheets ( "case2_gen" ) . Range ( "$Q$31" ) . Value

Worksheets ( "FlowRates_Q90" ) . Act ivate

For j = −1 To 1

For k = −1 To 1

I f (Round( Ce l l s ( row_final + k , column_final + j ) . Value

, 0) < 1 .1 ∗ Round( Ce l l s ( row_final , column_final ) .

Value , 0) And _

Round( Ce l l s ( row_final + k , column_final + j ) . Value , 0)

> 0 .9 ∗ Round( Ce l l s ( row_final , column_final ) . Value

, 0) ) Then

I f ( j = −1 Or ( j = 0 And k = −1) ) Then

River_loc_col_pre = column_final + j

River_loc_row_pre = row_final + k

River_flow_pre = Ce l l s ( row_final + k , column_final
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+ j ) . Value

End I f

I f ( j = 1 Or ( j = 0 And k = 1) ) Then

River_loc_col_post = column_final + j

River_loc_row_post = row_final + k

River_flow_post = Ce l l s ( row_final + k ,

column_final + j ) . Value

End I f

I f River_loc_col_pre = 0 Or River_loc_col_post = 0

Then

I f ( k = −1 Or ( k = 0 And j = −1) ) Then

River_loc_col_pre = column_final + j

River_loc_row_pre = row_final + k

River_flow_pre = Ce l l s ( row_final + k ,

column_final + j ) . Value

End I f

I f ( k = 1 Or ( k = 0 And j = 1) ) Then

River_loc_col_post = column_final + j

River_loc_row_post = row_final + k

River_flow_post = Ce l l s ( row_final + k ,

column_final + j ) . Value

End I f

End I f

End I f

Next k

Next j

’ c a l c u l a t e dam at IST i n s e r t i o n l o c a t i o n
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Appl i cat ion .Wait (Now + 1E−05)

Worksheets ( " E l evat i ons " ) . Act ivate

E l evat i on_s i t e = Ce l l s ( row_final , column_final )

Elevation_pre = Ce l l s ( River_loc_row_pre , River_loc_col_pre )

Elevat ion_post = Ce l l s ( River_loc_row_post , River_loc_col_post )

Appl i ca t ion .Wait (Now + 1E−05)

Worksheets ( "Depths" ) . Act ivate

Depth_site = Ce l l s ( row_final , column_final )

Depth_pre = Ce l l s ( River_loc_row_pre , River_loc_col_pre )

Depth_post = Ce l l s ( River_loc_row_post , River_loc_col_post )

Appl i ca t ion .Wait (Now + 1E−05)

Worksheets ( "RiverVeloc i t ies_Q90 " ) . Act ivate

Ve l o c i t y_s i t e = Ce l l s ( row_final , column_final )

Veloc ity_pre = Ce l l s ( River_loc_row_pre , River_loc_col_pre )

Veloc ity_post = Ce l l s ( River_loc_row_post , River_loc_col_post )

Head_site = Elevat i on_s i t e + Depth_site + 0 .5 ∗ Ve loc i ty_s i t e ∗

Ve loc i ty_s i t e / 9 .81

Head_pre = Elevation_pre + Depth_pre + 0 .5 ∗ Velocity_pre ∗

Velocity_pre / 9 .81

Head_post = Elevat ion_post + Depth_post + 0 .5 ∗ Veloc ity_post ∗

Veloc ity_post / 9 .81

Dam_potential_site = h ighe s tva lue ∗ 998 .2 ∗ 9 .81 ∗ (

WorksheetFunction .Max(Abs(Head_pre − Head_site ) , Abs(

Head_site − Head_post ) ) )

End I f

Next loopnum

Appl i cat ion .Wait (Now + 1E−05)
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Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Act ivate

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "$H" & i + 2) . Value

= Worksheets ( "RiverVeloc i t ies_Q90 " ) . Ce l l s ( lat_min_loc ,

long_min_loc ) . Value

I f Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "H" & i + 2) .

Value > 2 .8 Then

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( " I " & i + 2) . Value =

2 .8

Else

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( " I " & i + 2) . Value =

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "H" & i + 2) .

Value

End I f

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "$R" & i + 2) . Value

= Worksheets ( "RiverVeloc i t ies_Q90 " ) . Ce l l s ( lat_min_loc , 1) .

Value

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "$S" & i + 2) . Value

= Worksheets ( "RiverVeloc i t ies_Q90 " ) . Ce l l s (1 , long_min_loc ) .

Value

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "$T" & i + 2) . Value

= Worksheets ( "FlowRates_Q90" ) . Ce l l s ( lat_min_loc , long_min_loc

) . Value

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "J" & i + 2) . Value =

householdcost_minimum

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "K" & i + 2) . Value =

householdcost_minimum ∗ numberhouseholds

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "N" & i + 2) . Value =
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number_generators_minimum

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "O" & i + 2) . Value =

number_panels_minimum

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "P" & i + 2) . Value =

diff_minimum

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "Q" & i + 2) . Value =

r e s u l t

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "J" & i + 2) .

NumberFormat = "###,###,###,###"

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "K" & i + 2) .

NumberFormat = "###,###,###,###"

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "L" & i + 2) .

NumberFormat = "###,###,###,###"

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "M" & i + 2) .

NumberFormat = "###,###,###,###"

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "N" & i + 2) .

NumberFormat = "###,###,###,##0"

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "O" & i + 2) .

NumberFormat = "###,###,###,##0"

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "P" & i + 2) .

NumberFormat = "###,###,###,##0"

’ output km away to p l ace t u r b in e

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "U" & i + 2) . Value =

distance_min

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "V" & i + 2) . Value =

Dam_potential_site

Worksheets ( " So lve r_wi thoutbat t e r i e s " ) . Range ( "W" & i + 2) . Value =
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PV_oversize

End Sub

Credit for base solver structure from various sources:

• Peltier Tech: https://peltiertech.com/Excel/SolverVBA.html

• Microsoft: https://docs.microsoft.com/en-us/office/vba/api/overview/
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