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ABSTRACT

FACE ANTI-SPOOFING: DETECTION, GENERALIZATION, AND VISUALIZATION

By

Yaojie Liu

Face anti-spoofing is the process of distinguishing genuine faces and face presentation attacks:

attackers presenting spoofing faces (e.g. photograph, digital screen, and mask) to the face recognition

system and attempting to be authenticated as the genuine user. In recent years, face anti-spoofing

has brought increasing attention to the vision community as it is a crucial step to prevent face

recognition systems from a security breach. Previous approaches formulate face anti-spoofing as

a binary classification problem, and many of them struggle to generalize to different conditions

(such as pose, lighting, expressions, camera sensors and unknown spoof types). Moreover, those

methods work as a black-box and cannot provide interpretation or visualization to their decision. To

address those challenges, we investigate face anti-spoofing in 3 stages: detection, generalization and

visualization. In the detection stage, we learn a CNN-RNN model to estimate auxiliary tasks of face

depth and rPPG signals estimation, which can bring additional knowledge for the spoof detection.

In the generalization stage, we investigate the detection of unknown spoof attacks and propose a

novel Deep Tree Network (DTN) to well represent the unknown spoof attacks. In the visualization

stage, we find “spoof trace, the subtle image pattern in spoof faces (e.g., color distortion, 3D mask

edge, and Moire pattern), is effective to explain why a spoof is a spoof. We provide a proper

physical modeling of the spoof traces and design a generative model to disentangle the spoof traces

from input faces. In addition, we also show that a proper physical modeling can benefit other face

problems, such as face shadow detection and removal. A proper shadow modeling can not only

detect the shadow region effectively, but also remove the shadow in a visually plausible manner.
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Chapter 1

Introduction to Face Anti-Spoofing

1.1 Introduction

Biometrics utilize physiological, such as fingerprint, face, and iris, or behavioral characteristics,

such as typing rhythm and gait, to uniquely identify or authenticate an individual. As biometric

systems are widely used in real-world applications including mobile phone authentication and

access control, biometric spoof, or Presentation Attack (PA) are becoming a large threat, where a

spoofed biometric sample is presented to the biometric system and attempted to be authenticated.

Face, as one of the most popular modalities, has received increasing attention in the academia and

industry in the recent years (e.g., iPhone X). However, the attention also brings a growing incentive

for hackers to design biometric presentation attacks (PA), or spoofs, to be authenticated as the

genuine user. Due to the almost no-cost access to the human face, the spoof face can be as simple

as a printed photo paper (i.e., print attack) and a digital image/video (i.e., replay attack), or as

complicated as a 3D Mask and facial cosmetic makeup. With proper handling, those spoofs can be

visually very close to the genuine users live face. As a result, these call for the need of developing

robust face anti-spoofing algorithms.

In order to develop a face recognition system that is invulnerable to various types of PAs, there is

an increasing demand on designing a robust face anti-spoofing (or PA detection) system to classify

a face sample as live or spoof before recognizing its identity. As RGB image and video are the

standard input to face recognition systems, most face anti-spoofing studies are RGB-based, either
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single image or a clip of video. Previous approaches to tackle face anti-spoofing can be categorized

in three groups. The first is the motion-based methods that aim at classifying face videos based on

detecting movements of facial parts. Eye-blinking is one cue proposed in Pan et al. (2007); Sun

et al. (2007), to detect spoof attacks such as paper attack. In Kollreider et al. (2007), Kollreider

et al. use lip motion to monitor the face liveness. Methods proposed in Chetty (2010); Chetty

& Wagner (2006) combine audio and visual cues to verify the face liveness. These methods are

suitable for static attacks, but not dynamic attacks such as replay or mask attacks. The second is

image quality and reflectance-based methods, which design features to capture the superimposed

illumination and noise information to the spoof images. As the image quality factors are heuristic

based on human observation (not data-driven), they show very limited capability to generalize to

complex situation with variations such as lighting, pose, cameras and expressions. The third is

the texture-based methods, which discover discriminative texture characteristics unique to various

attack mediums. Compared to the previous two groups, texture-based methods explore the intrinsic

properties of spoofing material and medium, and thus is more generalizable. However, due to a

lack of understanding between pixel intensities and different types of attacks in the early studies,

extracting robust texture features was challenging.

Most texture-based works utilize hand-crafted features and adopts shallow learning techniques

(e.g., SVM and LDA) to develop an anti-spoofing system. Common local features that have been

used in prior work include LBP in de Freitas Pereira et al. (2012, 2013); Määttä et al. (2011), HOG

in Komulainen et al. (2013a); Yang et al. (2013), DoG in Peixoto et al. (2011); Tan et al. (2010),

SIFT in Patel et al. (2016b) and SURF in Boulkenafet et al. (2017a). However, the aforementioned

features to detect texture difference could be very sensitive to different illuminations, camera devices

and specific identities. Researchers also seek solutions on different color spaces such as HSV and

YCbCrin Boulkenafet et al. (2015, 2016), Fourier spectra Li et al. (2004) and Optical Flow Maps
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(OFM)in Bao et al. (2009).

With CNN proven to successfully outperform other learning paradigms in many computer vision

tasks in Kalchbrenner et al. (2014); Krizhevsky et al. (2012); Lawrence et al. (1997), it is then

introduced as a new approach to handle face anti-spoofing. In Li et al. (2016a); Patel et al. (2016a),

the CNN serves as a feature extractor. Both methods fine-tune their network from a pretrained

model (CaffeNet in Patel et al. (2016a), VGG-face model in inLi et al. (2016a)), and extract the

features to distinguish live vs. spoof. Yang et al. (2014) propose to learn a CNN as a classifier for

face anti-spoofing. Registered face images with different spatial scales are stacked as input and

live/spoof labeling is assigned as the output. In addition, Feng et al. Feng et al. (2016) propose to

use multiple cues as the CNN input for live/spoof classification. They select Shearlet-based features

to measure the image quality and the OFM of the face area as well as the whole scene area. And

in Xu et al. (2015), Xu et al. propose an LSTM-CNN architecture to conduct a joint prediction for

multiple frames of a video.

Though CNN-based methods provide significant improvement in terms of detection accuracy

to face anti-spoofing, compared to other face related problems such as face recognition and face

alignment, there are still substantially less efforts and exploration on face anti-spoofing using deep

learning techniques. Therefore, in this work we aim to further explore the capability of CNN

in handling face anti-spoofing, mainly in three aspects: improving the detection performance,

generalization toward different domains such as unseen/unknown spoof types and capturing camera

sensors, and providing visualization to the CNN’s prediction.
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1.2 Overview of the thesis

In Chapter 2, we argue the importance of auxiliary supervision to guide the learning toward more

discriminative cues. A CNN-RNN model is learned to estimate the face depth with pixel-wise

supervision, and to estimate rPPG signals with sequence-wise supervision. The estimated depth and

rPPG are fused to distinguish live vs. spoof faces. Further, we introduce a new face anti-spoofing

database that covers a large range of illumination, subject, and pose variations. Experiments show

that our model achieves the state-of-theart results on both intra- and cross-database testing.

While advanced face anti-spoofing methods are developed, new types of spoof attacks are also

being created and becoming a threat to all existing systems. To study the generalization of the

face anti-spoofing methods, in Chapter 3, we define the detection of unknown spoof attacks as

Zero-Shot Face Anti-spoofing (ZSFA). Previous ZSFA works only study 1-2 types of spoof attacks,

such as print/replay, which limits the insight of this problem. In this chapter, we investigate the

ZSFA problem in a wide range of 13 types of spoof attacks, including print, replay, 3D mask, and

so on. A novel Deep Tree Network (DTN) is proposed to partition the spoof samples into semantic

sub-groups in an unsupervised fashion. When a data sample arrives, being know or unknown attacks,

DTN routes it to the most similar spoof cluster, and makes the binary decision. In addition, to

enable the study of ZSFA, we introduce the first face anti-spoofing database that contains diverse

types of spoof attacks. Experiments show that our proposed method achieves the state of the art on

multiple testing protocols of ZSFA.

To gain a better visual understanding and interpretation of the spoof attacks, in Chapter 4, we

identify a new problem of spoof trace disentangling. We show that the key to face anti-spoofing lies

in the subtle image pattern, termed “spoof trace”, e.g., color distortion, 3D mask edge, Moir pattern,

and many others. Spoof trace disentangling is motivated by the noise modeling and denoising
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algorithms, for the purpose of anti-spoofing: inversely decomposing a spoof face into a spoof trace

and a live face, and then utilizing the spoof trace for classification. Designing a generic anti-spoofing

model to estimate those spoof traces can improve not only the generalization of the spoof detection,

but also the interpretability of the model’s decision. We first provide a proper modeling of spoof

trace as an additive noise to the genuine face. We designs a novel adversarial learning framework to

disentangle the spoof traces from input faces as a hierarchical combination of patterns at multiple

scales. With the disentangled spoof traces, we unveil the live counterpart of the original spoof face,

and further synthesize realistic new spoof faces after a proper geometric correction. Our method

demonstrates superior spoof detection performance on both seen and unseen spoof scenarios while

providing visually-convincing estimation of spoof traces.

In Chapter 5, we show that a proper physical modeling can benefit face shadow detection

and removal problem as well. In-the-wild face photographs often suffer from undesired foreign

shadows cast by external objects, e.g., hands, phones,and trees. Removing facial foreign shadows

not only improves image aesthetics but also mitigates the negative impacts on face-related tasks.

We tackle the blind removal of facial foreign shadow for both single image and videos, by making

three contributions. Firstly, we propose a novel two-stage shadow modeling that consists of gray-

scale shadow removal and colorization. This modeling provides an effective way to handle both

color distortion and subsurface scattering effects. Second, we propose a novel Temporal Sharing

Module to extract hierarchical features across multiple aligned video frames, which represents the

shadow-free faces. Third, we collect a real face database with 280 videos captured under highly

dynamic environments and annotate pixel-level shadow segmentation maps. Extensive experiments

demonstrate the effectiveness of our approach com-paring with both the baseline and state-of-the-art

methods

To better understand the work in this dissertation, Tab. 1.1 lists all the terms and the definitions
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Terms Definition

Live face Genuine face from the subject without any physical manipulation of its identity. Also known as bona fide face.
Spoof face Face not from the original subject. Also known as presentation attack.
Impersonation attack Attacks in which the attacker wants to be recognized as a different subject.
Obfuscation attack Attacks in which the attacker want to hide the identity of the attacker.
Spoof medium Material used to present the spoof face, such as printed photo and digital screen.
Spoof trace Patterns only existing in the spoof faces, such as moire pattern, and 3D mask edges.

Table 1.1 The term definition used in this work.

used in this work.

1.2.1 Contributions of the thesis

In this section, we list the contributions in this dissertation:

� Previous work regard the face anti-spoofing as a binary classification. We propose to leverage

novel auxiliary information (i.e., depth map and rPPG) to supervise the CNN-RNN learning for

improved detection performance. The auxiliary supervisions bring additional knowledge to benefit

the face anti-spoofing;

�We conduct an extensive study of the generalization problem of face anti-spoofing. Specially,

we study zero-shot face anti-spoofing on 13 different types of spoof attacks and propose a Deep Tree

Network (DTN) to learn features hierarchically. DTN leverages existing spoof attack knowledge to

effectively represent the unknown spoof attacks;

� To provide visual interpretation, we study a novel problem of spoof trace disentangling and

propose a novel modeling to disentangle spoof traces into a hierarchical representation on generic

spoof attacks. To our knowledge, these are the first work to solve face anti-spoofing in a generative

and visually-intuitive approach;

� Inspired by the effective spoof trace modeling, we provide a effective modeling on the face with

foriegn shadow, and propose a novel approach to decompose RGB shadow removal into grayscale

shadow removal and colorization, and a temporal sharing module to ensure video consistency;

6



�We collect databases for face anti-spoofing, including SiW and SiW-M, and for face shadow

detection, termed SFW.
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Chapter 2

Detection: Face Anti-Spoofing with

Auxiliary Supervisions

2.1 Introduction

RGB image and video are the standard input to face anti-spoofing systems, similar to face recognition

systems. Researchers start the texture-based anti-spoofing approaches by feeding handcrafted

features to binary classifiers Boulkenafet et al. (2017a); de Freitas Pereira et al. (2012, 2013);

Komulainen et al. (2013a); Määttä et al. (2011); Mirjalili & Ross (2017); Patel et al. (2016b);

Yang et al. (2013). Later in the deep learning era, several Convolutional Neural Networks (CNN)

approaches utilize softmax loss as the supervision Feng et al. (2016); Li et al. (2016a); Patel et al.

(2016a); Yang et al. (2014). It appears almost all prior work regard the face anti-spoofing problem

as merely a binary (live vs. spoof) classification problem.

There are two main issues in learning deep anti-spoofing models with binary supervision, shown

in Fig. 2.1. First, there are different levels of image degradation, namely spoof patterns, comparing

a spoof face to a live one, which consist of skin detail loss, color distortion, moiré pattern, shape

deformation and spoof artifacts (e.g., reflection) Li et al. (2004); Patel et al. (2016b). A CNN with

softmax loss might discover arbitrary cues that are able to separate the two classes, such as screen

bezel, but not the faithful spoof patterns. When those cues disappear during testing, these models

would fail to distinguish spoof vs. live faces and result in poor generalization. Second, during
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Figure 2.1 Conventional CNN-based face anti-spoof approaches utilize the binary supervision, which may
lead to overfitting given the enormous solution space of CNN. This work designs a novel network architecture
to leverage two auxiliary information as supervision: the depth map and rPPG signal, with the goals of
improved generalization and explainable decisions during inference.

the testing, models learnt with binary supervision will only generate a binary decision without

explanation or rationale for the decision. In the pursuit of Explainable Artificial Intelligence Turek

(2016), it is desirable for the learnt model to generate the spoof patterns that support the final binary

decision.

To address these issues, as shown in Fig. 2.2, we propose a deep model that uses the supervision

from both the spatial and temporal auxiliary information rather than binary supervision, for the

purpose of robustly detecting face PA from a face video. These auxiliary information are acquired

based on our domain knowledge about the key differences between live and spoof faces, which

include two perspectives: spatial and temporal. From the spatial perspective, it is known that live

faces have face-like depth, e.g., the nose is closer to the camera than the cheek in frontal-view faces,

while faces in print or replay attacks have flat or planar depth, e.g., all pixels on the image of a

paper have the same depth to the camera. Hence, depth can be utilized as auxiliary information to

supervise both live and spoof faces. From the temporal perspective, it was shown that the normal

rPPG signals (i.e., heart pulse signal) are detectable from live, but not spoof, face videos Liu
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et al. (2016b); Nowara et al. (2017). Therefore, we provide different rPPG signals as auxiliary

supervision, which guides the network to learn from live or spoof face videos respectively. To

enable both supervisions, we design a network architecture with a short-cut connection to capture

different scales and a novel non-rigid registration layer to handle the motion and pose change for

rPPG estimation.

Furthermore, similar to many vision problems, data plays a significant role in training the

anti-spoofing models. As we know, camera/screen quality is a critical factor to the quality of spoof

faces. Existing face anti-spoofing databases, such as NUAA Tan et al. (2010), CASIA Zhang

et al. (2012), Replay-Attack Chingovska et al. (2012), and MSU-MFSD Wen et al. (2015), were

collected 3− 5 years ago. Given the fast advance of consumer electronics, the types of equipment

(e.g., cameras and spoofing mediums) used in those data collection are outdated compared to the

ones nowadays, regarding the resolution and imaging quality. More recent MSU-USSA Patel et al.

(2016b) and OULU databases Boulkenafet et al. (2017b) have subjects with fewer variations in

poses, illuminations, expressions (PIE). The lack of necessary variations would make it hard to

learn an effective model. Given the clear need for more advanced databases, we collect a face

anti-spoofing database, named Spoof in the Wild Database (SiW). SiW database consists of 165

subjects, 6 spoofing mediums, and 4 sessions covering variations such as PIE, distance-to-camera,

etc. SiW covers much larger variations than previous databases, as detailed in Tab. 2.1 and Sec. 2.4.

The main contributions of this work include:

�We propose to leverage novel auxiliary information (i.e., depth map and rPPG) to supervise

the CNN learning for improved generalization.

�We propose a novel CNN-RNN architecture for end-to-end learning the depth map and rPPG

signal.

�We release a new database that contains variations of PIE, and other practical factors. We
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Figure 2.2 The overview of the proposed method.

achieve the state-of-the-art performance for face anti-spoofing.

2.2 Prior Work

We review the prior face anti-spoofing works in three groups: texture-based methods, temporal-based

methods, and remote photoplethysmography methods.

Texture-based Methods Since most face recognition systems adopt only RGB cameras, using

texture information has been a natural approach to tackling face anti-spoofing. Many prior works

utilize hand-crafted features, such as LBP de Freitas Pereira et al. (2012, 2013); Määttä et al. (2011),

HoG Komulainen et al. (2013a); Yang et al. (2013), SIFT Patel et al. (2016b) and SURF Boulkenafet

et al. (2017a), and adopt traditional classifiers such as SVM and LDA. To overcome the influence of

illumination variation, they seek solutions in a different input domain, such as HSV and YCbCr

color space Boulkenafet et al. (2015, 2016), and Fourier spectrum Li et al. (2004).

As deep learning has proven to be effective in many computer vision problems, there are many

recent attempts of using CNN-based features or CNNs in face anti-spoofing Feng et al. (2016); Li

et al. (2016a); Patel et al. (2016a); Yang et al. (2014). Most of the work treats face anti-spoofing as

a simple binary classification problem by applying the softmax loss. For example, Li et al. (2016a);
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Patel et al. (2016a) use CNN as feature extractor and fine-tune from ImageNet-pretrained CaffeNet

and VGG-face. The work of Feng et al. (2016); Li et al. (2016a) feed different designs of the

face images into CNN, such as multi-scale faces and hand-crafted features, and directly classify

live vs. spoof. One prior work that shares the similarity with ours is Atoum et al. (2017), where

Atoum et. al. propose a two-steam CNN-based anti-spoofing method using texture and depth. We

advance Atoum et al. (2017) in a number of aspects, including fusion with temporal supervision (i.e.,

rPPG), finer architecture design, novel non-rigid registration layer, and comprehensive experimental

support.

Temporal-based Methods One of the earliest solutions for face anti-spoofing is based on temporal

cues such as eye-blinking Pan et al. (2007); Patel et al. (2016a). Methods such as Kollreider et al.

(2007); Shao et al. (2017) track the motion of mouth and lip to detect the face liveness. While these

methods are effective to typical paper attacks, they become vulnerable when attackers present a

replay attack or a paper attack with eye/mouth portion being cut.

There are also methods relying on more general temporal features, instead of the specific facial

motion. The most common approach is frame concatenation. Many handcrafted feature-based

methods may improve intra-database testing performance by simply concatenating the features of

consecutive frames to train the classifiers Boulkenafet et al. (2015); de Freitas Pereira et al. (2012);

Komulainen et al. (2013b). Additionally, there are some works proposing temporal-specific features,

e.g., Haralick features Agarwal et al. (2016), motion mag Bharadwaj et al. (2014), and optical

flow Bao et al. (2009). In the deep learning era, Feng et. al. feed the optical flow map and Shearlet

image feature to CNN Feng et al. (2016). In Xu et al. (2015), Xu et. al. propose an LSTM-CNN

architecture to utilize temporal information for binary classification. Overall, all prior methods

still regard face anti-spoofing as a binary classification problem, and thus they have a hard time

to generalize well in the cross-database testing. In this work, we extract discriminative temporal
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information by learning the rPPG signal of the face video.

Remote Photoplethysmography (rPPG) Remote photoplethysmography (rPPG) is the technique

to track vital signals, such as heart rate, without any contact with human skin Bobbia et al. (2016);

de Haan & Jeanne (2013); Po et al. (2017); Tulyakov et al. (2016); Wu et al. (2016). Research

starts with face videos with no motion or illumination change to videos with multiple variations.

In de Haan & Jeanne (2013), Haan et. al. estimate rPPG signals from RGB face videos with lighting

and motion changes. It utilizes color difference to eliminate the specular reflection and estimate

two orthogonal chrominance signals. After applying the Band Pass Filter (BPM), the ratio of the

chrominance signals are used to compute the rPPG signal.

rPPG has previously been utilized to tackle face anti-spoofing Liu et al. (2016b); Nowara et al.

(2017). In Liu et al. (2016b), rPPG signals are used for detecting the 3D mask attack, where the live

faces exhibit a pulse of heart rate unlike the 3D masks. They use rPPG signals extracted by de Haan

& Jeanne (2013) and compute the correlation features for classification. Similarly, Magdalena et.

al. Nowara et al. (2017) extract rPPG signals (also via de Haan & Jeanne (2013)) from three face

regions and two non-face regions, for detecting print and replay attacks. Although in replay attacks,

the rPPG extractor might still capture the normal pulse, the combination of multiple regions can

differentiate live vs. spoof faces. While the analytic solution to rPPG extraction de Haan & Jeanne

(2013) is easy to implement, we observe that it is sensitive to PIE variations. Hence, we employ a

novel CNN-RNN architecture to learn a mapping from a face video to the rPPG signal, which is not

only robust to PIE variations, but also discriminative to live vs. spoof.
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Figure 2.3 The proposed CNN-RNN architecture. The number of filters are shown on top of each layer,
the size of all filters is 3 × 3 with stride 1 for convolutional and 2 for pooling layers. Color code used:
orange=convolution, green=pooling, purple=response map.

2.3 Face Anti-Spoofing with Deep Network

The main idea of the proposed approach is to guide the deep network to focus on the known spoof

patterns across spatial and temporal domains, rather than to extract any cues that could separate

two classes but are not generalizable. As shown in Fig. 2.2, the proposed network combines CNN

and RNN architectures in a coherent way. The CNN part utilizes the depth map supervision to

discover subtle texture property that leads to distinct depths for live and spoof faces. Then, it feeds

the estimated depth and the feature maps to a novel non-rigid registration layer to create aligned

feature maps. The RNN part is trained with the aligned maps and the rPPG supervision, which

examines temporal variability across video frames.

2.3.1 Depth Map Supervision

Depth maps are a representation of the 3D shape of the face in a 2D image, which shows the face

location and the depth information of different facial areas. This representation is more informative

than binary labels since it indicates one of the fundamental differences between live faces, and print

and replay PA. We utilize the depth maps in the depth loss function to supervise the CNN part. The

pixel-based depth loss guides the CNN to learn a mapping from the face area within a receptive

field to a labeled depth value – a scale within [0, 1] for live faces and 0 for spoof faces.
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To estimate the depth map for a 2D face image, given a face image, we utilize the state-of-the-art

dense face alignment (DeFA) methods Jourabloo & Liu (2017); Liu et al. (2017) to estimate the

3D shape of the face. The frontal dense 3D shape SF ∈ R3×Q, with Q vertices, is represented as a

linear combination of identity bases {Siid}
Nid
i=1 and expression bases {Siexp}

Nexp
i=1 ,

SF = S0 +

Nid∑
i=1

αiidS
i
id +

Nexp∑
i=1

αiexpS
i
exp, (2.1)

where αid ∈ R199 and αext ∈ R29 are the identity and expression parameters, and α = [αid, αexp]

are the shape parameters. We utilize the Basel 3D face model Paysan et al. (2009) and the

facewearhouse Cao et al. (2014) as the identity and expression bases.

With the estimated pose parameters P = (s,R, t), where R is a 3D rotation matrix, t is a 3D

translation, and s is a scale, we align the 3D shape S to the 2D face image:

S = sRSF + t. (2.2)

Given the challenge of estimating the absolute depth from a 2D face, we normalize the z values

of 3D vertices in S to be within [0, 1]. That is, the vertex closest to the camera (e.g., nose) has

a depth of one, and the vertex furthest away has the depth of zero. Then, we apply the Z-Buffer

algorithm Zhu et al. (2016) to S for projecting the normalized z values to a 2D plane, which results

in an estimated “ground truth” 2D depth map D ∈ R32×32 for a face image.

2.3.2 rPPG Supervision

rPPG signals have recently been utilized for face anti-spoofing Liu et al. (2016b); Nowara et al.

(2017). The rPPG signal provides temporal information about face liveness, as it is related to the
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intensity changes of facial skin over time. These intensity changes are highly correlated with the

blood flow. The traditional method de Haan & Jeanne (2013) for extracting rPPG signals has three

drawbacks. First, it is sensitive to pose and expression variation, as it becomes harder to track

a specific face area for measuring intensity changes. Second, it is also sensitive to illumination

changes, since the extra lighting affects the amount of reflected light from the skin. Third, for

the purpose of anti-spoof, rPPG signals extracted from spoof videos might not be sufficiently

distinguishable to signals of live videos.

One novelty aspect of our approach is that, instead of computing the rPPG signal via de Haan &

Jeanne (2013), our RNN part learns to estimate the rPPG signal. This eases the signal estimation

from face videos with PIE variations, and also leads to more discriminative rPPG signals, as different

rPPG supervisions are provided to live vs. spoof videos. We assume that the videos of the same

subject under different PIE conditions have the same ground truth rPPG signal. This assumption is

valid since the heart beat is similar for the videos of the same subject that are captured in a short

span of time (< 5 minutes). The rPPG signal extracted from the constrained videos (i.e., no PIE

variation) are used as the “ground truth” supervision in the rPPG loss function for all live videos of

the same subject. This consistent supervision helps the CNN and RNN parts to be robust to the PIE

changes.

In order to extract the rPPG signal from a face video without PIE, we apply the DeFA Liu

et al. (2017) to each frame and estimate the dense 3D face shape. We utilize the estimated 3D

shape to track a face region. For a tracked region, we compute two orthogonal chrominance signals

xf = 3rf − 2gf , yf = 1.5rf + gf − 1.5bf where rf ,gf ,bf are the bandpass filtered versions of

the r,g,b channels with the skin-tone normalization. We utilize the ratio of the standard deviation

of the chrominance signals γ =
σ(xf )

σ(yf )
to compute blood flow signals de Haan & Jeanne (2013). We
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calculate the signal p as:

p = 3(1− γ

2
)rf − 2(1 +

γ

2
)gf +

3γ

2
bf . (2.3)

By applying FFT to p, we obtain the rPPG signal f ∈ R50, which shows the magnitude of each

frequency.

2.3.3 Network Architecture

Our proposed network consists of two deep networks. First, a CNN part evaluates each frame

separately and estimates the depth map and feature map of each frame. Second, a recurrent neural

network (RNN) part evaluates the temporal variability across the feature maps of a sequence.

2.3.3.1 CNN Network

We design a Fully Convolutional Network (FCN) as our CNN part, as shown in Fig. 2.3. The

CNN part contains multiple blocks of three convolutional layers, pooling and resizing layers where

each convolutional layer is followed by one exponential linear layer and batch normalization layer.

Then, the resizing layers resize the response maps after each block to a pre-defined size of 64× 64

and concatenate the response maps. The bypass connections help the network to utilize extracted

features from layers with different depths similar to the ResNet structure He et al. (2016). After

that, our CNN has two branches, one for estimating the depth map and the other for estimating the

feature map.

The first output of the CNN is the estimated depth map of the input frame I ∈ R256×256, which

17



is supervised by the estimated “ground truth” depth D,

ΘD = arg min
ΘD

Nd∑
i=1

||CNND(Ii; ΘD)−Di||21, (2.4)

where ΘD is the CNN parameters and Nd is the number of training images. The second output of

the CNN is the feature map, which is fed into the non-rigid registration layer.

2.3.3.2 RNN Network

The RNN part aims to estimate the rPPG signal f of an input sequence with Nf frames {Ij}
Nf
j=1. As

shown in Fig. 2.3, we utilize one LSTM layer with 100 hidden neurons, one fully connected layer,

and an FFT layer that converts the response of fully connected layer into the Fourier domain. Given

the input sequence {Ij}
Nf
j=1 and the “ground truth” rPPG signal f , we train the RNN to minimize

the `1 distance of the estimated rPPG signal to “ground truth” f :

ΘR = arg min
ΘR

Ns∑
i=1

||RNNR([{Fj}
Nf
j=1]i; ΘR)− fi||21, (2.5)

where ΘR is the RNN parameters, Fj ∈ R32×32 is the frontalized feature map (details in Sec. 2.3.4),

and Ns is the number of sequences.

2.3.3.3 Implementation Details

Ground Truth Data Given a set of live and spoof face videos, we provide the ground truth

supervision for the depth map D and rPPG signal f , as in Fig. 2.4. We follow the procedure in

Sec. 2.3.1 to compute “ground truth” data for live videos. For spoof videos, we set the ground truth

depth maps to a plain surface, i.e., zero depth. Similarly, we follow the procedure in Sec. 2.3.2 to

compute the “ground truth” rPPG signal from a patch on the forehead, for one live video of each
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Figure 2.4 Example ground truth depth maps and rPPG signals.

subject without PIE variation. Also, we normalize the norm of estimated rPPG signal such that

‖f‖2 = 1. For spoof videos, we consider the rPPG signals are zero.

Note that, while the term “depth” is used here, our estimated depth is different to the conventional

depth map in computer vision. It can be viewed as a “pseudo-depth” and serves the purpose of

providing discriminative auxiliary supervision to the learning process. The same perspective applies

to the supervision based on pseudo-rPPG signal.

Training Strategy Our proposed network combines the CNN and RNN parts for end-to-end

training. The desired training data for the CNN part should be from diverse subjects, so as to

make the training procedure more stable and increase the generalizability of the learned model.

Meanwhile, the training data for the RNN part should be long sequences to leverage the temporal

information across frames. These two preferences can be contradictory to each other, especially

given the limited GPU memory. Hence, to satisfy both preferences, we design a two-stream training

strategy. The first stream satisfies the preference of the CNN part, where the input includes face

images I and the ground truth depth maps D. The second stream satisfies the RNN part, where the

input includes face sequences {Ij}
Nf
j=1, the ground truth depth maps {Dj}

Nf
j=1, the estimated 3D

shapes {Sj}
Nf
j=1, and the corresponding ground truth rPPG signals f . During training, our method
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Figure 2.5 The non-rigid registration layer.

alternates between these two streams to converge to a model that minimizes both the depth map

and rPPG losses. Note that even though the first stream only updates the weights of the CNN part,

the back propagation of the second stream updates the weights of both CNN and RNN parts in an

end-to-end manner.

Testing To provide a classification score, we feed the testing sequence to our network and compute

the depth map D̂ of the last frame and the rPPG signal f̂ . Instead of designing a classifier using D̂

and f̂ , we compute the final score as:

score = ||f̂ ||22 + λ||D̂||22, (2.6)

where λ is a constant weight for combining the two outputs of the network.

2.3.4 Non-rigid Registration Layer

We design a new non-rigid registration layer to prepare data for the RNN part. This layer utilizes

the estimated dense 3D shape to align the activation or feature maps from the CNN part. This layer

is important to ensure that the RNN tracks and learns the changes of the activation for the same
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facial area across time, as well as across all subjects.

As shown in Fig. 2.5, this layer has three inputs: the feature map T ∈ R32×32, the depth map D̂

and the 3D shape S. Within this layer, we first threshold the depth map and generate a binary mask

V ∈ R32×32:

V = D̂ ≥ threshold. (2.7)

Then, we compute the inner product of the binary mask and the feature map U = T�V, which

essentially utilizes the depth map as a visibility indicator for each pixel in the feature map. If the

depth value for one pixel is less than the threshold, we consider that pixel to be invisible. Finally,

we frontalize U by utilizing the estimated 3D shape S,

F(i, j) = U(S(mij , 1),S(mij , 2)), (2.8)

where m ∈ RK is the pre-defined list of K indexes of the face area in S0, and mij is the

corresponding index of pixel i, j. We utilize m to project the masked activation map U to the

frontalized image F. This proposed non-rigid registration layer has three contributions to our

network:

� By applying the non-rigid registration, the input data are aligned and the RNN can compare

the feature maps without concerning about the facial pose or expression. In other words, it can learn

the temporal changes in the activation of the feature maps for the same facial area.

� The non-rigid registration removes the background area in the feature map. Hence the

background area would not participate in RNN learning, although the background information is

already utilized in the layers of the CNN part.

� For spoof faces, the depth maps are likely to be closer to zero. Hence, the inner product with

the depth maps substantially weakens the activation in the feature maps, which makes it easier for
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Dataset
# of # of # of live/attack Pose Different Extra

Display devices
Spoof

subj. sess. video/image (I) range expres. light. attacks

NUAA [Tan et al. (2010)] 15 3 5105/7509 (I) Frontal No Yes - 1 Print
CASIA-MFSD [Zhang et al. (2012)] 50 3 150/450 (V) Frontal No No iPad 1 Print, 1 Replay
Replay-Attack [Chingovska et al. (2012)] 50 1 200/1000 (V) Frontal No Yes iPhone 3GS, iPad 1 Print, 2 Replay
MSU-MFSD [Wen et al. (2015)] 35 1 110/330 (V) Frontal No No iPad Air, iPhone 5S 1 Print, 2 Replay
MSU-USSA [Patel et al. (2016b)] 1140 1 1140/9120 (I) < 45◦ Yes Yes MacBook, Nexus 5, Nvidia Shield Tablet 2 print, 6 Replay
Oulu-NPU [Boulkenafet et al. (2017b)] 55 3 1980/3960 (V) Frontal No Yes Dell 1905FP, Macbook Retina 2 Print, 2 Replay
SiW 165 4 1320/3300 (V) < 90◦ Yes Yes iPad Pro, iPhone 7, Galaxy S8, Asus MB168B 2 Print, 4 Replay

Table 2.1 The comparison of our collected SiW dataset with existing datasets for face anti-spoofing.
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Figure 2.6 The statistics of the subjects in the SiW database. Left side: The histogram shows the distribution
of the face sizes.

the RNN to output zero rPPG signals. Likewise, the back propagation from the rPPG loss also

encourages the CNN part to generate zero depth maps for either all frames, or one pixel location in

majority of the frames within an input sequence.

2.4 Collection of Face Anti-Spoofing Database

With the advance of sensor technology, existing anti-spoofing systems can be vulnerable to emerging

high-quality spoof mediums. One way to make the system robust to these attacks is to collect

new high-quality databases. In response to this need, we collect a new face anti-spoofing database

named Spoof in the Wild (SiW) database, which has multiple advantages over previous datasets as
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in Tab. 2.1. First, it contains substantially more live subjects with diverse races, e.g., 3 times of the

subjects of Oulu-NPU. Note that MSU-USSA is constructed using existing images of celebrities

without capturing live faces. Second, live videos are captured with two high-quality cameras (Canon

EOS T6, Logitech C920 webcam) with different PIE variations.

SiW provides live and spoof 30-FPS videos from 165 subjects. For each subject, we have

8 live and 20 spoof videos, in total 4, 620 videos. Some statistics of the subjects are shown in

Fig. 2.6. The live videos are collected in four sessions. In Session 1, the subject moves his head with

varying distances to the camera. In Session 2, the subject changes the yaw angle of the head within

[−90◦, 90◦], and makes different face expressions. In Sessions 3, 4, the subject repeats the Sessions

1, 2, while the collector moves the point light source around the face from different orientations.

The live videos captured by both cameras are of 1, 920 × 1, 080 resolution. We provide two

print and four replay video attacks for each subject, with examples shown in Fig. 2.7. To generate

different qualities of print attacks, we capture a high-resolution image (5, 184 × 3, 456) for each

subject and use it to make a high-quality print attack. Also, we extract a frontal-view frame from

a live video for lower-quality print attack. We print the images with an HP color LaserJet M652

printer. The print attack videos are captured by holding printed papers still or warping them in

front of the cameras. To generate high-quality replay attack videos, we select four spoof mediums:

Samsung Galaxy S8, iPhone 7, iPad Pro, and PC (Asus MB168B) screens. For each subject, we

randomly select two of the four high-quality live videos to display in the spoof mediums.
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Figure 2.7 Example live (top) and spoof (bottom) videos in SiW.

2.5 Experimental Results

2.5.1 Experimental Setup

Databases We evaluate our method on multiple databases to demonstrate its generalizability. We

utilize SiW and Oulu databases Boulkenafet et al. (2017b) as new high-resolution databases and

perform intra and cross testing between them. Also, we use the CASIA-MFSD Zhang et al. (2012)

and Replay-Attack Chingovska et al. (2012) databases for cross testing and comparing with the

state of the art.

Parameter setting The proposed method is implemented in TensorFlow Abadi et al. (2016) with

a constant learning rate of 3e−3, and 10 epochs of the training phase. The batch size of the CNN

stream is 10 and that of the CNN-RNN stream is 2 with Nf being 5. We randomly initialize our

network by using a normal distribution with zero mean and std of 0.02. We set λ in Eq. 4.10 to

0.015 and threshold in Eq. 2.7 to 0.1.

Evaluation metrics To compare with prior works, we report our results with the following met-

rics: Attack Presentation Classification Error Rate APCER ISO/IEC-JTC-1/SC-37 (2016), Bona

Fide Presentation Classification Error Rate BPCER ISO/IEC-JTC-1/SC-37 (2016), ACER =
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FDR 1% 2% 10% 20%

Model 1 8.5% 18.1% 71.4% 81.0%
Model 2 40.2% 46.9% 78.5% 93.5%
Model 3 39.4% 42.9% 67.5% 87.5%
Model 4 45.8% 47.9% 81% 94.2%

Table 2.2 TDR at different FDRs, cross testing on Oulu Protocol 1.

Test
Train

5 10 20

5 4.16% 4.16% 3.05%
10 4.02% 3.61% 2.78%
20 4.10% 3.67% 2.98%

Table 2.3 ACER of our method at different Nf , on Oulu Protocol 2.

APCER+BPCER
2 ISO/IEC-JTC-1/SC-37 (2016), and Half Total Error Rate HTER. The HTER

is half of the summation of the False Rejection Rate (FRR) and the False Acceptance Rate (FAR).

2.5.2 Experimental Comparison

2.5.2.1 Ablation Study

Advantage of proposed architecture We compare four architectures to demonstrate the advan-

tages of the proposed loss layers and non-rigid registration layer. Model 1 has an architecture similar

to the CNN part in our method (Fig. 2.3), except that it is extended with additional pooling layers,

fully connected layers, and softmax loss for binary classification. Model 2 is the CNN part in our

method with a depth map loss function. We simply use ||D̂||2 for classification. Model 3 contains

the CNN and RNN parts without the non-rigid registration layer. Both of the depth map and rPPG

loss functions are utilized in this model. However, the RNN part would process unregistered feature

maps from the CNN. Model 4 is the proposed architecture.

We train all four models with the live and spoof videos from 20 subjects of SiW. We compute
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the cross-testing performance of all models on Protocol 1 of Oulu database. The TDR at different

FDR are reported in Tab. 2.2. Model 1 has a poor performance due to the binary supervision. In

comparison, by only using the depth map as supervision, Model 2 achieves substantially better

performance. However, after adding the RNN part with the rPPG supervision, our proposed Model 4

can further the performance improvement. By comparing Model 4 and 3, we can see the advantage

of the non-rigid registration layer. It is clear that the RNN part cannot use feature maps directly for

tracking the changes in the activations and estimating the rPPG signals.

Advantage of longer sequences To show the advantage of utilizing longer sequences for estimating

the rPPG, we train and test our model when the sequence lengthNf is 5, 10, or 20, using intra-testing

on Oulu Protocol 2. From Tab. 2.3, we can see that by increasing the sequence length, the ACER

decreases due to more reliable rPPG estimation. Despite the benefit of longer sequences, in practice,

we are limited by the GPU memory size, and forced to decrease the image size to 128× 128 for all

experiments in Tab. 2.3. Hence, we set Nf to be 5 with the image size of 256× 256 in subsequent

experiments, due to importance of higher resolution (e.g, a lower ACER of 2.5% in Tab. 2.4 is

achieved than 4.16%).

2.5.2.2 Intra Testing

We perform intra testing on Oulu and SiW databases. For Oulu, we follow the four protocols Boulke-

nafet (2017) and report their APCER, BPCER and ACER. Tab. 2.4 shows the comparison of our

proposed method and the best two methods for each protocol respectively, in the face anti-spoofing

competition Boulkenafet (2017). Our method achieves the lowest ACER in 3 out of 4 protocols.

We have slightly worse ACER on Protocol 2. To set a baseline for future study on SiW, we define

three protocols for SiW. The Protocol 1 deals with variations in face pose and expression. We train

using the first 60 frames of the training videos that are mainly frontal view faces, and test on all
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Prot. Method APCER (%) BPCER (%) ACER (%)

CPqD 2.9 10.8 6.9
1 GRADIANT 1.3 12.5 6.9

Ours 1.6 1.6 1.6

MixedFASNet 9.7 2.5 6.1
2 Ours 2.7 2.7 2.7

GRADIANT 3.1 1.9 2.5

MixedFASNet 5.3± 6.7 7.8± 5.5 6.5± 4.6
3 GRADIANT 2.6± 3.9 5.0± 5.3 3.8± 2.4

Ours 2.7± 1.3 3.1± 1.7 2.9± 1.5

Massy HNU 35.8± 35.3 8.3± 4.1 22.1± 17.6
4 GRADIANT 5.0± 4.5 15.0± 7.1 10.0± 5.0

Ours 9.3± 5.6 10.4± 6.0 9.5± 6.0

Table 2.4 The intra-testing results on four protocols of Oulu.

Prot. Subset Subject # Attack APCER (%) BPCER (%) ACER (%)

1
Train 90 First 60 Frames

3.58 3.58 3.58
Test 75 All

2
Train 90 3 display

0.57± 0.69 0.57± 0.69 0.57± 0.69
Test 75 1 display

3
Train 90 print (display)

8.31± 3.81 8.31± 3.80 8.31± 3.81
Test 75 display (print)

Table 2.5 The intra-testing results on three protocols of SiW.

testing videos. The Protocol 2 evaluates the performance of cross spoof medium of replay attack.

The Protocol 3 evaluates the performance of cross PA, i.e., from print attack to replay attack and

vice versa. Tab. 2.5 shows the protocol definition and our performance of each protocol.

2.5.2.3 Cross Testing

To demonstrate the generalization of our method, we perform multiple cross-testing experiments.

Our model is trained with live and spoof videos of 80 subjects in SiW, and test on all protocols of

Oulu. The ACER on Protocol 1-4 are respectively: 10.0%, 14.1%, 13.8± 5.7%, and 10.0± 8.8%.

Comparing these cross-testing results to the intra-testing results in Boulkenafet (2017), we are

ranked sixth on the average ACER of four protocols, among the 15 participants of the face anti-

spoofing competition. Especially on Protocol 4, the hardest one among all protocols, we achieve the

same ACER of 10.0% as the top performer. This is a notable result since cross testing is known to
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Method CASIA→Replay Replay→CASIA

Motion [de Freitas Pereira et al. (2013)] 50.2% 47.9%
LBP [de Freitas Pereira et al. (2013)] 55.9% 57.6%
LBP-TOP [de Freitas Pereira et al. (2013)] 49.7% 60.6%
Motion-Mag [Bharadwaj et al. (2013)] 50.1% 47.0%
Spectral [Pinto et al. (2015)] 34.4% 50.0%
CNN [Yang et al. (2014)] 48.5% 45.5%
LBP [Boulkenafet et al. (2015)] 47.0% 39.6%
Colour Texture [Boulkenafet et al. (2016)] 30.3% 37.7%
Ours 27.6% 28.4%

Table 2.6 Cross testing on CASIA-MFSD vs. Replay-Attack.
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Figure 2.8 (a) 8 successful anti-spoofing examples and their estimated depth maps and rPPG signals. (b) 4
failure examples: the first two are live and the other two are spoof. Note our ability to estimate discriminative
depth maps and rPPG signals.

be substantially harder than intra testing, and yet our cross-testing result is comparable with the top

intra-testing performance. This demonstrates the generalization ability of our learnt model.

Furthermore, we utilize the CASIA-MFSD and Replay-Attack databases to perform cross

testing between them, which is widely used as a cross-testing benchmark. Tab. 2.6 compares the

cross-testing HTER of different methods. Our proposed method reduces the cross-testing errors on

the Replay-Attack and CASIA-MFSD databases by 8.9% and 24.6% respectively, relative to the

previous SOTA.

2.5.2.4 Visualization and Analysis

Examples of successful and failure cases in estimating depth maps and rPPG signals are shown

in Fig. 2.8. In the proposed architecture, the frontalized feature maps are utilized as input to the
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Figure 2.9 Mean/Std of frontalized feature maps for live and spoof.

Live Spoof 

Figure 2.10 The MSE of estimating depth maps and rPPG signals.

RNN part and are supervised by the rPPG loss function. The values of these maps can show the

importance of different facial areas to rPPG estimation. Fig. 2.9 shows the mean and standard

deviation of frontalized feature maps, computed from 1,080 live and spoof videos of Oulu. We can

see that the side areas of forehead and cheek have higher influence for rPPG estimation.

While the goal of our system is to detect PAs, our model is trained to estimate the auxiliary

information. Hence, in addition to anti-spoof, we also like to evaluate the accuracy of auxiliary

information estimation. For this purpose, we calculate the accuracy of estimating depth maps and

rPPG signals, for testing data in Protocol 2 of Oulu. As shown in Fig. 2.10, the accuracy for both

estimation in spoof data is high, while that of the live data is relatively lower. Note that the depth

estimation of the mouth area has more errors, which is consistent with the fewer activations of the

same area in Fig. 2.9.

Finally, we conduct statistical analysis on the failure cases, since our system can determine

potential causes using the auxiliary information. With Proctocol 2 of Oulu, we identify 31 failure

cases (2.7% ACER). For each case, we calculate whether anti-spoofing using its depth map or rPPG
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signal would fail if that information alone is used. In total, 29
31 , 13

31 , and 11
31 samples fail due to depth

map, rPPG signals, or both. This indicates the future research direction.

2.6 Conclusions

This chapter identifies the importance of auxiliary supervision to deep model-based face anti-

spoofing. The proposed network combines CNN and RNN architectures to jointly estimate the

depth of face images and rPPG signal of face video. One significant improvement of auxiliary

supervisions is to make each CNN prediction to be based on a local receipt field. It would effective

reduce the CNN training from overfitting with limited data. We introduce the SiW database that

contains more subjects and variations than prior databases. Finally, we experimentally demonstrate

the superiority of our method.
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Chapter 3

Generalization: Zero-shot and Open-set

Face Anti-Spoofing

3.1 Introduction

Attackers can utilize a wide variety of mediums to launch spoof attacks. The most common ones

are replaying videos/images on digital screens, i.e., replay attack, and printed photograph, i.e.,

print attack. Different methods are proposed to handle replay and print attacks, based on either

handcrafted features Boulkenafet et al. (2015); Määttä et al. (2011); Patel et al. (2016b) or CNN-

based features Atoum et al. (2017); Feng et al. (2016); Jourabloo et al. (2018); Liu et al. (2018c).

Recently, high-quality 3D custom mask is also used for attacking, i.e., 3D mask attack. In Liu et al.

(2018b, 2016a,b), methods for detecting print/replay attacks are found to be less effective for this

new spoof, and hence the authors leverage the remote photoplethysmography (r-PPG) to detect

the heart rate pulse as the spoofing cue. Further, facial makeup may also influence the outcome of

recognition, i.e., makeup attack Chen et al. (2013). Many works Chang et al. (2018); Chen et al.

(2013, 2014) study facial makeup, despite not as an anti-spoofing problem.

All aforementioned methods present algorithmic solutions to the known spoof attack(s), where

models are trained and tested on the same type(s) of spoof attacks. However, in real-world

applications, attackers can also initiate spoof attacks that we, the algorithm designers, are not aware
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Figure 3.1 To detect unknown spoof attacks, we propose a Deep Tree Network (DTN) to unsupervisely learn
a hierarchic embedding for known spoof attacks. Samples of unknown attacks will be routed through DTN
and classified at the destined leaf node.

of, termed unknown spoof attacks1. Researchers increasingly pay attention to the generalization of

anti-spoofing models, i.e., how well they are able to detect spoof attacks that have never been seen

during the training? We define the problem of detecting unknown face spoof attacks as Zero-Shot

Face Anti-spoofing (ZSFA). Despite the success of face anti-spoofing on known attacks, ZSFA, on

the other hand, is a new and unsolved challenge to the community.

The first attempts on ZSFA are Arashloo et al. (2017); Xiong & AbdAlmageed (2018). They

address ZSFA between print and replay attacks, and regard it as an outlier detection problem for live

faces (a.k.a. real human faces). With handcrafted features, the live faces are modeled via standard

generative models, e.g., GMM, auto-encoder. During testing, an unknown attack is detected if it

lies outside the estimated live distribution. These ZSFA works have three drawbacks:

Lacking spoof type variety: Prior models are developed w.r.t. print and replay attacks only. The

1There is subtle distinction between 1) unseen attacks, attack types that are known to algorithm designers so that
algorithms could be tailored to them, but their data are unseen during training; 2) unknown attacks, attack types that are
neither known to designers nor seen during training. We do not differentiate these two cases and term both unknown
attacks.
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respective feature design may not be applicable to different unknown attacks.

No spoof knowledge: Prior models only use live faces, without leveraging the available known

spoof data. While the unknown attacks are different, the known spoof attacks may still provide

valuable information to learn the model.

Limitation of feature selection: They use handcrafted features such as LBP to represent live

faces, which were shown to be less effective for known spoof detection Li et al. (2016a); Liu et al.

(2018c); Patel et al. (2016a); Yang et al. (2014). Recent deep learning models Jourabloo et al.

(2018); Liu et al. (2018c) show the advantage of CNN models for face anti-spoofing.

This work aims to address all three drawbacks. Since one ZSFA model may perform differently

when the unknown spoof attack is different, it should be evaluated on a wide range of unknown

attacks types. In this work, we substantially expand the study of ZSFA from 2 types of spoof attacks

to 13 types. Besides print and replay attacks, we include 5 types of 3D mask attacks, 3 types of

makeup attacks, and 3 partial attacks. These attacks cover both impersonation spoofing, i.e., attempt

to be authenticated as someone else, and obfuscation spoofing, i.e., attempt to cover attacker’s own

identity. We collect the first face anti-spoofing database that includes these diverse spoof attacks,

termed Spoof in the Wild database with Multiple Attack Types (SiW-M), shown in Tab. 3.1.

To tackle the broader ZSFA, we propose a Deep Tree Network (DTN). Assuming there are

both homogeneous features among different spoof types and distinct features within each spoof

type, a tree-like model is well-suited to handle this case: learning the homogeneous features in

the early tree nodes and distinct features in later tree nodes. Without any auxiliary labels of spoof

types, DTN learns to partition data in an unsupervised manner. At each tree node, the partition is

performed along the direction of the largest data variation. In the end, it clusters the data into several

sub-groups at the leaf level, and learns to detect spoof attacks for each sub-group independently,

shown in Fig. 3.1. During the testing, a data sample is routed to the most similar leaf node to
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produce a binary decision of live vs. spoof.

In summary, our contributions in this work include :

� Conduct an extensive study of zero-shot face anti-spoofing on 13 types of spoof attacks;

� Propose a Deep Tree Network to learn features hierarchically and detect unknown spoof;

� Collect a new database for ZSFA and achieve the state-of-the-art performance on multiple

testing protocols.

3.2 Prior Work

Face Anti-spoofing Image-based face anti-spoofing refers to face anti-spoofing techniques that only

take RGB images as input without extra information such as depth or heat. In early years, researchers

utilize liveness cues, such as eye blinking and head motion, to detect print attacks Kollreider et al.

(2007); Pan et al. (2007); Patel et al. (2016a); Shao et al. (2017). However, when encountering

unknown attacks, such as photograh with eye portion cut, and video replay, those methods suffer

from a total failure. Later, research move to a more general texture analysis and address print

and replay attacks. Researchers mainly utilize handcrafted features, e.g., LBP Boulkenafet et al.

(2015); de Freitas Pereira et al. (2012, 2013); Määttä et al. (2011), HoG Komulainen et al. (2013a);

Yang et al. (2013), SIFT Patel et al. (2016b) and SURF Boulkenafet et al. (2017a), with traditional

classifiers, e.g., SVM and LDA, to make a binary decision. Those methods perform well on the

testing data from the same database. However, while changing the testing conditions such as lighting

and background, they often have a large performance drop, which can be viewed as an overfitting

issue. Moreover, they also show limitations in handling 3D mask attacks, mentioned in Liu et al.

(2016a).

To overcome the overfitting issue, researchers make various attempts. Boulkenafet et al. extract
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the spoofing features in HSV+YCbCR space Boulkenafet et al. (2015). Works in Agarwal et al.

(2016); Bao et al. (2009); Bharadwaj et al. (2014); Feng et al. (2016); Xu et al. (2015) consider

features in the temporal domain. Recent works Agarwal et al. (2016); Atoum et al. (2017) augment

the data by using image patches, and fuse the scores from patches to a single decision. For 3D mask

attacks, the heart pulse rate is estimated to differentiate 3D mask from real faces Li et al. (2016b);

Liu et al. (2016a). In the deep learning era, researchers propose several CNN works Atoum et al.

(2017); Feng et al. (2016); Jourabloo et al. (2018); Li et al. (2016a); Liu et al. (2018c); Patel et al.

(2016a); Yang et al. (2014) that outperform the traditional methods.

Zero-shot learning and unknown spoof attacks Zero-shot object recognition, or more generally,

zero-shot learning, aims to recognize objects from unknown classes Socher et al. (2013), i.e., object

classes unseen in training. The overall idea is to associate the known and unknown classes via

a semantic embedding, whose embedding spaces can be attributes Lampert et al. (2009), word

vector Frome et al. (2013), text description Zhang et al. (2017a) and human gaze Karessli et al.

(2017).

Zero-shot learning for unknown spoof attack, i.e., ZSFA, is a relatively new topic with unique

properties. Firstly, unlike zero-shot object recognition, ZSFA emphasizes the detection of spoof

attacks, instead of recognizing specific spoof types. Secondly, unlike generic objects with rich se-

mantic embedding, there is no explicit well-defined semantic embedding for spoof patterns Jourabloo

et al. (2018). As elaborated in Sec. 3.1, prior ZSFA works Arashloo et al. (2017); Xiong & AbdAl-

mageed (2018) only model the live data via handcrafted features and standard generative models,

with several drawbacks. In this work, we propose a deep tree network to unsupervisely learn the

semantic embedding for known spoof attacks. The partition of the data naturally associates certain

semantic attributes with the sub-groups. During the testing, the unknown attacks are projected to

the embedding to find the closest attributes for spoof detection.
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Dataset
Num. of Face variations Spoof attack types Total num. of
subj./vid. pose expression lighting replay print 3D mask makeup partial spoof types

CASIA-FASD Zhang et al. (2012)(2012) 50/600 Frontal No No 1 2 0 0 0 3
Replay-Attack Chingovska et al. (2012)(2012) 50/1,200 Frontal No Yes 1 1 0 0 0 2
HKBU-MARs Liu et al. (2016a)(2016) 35/1,008 Frontal No Yes 0 0 2 0 0 2
Oulu-NPU Boulkenafet et al. (2017b)(2017) 55/5,940 Frontal No No 1 1 0 0 0 2
SiW Liu et al. (2018c)(2018) 165/4,620 < 90◦ Yes Yes 1 1 0 0 0 2
SiW-M(2019) 493/1,630 < 90◦ Yes Yes 1 1 5 3 3 13

Table 3.1 Comparing our SiW-M with existing face anti-spoofing datasets.

Deep tree networks Tree structure is often found helpful in tackling language-related tasks such as

parsing and translation Chen et al. (2018), due to the intrinsic relation of words and sentences. E.g.,

tree models are applied to joint vision and language problems such as visual question reasoning Cao

et al. (2018). Tree structure also has the property for learning features hierarchically. Face alignment

works Kazemi & Sullivan (2014); Valle et al. (2018) utilize the regression trees to estimate facial

landmarks from coarse to fine. Xiong et al. propose a tree CNN to handle the large-pose face

recognition Xiong et al. (2015). In Kaneko et al. (2018), Kaneko et al. propose a GAN with decision

trees to learn hierarchically interpretable representations. In our work, we utilize tree networks to

learn the latent semantic embedding for ZSFA.

Face anti-spoofing databases Given the significance of a good-quality database, researchers

have released several face anti-spoofing databases, such as CASIA-FASD Zhang et al. (2012),

Replay-Attack Chingovska et al. (2012), OULU-NPU Boulkenafet et al. (2017b), and SiW Liu

et al. (2018c) for print/replay attacks, and HKBU-MARs Liu et al. (2016a) for 3D mask attacks.

Early databases such as CASIA-FASD and Replay-Attack Zhang et al. (2012) have limited subject

variety, pose/expression/lighting variations, and video resolutions. Recent databases Boulkenafet

et al. (2017b); Liu et al. (2016a, 2018c) improve those aspects, and also set up diverse evaluation

protocols. However, up to now, all databases focus on either print/replay attacks, or 3D mask attacks.

To provide a comprehensive study of face anti-spoofing, especially the challenging ZSFA, we for

the first time collect the database with diverse types of spoof attacks, as in Tab. 3.1. The details of
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Figure 3.2 The proposed Deep Tree Network (DTN) architecture. (a) the overall structure of DTN. A tree
node consists of a Convolutional Residual Unit (CRU) and a Tree Routing Unit (TRU), and a leaf node
consists of a CRU and a Supervised Feature Learning (SFL) module. (b) the concept of Tree Routing Unit
(TRU): finding the base with largest variations; (c) the structure of each Convolutional Residual Unit (CRU);
(d) the structure of the Supervised Feature Learning (SFL) in the leaf nodes.

our database are in Sec. 3.4.

3.3 Deep Tree Network for ZSFA

The main purposes of DTN are twofold: 1) discover the semantic sub-groups for known spoofs; 2)

learn the features in a hierarchical way. The architecture of DTN is shown in Fig. 3.2. Each tree

node consists of a Convolutional Residual Unit (CRU) and a Tree Routing Unit (TRU), while the

leaf node consists of a CRU and a Supervised Feature Learning (SFL) module. CRU is a block with

convolutional layers and the short-cut connection. TRU defines a node routing function to route a

data sample to one of the child nodes. The routing function partitions all visiting data along the

direction with the largest data variation. SFL module concatenates the classification supervision

and the pixel-wise supervision to learn the spoofing features.
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3.3.1 Unsupervised Tree Learning

3.3.1.1 Node Routing Function

For a TRU node, let’s assume the input x = f(I | θ) ∈ Rm is the vectorized feature response, I is data

input, θ is the parameters of the previous CRUs, and S is the set of data samples Ik, k = 1, 2, ..., K

that visit this TRU node. In Xiong et al. (2015), Xiong et al. define a routing function as:

ϕ(x) = xT · v + τ, (3.1)

where v denotes the projection vector and τ is the bias. Data S can then be split into Sleft :

{Ik|ϕ(xk) < 0, Ik ∈ S} and Sright : {Ik|ϕ(xk) ≥ 0, Ik ∈ S}, and directed to the left and right

child node, respectively. To learn this function, they propose to maximize the distance between the

mean of Sleft and Sright, while keeping the mean of S centered at 0. This unsupervised loss is

formulated as:

L =

( 1
N

∑
Ik∈S

ϕ(xk))2

( 1
Nl

∑
Ik∈Sleft

ϕ(xk)− 1
Nr

∑
Ik∈Sright

ϕ(xk))2
, (3.2)

where N , Nl, Nr denote the number of samples in each set.

However, in practice, minizing Equ. 3.2 might not lead to a satisfactory solution. Firstly, the

loss can be minimized by increasing the norm of either v or x, which is a trivial solution. Secondly,

even when the norms of v, x are constrained, Equ. 3.2 is affected by the density of data S and can

be sensitive to the outliers. In other words, the zero expectation of ϕ(x) does not necessarily result

in a balanced partition of data S . Local minima could be achieved when all data are spit to one side.

In some cases, the tree may suffer from collapsing to a few (even one) leaf nodes.

To better partition the data, we propose a novel routing function and an unsupervised loss.
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Regardless of τ , the dot product between xT and v can be regarded as projecting x to the direction

of v. We design v such that we can observe the largest variation after projection. Inspired by the

concept of PCA, the optimal solution naturally becomes the largest PCA basis of data S . To achieve

this, we first constrain v to be norm 1 and reformulate Equ. 3.1 as:

ϕ(x) = (x− µ)T · v, ‖v‖ = 1, (3.3)

where µ is the mean of data S . Then, finding v is identical to finding the largest eigenvector of the

covariance matrix X̄TS X̄S , where X̄S = XS − µ, and XS ∈ RN×K is the data matrix. Based on the

definition of eigen-analysis X̄TS X̄Sv = λv, our optimization aims to maximize:

arg max
v,θ

λ = arg max
v,θ

vT X̄TS X̄Sv. (3.4)

The loss for learning the routing function is formulated as:

Lroute = exp(−αvT X̄TS X̄Sv) + βTr(X̄TS X̄S), (3.5)

where α, β are scalars, and set as 1e-3, 1e-2 in our experiments. We apply the exponential function

on the first term to make the maximization problem bounded. The second term is introduced as a

regularizer to prevent trivial solutions by constraining the trace of covariance matrix of X̄S .

3.3.1.2 Tree of Known Spoofs

With the routing function, we can build the entire binary tree. Fig. 3.2 shows a binary tree of depth

of 4, with 8 leaf nodes. As mentioned early in Sec. 3.3, the tree is designed to find the semantic

sub-groups from all known spoofs, and is termed as spoof tree. Similarly, we may also train live tree
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with live faces only, as well as general data tree with both live and spoof data. Compared to spoof

tree, live and general data tree have some drawbacks. Live tree does not convey semantic meaning

for the spoof, and the attributes learned at each node cannot help to route and better detect spoof;

General data tree may result in imbalanced sub-groups, where samples of one class outnumber

another. Such imbalance would cause bias for supervised learning in the next stage.

Hence, when we compute Equ. 3.5 to learn the routing functions, we only consider the spoof

samples to construct XS . To have a balanced sub-group for each leaf, we suppress the responses of

live data to zero, so that all live data can be evenly partitioned to the child nodes. Meanwhile, we

also suppress the responses of the spoof data that do not visit this node, so that every node models

the distribution of a unique spoof subset.

Formally, for each node, we maximize the routing function responses of spoof data that visit

this node (denoted as S), while minimizing the responses of other data (denoted as S−), including

all live data and spoof data that don’t visit this node, i.e., that visit neighboring nodes. To achieve

this objective, we define the following loss:

Luniq = − 1

N

∑
Ik∈S

∥∥∥x̄Tk v
∥∥∥2

+
1

N−
∑

Ik∈S−

∥∥∥x̄Tk v
∥∥∥2
. (3.6)

3.3.2 Supervised Feature Learning

Given the routing functions, a data sample Ik will be assigned to one of the leaf nodes. Let’s

first define the feature output of leaf node as F(Ik | θ), shortened as Fk for simplicity. At each

leaf node, we define two node-wise supervised tasks to learn discriminative features: 1) binary

classification drives the learning of a high-level understanding of live vs. spoof faces, 2) pixel-wise

mask regression draws CNN’s attention to low-level local feature learning.
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Classification supervision To learn a binary classifier, as shown in Fig. 3.2(d), we apply two

additional convolution layers and two fully connected layers on Fk to generate a feature vector

ck ∈ R500. We supervise the learning via the softmax cross entropy loss:

Lclass =
1

N

∑
Ik∈S

{
(1− yk)log(1− pk)− yklogpk

}
(3.7)

pk =
exp(w1

T ck)

exp(w0
T ck) + exp(w1

T ck)
, (3.8)

where S represents all the data samples that arrive this leaf node, N denotes the number of samples

in S, {w0,w1} are the parameters in the last fully connected layer, and yk is the label of data

sample k (1 denotes spoof, and 0 live).

Pixel-wise supervision We also concatenate another convolution layer to Fk to generate a map

response Mk ∈ R32×32. Inspired by the prior work Liu et al. (2018c), we leverage the semantic

prior knowledge of face shapes and spoof attack position to provide a pixel-wise supervision. Using

the dense face alignment model Liu et al. (2017), we provide a binary mask Dk ∈ R32×32, shown

in Fig. 3.3, to indicate the pixels of spoof mediums. Thus, for a leaf node, the loss function for the

pixel-wise supervision is:

Lmask =
1

N

∑
Ik∈S

‖Mk − Dk‖1 . (3.9)

Overall loss Finally, we apply the supervised losses on p leaf nodes, the unsupervised losses on q

TRU nodes, and formulate our training loss as:

L =

p∑
i=1

(α1Liclass + α2Limask) +

q∑
j=1

(α3L
j
route + α4L

j
uniq), (3.10)
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Figure 3.4 The structure of the Tree Routing Unit (TRU).

where α1,α2,α3,α4 are the regularization coefficients for each term, and are set as 0.001, 1.0, 2.0,

0.001 respectively. For a 4-layer DTN, p = 8 and q = 7.

3.3.3 Network Architecture

Deep Tree Network (DTN) DTN is the main framework of the proposed model. It takes I ∈

R256×256×6 as input, where the 6 channels are RGB+HSV color spaces. We concatenate three 3×3

convolution layers with 40 channels and 1 max-pooling layer, and group them as one Convolutional

Residual Unit (CRU). Each convolution layer is equipped with ReLU and group normalization

layer Wu & He (2018), due to the dynamic batch size in the network. We also apply a shortcut

connection for each convolution layer. For each tree node, we deploy one CRU before the TRU. At
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the leaf node, DTN produces the feature representation of input I as F(I | θ) ∈ R32×32×40, then

uses one 1× 1 convolution layer to generate the binary mask map M.

Tree Routing Unit (TRU) TRU is the module routing the data sample to one of the child CRUs.

As shown in Fig. 3.4, it first compresses the feature by using an 1×1 convolution layer, and resizing

the response spatially. For the root node, we compress the CRU feature to x ∈ R32×32×10, and for

later tree node, we compress the CRU feature to x ∈ R16×16×20. Compressing the input feature

to a smaller size helps to reduce the burden of computating and saving the covariance matrix in

Equ. 3.5. E.g., the vectorized feature for the first CRU is x ∈ R655,360, and the covariance matrix of

x can take ∼ 400GB in memory. However, after compression the vectorized feature is x ∈ R10,240,

and the covariance matrix of x only needs ∼ 0.1GB of memory.

After that, we vectorize the output and apply the routing function ϕ(x). To compute µ in

Equ. 3.3, instead of optimizing it as a variable of the network, we simply apply a batch normalization

layer without scaling to save the moving average of each mini-batch. In the end, we project the

compressed CRU response to the largest basis v and obtain the projection coefficient. Then we

assign the samples with negative coefficient to the left child CRU and the samples with positive

coefficient to the right child CRU.

Implementation details With the overall loss in Equ. 3.10, our proposed network is trained in an

end-to-end fashion. All losses are computed based on each mini-batch. DTN modules and TRU

modules are optimized alternately. While optimizing DTN, we keep the parameters of TRUs fixed

and vice versa.
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3.4 Spoof in the Wild Database with Multiple Attack Types

To benchmark face anti-spoofing methods specifically for unknown attacks, we collect the Spoof in

the Wild database with Multiple Attack Types (SiW-M). Compared with the previous databases in

Tab. 3.1, SiW-M shows a great diversity in spoof attacks, subject identities, environments and other

factors.

For spoof data collection, we consider two spoofing scenarios: impersonation, which entails the

use of spoof to be recognized as someone else, and obfuscation, which entails the use to remove the

attacker’s own identity. In total, we collect 968 videos of 13 types of spoof attacks listed hieratically

in Fig 3.3. For all 5 mask attacks, 3 partial attacks, obfuscation makeup and cosmetic makeup, we

record 1080P HD videos. For impersonation makeup, we collect 720P videos from Youtube due to

the lack of special makeup artists. For print and replay attacks, we intend to collect videos from

harder cases where the existing system fails. Hence, we deploy an off-the-shelf face anti-spoofing

algorithm Liu et al. (2018c) and record spoof videos when the algorithm predicts live.

For live data, we include 660 videos from 493 subjects. In comparison, the number of subjects

in SiW-M is 9 times larger than Oulu-NPU Boulkenafet et al. (2017b) and CASIA-FASD Zhang

et al. (2012), and 3 times larger than SiW Liu et al. (2018c). In addition, subjects are diverse in

ethnicity and age. The live videos are collected in 3 sessions: 1) a room environment where the

subjects are recorded with few variations such as pose, lighting and expression (PIE). 2) a different

and much larger room where the subjects are also recorded with PIE variations. 3) a mobile phone

mode, where the subjects are moving while the phone camera is recording. Extreme pose angles

and lighting conditions are introduced. Similar to print and replay videos, we deploy the face

anti-spoofing algorithm Liu et al. (2018c) to find out the videos where the algorithm predicts spoof.

Hence, this third session is a harder scenario.
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In total, we collect 1,630 videos and each lasts 5-7 seconds. The 1080P videos are recorded by

Logitech C920 webcam and Canon EOS T6. To use SiW-M for the study of ZSFA, we define the

leave-one-out testing protocols. Each time we train a model with 12 types of spoof attacks plus the

80% of the live videos, and test on the left 1 attack type plus the 20% of live videos. There is no

overlapping subjects between the training and testing sets of live videos.

3.5 Experimental Results

3.5.1 Experimental Setup

Databases We evaluate our proposed method on multiple databases. We deploy the leave-one-out

testing protocols on SiW-M and report the results of 13 experiments. Also, we test on previous face

anti-spoofing databases, including CASIA Zhang et al. (2012), Replay-Attack Chingovska et al.

(2012), and MSU-MFSD Wen et al. (2015)), compare with the state of the art.

Evaluation metrics We evaluate with the following metrics: Attack Presentation Classification

Error Rate (APCER) ISO/IEC-JTC-1/SC-37 (2016), Bona Fide Presentation Classification Error

Rate (BPCER) ISO/IEC-JTC-1/SC-37 (2016), the average of APCER and BPCER, Average Classifi-

cation Error Rate (ACER) ISO/IEC-JTC-1/SC-37 (2016), Equal Error Rate (EER), and Area Under

Curve (AUC). Note that, in the evaluation of unknown attacks, we assume there is no validation set

to tune the model and thresholds while calculating the metrics. Hence, we determine the threshold

based on the training set and fix it for all testing protocols. A single test sample is one video frame,

instead of one video.

Parameter setting The proposed method is implemented in Tensorflow Abadi et al. (2016), and

trained with a constant learning rate of 0.001 with a batch size of 32. It takes 15 epochs to converge.

We randomly initialize all the weights using a normal distribution of 0 mean and 0.02 standard
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deviation.

3.5.2 Experimental Comparison

3.5.2.1 Ablation Study

All ablation studies use the Funny Eye protocol.

Different fusion methods In the proposed model, both the norm of the mask maps and binary

spoof scores could be utilized for the final classification. To find the best fusion method, we compute

ACER from using map norm, softmax score, the maximum of map norm and softmax score, and the

average of two values, and obtain 31.7%, 20.5%, 21.0%, and 19.3% respectively. Since the average

score of the mask norm and binary spoof score performs the best, we use it for the remaining

experiments. Moreover, we set 0.2 as the final threshold to compute APCER, BPCER and ACER

for all the experiments.

Different routing methods Routing is a crucial step to find the best subgroup to detect spoofness

of a testing sample. To show the effect of proper routing, we evaluate 2 alternative routing strategies:

random routing and pick-one-leaf. Random routing denotes randomly selecting one leaf node for a

testing sample to produce prediction; Pick-one-leaf denotes constantly selecting one particular leaf

node to produce results, for which we report the mean score and standard deviation of 8 selections.

Shown in Tab. 3.2, both strategies perform worse than the proposed routing function. In addition,

the large standard deviation of pick-one-leaf strategy shows the large performance difference of 8

subgroups on the same type of unknown attacks, and demonstrates the necessity of a proper routing.

Advantage of each loss function We have three important designs in our unsupervised tree

learning: route loss Lroute, data used to compute the route loss, and the unique loss Luniq. To
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Strategies APCER BPCER ACER EER

Random routing 37.1 16.1 26.6 24.7
Pick-one-leaf 51.2± 20.0 18.1± 4.9 34.7± 8.8 24.1± 3.1
Proposed routing function 17.0 21.5 19.3 19.8

Table 3.2 Compare models with different routing strategies.

Methods APCER BPCER ACER EER

MPT Xiong et al. (2015) 31.4 24.2 27.8 27.3
Live data

√
, Spoof data

√
, Unique Loss × 1.4 73.3 37.3 31.2

Live data ×, Spoof data
√

, Unique Loss × 70.0 12.7 41.3 44.8
Live data

√
, Spoof data

√
, Unique Loss

√
54.2 12.5 33.4 36.2

Live data ×, Spoof data
√

, Unique Loss
√

17.0 21.5 19.3 19.8

Table 3.3 Compare models with different tree losses and strategies. The first two terms of row 2-5 refer to
using live or spoof data in tree learning. The last row is our method.

Methods
CASIA Zhang et al. (2012) Replay-Attack Chingovska et al. (2012) MSU Wen et al. (2015)

Overall
Video Cut Photo Warped Photo Video Digital Photo Printed Photo Printed Photo HR Video Mobile Video

OC-SVMRBF +BSIF Arashloo et al. (2017) 70.7 60.7 95.9 84.3 88.1 73.7 64.8 87.4 74.7 78.7± 11.7
SVMRBF+LBP Boulkenafet et al. (2017b) 91.5 91.7 84.5 99.1 98.2 87.3 47.7 99.5 97.6 88.6± 16.3
NN+LBP Xiong & AbdAlmageed (2018) 94.2 88.4 79.9 99.8 95.2 78.9 50.6 99.9 93.5 86.7± 15.6

Ours 90.0 97.3 97.5 99.9 99.9 99.6 81.6 99.9 97.5 95.9± 6.2

Table 3.4 AUC (%) of the model testing on CASIA, Replay, and MSU-MFSD.

show the effect of each loss and the training strategy, we train and compare networks with each loss

excluded and alternative strategies. First, we train a network with the routing function proposed

in Xiong et al. (2015), and then 4 models with different modules on and off, shown in Tab. 3.3. The

model with MPT Xiong et al. (2015) routes data only to 2 leaf nodes out of 8 (i.e. tree collapse

issue), which limits the performance. Models without the unique loss exhibit the imbalance routing

issue where sub-groups cannot be trained properly. Models using all data to learn the tree show

worse performances than using spoof data only. Finally, the proposed method performs the best

among all options.

3.5.2.2 Testing on existing databases

Following the protocol proposed in Arashloo et al. (2017), we use CASIA Zhang et al. (2012),

Replay-Attack Chingovska et al. (2012) and MSU-MFSD Wen et al. (2015) to perform ZSFA
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testing between replay and print attacks. Tab. 3.4 compares the proposed method with top three

methods selected from over 20 methods in Arashloo et al. (2017); Boulkenafet et al. (2017b);

Xiong & AbdAlmageed (2018). Our proposed method outperforms the prior state of the art by a

convincing margin of 7.3%, and our smaller standard deviation further indicates a consistently good

performance among unknown attacks.

3.5.2.3 Testing on SiW-M

We execute 13 leave-one-out testing protocols on SiW-M. We compare with two of the most recent

face anti-spoofing methods Boulkenafet et al. (2017b); Liu et al. (2018c), and set Liu et al. (2018c)

as the baseline, which has demonstrated its SOTA performance on various benchmarks. For a fair

comparison with the baseline, we provide the same pixel-wise labeling (as in Fig. 3.3), and set the

same threshold of 0.2 to compute APCER, BPCER, and ACER.

As shown in Tab. 3.5, our method achieves an overall better APCER, ACER and EER, with the

improvement of baseline by 55%, 29%, and 5%. Specifically, we reduce the ACERs of transparent

mask, funny eye, and paper glasses by 31%, 61%, and 51%, where the baseline models can be

considered as total failures since they recognize most of the attacks as live. Note that, ACER is

more valuable in the context of ZSFA: no evaluation data for setting threshold and considerably

varied thresholds for obtaining the EER performance. For instance, EERs of paper glasses model

are similar between the baseline and our method, but with a preset threshold, our method offers a

much better ACER.

Moreover, the proposed method is a more compact model thanLiu et al. (2018c). Given the

input size of 256× 256× 6, the baseline requires 87 GFlops to compute the result while our method

only needs 6 GFlops (×15 smaller). More analysis are shown with visualization in Sec. 3.5.2.4.

Among all the attacks, replay, print, half mask, paper mask, impersonation makeup are im-
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Methods Metrics(%) Replay Print
Mask Attacks Makeup Attacks Partial Attacks

Average
Half Silicone Trans. Paper Manne. Obfusc. Imperson. Cosmetic Funny Eye Paper Glasses Paper

SVMRBF+LBP Boulkenafet et al. (2017b)

APCER 19.1 15.4 40.8 20.3 70.3 0.0 4.6 96.9 35.3 11.3 53.3 58.5 0.6 32.8± 29.8
BPCER 22.1 21.5 21.9 21.4 20.7 23.1 22.9 21.7 12.5 22.2 18.4 20.0 22.9 21.0± 2.9
ACER 20.6 18.4 31.3 21.4 45.5 11.6 13.8 59.3 23.9 16.7 35.9 39.2 11.7 26.9± 14.5
EER 20.8 18.6 36.3 21.4 37.2 7.5 14.1 51.2 19.8 16.1 34.4 33.0 7.9 24.5± 12.9

AuxiliaryLiu et al. (2018c)

APCER 23.7 7.3 27.7 18.2 97.8 8.3 16.2 100.0 18.0 16.3 91.8 72.2 0.4 38.3± 37.4
BPCER 10.1 6.5 10.9 11.6 6.2 7.8 9.3 11.6 9.3 7.1 6.2 8.8 10.3 8.9± 2.0
ACER 16.8 6.9 19.3 14.9 52.1 8.0 12.8 55.8 13.7 11.7 49.0 40.5 5.3 23.6± 18.5
EER 14.0 4.3 11.6 12.4 24.6 7.8 10.0 72.3 10.1 9.4 21.4 18.6 4.0 17.0± 17.7

Ours

APCER 1.0 0.0 0.7 24.5 58.6 0.5 3.8 73.2 13.2 12.4 17.0 17.0 0.2 17.1± 23.3
BPCER 18.6 11.9 29.3 12.8 13.4 8.5 23.0 11.5 9.6 16.0 21.5 22.6 16.8 16.6± 6.2
ACER 9.8 6.0 15.0 18.7 36.0 4.5 7.7 48.1 11.4 14.2 19.3 19.8 8.5 16.8± 11.1
EER 10.0 2.1 14.4 18.6 26.5 5.7 9.6 50.2 10.1 13.2 19.8 20.5 8.8 16.1± 12.2

Table 3.5 The evaluation and comparison of the testing on SiW-M.

personation attacks. The average ACER/EER of impersonation attacks is 9.3/8.5, which is lower

than the overall average ACER/EER. This shows that the proposed method handles impersonation

attacks better. When the attackers try to impersonate someone, the spoof face is required to be

similar as a live face, thus the network can extract anti-spoofing feature more easily. However, when

the attackers just try to hidden its own identity (obfascation attacks), the spoof face is not necessary

to be look a live face, which is easier to become an outlier of the data distribution and false the

system.

3.5.2.4 Visualization and Analysis

To provide a better understanding of the tree learning and ZSFA, we visualize the results in several

ways. First, we illustrate the tree routing results. In Fig. 3.5, we rank the spoof data based on the

routing function values ϕ(x), and provide 8 examples with responses from the smallest to the largest.

This offers us an intuitive understanding of what are learned at each tree node. We observe an

obvious spoof style transfer: for the first two-layer nodes N1, N2 and N3, the transfer captures the

change of general spoof attributes such as image quality and color temperature; for the third-layer

tree nodes N4, N5, N6, and N7, the transfer involves more spoof type specific changes. E.g., N7

transfers from eye portion spoofs to full face 3D mask spoofs.

Further, Fig. 3.6 quantitatively analyzes the tree routing distributions of all types of data. We
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Figure 3.6 Tree routing distribution of live/spoof data. X-axis denotes 8 leaf nodes, and y-axis denotes 15
types of data. The number in each cell represents the percentage (%) of data that fall in that leaf node. Each
row is sum to 1. (a) Print Protocol. (b) Transparent Mask Protocol. Yellow box denotes the unknown attacks.

utilize two models, Print and Trans. Mask, to generate the distributions. It can be observed that live

samples are relatively more spread out to 8 leaf nodes while the spoof attacks are routed to fewer
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Figure 3.7 t-SNE Visualization of the DTN leaf features.

specific leaf nodes. Two distributions in Fig. 3.6 (a)&(b) share similar semantic sub-groups, which

demonstrates the success of the proposed method on learning a tree. E.g., in both models, about half

of trans. mask samples share the same leaf node as ob. makeup. By comparing two distributions,

most testing unknown spoofs in both models are successfully routed to the most similar sub-groups.

In addition, we use t-SNE Maaten & Hinton (2008) to visualize the feature space of Print model.

The t-SNE is able to project the output of the leaf node F(I | θ) ∈ R32×32×40 to 2D by preserving

the KL divergence distance. Fig. 3.7 shows the features of different types of spoof attacks are

well-clustered into 8 semantic sub-groups even though we don’t provide any auxiliary labels. Based

on these sub-groups, the features of unknown print attacks are well lied in the sub-group of replay

and silicone mask, and thus are recognized as spoof. Moreover, with the visualization, we can

explain the performance variation among different spoof attacks, shown in Tab. 3.5. Among all, the

performance of trans. mask, funny eye, paper glasses and ob. makeup are worse than other protocols.

The feature space shows that the live samples lies much closer to those attacks than others (“→”

places), and hence it’s harder to distinguish them with the live samples. This demonstrates the
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diverse property of different unknown attacks and the necessity of such a wide range evaluation.

3.6 Conclusions

This chapter tackles the zero-shot face antispoofing problem among 13 types of spoof attacks. The

proposed method leverages a deep tree network to route the unknown attacks to the most proper

leaf node for spoof detection. The tree is trained in an unsupervised fashion to find the feature base

with the largest variation to split the spoof data. We collect SiW-M that contains more subjects and

spoof types than any previous databases. Finally, we experimentally show superior performance of

the proposed method.
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Chapter 4

Visualization: Disentangling Spoof Traces

with Physical Modeling

4.1 Introduction

As most face recognition systems are based on a monocular RGB camera, monocular RGB based

face anti-spoofing has been studied for over a decade, and one of the most common approaches is

based on texture analysis in Boulkenafet et al. (2015, 2016); Patel et al. (2016b). Researchers noticed

that presenting faces from spoof mediums introduces special texture differences, such as color

distortions, unnatural specular highlights, Moir patterns, etc. Those texture differences are inherent

within spoof mediums and thus hard to remove or camouflage. Conventional approaches build a

feature extractor plus classifier pipeline, such as LBP+SVM and HOG+SVM in de Freitas Pereira

et al. (2012); Komulainen et al. (2013a), and show good performance on several small databases

with constraint environments. In recent years, many works such as Atoum et al. (2017); Liu et al.

(2018c, 2019a); Shao et al. (2019a); Yang et al. (2019a) leverage deep learning techniques and show

great progress in face anti-spoofing performance. Deep learning based methods can be generally

grouped into 3 categories: direct FAS, auxiliary FAS, and generative FAS, as illustrated in Fig. 4.2.

Early works Xu et al. (2015); Yang et al. (2014) build vanilla CNN with binary output to directly

predict the spoofness of an input face (Fig.4.2a). Methods Liu et al. (2018c); Yang et al. (2019a)

propose to learn an intermediate representation, e.g., depth, rPPG, reflection, instead of binary
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highlights in 3D mask attack). Zoom in for details.

classes, which can lead to better generalization and performance (Fig.4.2b). Feng et al. (2020);

Jourabloo et al. (2018); Stehouwer et al. (2020) additionally attempt to generate the visual patterns

existing in the spoof samples (Fig.4.2c), providing a more intuitive interpretation of the sample’s

spoofness.

Despite the success, there are still at least three unsolved problems in the topic of deep learning-

based face anti-spoofing. First, most prior works are designed to tackle limited spoof types, either

print/replay or 3D mask solely, while a real-world anti-spoofing system may encounter a wide

variety of spoof types including print, replay, various 3D masks, facial makeup, and even unseen

attack types. Therefore, to better reflect real-world performance, we need a benchmark to evaluate

face anti-spoofing under known attacks, unknown attacks, and their combination (termed open-

set setting). Second, many approaches formulate face anti-spoofing as a classification/regression
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problem, with a single score as the output. Although auxiliary FAS and generative FAS attempt to

offer some extent of interpretation by fixation, saliency, or noise analysis, there is little understanding

on what the exact differences are between live and spoof, and what patterns the classifier’s decision

is based upon. A better interpretation can be estimating the exact patterns differentiating a spoof

face and its live counterpart, termed spoof trace. Thirdly, compared with other face analysis tasks

such as recognition or alignment, the data for face anti-spoofing has several limitations. Most

FAS databases are captured in the constraint indoor environment, which has limited intra-subject

variation and environment variation. For some special spoof types such as makeup and customized

silicone mask, they require highly skilled experts to apply or create, with high cost, which results in

very limited samples (i.e., long-tail data). Thus, how to learn from data with limited variations or

samples is a challenge for FAS.

In this work, we aim to design a face anti-spoofing model that is applicable to a wide variety of

spoof types, termed generic face anti-spoofing. We equip this model with the ability to explicitly
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disentangle the spoof traces from the input faces. Some examples of spoof trace disentanglement

are shown in Fig. 4.1. This is a challenging objective due to the diversity of spoof traces and the

lack of ground truth during model learning. However, we believe that fulfilling this objective can

bring several benefits:

1. Binary classification for face anti-spoofing would harvest any cue that helps classification,

which might include spoof-irrelevant cues such as lighting, and thus hinder generalization. In

contrast, spoof trace disentanglement explicitly tackles the most fundamental cue in spoofing,

upon which the classification can be more grounded and witness better generalization.

2. With the trend of pursuing explainable AI as mentioned in Arrieta et al. (2020); Turek (2016),

it is desirable for the face anti-spoofing model to generate the spoof patterns that support its

binary decision, since spoof trace serves as a good visual explanation of the model’s decision.

Certain properties (e.g., severity, methodology) of spoof attacks might potentially be revealed

from the traces.

3. Disentangled spoof traces can enable the synthesis of realistic spoof samples, which addresses

the issue of limited training data for the minority spoof types, such as special 3D masks and

makeup.

As shown in Fig. 4.2d, we propose a Physics-guided Spoof Trace Disentanglement (PhySTD)

to explore the spoof traces for generic face anti-spoofing. To model all types of spoofs, we

formulate the spoof trace disentanglement as a combination of additive process and inpainting

process. Additive process describes spoofing as spoof material introducing extra patterns (e.g., moire

pattern), where the live counterpart can be recovered by removing those patterns. Inpainting process

describes spoofing as spoof material fully covering certain regions of the original face, where the

live counterpart of those regions has to be “guessed” as shown in Bertalmio et al. (2000); Liu &
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Shu (2015). We further decompose the spoof traces into frequency-dependent components, so that

traces with different frequency properties can be equally handled. For the network architecture, we

extend a backbone network for auxiliary FAS with a decoder to perform the disentanglement. With

no ground truth of spoof traces, we adopt an overall GAN-based training strategy. The generator

takes an input face, estimates its spoofness, and disentangles the spoof trace. After obtaining the

spoof trace, we can reconstruct the live counterpart from the spoof and synthesize new spoof from

the live. The synthesized samples are then sent to multiple discriminators with real samples for

adversarial training. The synthesized spoof samples are further utilized to train the generator in a

fully supervised fashion, thanks to disentangled spoof traces as ground truth for the synthesized

samples. To correct possible geometric discrepancy during spoof synthesis, we propose a novel 3D

warping layer to deform spoof traces toward the target live face.

A preliminary version of this work was published in the Proceedings European Conference on

Computer Vision (ECCV) 2020 Liu et al. (2020). We extend the work from three aspects. 1) Guided

by the physics of how a spoof is generated, we introduce a spoof generation function (SGF) to model

the spoof trace disentanglement as a combination of additive and inpainting processes. SGF has a

better and more natural modeling of generic spoof attacks, such as paper glass. 2) Previous trace

components {S,B,C,T} are not supervised hierarchically so that there exists semantic ambiguity.

In this work, we introduce several hierarchical designs in the GAN framework to remedy such

ambiguity. 3) We propose an open-set testing scenario to further evaluate the real-world performance

for face anti-spoofing models. Both known and unknown attacks are included in the open-set testing.

We perform a side-by-side comparison between the proposed approach and the state-of-the-art

(SOTA) face anti-spoofing solutions on multiple datasets and protocols.

In summary, the main contributions of this work are as follows:

• We for the first time study spoof trace for generic face anti-spoofing, where a wide variety of
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spoof types are tackled with one unified framework;

• We propose a novel physics-guided model to disentangle spoof traces, and utilize the spoof

traces to synthesize new data samples for enhanced training;

• We propose novel protocols for a generic open-set face anti-spoofing;

• We achieve SOTA anti-spoofing performance and provide convincing visualization for a wide

variety of spoof types.

4.2 Related Work

Face Anti-Spoofing Face anti-spoofing has been studied for more than a decade and its development

can be roughly divided into three stages. In the early years, researchers leverage spontaneous human

movement, such as eye blinking and head motion, to detect simple print photograph or static replay

attacks Kollreider et al. (2007); Pan et al. (2007). However, when facing counter attacks, such

as print face with eye region cut, and replaying a face video, those methods would fail. In the

second stage, researchers pay more attention to texture differences between live and spoof, which

are inherent to spoof mediums. Researchers mainly extract hand-crafted features from the faces,

e.g., LBP Boulkenafet et al. (2015); de Freitas Pereira et al. (2012, 2013); Määttä et al. (2011), HoG

Komulainen et al. (2013a); Yang et al. (2013), SIFT Patel et al. (2016b) and SURF Boulkenafet

et al. (2016), and train a classifier to split the live vs. spoof, e.g., SVM and LDA.

Recently, face anti-spoofing solutions equipped with deep learning techniques have demonstrated

significant improvements over the conventional methods. Methods in Feng et al. (2016); Li et al.

(2016a); Patel et al. (2016a); Yang et al. (2014) train a deep neural network to learn a binary

classification between live and spoof. In Atoum et al. (2017); Liu et al. (2018c, 2019a); Shao et al.
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(2019a); Yang et al. (2019a), additional supervisions, such as face depth map and rPPG signal, are

utilized to help the network to learn more generalizable features. As the latest approaches achieving

saturated performance on several benchmarks, researchers start to explore more challenging cases,

such as few-shot/zero-shot face anti-spoofing Liu et al. (2019a); Qin et al. (2019); Zhao et al. (2019)

and domain adaptation in face anti-spoofing Shao et al. (2019a,b).

In this work, we aim to solve an interesting yet very challenging problem: disentangling and

visualizing the spoof traces from an input face. A related work Jourabloo et al. (2018) also adopts

GAN seeking to estimate the spoof traces. However, they formulate the traces as low-intensity

noises, which is limited to print and replay attacks only and cannot provide convincing visual

results. In contrast, we explore spoof traces for a much wider range of spoof attacks, visualize them

with novel disentanglement, and also evaluate the proposed method on the challenging cases, e.g.,

zero-shot face anti-spoofing.

Disentanglement Learning Disentanglement learning is often adopted to better represent complex

data and features. DR-GAN Tran et al. (2017b) disentangles a face into identity and pose vectors

for pose-invariant face recognition and view synthesis. Similarly in gait recognition, Zhang et al.

(2019) disentangles the representations of appearance, canonical, and pose features from an input

gait video. 3D reconstruction works Liu et al. (2018a); Tran & Liu (2021) also disentangle the

representation of a 3D face into identity, expressions, poses, albedo, and illuminations. For image

synthesis, Esser et al. (2018) disentangles an image into appearance and shape with U-Net and

Variational Auto Encoder (VAE).

Different from Liu et al. (2018a); Tran et al. (2017b); Zhang et al. (2019), we intend to

disentangle features that have different scales and contain geometric information. We leverage the

multiple outputs to represent features at different scales, and adopt multiple-scale discriminators

to properly learn them. Moreover, we propose a novel warping layer to tackle the geometric
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Figure 4.3 Overview of the proposed Physics-guided Spoof Trace Disentanglement (PhySTD).

discrepancy during the disentanglement and reconstruction.

Image Trace Modeling Image traces are certain signals existing in the image that can reveal

information about the capturing camera, imaging setting, environment, and so on. Those signals

often have much lower energy compared to the image content, which needs proper modeling to

explore them. Abdelhamed et al. (2018); Thai et al. (2013, 2016) observe the difference of image

noises, and use them to recognize the capture cameras. From the frequency domain, Stehouwer

et al. (2020) shows the image noises from different cameras obey different noise distributions. Such

techniques are applied to the field of image forensics, and later Chen et al. (2020); Wang et al.

(2017) propose methods to remove such traces for image anti-forensics.

Recently, image trace modeling is widely used in image forgery detection and image adversarial

attack detection Dang et al. (2020); Wu et al. (2019). In this work, we attempt to explore the traces

of spoof face presentation. Due to different spoof mediums, spoof traces show large variations

in content, intensity, and frequency distribution. We propose to disentangle the traces as additive

traces and inpainting trace. And for additive traces, we further decompose them based on different

frequency bands.
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4.3 Physics-based Spoof Trace Disentanglement

4.3.1 Problem Formulation

Let the domain of live faces be denoted as L⊂RN×N×3 and spoof faces as S⊂RN×N×3, where N

is the image size. We intend to obtain not only the correct prediction (live vs. spoof) of the input

face, but also a convincing estimation of the spoof trace and live face reconstruction. To represent

the spoof trace, our preliminary version assumes an additive relation between live and spoof, and

uses 4 trace components {S,B,C,T} at different frequency bands as:

Ispoof = (1 + bScn1)Ilive + bBcn1 + bCcn2 + T, (4.1)

where S,B represent low-frequency traces, C represents mid-frequency ones, and T represents

high-frequency ones. b·c is the low bandpass filtering operation, and in practice, we achieve this

by downsampling the original image and upsampling it back. In the previous setting, n1 =1 and

n2 =64. Compared to the simple representation with only a single component in Jourabloo et al.

(2018), this multi-scale representation of {S,B,C,T} can largely improve disentanglement quality

and suppress undesired artifacts due to its coarse-to-fine process. The model is designed to provide

a valid estimation of spoof traces {S,B,C,T} without respective ground truth. Our preliminary

version Liu et al. (2020) aims to find a minimum intensity change that transfers an input face to the

live domain:

arg min
Î

‖I− Î‖F s.t. I ∈ (S ∪ L) and Î ∈ L, (4.2)

where I is the source face, Î is the target face to be optimized, and I− Î is defined as the spoof trace.

When the source face is live Ilive, I− Î should be 0 as I is already in L. When the source face is

spoof Ispoof, I− Î should be regularized to prevent unnecessary changes such as identity shift.
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Despite the effectiveness of this representation, there are still two drawbacks: First, the spoof

trace disentanglement is mainly formulated as an additive processing. The optimization of Eqn. 4.2

limits the trace intensity, and the reconstruction for spoof regions with large appearance divergence

might be sub-optimal, such as spoof glasses or mask. For those spoof regions, the physical

relationship between the live and the spoof is better described as replacement rather than addition;

Second, while our preliminary version representing the traces with hierarchical components, these

components are learned with losses on their summation. Without careful supervision, the learned

components can be ambiguous in their semantic meanings, e.g., the high-frequency component may

include low-frequency information.

To address the first drawback, we introduce a spoof generation function (SGF) as an additive

process followed by an inpainting process:

Ispoof = (1−P)(Ilive + TA) + P ·TP , (4.3)

where TA ∈ RN×N×3 indicates the traces from additive process, TP indicates the traces from

inpainting process, and P ∈ RN×N×1 denotes the inpainting region. Given a spoof face, one may

reconstruct the live counterpart by inversing Eqn. 4.3:

Îlive = (1−P)(Ispoof −TA) + P · (Îlive + Ispoof −TP ), (4.4)

As the inpainting physically replaces content, the spoof trace TP in the inpainting region P is

identical to the spoof image Ispoof in the same region, and thus both cancel out in the second term

of Eqn. 4.4. We further rename the Îlive in the second term as IP to indicate the inpainting content

within the inpainting region that should be estimated from the model. Therefore, the reconstruction
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of the live image becomes:

Îlive = (1−P)(Ispoof −TA) + P · IP , (4.5)

where TA = bBcn1 + bCcn2 +T denotes the additive trace represented by three hierarchical

components. n1 and n2 are set to be 32 and 128 respectively. With a larger n1, the effect of

component S in the preliminary version can be incorporated into B, and hence we remove S for

simplicity. Besides the additive traces, the model is further required to estimate the inpainting region

P and inpainting live content IP . IP is estimated based on the rest of the live facial region without

intensity constraint. We use a function G(·) to represent the reconstruction process of Eqn. 4.5.

Accordingly, the optimization of Eqn. 4.2 is re-formulated by replacing Î with Eqn. 4.5 as:

arg min
TA,P,IP

‖I− (1−P)(I−TA)−P · IP ‖F

→ arg min
TA,P,IP

‖(1−P)TA‖F + ‖P · (I− IP )‖F .
(4.6)

As we do not wish to impose any intensity constraint on IP , the final objective is formulated as:

arg min
TA,P

‖(1−P)TA‖F + λ‖P‖F s.t. I∈S ∪ L, Î ∈ L, (4.7)

where λ is a weight to balance two terms. In addition, based on Eqn. 4.3, we can define another

function G−(·) to synthesize new spoof faces, by transferring the spoof traces from Ii to Ij :

Î
i→j
spoof = G−(Ij |Ii) = (1−Pi)(Ij + TiA) + Pi · Ii. (4.8)

Note that TP in Eqn. 4.3 has been replaced with Ii since the spoof image Ii contains the spoof
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Figure 4.4 The proposed PhySTD network architecture. Except the last layer, each conv and transposed
conv is concatenated with a batch normalizstion layer and a leaky ReLU layer. k3c64s2 indicates the kernel
size of 3× 3, the convolution channel of 64 and the stride of 2.

trace for the inpainting region.

Estimating {TA,P, IP } from an input face I is termed as spoof trace disentanglement. Given

that no ground truth of traces is available, this disentanglement can be achieved via generative

adversarial based training. As shown in Fig. 4.3, the proposed Physics-guided Spoof Trace Dis-

entanglement (PhySTD) consists of a generator and discriminator. Given an input image, the

generator is designed to predict the spoofness (represented by the pseudo depth map) as well as

estimate the additive traces {B,C,T} and the inpainting components {P, IP }. With the traces,

we can apply function G(·) to reconstruct the live counterpart and function G−(·) to synthesize

new spoof faces. We adopt a set of discriminators at multiple image resolutions to distinguish the

real faces {Ilive, Ispoof} with the synthetic faces {Îlive, Îspoof}. To remedy the semantic ambiguity

during {B,C,T} learning, three trace component combinations, {B}, {B,C}, and {B,C,T},

will contribute to the synthesis of live reconstruction at one particular resolution, which is then

supervised by a respective discriminator (details in Sec.4.3.3). To learn a proper inpainting region

P, we leverage both the prior knowledge and the information from the additive traces.
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(a)

(b)

(c)

(d)

I IT × 25 IC × 15 IB

Figure 4.5 The visualization of image decomposition for different input faces: (a) live face (b) 3D mask
attack (c) replay attack (d) print attack.

In the rest of this section, we present the details of the generator, the discriminators, the details

of face reconstruction and synthesis, and the losses and training steps used in PhySTD.

4.3.2 Disentanglement Generator

As shown in Fig. 4.4, the disentanglement generator consists of a backbone encoder, a spoof trace

decoder and a depth estimation network. The backbone encoder aims to extract multi-scale features,

the depth estimation network leverages the features to estimate the facial depth map, and a spoof

trace decoder to estimate the additive trace components {B,C,T} and the inpainting components

{P, IP }. The depth map and the spoof traces will be used to compute the final spoofness score.

Backbone encoder Backbone encoder extracts features from the input images for both depth map
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estimation and spoof trace disentanglement. As shown in our preliminary work Liu et al. (2020), the

spoof traces consists of components from different frequency bands: low-frequency traces includes

color distortion, mid-frequency traces includes makeup strikes, and high-frequency traces includes

Moir patterns and mask edges. However, a vanilla CNN model might overlook high-frequency

traces since the energy of high-frequency traces is often much weaker than that of low-frequency

traces. In order to encourage the network to equally regard traces with different physical properties,

we explicitly decompose the image into three elements {IB, IC, IT} as:

IB =bIcn1 ,

IC =bIcn2 − bIcn1 ,

IT =I− bIcn2,

(4.9)

where n1 =32, n2 =128 and the image size N=256. In addition, we amplify the value in IC, IT

by two constants 15 and 25, and then feed the concatenation of three elements to the backbone

network. Fig. 4.5 provides the visualization of image decomposition. We observe that the traces that

are less distinct in the original images become more highlighted in the IT component: 3D mask and

replay attack bring unique patterns different with the live face pattern, while print attack is lacking

of necessary high frequency details. Semantically, IB, IC, IT share the same frequency domains

with B,C,T respectively, and thus the decomposition potentially eases the learning of B,C,T.

After that, the encoder progressively downsamples the decomposed image components 3 times

to obtain features F1∈R128×128×64, F2∈R64×64×96, F3∈R32×32×128 via conv layers.

Spoof trace decoder The decoder upsamples the feature F3 with transpose conv layers back

to the input face size 256. The last layer outputs both additive traces {B,C,T} and inpainting

components {P, IP }. Similar to U-Net Ronneberger et al. (2015), we apply the short-cut connection
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between the backbone encoder and decoder to bypass the multiple scale details for a high-quality

trace estimation.

Depth estimation network We still recognize the importance of the discriminative supervision

used in auxiliary FAS, and thus introduce a depth estimation network to perform the pseudo-depth

estimation for face anti-spoofing, as proposed in Liu et al. (2018c). The depth estimation network

takes the concatenated features of F1, F2, F3 from the backbone encoder and U3 from the decoder

as input. The features are put through a spatial attention mechanism from Yu et al. (2020b) and

resize to the same size of K = 32. It outputs a face depth map M∈R32×32, where the depth values

are normalized within [0, 1]. Regarding the number of parameters, both spoof trace decoder and

depth estimation network are light weighed, while the backbone network is much heavier. With

more network layers being shared to tackle both depth estimation and spoof trace disentanglement,

the knowledge learnt from spoof trace disentanglement can be better shared with depth estimation

task, which can lead to a better anti-spoofing performance.

Final scoring In the testing phase, we use the norm of the depth map and the intensity of spoof

traces for real vs. spoof classification:

score =
1

2K2
‖M‖1+

α0

2N2
(‖B‖1+‖C‖1+‖T‖1+‖P‖1), (4.10)

where α0 is the weight for the spoof trace.

4.3.3 Reconstruction and Synthesis

There are multiple options to use the disentangled spoof traces: 1) live reconstruction, 2) spoof

synthesis, and 3) “harder” sample synthesis, which will be described below respectively.

Live reconstruction: Based on Eqn. 4.5, we propose a hierarchical reconstruction of the live face
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counterpart from the input images. To reconstruct faces at a certain resolution, each additive trace is

included only if its frequency domain is lower than the target resolution. We apply {hi,mid, low}

three resolution settings as:

Îhi =(1−P)(I− bBcn1 − bCcn2 −T) + P · IP ,

Îmid =(1−P)(bIcn2 − bBcn1 − bCcn2) + P · IP ,

Îlow =(1−P)(bIcn1 − bBcn1) + P · IP .

(4.11)

Spoof synthesis: Based on Eqn. 4.8, we can obtain a new spoof face via applying the spoof

traces disentangled from a spoof face Ii to a live face Ij . However, spoof traces may contain

face-dependent content associated with the original spoof subject. Directly applying them to a new

face with different shapes or poses may result in mis-alignment and strong visual implausibility.

Therefore, the spoof trace should go through a geometry correction before performing this synthesis.

We propose an online 3D warping layer and will introduce it in the following subsection.

“Harder” sample synthesis: The disentangled spoof traces can not only reconstruct live and

synthesize new spoof, but also synthesize “harder” spoof samples by removing or amplifying part

of the spoof traces. We can tune one or some of the trace elements {B,C,T,P} to make the spoof

sample to become “less spoofed”, which is thus closer to a live face since the spoof traces are

weakened. Such spoof data can be regarded as harder samples and may benefit the generalization of

the disentanglement generator. For instance, while removing the low frequency element B from a

replay spoof trace, the generator may be forced to rely on other elements such as high-level texture

patterns. To synthesize the “harder” sample Îhard, we follow Eqn. 4.8 with two minor changes: 1)

generate 3 random weights between [0, 1] and multiple each with one component of {B,C,T}; 2)

randomly remove the inpainting process (i.e., set P = 0) with a probability of 0.5. Compared with
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Figure 4.6 The online 3D warping layer. (a) Given the corresponding dense offset, we warp the spoof trace
and add them to the target live face to create a new spoof. E.g. pixel (x, y) with offset (3, 5) is warped to
pixel(x+ 3, y + 5) in the new image. (b) To obtain a dense offsets from the spare offsets of the selected face
shape vertices, Delaunay triangulation interpolation is adopted.

other methods, such as brightness and contrast change Liu et al. (2019b), reflection and blurriness

effect Yang et al. (2019a), or 3D distortion Guo et al. (2019), our approach can introduce more

realistic and effective data samples, as shown in Sec. 4.4.

4.3.3.1 Online 3D Warping Layer

We propose an online 3D warping layer to correct the shape discrepancy. To obtain the warping,

previous methods in Chang et al. (2018); Liu et al. (2018c) use offline face swapping and pre-

computed dense offset respectively, where both methods are non-differentiable as well as memory

intensive. In contrast, our warping layer is designed to be both differentiable and computationally

efficient, which is necessary for online synthesis during the training.

First, the live reconstruction of a spoof face Ii can be expressed as:

Gi = G(Ii)[p0], (4.12)
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where p0 = {(0, 0), (0, 1), ..., (255, 255)} ∈ R256×256×2 enumerates pixel locations in Ii. To align

the spoof traces while synthesizing a new spoof face, a dense offset ∆pi→j ∈ R256×256×2 is

required to indicate the deformation between face Ii and face Ij . A discrete deformation can be

acquired from the distances of the corresponding facial landmarks between two faces. During the

data preparation, we use Liu et al. (2017) to fit a 3DMM model and extract the 2D locations of Q

facial vertices for each face:

s = {(x0, y0), (x1, y1), ..., (xN , yN )} ∈ RQ×2. (4.13)

A sparse offset on the corresponding vertices can then be computed two faces as ∆si→j = sj−si. To

convert the sparse offset ∆si→j to the dense offset ∆pi→j , we apply a triangulation interpolation:

∆pi→j = Tri(p0, si,∆si→j), (4.14)

where Tri(·) is the interpolation, si denotes the vertex locations, ∆si→j are the vertex values, and

we adopt Delaunay triangulation. The warping operation can be denoted as:

G−i→j = G−(Ij |Ii)[p0 + ∆pi→j ], (4.15)

where the offset ∆pi→j applies to all subject i related elements {TiA, I
i,Pi}. Since the offset

∆pi→j is typically composed of fractional numbers, we implement the bilinear interpolation to

sample the fractional pixel locations. We select Q = 140 vertices to cover the face region so that

they can represent non-rigid deformation, due to pose and expression. As the pixel values in the

warped face are a linear combination of pixel values of the triangulation vertices, this entire process

is differentiable. This process is illustrated in Fig. 4.6.
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Algorithm 1 PhySTD Training Iteration.
Input: live faces Ilive and facial landmarks slive, spoof faces Ispoof and facial landmarks
sspoof, ground truth depth map M0, preliminary mask P0;
Output: reconstructed live Îlive, synthesized spoof Îspoof, spoof traces {Tl

A, Pl, Il
P ,T

s
A, Ps,

Is
P }, depth maps {Ml, Ms} ;

while iteration < max iteration do
// training step 1

1: compute Tl
A, Pl, Il

P ← G(Ilive) and compute Ts
A, Ps, Is

P ← G(Ispoof);
2: estimate the depth map Ml, Ms;
3: compute losses Ldepth, LP , LR;
// training step 2

4: compute Îlow, Îmid, Îhi from TsA, Ps, IsP and Ispoof (Eqn. 4.4);
5: compute warping offset ∆ps→l from slive, sspoof (Eqn. 5.8);
6: compute Îspoof from warped Ts→lA , Ps→l and Ilive (Eqn. 5.9);
7: send Ilive, Ispoof, Îlow, Îmid, Îhi, Îspoof to discriminators;
8: compute the adversarial loss for generator LG and for discriminators LD;
// training step 3

9: create harder samples Ihard from Ts→lA , Ps→l and Ilive with random perturbation on
traces;

10: compute ThA, Ph, IhP ← G(Ihard);
11: compute depth map Mh for Ihard;
12: compute losses LS , LH ;
// back propagation
13: back-propagate the losses from step 3, 8, 12 to corresponding parts and update the

network;
end

4.3.4 Multi-scale Discriminators

Motivated by Wang et al. (2018b), we adopt multiple discriminators at different resolutions (e.g.,

32, 96, and 256) in our GAN architecture. We follow the design of PatchGAN Isola et al. (2017),

which essentially is a fully convolutional network. Fully convolutional networks are shown to be

effective to not only synthesize high-quality images Isola et al. (2017); Wang et al. (2018b), but also

tackle face anti-spoofing problems Liu et al. (2018c). For each discriminator, we adopt the same

structure but do not share the weights.
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As shown in Fig. 4.4, we use in total 4 discriminators in our work: D1, working in the lowest

resolution of 32, focuses on low frequency elements since the higher-frequency traces are erased by

downsampling. D2, working at the resolution of 96, focuses on the middle level content pattern.

D3 and D4, working on the highest resolution of 256, focus on the fine texture details. Our

preliminary version resizes real and synthetic samples {I, Î} to different resolutions and assign

to each discriminator. To remove semantic ambiguity and provide correspondence to the trace

components, we instead assign the hierarchical reconstruction from Eqn. 4.11 to the discriminators:

we send low frequency pairs {Ilive, Îlow} to D1, middle frequency pairs {Ilive, Îmid} to D2, high

frequency pairs {Ilive, Îhi} toD3, and real/synthetic spoof {Ispoof, Îspoof} toD4. Each discriminator

outputs a 1-channel map in the range of [0, 1], where 0 denotes fake and 1 denotes real.

4.3.5 Loss Functions and Training Steps

We utilize multiple loss functions to supervise the learning of depth maps and spoof traces. Each

training iteration consists of three training steps. We first introduce the loss function, followed by

how they are used in the training steps.

Depth map loss: We follow the auxiliary FAS in Liu et al. (2018c) to estimate an auxiliary depth

map M, where the depth ground truth M0 for a live face contains face-like shape and the depth for

spoof should be zero. We apply the L-1 norm on this loss as:

Ldepth =
1

K2
Ei∼L∪S‖Mi −Mi

0‖F , (4.16)

where K=32 is the size of M. We apply the dense face alignment Liu et al. (2017) to estimate the

3D shape and render the depth ground truth M0.

Adversarial loss for G: We employ the LSGANs Mao et al. (2017) on reconstructed live faces
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(a) (b) (c) (d)

Figure 4.7 Preliminary mask P0 for the negative term in inpainting mask loss. White pixels denote 1 and
black pixels denote 0. White indicates the area should not be inpainted. P0 for: (a) print, replay; (b) 3D mask
and makeup; (c) partial attacks that cover the eye portion; (d) partial attacks that cover the mouth portion.

and synthesized spoof faces. It encourages the reconstructed live to look similar to real live from

domain L, and the synthesized spoof faces to look similar to faces from domain S:

LG = Ei∼L,j∼S
[
‖D1(Î

j
low)−1‖2F + ‖D2(Î

j
mid)−1‖2F + ‖D3(Î

j
hi)−1‖

2
F + ‖D4(Î

j→i
spoof)− 1‖2F

]
.

(4.17)

Adversarial loss for D: The adversarial loss for discriminators encourages D(·) to distinguish

between real live vs. reconstructed live, and real spoof vs. synthesized spoof:

LD = Ei∼L,j∼S
[
‖D1(Ii)−1‖2F + ‖D2(Ii)−1‖2F + ‖D3(Ii)−1‖2F + ‖D4(Ij)− 1‖2F+

‖D1(Î
j
low)‖2F + ‖D2(Î

j
mid)‖2F + ‖D3(Î

j
hi)‖

2
F + ‖D4(Î

j→i
spoof)‖

2
F

]
.

(4.18)

Inpainting mask loss: The ground truth inpainting region for all spoof attacks is barely possible

to obtain, hence a fully supervised training used in Tran et al. (2017a) for inpainting mask is out of

the question. However, we may still leverage the prior knowledge of spoof attacks to facilitate the

estimation of inpainting masks. The inpainting mask loss consists of a positive term and a negative

term. First, the positive term encourages certain region to be inpainted. As the goal of inpainting

process is to allow certain region to change without intensity constraint, the region with larger

magnitude of additive traces would have a higher probability to be inpainted. Hence, the positive

term adopts a L-2 norm between the inpainting region P and the region where the additive trace is
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larger than a threshold β.

Second, the negative term discourages certain region to be inpainted. While the ground truth

inpainting mask is unknown, it’s straightforward to mark a large portion of region that should not be

inpainted. For instance, the inpainting region for funny eye glasses should not appear in the lower

part of a face. Hence, we provide a preliminary mask P0 to indicate the not-to-be-inpainted region,

and adopt a normalized L-2 norm on the masked inpainting region P ·P0 as the negative term. The

preliminary mask P0 is illustrated in Fig. 4.7. Overall, the inpainting mask loss is formed as:

LP = Ei∼S
[
‖Pi − (TiA > β)‖2F +

‖Pi ·Pi0‖
2
F

‖Pi0‖
2
F

]
. (4.19)

Trace regularization: Based on Eqn. 4.6 with λ = 1, we regularize the intensity of additive traces

{B,C,T} and inpainting region P. The regularizer loss is denoted as:

LR = Ei∼L∪S
[
‖B‖2F + ‖C‖2F + ‖T‖2F + ‖P‖2F

]
. (4.20)

Synthesized spoof loss: Synthesized spoof data come with ground truth spoof traces. As a result,

we are able to define a supervised pixel loss for the generator to disentangle the exact spoof traces

that were added:

LS = Ei∼L,j∼S
[
‖G(dG−j→ie)− dGj→ie‖1F

]
, (4.21)

where Gj→i is the overall effect of {Pj , IjP ,B
j ,Cj ,Tj} after warping to subject i, and d·e is the

stop_gradient operation. Without stopping the gradient, Gj→i may collapse to 0.

Depth map loss for “harder” samples: We send the “harder” synthesized spoof data to depth

estimation network to improve the data diversity, and hope to increase the FAS model’s generaliza-
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tion:

LH =
1

K2
E
i∼Ŝ

[
‖Mi −Mi

0‖F
]
, (4.22)

where Ŝ denotes the domain of synthesized spoof faces.

Training steps and total loss: Each training iteration has 3 training steps. In the training step 1,

live faces Ilive and spoof faces Ispoof are fed into generator G(·) to disentangle the spoof traces.

The spoof traces are used to reconstruct the live counterpart Îlive and synthesize new spoof Îspoof.

The generator is updated with respect to the depth map loss Ldepth, adversarial loss LG, inpainting

mask loss LP , and regularizer loss LR:

L = α1Ldepth + α2LG + α3LP + α4LR. (4.23)

In the training step 2, the discriminators are supervised with the adversarial loss LD to compete

with the generator. In the training step 3, Ilive and Îhard are fed into the generator with the ground

truth label and trace to minimize the synthesized spoof loss LS and depth map loss LH :

L = α5LS + α6LH , (4.24)

where α1-α6 are the weights to balance the multitask training. To note that, we send the original live

faces Ilive with Îhard for a balanced mini-batch, which is important when computing the moving

average in the batch normalization layer. We execute all 3 steps in each minibatch iteration, but

reduce the learning rate for discriminator step by half. The whole training process is depicted in

Alg. 1.
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Protocol Method APCER (%) BPCER (%) ACER (%)

1

STASN (Yang et al. (2019a)) 1.2 2.5 1.9
Auxiliary (Liu et al. (2018c)) 1.6 1.6 1.6
DeSpoof (Jourabloo et al. (2018)) 1.2 1.7 1.5
DRL (Zhang et al. (2020a)) 1.7 0.8 1.3
STDN (Liu et al. (2020)) 0.8 1.3 1.1
CDCN (Yu et al. (2020b)) 0.4 1.7 1.0
HMP (Yu et al. (2020a)) 0.0 1.6 0.8
CDCN++ (Yu et al. (2020b)) 0.4 0.0 0.2
Ours 0.0 0.8 0.4

2

DeSpoof (Jourabloo et al. (2018)) 4.2 4.4 4.3
Auxiliary (Liu et al. (2018c)) 2.7 2.7 2.7
DRL (Zhang et al. (2020a)) 1.1 3.6 2.4
STASN (Yang et al. (2019a)) 4.2 0.3 2.2
STDN (Liu et al. (2020)) 2.3 1.6 1.9
HMP (Yu et al. (2020a)) 2.6 0.8 1.7
CDCN (Yu et al. (2020b)) 0.4 1.7 1.5
CDCN++ (Yu et al. (2020b)) 1.8 0.8 1.3
Ours 1.2 1.3 1.3

3

DeSpoof (Jourabloo et al. (2018)) 4.0± 1.8 3.8± 1.2 3.6± 1.6
Auxiliary (Liu et al. (2018c)) 2.7± 1.3 3.1± 1.7 2.9± 1.5
STDN (Liu et al. (2020)) 1.6± 1.6 4.0± 5.4 2.8± 3.3
STASN (Yang et al. (2019a)) 4.7± 3.9 0.9± 1.2 2.8± 1.6
HMP (Yu et al. (2020a)) 2.8± 2.4 2.3± 2.8 2.5± 1.1
CDCN (Yu et al. (2020b)) 2.4± 1.3 2.2± 2.0 2.3± 1.4
DRL (Zhang et al. (2020a)) 2.8± 2.2 1.7± 2.6 2.2± 2.2
CDCN++ (Yu et al. (2020b)) 1.7± 1.5 2.0± 1.2 1.8± 0.7
Ours 1.7± 1.4 2.2± 3.5 1.9± 2.3

4

Auxiliary (Liu et al. (2018c)) 9.3± 5.6 10.4± 6.0 9.5± 6.0
STASN (Yang et al. (2019a)) 6.7± 10.6 8.3± 8.4 7.5± 4.7
CDCN (Yu et al. (2020b)) 4.6± 4.6 9.2± 8.0 6.9± 2.9
DeSpoof (Jourabloo et al. (2018)) 5.1± 6.3 6.1± 5.1 5.6± 5.7
HMP (Yu et al. (2020a)) 2.9± 4.0 7.5± 6.9 5.2± 3.7
CDCN++ (Yu et al. (2020b)) 4.2± 3.4 5.8± 4.9 5.0± 2.9
DRL (Zhang et al. (2020a)) 5.4± 2.9 3.3± 6.0 4.8± 6.4
STDN (Liu et al. (2020)) 2.3± 3.6 5.2± 5.4 3.8± 4.2
Ours 2.3± 3.6 4.2± 5.4 3.6± 4.2

Table 4.1 The evaluation on four protocols in OULU-NPU. Bold indicates the best score in each protocol.

4.4 Experiments

In this section, we first introduce the experimental setup, and then present the results in the known,

unknown, and open-set spoof scenarios, with comparisons to respective baselines. Next, we

quantitatively evaluate the spoof traces by performing a spoof medium classification, and conduct

an ablation study on each design in the proposed method. Finally, we provide visualization results

on the spoof trace disentanglement, new spoof synthesis and t-SNE visualization.
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4.4.1 Experimental Setup

Databases We conduct experiments on three major databases: Oulu-NPU Boulkenafet et al.

(2017b), SiW Liu et al. (2018c), and SiW-M Liu et al. (2019a). Oulu-NPU and SiW include

print/replay attacks, while SiW-M includes 13 spoof types. We follow all the existing testing

protocols and compare with SOTA methods. Similar to most prior works, we only use the face

region for training and testing.

Evaluation metrics Two common metrics are used in this work for comparison: EER and

APCER/BPCER/ACER. EER describes the theoretical performance and predetermines the thresh-

old for making decisions. APCER/BPCER/ACER in ISO/IEC-JTC-1/SC-37 (2016) describe the

practical performance given a predetermined threshold. For both evaluation metrics, lower value

means better performance. The threshold for APCER/BPCER/ACER is computed from either

training set or validation set. In addition, we also report the True Detection Rate (TDR) at a given

False Detection Rate (FDR). This metric describes the spoof detection rate at a strict tolerance to

live errors, which is widely used to evaluate real-world systems IARPA (2016). In this work, we

report TDR at FDR= 0.5%. For TDR, the higher the better.

Parameter setting PhySTD is implemented in Tensorflow with an initial learning rate of 5e-5.

We train in total 150, 000 iterations with a batch size of 8, and decrease the learning rate by a

ratio of 10 every 45, 000 iterations. We initialize the weights with [0, 0.02] normal distribution.

{α1, α2, α3, α4, α5, α6} are set to be {100, 5, 1, 1e-4, 10, 1}, and β = 0.1. α0 is empirically

determined from the training or validation set. We use the open-source face alignment Bulat

& Tzimiropoulos (2017) and 3DMM fitting Liu et al. (2017) to crop the face and provide 140

landmarks.
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Protocol Method APCER (%) BPCER (%) ACER (%)

1

Auxiliary (Liu et al. (2018c)) 3.6 3.6 3.6
STASN (Yang et al. (2019a)) − − 1.0
Meta-FAS-DR (Zhao et al. (2019)) 0.5 0.5 0.5
HMP (Yu et al. (2020a)) 0.6 0.2 0.5
DRL (Zhang et al. (2020a)) 0.1 0.5 0.3
CDCN (Yu et al. (2020b)) 0.1 0.2 0.1
CDCN++ (Yu et al. (2020b)) 0.1 0.2 0.1
Ours 0.0 0.0 0.0

2

Auxiliary (Liu et al. (2018c)) 0.6± 0.7 0.6± 0.7 0.6± 0.7
Meta-FAS-DR (Zhao et al. (2019)) 0.3± 0.3 0.3± 0.3 0.3± 0.3
STASN (Yang et al. (2019a)) − − 0.3± 0.1
HMP (Yu et al. (2020a)) 0.1± 0.2 0.2± 0.0 0.1± 0.1
DRL (Zhang et al. (2020a)) 0.1± 0.2 0.1± 0.1 0.1± 0.0
CDCN (Yu et al. (2020b)) 0.0± 0.0 0.1± 0.1 0.1± 0.0
CDCN++ (Yu et al. (2020b)) 0.0± 0.0 0.1± 0.1 0.0± 0.1
Ours 0.0± 0.0 0.0± 0.0 0.0± 0.0

3

STASN (Yang et al. (2019a)) − − 12.1± 1.5
Auxiliary (Liu et al. (2018c)) 8.3± 3.8 8.3± 3.8 8.3± 3.8
Meta-FAS-DR (Zhao et al. (2019)) 8.0± 5.0 7.4± 5.7 7.7± 5.3
DRL (Zhang et al. (2020a)) 9.4± 6.1 1.8± 2.6 5.6± 4.4
HMP (Yu et al. (2020a)) 2.6± 0.9 2.3± 0.5 2.5± 0.7
CDCN (Yu et al. (2020b)) 2.4± 1.3 2.2± 2.0 2.3± 1.4
CDCN++ (Yu et al. (2020b)) 1.7± 1.5 2.0± 1.2 1.8± 0.7
Ours 13.1± 9.4 1.6± 0.6 7.4± 4.3

Table 4.2 The evaluation on three protocols in SiW Dataset. We compare with the top 7 performances.

4.4.2 Anti-Spoofing for Known Spoof Types

Oulu-NPU Oulu-NPUBoulkenafet et al. (2017b) is a commonly used face anti-spoofing benchmark

due to its high-quality data and challenging testing protocols. Tab. 4.1 shows our anti-spoofing

performance on Oulu-NPU, compared with SOTA algorithms. Our method achieves the best

overall performance on this database. Compared with our preliminary version Liu et al. (2020),

we demonstrate improvements in all 4 protocols, with significant improvement on protocol 1 and

protocol 3, i.e., reducing the ACER by 63.6% and 32.1% respectively. Compared with the SOTA,

our approach achieves similar best performances on the first three protocols and outperforms the

SOTA on the fourth protocol, which is the most challenging one. To note that, in protocol 3 and

protocol 4, the performances of testing camera 6 are much lower than those of cameras 1-5: the

ACER for camera 6 are 6.4% and 10.2%, while the average ACER for the other cameras are 1.0%

and 2.0% respectively. Compared with other cameras, we notice that camera 6 has stronger sensor
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Metrics(%) Method Replay Print
3D Mask Makeup Partial Attacks

Overall
Half Silic. Trans. Paper Mann. Ob. Im. Cos. Funny. Papergls. Paper

ACER

Auxiliary (Liu et al. (2018c)) 5.1 5.0 5.0 10.2 5.0 9.8 6.3 19.6 5.0 26.5 5.5 5.2 5.0 6.3
SDTN (Liu et al. (2020)) 3.2 3.1 3.0 9.0 3.0 3.4 4.7 3.0 3.0 24.5 4.1 3.7 3.0 4.1
Step1 6.1 5.4 5.4 5.4 5.4 5.4 5.4 22.7 5.4 26.8 5.4 5.5 5.4 10.9
Step1+Step2 w/ single trace 8.7 7.8 7.8 7.8 7.8 7.8 7.8 25.0 7.9 28.8 7.8 7.8 7.8 13.8
Step1+Step2 4.1 3.9 3.9 3.9 4.0 3.9 4.0 13.5 4.0 25.1 3.9 3.9 3.9 4.6
Step1+Step2+Step3 (Ours) 3.2 1.4 1.0 2.3 1.3 2.9 2.5 12.4 1.2 18.5 1.7 0.4 1.6 2.8

EER

Auxiliary (Liu et al. (2018c)) 4.7 0.0 1.6 10.5 4.6 10.0 6.4 12.7 0.0 19.6 9.3 7.5 0.0 6.7
SDTN (Liu et al. (2020)) 2.1 2.2 0.0 7.2 0.1 3.9 4.8 0.0 0.0 19.6 5.3 5.4 0.0 4.8
Step1 3.8 2.7 1.5 2.7 1.9 1.8 2.4 15.1 0.7 28.7 4.1 4.9 1.0 4.3
Step1+Step2 w/ single trace 6.7 5.3 0.8 1.5 1.4 3.3 3.2 21.5 1.0 27.1 6.5 6.1 1.5 5.8
Step1+Step2 2.4 3.1 0.4 2.6 1.2 3.0 2.4 9.5 0.4 23.5 1.1 0.5 0.6 2.8
Step1+Step2+Step3 (Ours) 2.5 1.0 0.0 2.1 1.0 1.9 2.2 8.2 0.0 18.5 0.8 0.0 0.4 2.5
SDTN (Liu et al. (2020)) 90.1 76.1 80.7 71.5 62.3 74.4 85.0 100 100 33.8 49.6 30.6 97.7 70.4

TPR@ Step1 43.8 43.3 47.2 44.5 62.9 54.8 55.4 16.7 90.6 31.5 60.3 56.7 77.1 59.3
FNR=.5% Step1+Step2 w/ single trace 58.9 76.8 97.6 94.2 94.9 66.3 78.3 13.3 94.1 49.1 62.4 58.5 92.1 74.8

Step1+Step2 84.7 74.7 100 70.1 96.6 77.5 89.6 36.9 100 40.1 96.3 99.4 99.4 89.7
Step1+Step2+Step3 (Ours) 85.7 85.4 100 76.6 96.3 80.2 93.8 41.1 100 55.8 98.1 100 99.8 91.2

Table 4.3 The evaluation and ablation study on SiW-M Protocol I: known spoof detection.

Metrics
Method Replay Print

3D Mask Makeup Partial Attacks
Average

(%) Half Silic. Trans. Paper Mann. Ob. Im. Cos. Fun. Papergls. Paper

APCER

Auxiliary (Liu et al. (2018c)) 23.7 7.3 27.7 18.2 97.8 8.3 16.2 100.0 18.0 16.3 91.8 72.2 0.4 38.3± 37.4
LBP+SVM (Boulkenafet et al. (2017b)) 19.1 15.4 40.8 20.3 70.3 0.0 4.6 96.9 35.3 11.3 53.3 58.5 0.6 32.8± 29.8
DTL (Liu et al. (2019a)) 1.0 0.0 0.7 24.5 58.6 0.5 3.8 73.2 13.2 12.4 17.0 17.0 0.2 17.1± 23.3
CDCN (Yu et al. (2020b)) 8.2 6.9 8.3 7.4 20.5 5.9 5.0 43.5 1.6 14.0 24.5 18.3 1.2 12.7± 11.7
SDTN (Liu et al. (2020)) 1.6 0.0 0.5 7.2 9.7 0.5 0.0 96.1 0.0 21.8 14.4 6.5 0.0 12.2± 26.1
CDCN++ (Yu et al. (2020b)) 9.2 6.0 4.2 7.4 18.2 0.0 5.0 39.1 0.0 14.0 23.3 14.3 0.0 10.8± 11.2
HMP (Yu et al. (2020a)) 12.4 5.2 8.3 9.7 13.6 0.0 2.5 30.4 0.0 12.0 22.6 15.9 1.2 10.3± 9.1
Ours 10.0 4.9 5.3 16.7 3.5 2.0 2.8 92.8 0.0 37.5 33.7 23.2 0.2 17.9± 25.8

BPCER

LBP+SVM (Boulkenafet et al. (2017b)) 22.1 21.5 21.9 21.4 20.7 23.1 22.9 21.7 12.5 22.2 18.4 20.0 22.9 21.0± 2.9
DTL (Liu et al. (2019a)) 18.6 11.9 29.3 12.8 13.4 8.5 23.0 11.5 9.6 16.0 21.5 22.6 16.8 16.6± 6.2
SDTN (Liu et al. (2020)) 14.0 14.6 13.6 18.6 18.1 8.1 13.4 10.3 9.2 17.2 27.0 35.5 11.2 16.2± 7.6
CDCN (Yu et al. (2020b)) 9.3 8.5 13.9 10.9 21.0 3.1 7.0 45.0 2.3 16.2 26.4 20.9 5.4 14.6± 11.7
CDCN++ (Yu et al. (2020b)) 12.4 8.5 14.0 13.2 19.4 7.0 6.0 45.0 1.6 14.0 24.8 20.9 3.9 14.6± 11.4
HMP (Yu et al. (2020a)) 13.2 6.2 13.1 10.8 16.3 3.9 2.3 34.1 1.6 13.9 23.2 17.1 2.3 12.2± 9.4
Auxiliary (Liu et al. (2018c)) 10.1 6.5 10.9 11.6 6.2 7.8 9.3 11.6 9.3 7.1 6.2 8.8 10.3 8.9± 2.0
Ours 3.8 6.3 4.4 5.5 11.3 3.5 6.0 6.6 1.8 2.7 6.5 8.0 1.1 5.7± 2.8

ACER

LBP+SVM (Boulkenafet et al. (2017b)) 20.6 18.4 31.3 21.4 45.5 11.6 13.8 59.3 23.9 16.7 35.9 39.2 11.7 26.9± 14.5
Auxiliary (Liu et al. (2018c)) 16.8 6.9 19.3 14.9 52.1 8.0 12.8 55.8 13.7 11.7 49.0 40.5 5.3 23.6± 18.5
DTL (Liu et al. (2019a)) 9.8 6.0 15.0 18.7 36.0 4.5 13.4 48.1 11.4 14.2 19.3 19.8 8.5 16.8± 11.1
CDCN (Yu et al. (2020b)) 8.7 7.7 11.1 9.1 20.7 4.5 5.9 44.2 2.0 15.1 25.4 19.6 3.3 13.6± 11.7
SDTN (Liu et al. (2020)) 7.8 7.3 7.1 12.9 13.9 4.3 6.7 53.2 4.6 19.5 20.7 21.0 5.6 14.2± 13.2
CDCN++ (Yu et al. (2020b)) 10.8 7.3 9.1 10.3 18.8 3.5 5.6 42.1 0.8 14.0 24.0 17.6 1.9 12.7± 11.2
HMP (Yu et al. (2020a)) 12.8 5.7 10.7 10.3 14.9 1.9 2.4 32.3 0.8 12.9 22.9 16.5 1.7 11.2± 9.2
Ours 6.9 5.6 4.8 11.1 7.4 2.7 4.4 49.7 0.9 20.1 20.1 15.6 0.6 11.5± 13.2

EER

LBP+SVM (Boulkenafet et al. (2017b)) 20.8 18.6 36.3 21.4 37.2 7.5 14.1 51.2 19.8 16.1 34.4 33.0 7.9 24.5± 12.9
Auxiliary (Liu et al. (2018c)) 14.0 4.3 11.6 12.4 24.6 7.8 10.0 72.3 10.1 9.4 21.4 18.6 4.0 17.0± 17.7
DTL (Liu et al. (2019a)) 10.0 2.1 14.4 18.6 26.5 5.7 9.6 50.2 10.1 13.2 19.8 20.5 8.8 16.1± 12.2
CDCN (Yu et al. (2020b)) 8.2 7.8 8.3 7.4 20.5 5.9 5.0 47.8 1.6 14.0 24.5 18.3 1.1 13.1± 12.6
SDTN (Liu et al. (2020)) 7.6 3.8 8.4 13.8 14.5 5.3 4.4 35.4 0.0 19.3 21.0 20.8 1.6 12.0± 10.0
CDCN++ (Yu et al. (2020b)) 9.2 5.6 4.2 11.1 19.3 5.9 5.0 43.5 0.0 14.0 23.3 14.3 0.0 11.9± 11.8
HMP (Yu et al. (2020a)) 13.4 5.2 8.3 9.7 13.6 5.8 2.5 33.8 0.0 14.0 23.3 16.6 1.2 11.3± 9.5
Ours 5.2 4.4 4.4 10.1 8.6 2.6 4.3 47.2 0.0 19.6 18.6 12.4 0.7 10.6± 12.6

TPR@ SDTNLiu et al. (2020) 45.0 40.5 45.7 36.7 11.7 40.9 74.0 0.0 67.5 16.0 13.4 9.4 62.8 35.7± 23.9
FNR=.5% Ours 55.1 46.4 57.3 65.1 33.0 91.7 76.7 0.0 100.0 46.4 31.8 15.4 97.7 53.7± 31.8

Table 4.4 The evaluation on SiW-M Protocol II: unknown spoof detection.

noises and our model recognizes them as unknown spoof traces, which leads to an increased false

negative rate (i.e., BPCER). How to separate sensor noises from spoof traces can be an important

future research topic.

SiW SiW Liu et al. (2018c) is another recent high-quality database. It includes fewer capture

79



cameras but more spoof mediums and environment variations, such as pose, illumination, and

expression. The comparison on three protocols is shown in Tab. 4.2. We outperform the previous

works on the first two protocols and rank in the middle on protocol 3. Protocol 3 aims to test the

performance of unknown spoof detection, where the model is trained on one spoof attack (print

or replay) and tested on the other. As we can see from Fig.4.8-4.9, the traces of print and replay

are significantly different, where the replay traces are more on the high-frequency part (i.e., trace

component T) and the print traces are more on the low-frequency part (i.e., trace component S).

These pattern divergence leads to the adaption gap of our method while training on one attack and

testing on the other.

SiW-M SiW-M Liu et al. (2019a) contains a large diversity of spoof types, including print, replay,

3D mask, makeup, and partial attacks. This allows us to have a comprehensive evaluation of

the proposed approach with different spoof attacks. To use SiW-M for known spoof detection,

we randomly split the data of all types into train/test set with a ratio of 60% vs. 40%, and the

results are shown in Tab. 4.3. Compared to the preliminary version Liu et al. (2020), our method

outperforms on most spoof types as well as the overall EER performance by 47.9% relatively, which

demonstrates the superiority of our anti-spoofing on known spoof attacks.

For experiments on SiW-M (protocol I, II, and III), we additionally report the TPR at FNR

equal to 0.5%. While EER and ACER provide the theoretical evaluation, the users in real-world

applications care more about the true spoof detection rate under a given live detection error rate, and

hence TPR can better reflect how well the model can detect one or a few spoof attacks in practices.

As shown in Tab. 4.3, we improve the overall TDR of our preliminary version Liu et al. (2020) by

29.5%.
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Metrics
Method Replay Print

3D Mask Makeup Partial Attacks
Overall

(%) Half Silic. Trans. Paper Mann. Ob. Im. Cos. Funny. Papergls. Paper

ACER
Auxiliary (Liu et al. (2018c)) 6.7 5.6 8.5 7.5 11.6 6.7 6.4 8.9 5.7 6.1 14.3 15.9 5.4 8.4± 3.4
Ours 4.7 3.5 3.4 3.3 6.4 2.6 3.8 7.0 2.3 3.2 10.7 7.3 3.2 4.7± 2.4

EER
Auxiliary (Liu et al. (2018c)) 6.4 5.6 7.7 6.5 10.3 6.1 6.1 8.4 5.1 6.3 15.3 13.1 5.7 7.9± 3.2
Ours 4.1 2.8 3.4 3.1 5.6 3.6 3.0 6.7 2.2 3.4 10.2 8.6 2.2 4.5± 2.5

TPR@ Auxiliary (Liu et al. (2018c)) 60.4 65.5 64.4 70.4 47.5 67.0 71.6 64.3 75.1 69.8 45.8 47.8 62.9 62.5± 9.7
FNR=.5% Ours 87.4 78.7 81.0 84.5 69.0 86.3 84.7 85.0 91.0 89.3 66.6 64.4 91.1 81.6± 9.2

Table 4.5 The evaluation on SiW-M Protocol III: openset spoof detection.

(a) (b) (c) (d) (e) (f) (g) (h)

Figure 4.8 Examples of each spoof trace components. (a) the input sample faces. (b) B. (c) C. (d) T. (e) P.
(f) the final live counterpart reconstruction and zoom-in details. (g) results from Liu et al. (2020). (h) results
from Step1+Step2 with a single trace representation.

4.4.3 Anti-Spoofing for Unknown and Open-set Spoofs

Another important aspect is to test the anti-spoofing performance on unknown spoof. To use SiW-M

for unknown spoof detection, Liu et al. (2019a) defines the leave-one-out testing protocols, termed

as SiW-M Protocol II. In this protocol, each model (i.e., one column in Tab. 4.4) is trained with

12 types of spoof attacks (as known attacks) plus the 80% of the live faces, and tested on the

remaining 1 attack (as unknown attack) plus the 20% of live faces. As shown in Tab. 4.4, our

PhySTD achieves significant improvement over our preliminary version, with relatively 11.7% on
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Metrics(%) Attacks Protocol I Protocol II Protocol III

ACER
Impersonation 2.2 4.0 3.3
Obfuscation 4.6 14.9 5.4

EER
Impersonation 1.4 3.1 3.2
Obfuscation 3.6 14.0 5.1

TPR@ Impersonation 87.8 73.3 85.9
FNR=.5% Obfuscation 84.6 47.0 79.5

Table 4.6 The performance comparison between impersonation attacks and obfascation attacks.

the overall EER, 19.0% on the overall ACER, 50.4% on the overall TPR. Specifically, we reduce the

EERs of half mask, paper glasses, transparent mask, replay attack, and partial paper relatively by

47.6%, 40.4%, 37.7%, 31.6%, 56.3%, respectively. Overall, compared with the top 7 performances,

we outperform the SOTA performance of EER/TPR and achieve comparable ACER. Among all,

the detection of silicone mask, paper-crafted mask, mannequin head, impersonation makeup, and

partial paper attacks are relatively good, with the detection accuracy (i.e., TPR@FNR=0.5%) above

65%. Obfuscation makeup is the most challenging one with TPR of 0%, where we predict all the

spoof samples as live. This is due to the fact that the makeup looks very similar to the live faces,

while being dissimilar to any other spoof types. However, once we obtain a few samples, our model

can quickly recognize the spoof traces on the eyebrow and cheek, synthesize new spoof samples,

and successfully detect the attack (TPR=41.1% in Tab. 4.3).

Moreover, in the real-world scenario, the testing samples can be either a known spoof attack or

an unknown one. Thus, we propose SiW-M Protocol III to evaluate this open-set testing situation.

In Protocol III, we first follow the train/test split from protocol I, and then further remove one spoof

type as the unknown attack. During the testing, we test on the entire unknown spoof samples as

well the test split set of the know spoof samples. The results are reported in Tab. 4.5. Compared to

the SOTA face anti-spoofing method Liu et al. (2018c), our approach substantially outperforms it in

all three metrics.

Impersonation v.s. Obfuscation In Tab. 4.6, we show the comparison of our performance towards
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I Overall Trace መI I Overall Trace መI I Overall Trace መI

(a) (i) (q)

(b) (j) (r)

(c) (k) (s)

(d) (l) (t)

(e) (m) (u)

(f) (n) (v)

(g) (o) (w)

(h) (p) (x)

Figure 4.9 Examples of spoof trace disentanglement on SiW (a-h) and SiW-M (i-x). (a)-(d) items are print
attacks and (e)-(h) items are replay attacks. (i)-(x) items are live, print, replay, half mask, silicone mask,
paper mask, transparent mask, obfuscation makeup, impersonation makeup, cosmetic makeup, paper glasses,
partial paper, funny eye glasses, and mannequin head. The first column is the input face, the second column
is the overall spoof trace (I− Î), the third column is the reconstructed live.

impersonation attacks and obfuscation attacks on 3 protocols in SiW-M database. On all 3 protocols,

we see a better performance on impersonation attacks over obfuscation attacks, especially in the

Protocol II unknow attack situations. Obfuscation attacks generally have a larger appearance

discrepancy compared to impersonation attacks, and it’s naturally more difficult for the CNN model

to do out-of-distribution predictions. In practice, most of the attacks are impersonation attacks, and

hence our solution can be effective to the practical situations.
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Label
Predict

Live Print1 Print2 Replay1 Replay2

Live 56(−4) 1(+1) 1(+1) 1(+1) 1(+1)
Print1 0 43(+2) 11(+9) 3(−8) 3(−3)
Print2 0 9(−25) 48(+37) 1(−8) 2(−4)
Replay1 1(−9) 2(−1) 3(+3) 51(+38) 3(−28)
Replay2 1(−7) 2(−5) 2(+2) 3(−3) 52(+13)

Table 4.7 Confusion matrices of spoof mediums classification based on spoof traces. The results are
compared with the previous method Jourabloo et al. (2018). Green represents improvement over Jourabloo
et al. (2018). Red represents performance drop.

Label
Predict

Live Print Replay Masks Makeup Partial

Live 116 6 6 3 0 0
Print 1 40 1 3 0 1
Replay 3 1 32 1 0 1
Masks 3 1 1 90 0 3
Makeup 3 0 0 0 36 0
Partial 2 0 0 2 0 146

Table 4.8 Confusion matrices of 6-class spoof traces classification on SiW-M database.

4.4.4 Spoof Traces Classification

To quantitatively evaluate the spoof trace disentanglement, we perform a spoof medium classification

on the disentangled spoof traces and report the classification accuracy. The spoof traces should

contain spoof medium-specific information, so that they can be used for clustering without seeing

the face. To make a fair comparison with Jourabloo et al. (2018), we remove the additional spoof

type information from the preliminary mask P0. That is, for this specific experiment, we only use

the additive traces {B,C,T} to learn the trace classification. After {B,C,T} finish training with

only binary labels, we fix PhySTD and apply a simple CNN (i.e., AlexNet) on the estimated additive

traces to do a supervised spoof medium classification. We follow the same 5-class testing protocol

in Jourabloo et al. (2018) in Oulu-NPU Protocol 1. We report the classification accuracy as the ratio

between correctly predicted samples from all classes and all testing samples. Shown in Tab. 4.7.

Our model can achieve a 5-class classification accuracy of 83.3%. If we treat two print attacks as the
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source 
spoof

target
live

Figure 4.10 Examples of the spoof data synthesis. The first row are the source spoof faces, the first column
are the target live faces, and the remaining are the synthesized spoof faces from the live face with the
corresponding spoof traces.

same class and two replay as the same class, our model can achieve a 3-class classification accuracy

of 92.0%. Compared with the prior method Jourabloo et al. (2018), we show an improvement of

29% on the 5-class model. In addition, we train the same CNN on the original images instead of the

estimated spoof traces for the same spoof medium classification task, and the classification accuracy

can only reach 80.6%. This further demonstrates that the estimated traces do contain significant

information to distinguish different spoof mediums.

We also execute the spoof traces classification task on more spoof types in SiW-M database. We

leverage the train/test split on SiW-M Protocol 1. We first train the PhySTD till convergence, and

use the estimated traces from the training set to train the trace classification network. We explore

the 6-class scenario, shown in Tab. 4.8. Our 6-class model can achieve the classification accuracy of

92.0%. Since the traces are more distinct among different spoof types, this performance is even

better than 5-class classification on print/replay scenario in Oulu-NPU Protocol 1. This further

demonstrates that PhySTD can estimate spoof traces that contain significant information of spoof

mediums and can be applied to multiple spoof types.

85



4.4.5 Ablation Study

In this section, we show the importance of each design of our proposed approach on the SiW-M

Protocol I, in Tab.4.3. Our baseline is the auxiliary FAS Liu et al. (2018c), without the temporal

module. It consists of the backbone encoder and depth estimation network. When including the

image decomposition, the baseline becomes the training step 1 in Alg. 1, as the traces are not

activated without the training step 2. To validate the effectiveness of GAN training, we report the

results from the baseline model with our GAN design, denoted as Step1+Step2. We also provide

the control experiment where the traces are represented by a single component to demonstrate the

effectiveness of the proposed 5-element trace representation. This model is denoted as Step1+Step2

with single trace. In addition, we evaluate the effect of training with more synthesized data via

enabling the training step 3 as Step1+Step2+Step3, which is our final approach.

As shown in Tab. 4.3, the baseline model (Auxiliary) can achieve a decent performance of EER

6.7%. Adding image decomposition to the baseline (Step 1) can improve the EER from 6.7% to

4.3%, but more live samples are predicted with higher scores, causing a worse ACER. Adding

simple GAN design (Step1+Step2 with single trace) may lead to a similar EER performance of

5.8%, but based on the TPR (59.3%→ 74.8%) its practical performance may be improved. With

the proper physics-guided trace disentanglement, we can improve the EER to 2.8% and TPR to

89.7%. And our final design can achieve the performance of HTER 2.8%, EER 2.5%, and TPR

91.2%. Compared with our preliminary version, the EER is improved by 47.9%, HTER is improved

by 31.7% and TPR is improved by 29.5%.

4.4.6 Visualization

Spoof trace components In Fig.4.8, we provide illustration of each spoof trace component. Strong
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𝐹1 𝐹2 𝐹3 {𝐁, 𝐂, 𝐓} {𝐏, 𝐈𝑷}

Figure 4.11 The tSNE visualization of features from different scales and layers. The first 3 visualization are
from the encoder feature F1,F2,F3, and the last 2 visualization are from the features that produce {B,C,T}
and {P, IP }.

color distortion (low-frequency trace) shows up in the print attacks. Moir patterns in the replay

attack are well detected in the high-frequency trace. The local specular highlights in transparent

mask are well presented in the low- and mid-frequency components, and the inpainting process

further fine-tunes the most highlighted area. For the two glasses attacks, the color discrepancy

is corrected in the low-frequency trace, and the sharp edges are corrected in the mid- and high-

frequency traces. Each component shows a consistent semantic meaning on different spoof samples,

and this successful trace disentanglement can lead to better final visual results. As shown on the

right side of Fig. 4.8, we compare with our preliminary version Liu et al. (2020) and the ablated

GAN design with a single trace representation. The result of single trace representation shows

strong artifacts on most of the live reconstruction. The multi-scale from our preliminary version

has already shown a large visual quality improvement, but still have some spoof traces (e.g., glass

edges) remained in the live reconstruction. In contrast, our approach can further handle the missing

traces and achieve better visualization.

Live reconstruction In Fig. 4.9, we show more examples from different spoof types in SiW and

SiW-M databases. The overall trace is the exact difference between the input face and its live

reconstruction. For the live faces, the trace is zero, and for the spoof faces, our method removes

spoof traces without unnecessary changes, such as identity shift, and make them look like live faces.

For example, strong color distortion shows up in print/replay attacks (Fig. 4.9a-h) and some 3D
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(b)

(c)

(d)

𝐈 𝐈 − 𝐁 𝐈 − 𝐁 − 𝐂 𝐈 − 𝐁 − 𝐂 − 𝐓 መ𝐈live

Figure 4.12 The illustration of removing the disentangled spoof trace components one by one. The estimated
spoof trace elements of input spoof (the first column) are progressively removed in the order of B,C,T,TP.
The last column shows the reconstructed live image after removing all three additive trace components and
the inpainting trace. (a) Replay attack; (b) Makeup attack; (c) Mask attack; (d) Paper glasses attack.

mask attacks (Fig. 4.9l-o). For makeup attacks (Fig. 4.9q-s), the fake eyebrows, lipstick, artificial

wax, and cheek shade are clearly detected. The folds and edges (Fig. 4.9t-w) are well detected and

removed in paper-crafted masks, paper glasses, and partial paper attacks.

Spoof synthesis Additionally, we show examples of new spoof synthesis using the disentangled

spoof traces, which is an important contribution of this work. As shown in Fig. 4.10, the spoof

traces can be precisely transferred to a new face without changing the identity of the target face.

Due to the additional inpainting process, spoof attacks such as transparent mask and partial attacks

can be better attached to the new live face. Thanks to the proposed 3D warping layer, the geometric

discrepancy between the source spoof trace and the target face can be corrected during the synthesis.

Especially on the second source spoof, the right part of the traces is successfully transferred to the

new live face while the left side remains to be still live. It demonstrates that our trace regularization

can suppress unnecessary artifacts generated by the network. Both the live reconstruction results
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(a)                 (b)                (c)                 (d)                 (e) (a)                 (b)                (c)                 (d)                 (e)

Figure 4.13 The illustration of double spoof trace disentangling. The left 4 samples are live faces, and the
right 4 samples are spoof faces. (a) Original Input. (b) 1st round live reconstruction. (c) 1st round spoof
traces. (d) 2nd round live reconstruction. (e) 2nd round spoof traces.

in Fig. 4.9 and the spoof synthesis results in Fig. 4.10 demonstrate that our approach disentangles

visually convincing spoof traces that help face anti-spoofing.

Spoof trace removing process As shown in Fig. 4.12, we illustrate the effects of trace components

by progressively removing them one by one. For the replay attack, the spoof sample comes with

strong over-exposure as well as clear Moir pattern. Removing the low-frequency trace can effectively

correct the over-exposure and color distortion caused by the digital screen. And removing the

texture pattern in the high-frequency trace can peel off the high-frequency grid effect and reconstruct

the live counterpart.

For the makeup attack, since there is no strong color range bias, removing estimated low-

frequency trace would mainly remove the lip-stick color and fake eyebrow, but in the meantime

bring a few artifacts at the edges. Next, while removing the content pattern, the shadow on the

cheek and the fake eyebrows are adequately lightened. Finally, removing the texture pattern

would significantly correct the spoof traces from artificial wax, eyeliner, and shadow on the cheek.

Similarly, in mask and partial attacks, the reconstruction will be gradually refined as we removing
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components one by one.

To validate the quality of spoof trace removing, we execute a double spoof trace disentanglement,

shown in Fig. 4.13. For each sample, we execute a 2-round disentanglement, where the second-

round input is the live reconstruction from the first round. As we can see from the figure, regardless

of the original spoofness, the networks recognize all live reconstruction as live, which shows high

confidence on the first round spoof trace removal. The 1st-round average spoof score for live faces

is 0.11, and the second round is 0.03. The 1st-round average spoof score for spoof faces is 0.89,

and the second round is 0.03. However, we can still see different degrees of spoof traces left in the

reconstructed live faces. How to effectively measure the quality of spoof trace removing and use it

for a second-round supervision can be a future research.

To validate the relation of spoof trace intensity and the spoofness score, we execute a reverse

double spoof trace disentanglement, where the input of the second round disentanglement is the

original input with only 50% of the estimated spoof traces removed. For this experiment, the

second round score for live faces changed from 0.03 t0 0.07, and the second round score for spoof

faces changed from 0.03 to 0.53. Based on the results, we can tell that the spoof trace intensity is

positively correlated with the spoofness score.

t-SNE visualization We use t-SNE Maaten & Hinton (2008) to visualize the encoder features

F1,F2,F3, and the features that produce {B,C,T} and {P, IP }. The t-SNE is able to project the

output of features from different scales and layers to 2D by preserving the KL divergence distance.

As shown in Fig. 4.11, among the three feature scales in the encoder, F3 is the most separable

feature space, the next is F1, and the worst is F2. The features for additive traces {B,C,T} are

well-clustered as semantic sub-groups of live, makeup, mask, and partial attacks. As we know

the inpainting masks for live samples are close to zero, the feature for inpainting traces {P, IP }

shows the inpainting process mostly update the partial attacks, and then some makeup attacks and
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mask attacks, i.e., the green dots being further away from the black dots means they have greater

magnitude. This validates our prior knowledge of the inpainting process.

4.5 Conclusions

This work proposes a physics-guided spoof traces disentanglement network (PhySTD) to tackle the

challenging problem of disentangling spoof traces from the input faces. With the spoof traces, we

reconstruct the live faces as well as synthesize new spoofs. To correct the geometric discrepancy

in synthesis, we propose a 3D warping layer to deform the traces. The disentanglement not only

improves the SOTA of face anti-spoofing in known, unknown, and open-set spoof settings, but also

provides visual evidence to support the model’s decision. To note that, even though the proposed

spoof trace modeling is based on a physical approximation of the spoof presentation attack, the whole

learning process is still intensely relying on the data. In addition, our visualization/interpretation of

spoof attacks is on the image appearance, rather than the feature level, such as Grad-CAM.
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Chapter 5

Visualization: Blind Removal of Facial

Foreign Shadow

5.1 Introduction

In our daily activities, many external objects around us can cast shadows on faces, termed as facial

foreign shadow. For instance, while we take a selfie outdoors, our hand and camera might block part

of the sunlight and create a shadow on the face. Dynamic and scattered shadows may be produced

by leaves while walking under trees. During driving, the driver may confront the high-contrast

lighting caused by the direct sunlight and car pillars. While people may experience these situations

everyday, the shadow cast sometimes can be unwanted. In some cases, the shadows cast should

be removed for aesthetic purposes, such as photoshop and face editing. In others, the shadows

cast could negatively impact face-related tasks, such as face recognition, expression analysis, age

estimation, and driver monitoring.

While facial foreign shadow removal is a relatively new topic, there are a few related studies.

Many works aim to handle the self shadow and relight the face under a different lighting, via

quotient image Wen et al. (2003); Zhou et al. (2019), inverse rendering Nagano et al. (2019);

Nestmeyer et al. (2020), and style transfer Gu et al. (2019); Lee et al. (2020). Those methods focus

more on the global lighting distribution and might be limited in handling arbitrary high-frequency

structure caused by harsh foreign shadows. There are also face completion works under structured
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Figure 5.1 The results of our shadow removal model on images from our Shadow Face in the Wild (SFW)
database (top) and UCB database Zhang et al. (2020b) (bottom). The left to right are input face, output face,
and shadow matte.

occlusions, such as square, circle, and lattice Li et al. (2020); Yang et al. (2019b); Zhang et al.

(2017b). Compared with foreign shadow removal, face completion is relatively easier as the shape

is less complicated and the occlusion is often filled with a single color such as white. Further, some

works study shadow on generic objects Le & Samaras (2019); Shor & Lischinski (2008). While they

excel at shadow detection, when applied to faces, observable artifacts can be detected on de-shadow

results due to the lack of face priors.

The major problem of these prior methods is that they cannot handle the high-frequency structure

caused by the harsh shadows as demonstrated in Sun et al. (2019); Zhang et al. (2020b). Instead of

predicting illumination, Xuaner et al. propose a single image-based approach using only perceptual

and pixel intensity losses and train the network on a synthetic shadow dataset Zhang et al. (2020b).

It turns out the pixel intensity loss works better to remove harsh shadows and recover fine details.

However, the model based only on perceptual and pixel intensity losses does not generalize well in

practice, as it is hard to build the training dataset covering real-world complex lighting conditions.

As stated above, this chapter aims to detect and remove the foreign shadow from in-the-wild
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faces. While we focus on the foreign shadow, we also like to address strong self-shadow caused

by self occlusion (see Fig. 5.2). To tackle this problem, we face three major challenges. First,

the shadow of in-the-wild faces is arbitrary, varying from different sizes and shapes, to different

locations, colors, blurriness and intensities. Prior works Le & Samaras (2019); Shor & Lischinski

(2008); Zhang et al. (2020b) model the shadow directly in the RGB space. Given the level of

diversity, they have a hard time to address all the discrepancies, leaving some observable artifacts

in de-shadowed faces. Second, there are few public databases for training and evaluation. To

capture the paired shadow and non-shadow faces, both the subject and photographer need to be

perfectly still, which is rarely feasible. Third, sometimes the shadow removal is extended from

single images to video. On one hand, multiple frames (e.g., live photo) may provide addition cues to

benefit single-image shadow removal. On the other hand, video shadow removal requires additional

temporal consistency.

To address the aforementioned challenges, we propose a novel blind removal model of facial

foreign shadow. To handle the shadow diversity, we propose a simple yet effective approach to

decompose the direct RGB shadow removal into grayscale shadow removal and colorization. We

show that, without color, the shadow modeling becomes a much simpler task and the grayscale

removal model is easy to generalize to unseen data. After that, with the knowledge of shadow region

from grayscale shadow removal, the colorization is turned into an image inpainting process. Without

seen the biased color information from shadow region, the colorization process also becomes more

generalizable. Moreover, to ensure the temporal consistency, we propose a temporal sharing module

(TSM) to aggregate the information among multiple frames. TSM includes an efficient warping

layer, in order to handle frames with pose and expression variations.

For training the model, we follow the process proposed by Zhang et al. (2020b) to built a syn-

thetic database that contains paired shadow and shadow-free faces. Foreign shadows are generated
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(a) (b) (c)

Figure 5.2 Examples of (a) foreign shadow, (b) strong self shadow, and (c) normal self shadow. Our model
is designed to remove unwanted shadows in (a-b) while keeping normal shadow in (c).

with randomized properties and moving trajectories. Further, we collect a face database with 280

videos captured under highly dynamic environments for evaluation purposes. The external objects

casting shadows include hands, books, leaves, trees, window blinds, car pillars, and buildings. To

quantitative evaluate shadow segmentation, we provide detailed pixel-level segmentation annotation

for this database.

In summary, the main contributions of this chapter include:

� A novel approach to decompose RGB shadow removal into grayscale shadow removal and

colorization;

� A temporal sharing module to ensure video consistency;

� A face shadow database under dynamic environments;

� SOTA results and photo-realistic de-shadow quality.
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5.2 Related Work

Face relighting Face relighting methods could be roughly divided into three categories, quotient

image-based, style transfer, and inverse rendering. The color ratio (i.e., quotient images) is first

proposed in Shashua & Riklin-Raviv (2001) to transfer a frontal face from one lighting to another.

This basic idea has been extended to handle different poses, use ratios of radiance environment

maps, and generate synthetic relighting dataset in Stoschek (2000); Wen et al. (2003); Zhou et al.

(2019). Facial lighting also can be changed by style transfer Gu et al. (2019); Lee et al. (2020);

Liao et al. (2017); Shih et al. (2014); Shu et al. (2017a); Sun et al. (2019). Similar to quotient

images, style transfer methods need at least a reference image as the target style. Moreover, the

face poses of input and reference images are often very close. In the category of inverse rendering,

a face image could be decomposed into multiple components such as geometry, reflectance, and

lighting Egger et al. (2018); Nagano et al. (2019); Nestmeyer et al. (2020); Sengupta et al. (2018);

Shu et al. (2017b); Tewari et al. (2017); Tran & Liu (2018); Wang et al. (2008). For example,

in Nestmeyer et al. (2020), the intrinsic components (e.g. normal and albedo) are predicted and

combined through diffuse rendering in the first network, the second network is then applied to learn

non-diffuse residual. In general, inverse rendering methods rely on multiple sub-networks for the

decomposition, which are not sufficiently efficient to handle facial foreign shadows in videos.

Face Completion Face completion aims to fill in the missing or occluded face regions with semantic

meaningful information. In Zhang et al. (2017b), Zhang et al. proposed a DemeshNet with two

sub-networks to remove mesh-like lines or watermarks on faces. Li et al. proposed a disentangling

and fusing network that contains discriminators in three domains, i.e., occluded faces, clean faces,

and structured occlusions Li et al. (2020). The face inpainting network in Yang et al. (2019b)

comprises of a landmark predicting subnet and an inpainting subnet. Different from the shadow
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removal, the structured occlusions either are opaque or contain repeated patterns. The networks are

mainly used to hallucinate the invisible face regions.

Generic Shadow Detection and Removal Without much training data, early works in general-

purpose shadow detection and removal mainly study shadow properties, especially around shadow

edges Chuang et al. (2003); Finlayson et al. (2002); Wu et al. (2012); Wu & Tang (2005). For

example,Wu et al. (2012) applied the graph-cut inference to detect shadow regions, and then used

the shadow matting to generate soft shadow boundaries. Deep learning based methods have been

proposed recently to detect and remove shadows Ding et al. (2019); Le & Samaras (2019); Qu

et al. (2017); Wang et al. (2018a). Hu et al. (2018) designed the direction-aware spatial context

module and applied a spatial RNN to detect shadows. Cun et al. (2020) learned to hierarchically

aggregates the dilated multi-contexts and attentions. Authors in Zhang et al. (2020b) demonstrated

that the general-purpose methods such as Cun et al. (2020); Hu et al. (2018) cannot preserve the

authenticity of the input faces. One reason is that these general-purpose networks are unable to

capture the specific face characteristics. For instance, human face skin is a highly scattering material

that also has a complex absorption spectrum Donner & Jensen (2006). In this work, we propose a

novel two-stage shadow modeling that can better handle both subsurface scattering effects and color

distortion.

5.3 Proposed Method

5.3.1 Shadow synthesis and modeling

Shadow is produced by a foreign object that blocks part of the light rays from arriving to the face.

Let a matte M represent the shadow shape, the shadow formation can be modeled as a blending
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B MI Mss

Figure 5.3 Illustration of data synthesis components.

between the well-illuminated face Ib and the under-illuminated face Id:

I = Ib � (1−M) + Id �M, (5.1)

where � denotes element-wise multiplication. As the real-world shadow varies in both shapes and

intensities, it’s vital to have {I, Ib} paired data with a large variety of M to train a generalized

shadow removal model. However, it’s hardly feasible to collect a large-scale dataset with such

pairing, as the subject needs to be perfectly static while capturing the pair. Therefore, creating a

synthetic dataset becomes our go-to approach to tackle this problem.

Shadow synthesis As indicated in Zhang et al. (2020b), using Eqn. 5.1 to synthesize natural face

shadow shall include additional variations: shape, intensity, subsurface scattering and color. Let

shape B be a binary mask that defines the whole region affected by foreign shadow. The shadow is

often unevenly distributed, such as in mottled patterns or gradually changed patterns, depending

on the relative distance between the object and face, and the environmental lighting. We use a
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gray-scale matte MI to represent the uneven intensity. In addition, the light outside the shadow

region would penetrate beneath the skin, reach the vessels and reflect back, creating a red band

around the shadow boundary. We represent such subsurface scattering effect by Mss, which is

computed by blurring B with different kernel per RGB channel. Therefore, Eqn. 5.1 can be updated

to:

I = Ib � (1−B�Mss) + Id �B�Mss �MI. (5.2)

Moreover, the shadow region may be under certain color distortion, due to the block of parts of

light. We formulate such color distortion by a 3× 3 color transfer matrix C:

Id = IbC. (5.3)

The B, MI, Mss, and C are illustrated in Fig. 5.3. During the synthesis, given a well-illuminated

face Ib, we generate random parameters for each component to synthesize different shadow faces I,

which is detailed in Sec. 5.4.

Shadow modeling With synthetic pairwise data, we can train a model G(·) to detect and remove

foreign shadows (I → Ib). Despite the complexity of shadow synthesis process, prior works Le

& Samaras (2019); Shor & Lischinski (2008); Zhang et al. (2020b) opt to simplify the relation

between I and Ib in G(·) as:

W,N← G(I | ω), (5.4)

Îb = I�W + N, (5.5)

where ω are the parameters of the shadow removal model, and both the scaling W and offset N are

of the same size as I. The motivation of this simplification is two-fold: 1) precisely estimating all

shadow components (i.e., B, MI, Mss, C) can be very challenging, and 2) even with full supervision
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of all the components, reversing shadow formation may raise a convergence issue. This is due to

the ambiguity in the shadow parameterization, where one shadow can be generated from different

combinations of shadow components.

However, the prior works based on Eqn. 5.5 have a hard time to address all the discrepancies

between the shadow and non-shadow regions, leaving some observable artifacts in the de-shadowed

faces. We observe that it is not straightforward to derive from Eqn. 5.1 to Eqn. 5.5. Due to the

existing of color transfer matrix C, W and N themselves become a function of Ib, instead of

independent to Ib. Thus, the model learning becomes a chicken-and-egg problem, which may easily

turn into a memorization mode (i.e., a type of learning that generalizes poorly Corneanu et al.

(2019)). To tackle this issue, we propose to decompose the color shadow removal into grayscale

shadow removal and colorization. While dealing with shadow removal in grayscale, C in Eqn. 5.3

simply becomes a scalar, and hence both C and Mss can be integrated into MI as M′I. We can then

transfer the relation of Eqn. 5.1 into:

Îb,gs = Igs � (1−B) + Igs �B�M′I

= Igs � (1−B + B�M′I)

= Igs �W,

(5.6)

where Îb,gs and Igs are the grayscale version of Ib and I, � is element-wise division, and W =

1−B + B�M′I. It’s clear that Eqn. 5.6 is in a close form and well aligned with Eqn. 5.5. As W

and N are detached with Ib, they are easier to learn. Next, we simply need to colorize the grayscale

face to get the final face recovery in RGB. With the knowledge provided by the grayscale shadow

removal, we turn the blind color recovery into a mask-guided image inpainting.

The overall pipeline is shown in Fig. 5.4. Our approach consists of three major steps: 1)
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Figure 5.4 Illustration of our network architecture. The model mainly consists of an encoder, a shadow
matte decoder, a color matrix decoder, and a shadow residual decoder. The Temporal Sharing Module (TSM)
can be easily plugged into the face encoder. Together with the temporal consistency loss LT , we can leverage
the unlabeled image frames efficiently. The green dashed lines indicate the short-cut connections and the
orange dashed lines and boxes indicate the loss functions.

grayscale shadow removal (Sec. 5.3.2), 2) colorization (Sec. 5.3.3), and 3) temporal information

sharing (Sec. 5.3.4). Step 1 and 2 are the key ingredients for a single frame shadow removal, and

step 3 is the key ingredient for a smooth video shadow removal. In Sec. 5.3.5, we discuss the losses

and training strategies in detail.

5.3.2 Grayscale shadow removal

The grayscale shadow removal module takes a RGB face I ∈ RN
2×3 as input, and outputs the

scaling map W ∈ RN
2×1 and offset map N∈RN

2×1 that can recover a well-illuminated grayscale

face Îb,gs ∈ RN
2×1 based on Eqn. 5.5. The module consists of an encoder, a stack of residual

non-local blocks, and a decoder. The encoder extracts features as F from input images for shadow

removal. It contains 4 convolution layers and 3 times of downsampling. To encourage a spatial

consistency of facial lighting and albedo, we leverage the latest design of non-local block and visual

transformer Carion et al. (2020); Dosovitskiy et al. (2020); Wang et al. (2018c). We stack 3 residual

non-local blocks to process the encoder features with position encoding. After that, the decoder
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upsamples the features from non-local blocks via 3 transpose convolution layers, and estimate W

and N. We adopt a short-cut connection at each feature scale to bypass high-frequency information.

For the position encoding, we adopt the projected normalized coordinate code (PNCC) Zhu

et al. (2017) and concatenate it to the encoder feature. PNCC is the normalized mean shape of

3DMM Blanz & Vetter (2003), and is projected to fit a given face. It encodes the face semantics as

each vertex (e.g., eye corner) has its unique 3D coordinate between [0, 0, 0] and [1, 1, 1], regardless

of the pose, expression and identity. Compared with conventional position encoding in Carion et al.

(2020); Dosovitskiy et al. (2020), PNCC provides a better face semantic that helps to detect and

remove shadows.

5.3.3 Colorization

An important takeaway from the grayscale shadow removal module is that we can locate the shadow

region as

B̂ = |Îb,gs − Igs| > β, (5.7)

where B̂ is the shadow segmentation mask binarized with the threshold of β. With this knowledge,

we can turn the blind color recovery process into an image inpainting process with a given inpainting

region. In comparison, if no knowledge is provided to the colorization process, this two-step

approach is nearly identical to direct RGB shadow removal applied in previous work Le & Samaras

(2019); Shor & Lischinski (2008); Zhang et al. (2020b), which may still suffer from the poor

generalization issue.

Our colorization module breaks down into 3 steps: 1) erasing, 2) inpainting, 3) color space

transformation. Structurally, colorization module is similar with the grayscale shadow removal

module. It consists of 3 residual non-local blocks and a decoder. First, based on the shadow mask B̂,
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we set the shadow region of F as 0 to circumvent any potential disturbance, and term it as inpainting

feature. Secondly, the inpainting feature F� (1− B̂) is concatenated with B̂ and the PNCC coding,

and fed to the module. The non-local blocks aim to fill in the missing region in F, and the decoder

is designed to produce a M -channel color space C ∈ RN
2×M . In the end, we use three 1 × 1

convolution layers to transfer grayscale face Îb,gs with the color space C back to the RGB face Îb.

During the training, no gradients of colorization module will be sent back to the grayscale shadow

removal module via B̂.

5.3.4 Temporal information sharing

We can extend our network for single-frame process to leverage the temporal information via a

Temporal Sharing Module (TSM). Similar to other video-based image restoration problems, such

as video deblurring, shadow motion can be arbitrary in shape and speed variations. Thus, the

order of the frames might not carry useful cues for de-shadow. As a result, we propose to adopt

a temporal-wise max pooling to aggregate the illumination information among different frames,

shown in Fig. 5.5.

Assuming F1,F2, ...,Fk are the features to be shared among k frames. Before computing the

temporal-wise max pooling, we first apply a warping layer to register features based the face shape.

After the temporal-wise max pooling, we apply a reverse warping to re-align the shared feature back

to each frame feature, and concatenate with the original feature Fi for the next-stage computation.

The TSM is a plug-in design for features at all scales. TSM can be used to not only share the

temporal information, but also enforce the prior knowledge of face symmetry, which has been used

in other tasks Wu et al. (2020). To achieve this, we treat the mirrored face as a different frame, and

send to TSM for information sharing. In case there is only a single frame available, the TSM simply

concatenates with the original feature.
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Figure 5.5 Illustration of the Temporal Sharing Module (TSM). It can be applied to temporal frames as well
as mirrored input.

The warping layer leverages the pre-computed 68 facial landmarks via Bulat & Tzimiropoulos

(2017). Given the landmarks for the neural face s0 and face si at the frame i, a sparse offset can

be computed as ∆si→0 = s0 − si ∈ R68×2 to indicate where each pixel in the landmark position

should be moved to. To obtain a dense offset map ∆Si→0 ∈ RN
2×2 indicating where each pixel in

the entire feature map should be moved to, we apply a triangulation interpolation,

∆Si→0 ← Tri(si,∆si→0, N), (5.8)

where Tri(·) is Delaunay triangulation-based interpolation. The registration operation of feature F

is denoted as:

Fi→0 = Fi(S
0 + ∆Si→0), (5.9)

where S0 = {(0, 0), (0, 1), ..., (N,N)} ∈ RN
2×2 enumerates pixel locations in Fi. Similarly, when

we get the shared feature Fmax, we can use ∆S0→i to warp it back.
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5.3.5 Training

We use synthetic shadow faces to train our model. We apply multiple losses to supervise all three

steps in the model.

Shadow removal loss: With the paired shadow face and well-illuminated face, we enable a pixel-

to-pixel supervision on the recovery in grayscale. Specifically, we introduce a weighting map to

encourage the loss to focus more on the shadow and shadow boundary, defined as

Lgs = Ei∼P

[∥∥∥Îb,gs
i − I

b,gs
i

∥∥∥
1
�

1 + Bi + B
edge
i

R

]
, (5.10)

where P indicates synthesized data distribution, Bedge is the boundary of B, 1 + B + Bedge is the

weighting map, and R is the normalization term of the weighting map. A similar loss also applied

to the final RGB recovery as Lclr.

Image gradient loss: Human vision is very sensitive to high frequency artifacts, such as edges. To

further suppress artifacts around shadow boundaries and recover high-frequency details beneath

shadows, we adopt an image gradient loss to encourage the image gradients between Îb and Ib to

be similar. This loss is denoted as:

L∇ = Ei∼P

[∑
k

‖∇bÎbick −∇bI
b
ick‖1

]
, (5.11)

where ∇ is the gradient operator and b·ck denotes downsampling by the ratio k = {1, 2, 4, 8}.

Multiscale gradients help remove both sharp and blurring shadow boundaries.

Perceptual loss LP : To ensure the visual quality, we adopt the perceptual loss between the

recovered face Îb and Ib.

GAN loss: Motivated by Wang et al. (2018b), we adopt a multiscale PatchGAN Isola et al. (2017)
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at the scales 1, 1/2, 1/4 of the original image’s resolution. Each discriminator consists of 5

convolutional layers and 4 pooling layers, and outputs a 1-channel map in the range of [0, 1], where

0 denotes synthetic and 1 real. We use the hinge loss in the GAN training:

LD = −Ei∼P

 ∑
n=1,2,3

min(0,−1 +Dn(Ibi))

− Ei∼P

 ∑
n=1,2,3

min(0,−1−Dn(Îbi))

 ,

LG = −Ei∼P

 ∑
n=1,2,3

Dn(Îbi)

 , (5.12)

where D1, D2 and D3 are discriminators at 3 scales. LD is the loss to train the discriminators and

LG is the loss to guide the shadow removal model to recover more realistic shadow-free faces.

Temporal consistency loss: We adopt a temporal consistency loss to encourage the image gradients

between Î
sf
i and I

sf
i to be similar. This consistency loss is denoted as:

LT = Ei∼P
[∥∥∥Îb

i,t1
− Îb

i,t2

∥∥∥
1

]
, (5.13)

where t1, t2 can be either two nearby frames of the same video, nor the frame with its mirrored

image.

Overall Loss The generator is supervised an overall loss as:

L = α1Lgs + α2Lclr + α3L∇ + α4LP + α5LG + α6LT . (5.14)

The discriminators are supervised with adversarial loss LD to compete with the generator. We

execute the generator step and the discriminator step in each mini-batch iteration.
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5.4 Training and Evaluation Data

Training data To synthesize our training data based on Eqn. 5.1-5.3, we manually select 15, 000

face images from FFHQ dataset Karras et al. (2019) that do not contain any foreign shadows and

strong self shadows. The raw binary shadow shape B comes from: 1) 100 pre-defined silhouette

shapes 2) Perlin noise function. After that, the raw shapes are randomly augmented with different

scales, rotations and boundary blurriness. Intensity map MI is also generated by random Perlin

noise function at two octaves.

To simulate common shadow motion in face videos, we propose two approaches to synthesize

the shadow motion: translation and flickering. In translation mode, the shadow moves on the face

region with randomly selected speed, direction, and rotation. The shape of the shadow is fixed for

each video but the scale, rotation, and boundary blurriness can be continuously shifting from frame

to frame. In flickering mode, the location from frame to frame is randomly picked and the changes

of scale, rotation and boundary blurriness are not continuous.

Evaluation data To our knowledge, there is no large video database of real-world human faces

with foreign shadows. One existing database, UCB Zhang et al. (2020b), includes a very limited

number of 100 face images. More importantly, this database contains only single images so that

consistent image reconstruction on videos cannot be evaluated. In response to the need of a large

video database, we collect a database termed Shadow Face in the Wild (SFW) for the evaluation

of real-world facial shadow removal. In total, SFW includes 280 videos from 20 subjects. Some

examples are shown in Fig. 5.6. Most videos are captured at 1080p resolution by various smartphone

cameras.

For each subject, the videos are collected in five sessions: indoor, outdoor standing, outdoor

walking, outdoor extreme, and driving. The indoor session collects face videos in an indoor
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Figure 5.6 An illustration of SFW database. The first row shows the shadow faces collected under highly
dynamic environments. (e.g., varying shadows and head poses due to walking and driving); The second row
shows the pixel-level annotations of shadow segmentation. Zoom in for viewing the quality of our annotation.

environment, where the lighting is relatively soft with no strong specular lights. For outdoor

collection, the standing session requires the subject to hold a standing position with no ambient

light variations, and the walking and extreme sessions require the subject to be moving, creating a

changing ambient light. For the first three sessions, subjects use common objects to create shadows,

such as hand, phone, paper, pen etc. For the outdoor extreme session, we strive to create more

complex shadow patterns and require the subjects walking under trees to create leaf-shape shadows.

In the last session, the subjects record videos in a moving car, where the shadows may come from

the blocking of sun visor, rear-view mirror A-pillar, and surrounding buildings.

For the evaluation purpose, we annotate the pixel-level shadow segmentation maps of key frames

selected from the video set, and more annotations will be added in the future.

5.5 Experiment

5.5.1 Experimental setup

Metrics To evaluate on UCB dataset, we can directly compare between the de-shadow face

images from our model and the ground truth face images. We evaluate the performance based on

the following metrics: peak signal-to-noise ratio (PSNR) and structural similarity index measure
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Figure 5.7 A qualitative comparison of shadow removal on testing images of UCB database. From top to
bottom, we show shadow face and shadow removal results provided by Zhang et al. (2020b), the network
with naive RGB shadow modeling, our single-frame network with grayscale shadow removal and colorization
(GS+C), and our network with additional TSM and temporal loss.

(SSIM). To evaluate on SFW dataset, we can evaluate on how the shadow is detected since the

ground truth shadow segmentation is provided. The predicted shadow masks are from Eqn. 5.7. We

compute the area under curve (AUC) of receiver operating characteristic curve (ROC) and accuracy

based on the predicted shadow masks and the ground truth masks. The accuracy is computed as

TP+TN
Np+Nn

where TP , TN , Np, and Nn are true positives, true negatives, number of shadow pixels,

and number of non-shadow pixels, respectively. We binarize the shadow matte M into shadow mask

with a threshold of 0.1.

Implementation details Our shadow removal network is implemented in Tensorflow with an initial

learning rate of 1e-4. We train the network for 50, 000 iterations in total with a batch size of 32, and

decrease the learning rate by a ratio of 10 every 25, 000 iterations. We initialize the weights with the

normal distribution of [0, 0.02]. {α1, α2, α3, α4, α5, α6, β} are set to be {100, 100, 1, 1, 1, 1, 0.1}.

We use Bulat & Tzimiropoulos (2017) to crop the face and provide 68 facial landmarks.
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Removal Model PSNR SSIM
Input Image 19.671 0.766
Guo et al.Guo et al. (2012) 15.939 0.593
Hu et al.Hu et al. (2018) 18.956 0.699
Cun et al.Cun et al. (2020) 19.386 0.722
Zhang et al.Zhang et al. (2020b) 23.816 0.782
Zhang et al.Zhang et al. (2020b)∗ 20.220 0.677
RGB 21.464 0.725
GS+C (Ours) 23.364 0.784
Temporal GS+C (Ours) 23.793 0.805

Table 5.1 A quantitative comparison for shadow removal on UCB dataset. Zhang et al. Zhang et al. (2020b)∗

is our implementation and trained using our synthesized data.

5.5.2 Shadow removal and segmentation

We first compare the results on UCB dataset. The baseline method is the one fromZhang et al.

(2020b), which also includes the performance of several previous works Cun et al. (2020); Guo

et al. (2012); Hu et al. (2018). However, as no pre-trained models, training data, and training

scripts of all these methods are available, it is hard to obtain any fair comparison between these

methods and ours on UCB. To bridge the gap, We re-implement Zhang et al. (2020b) with our

best efforts, and train it using our synthesized data. We believe it to be a faithful implementation

as the conventional perceptual loss and pixel-wise loss are mainly used. Table 5.1 reports the

comparison results of PSNR and SSIM. Our single-frame grayscale shadow removal+colorization

model (GS+C) outperforms the methods of Cun et al. (2020); Guo et al. (2012); Hu et al. (2018)

and achieves comparable performance with Zhang et al. (2020b). With the temporal sharing module

(TSM) and temporal consistency loss (LT ), our method can achieve a competitive PSNR and

outperform the reported Zhang et al. (2020b) on SSIM. Notice that both PSNR and SSIM from our

implemented Zhang et al. (2020b) are lower than the reported numbers. We believe it is mainly due

to the large domain gap between our training data and the training data used in Zhang et al. (2020b).

A qualitative comparison is shown in Fig. 5.7.

110



In
p
u
t

M
as

k
Z

h
an

g
 e

t.
 a

l.
G

S
+

C
T

em
p

o
ra

l 
G

S
+

C
M

as
k

p
re

d
L

e 
et

. 
a
l.

Figure 5.8 Qualitative shadow removal evaluations on SFW database. From top to bottom, we show shadow
face, shadow removal results from Le & Samaras (2019) and Zhang et al. (2020b), our single-frame model,
and our temporal model, ground truth shadow segmentation (in bright purple), and predicted shadow mask
(before thresholding).

Secondly, we evaluate the models on the SFW database, which is more challenging due to

highly dynamic environments. We conduct a quantitative comparison on the performance of shadow

segmentation, which is a required module in many applications. Table 5.2 shows the comparison

with recent methods Hu et al. (2019); Le & Samaras (2019); Zhang et al. (2020b). Our method

outperforms all others in terms of AUC and accuracy. Fig. 5.8 shows the qualitative comparison and

our method produces much better recovery of facial foreign shadows comparing with the baselines.

Furthermore, our model is able to remove strong self-shadows (the forehead area of the 9th column)

and keep normal shadows (the left-cheek area of the last column). As our datasets are highly diverse,

we find that methods in Le & Samaras (2019); Zhang et al. (2020b) cannot be well generalized and

their performance degrades.
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Segmentation Model AUC Accuracy
Le et al.Le & Samaras (2019) 0.603 0.683
Hu et al.Hu et al. (2019) 0.540 0.604
Zhang et al.Zhang et al. (2020b) 0.686 0.756
GS+C 0.898 0.874
Temporal GS+C 0.904 0.882

Table 5.2 A quantitative comparison of shadow segmentation on SFW database.

5.5.3 Ablation Studies

We conduct ablation to better understand each component. The baseline method is our implemented

version of Zhang et al. (2020b) and the direct RGB shadow modeling with our backbone network.

For a fair comparison, we merge the computation resource of GS+C model (i.e., doubling the

bottleneck depth and the decoder channel.). As shown in Tab. 5.1, our implemented Zhang et al.

(2020b) shows a performance of PSNR as 20.220 and SSIM as 0.677. By updating to a better

backbone network with non-local blocks and face position coding, our baseline model with RGB

shadow modeling achieves a better PSNR of 21.464 and SSIM of 0.725. Next, our single-frame

GS+C model outperforms the previous two baseline models, thanks to the effectiveness of novel

shadow modeling. And with the temporal design of TSM and the corresponding loss, our model

can further improve the PSNR and SSIM to 23.793 and 0.805 respectively. Qualitative comparison

are shown in Fig. 5.7. We can see both single-frame and temporal GS+C model show better visual

quality to the RGB model. In addition, the temporal model further improves the color consistency

and suppresses the artifacts on several subjects.

5.6 Conclusion

In this chapter, we introduce the problem of blind removal of facial foreign shadow. We propose

an effective shadow modeling to help the model to be more generalized. We decompose the
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conventional RGB shadow modeling into grayscale shadow modeling and colorization. We also

propose a temporal sharing module (TSM) that can be easily integrated into any encoders and

decoders to impose temporal consistency. Our method can produce photo-realistic de-shadow

faces with high PSNR and SSIM. Our large-scale video database collected under highly dynamic

environments is another major contribution that can benefit various face-related researches and

applications.

113



Chapter 6

Conclusions and Future Work

Face is one of the most popular biometric modalities due to its convenience of usage, e.g., access

control, phone unlock. Despite the high recognition accuracy, face recognition systems are not able

to distinguish between real human faces and fake ones. Thus, they are vulnerable to face spoof

attacks, which deceives the systems to recognize as another person. To safely use face recognition,

face anti-spoofing techniques are required to detect spoof attacks before performing recognition.

In Chapter 2, we propose a CNN-RNN model is learned to estimate the face depth with pixel-

wise supervision, and to estimate rPPG signals with sequence-wise supervision. The estimated

depth and rPPG are fused to distinguish live vs. spoof faces. Experiments show that our model

achieves significant improvements on both intra- and cross-database detection performance.

In Chapter 3, we study the generalization problem of face anti-spoofing. We define the detection

of unknown spoof attacks as Zero-Shot Face Anti-spoofing (ZSFA) and extend the study of ZSFA

from 1-2 types to 13 types. We propose a novel Deep Tree Network (DTN) to partition the spoof

samples into semantic sub-groups in an unsupervised fashion. Experiments show that our proposed

method achieves the state of the art on multiple testing protocols of ZSFA.

In Chapter 4, we study a new problem of interpreting face anti-spoofing model’s decision. We

provide a comprehensive modeling of the spoof traces of various spoof attacks, and designs a novel

adversarial learning framework to disentangle the spoof traces from input faces as a hierarchical

combination of patterns at multiple scales. With the disentangled spoof traces, we unveil the live

counterpart of the original spoof face, and further synthesize realistic new spoof faces after a proper
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geometric correction. Our method demonstrates superior spoof detection performance on both seen

and unseen spoof scenarios while providing visually-convincing estimation of spoof traces.

In Chapter 5, we find the proper physical modeling can also benefit other face problems and

study a new problem of face shadow removal. We propose an effective shadow modeling to help

the model to be more generalized.We decompose the conventional RGB shadow modeling into

grayscale shadow modeling and colorization. In addition, we propose a temporal sharing module

(TSM) that can be easily integrated into any encoders and decoders to impose temporal consistency.

6.1 Future Works

Uncertainty of face anti-spoofing We look into open-set face anti-spoofing, and we find sometime

we find the model may not be always very confident about its decision. In practice, sometime

it’s okay to reject the sample or provide additional manual inspection when the model is not very

confident. So a future direction is to enable the model to provide a confidence score with its decision.

Retrainability of face anti-spoofing In practice, the face anti-spoofing model may need to deliver

to different users to handle different situation, where the finetuning process, or retraining process

is engaged. To ease the retraining process, several topcis can be further invastigated, such as

incremental learning, model fusion and early stopping policy.

Sensor variations Sensor variation is an important factor in practical face anti-spoofing system,

which haven’t been quantitatively studied. While sensor variation causes large negative impact

on the face anti-spoofing performance, face anti-spoofing models have to be re-trained every time

switching to a new sensor, which is merely possible and consuming. We intend to first evaluate the

cross-sensor performance and propose solution if the performance is not ideal.

Improving synthesis on large pose and expression We intend to modify the 3D Warping Layer
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to better handle large pose variation. Specifically, we additionally provide visibility in the landmark

preparation, so the warping layer can leverage the visibility to implement a fast and differentiable

z-buffer rendering. This can additionally leverage other large pose face databases, such as 300-VW,

to synthesize large pose spoof faces for training, which is hard to include in real face anti-spoofing

databases.
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Contribution on Co-authored Publications

Chapters 2 of this dissertation are based on research papers Liu et al. (2018c) and Jourabloo et al.

(2018) respectively. Amin Jourabloo and I have equal contributions on the proposed methods and

implementation of these research papers. Here, I mention the detail contributions of each individual:

1. Learning Deep Models for Face Anti-Spoofing: Binary or Auxiliary Super-

vision [Liu et al. (2018c)]

Yaojie Liu:

� Data collection for SiW dataset;

� Providing the ground truth for the pseudo-depth map for the training images;

� Designing the CNN part of the network, including Depth CNN and non-rigid registration

layer;

� Implementing the training on different datasets and protocols, and finalizing training settings

and tricks;

� Carrying on the daily management of SiW dataset, including grant accesses to research groups

worldwide, and answering questions of the database.

Amin Jourabloo:

� Data collection for SiW dataset;

� Providing the ground truth rPPG signals for the training videos;

� Designing the RNN part of the network, including the LSTM, FFT layer, and corresponding

loss function;

� Implementing evaluation metrics (such as EER, HTER, and ACER), performing testing on
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different datasets and protocols, and generate qualitative and quantitative results and analysis.

2. Face De-Spoofing: Anti-Spoofing via Noise Modeling [Jourabloo et al.

(2018)]

Yaojie Liu:

� Performing a case study on spoof noise pattern, and explore three important properties of

spoof noise pattern;

� Implementing experiments and analyzing results on different datasets and protocols (CASIA

and Replay Attack datasets);

Amin Jourabloo:

� Designing the loss functions and the network architecture for the face de-spoofing, including

the DS Net, DQ Net, and VQ Net;

� Implementing the training on all protocols in Oulu database, and finalizing training settings

and tricks;

� Analyzing the experiment results on Oulu dataset and executing several ablation studies.
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Related Publication

In this section, I list all related publication I finished during my PhD study in Michigan State
University:

1. Liu, Xiaohong, Yaojie Liu, Jun Chen & Xiaoming Liu. 2021. PSCC-Net: Progressive
spatio-channel correlation network for image manipulation detection and localization. arXiv
preprint arXiv:2103.10596.

2. Liu, Yaojie & Xiaoming Liu, Physics-Guided Spoof Trace Disentanglement for Generic Face
Anti-Spoofing. arXiv preprint arXiv:2012.05185.

3. Liu, Yaojie, Joel Stehouwer & Xiaoming Liu. 2020. On Disentangling Spoof Traces for
Generic Face Anti-spoofing. In ECCV.

4. Stehouwer, Joel, Amin Jourabloo, Yaojie Liu & Xiaoming Liu. 2020. Noise Modeling,
Synthesis and Classification for Generic Object Anti-spoofing. In CVPR, IEEE.

5. Liu, Yaojie, Joel Stehouwer, Amin Jourabloo & Xiaoming Liu. 2019. Presentation Attack
Detection for Face in Mobile Phones, In Selfie Biometrics, Springer.

6. Liu, Yaojie, Joel Stehouwer, Amin Jourabloo & Xiaoming Liu. 2019. Deep Tree Learning for
Zero-shot Face Anti-spoofing. In CVPR, IEEE.

7. Jourabloo, Amin∗, Yaojie Liu∗ & Xiaoming Liu. 2018. Face De-spoofing: Anti-spoofing via
Noise Modeling. In ECCV.

8. Liu, Yaojie∗, Amin Jourabloo∗ & Xiaoming Liu. 2018. Learning Deep Models for Face
Anti-spoofing: Binary or Auxiliary Supervision. In CVPR, IEEE.

9. Atoum, Yousef∗, Yaojie Liu∗, Amin Jourabloo∗ & Xiaoming Liu. 2017. Face Anti-spoofing
Using Patch and Depth-based CNNs. In IJCB, IEEE.

10. Liu, Yaojie, Amin Jourabloo, William Ren & Xiaoming Liu. 2017. Dense Face Alignment.
In ICCVW, IEEE.

11. Liu, Yaojie, Xinyu Huang, Liu Ren & Xiaoming Liu. 2021. Blind Removal of Facial Foreign
Shadow. Submitted to ICCV.
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