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ABSTRACT

TOWARDS ROBUST AND SECURE FACE RECOGNITION:
DEFENSE AGAINST PHYSICAL AND DIGITAL ATTACKS

By

Debayan Deb

The accuracy, usability, and touchless acquisition of state-of-the-art automated face recognition

systems (AFR) have led to their ubiquitous adoption in a plethora of domains, including mobile

phone unlock, access control systems, and payment services. Despite impressive recognition per-

formance, prevailing AFR systems remain vulnerable to the growing threat of face attacks which

can be launched in both physical and digital domains. Face attacks can be broadly classified

into three attack categories: (i) Spoof attacks: artifacts in the physical domain (e.g., 3D masks,

eye glasses, replaying videos), (ii) Adversarial attacks: imperceptible noises added to probes for

evading AFR systems, and (iii) Digital manipulation attacks: entirely or partially modified photo-

realistic faces using generative models. Each of these categories is composed of different attack

types. For example, each spoof medium, e.g., 3D mask and makeup, constitutes one attack type.

Likewise, in adversarial and digital manipulation attacks, each attack model, designed by unique

objectives and losses, may be considered as one attack type. Thus, the attack categories and types

form a 2- layer tree structure encompassing the diverse attacks. Such a tree will inevitably grow

in the future. Given the growing dissemination of “fake news” and “deepfakes”, the research

community and social media platforms alike are pushing towards generalizable defense against

continuously evolving and sophisticated face attacks. In this dissertation, we first propose a set of

defense methods that achieve state-of-the-art performance in detecting attack types within individ-

ual attack categories, both physical (e.g., face spoofs) and digital (e.g., adversarial faces and digital

manipulation), then introduce a method for simultaneously safeguarding against each attack.

First, in an effort to impart generalizability and interpretability to face spoof detection systems,

we propose a new face anti-spoofing framework specifically designed to detect unknown spoof

types, namely, Self-Supervised Regional Fully Convolutional Network (SSR-FCN), that is trained



to learn local discriminative cues from a face image in a self-supervised manner. The proposed

framework improves generalizability while maintaining the computational efficiency of holistic

face anti-spoofing approaches (< 4 ms on a Nvidia GTX 1080Ti GPU). The proposed method

is also interpretable since it localizes which parts of the face are labeled as spoofs. Experimental

results show that SSR-FCN can achieve True Detection Rate (TDR) = 65% @ 2.0% False Detection

Rate (FDR) when evaluated on a dataset comprising of 13 different spoof types under unknown

attacks while achieving competitive performances under standard benchmark face anti-spoofing

datasets (Oulu-NPU, CASIA-MFSD, and Replay-Attack).

Next, we address the problem of defending against adversarial attacks. We first propose, Ad-

vFaces, an automated adversarial face synthesis method that learns to generate minimal pertur-

bations in the salient facial regions. Once AdvFaces is trained, it can automatically evade state-

of-the-art face matchers with attack success rates as high as 97.22% and 24.30% at 0.1% FAR for

obfuscation and impersonation attacks, respectively. We then propose a new self-supervised adver-

sarial defense framework, namely FaceGuard, that can automatically detect, localize, and purify

a wide variety of adversarial faces without utilizing pre-computed adversarial training samples.

FaceGuard automatically synthesizes diverse adversarial faces, enabling a classifier to learn to dis-

tinguish them from bona fide faces. Concurrently, a purifier attempts to remove the adversarial

perturbations in the image space. FaceGuard can achieve 99.81%, 98.73%, and 99.35% detection

accuracies on LFW, CelebA, and FFHQ, respectively, on six unseen adversarial attack types.

Finally, we take the first steps towards safeguarding AFR systems against face attacks in both

physical and digital domains. We propose a new unified face attack detection framework,

namely UniFAD, which automatically clusters similar attacks and employs a multi-task learning

framework to learn salient features to distinguish between bona fides and coherent attack types.

The proposed UniFAD can detect face attacks from 25 attack types across all 3 attack categories

with TDR = 94.73% @ 0.2% FDR on a large fake face dataset, namely GrandFake. Further, Uni-

FAD can identify whether attacks are adversarial, digitally manipulated, or contain spoof artifacts,

with 97.37% classification accuracy.
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Chapter 1

Introduction

Automated face recognition (AFR) systems - the software that maps, analyzes, and then confirms

the identity of a face in a photograph or video - is one of the most powerful surveillance tools

ever made. While people interact with AFR systems as a way of unlocking their phones or sorting

their photos, face recognition technologies are currently deployed in many important applications.

The ubiquity of AFR systems is evident in both commercial and governmental applications. For

instance, face recognition plays a vital role in identity card de-duplication to prevent a person

from obtaining multiple ID cards, such as driver’s licenses and passports, under different names1.

AFR systems are also utilized by the United States Department of Homeland Security (DHS),

the United States Department of Defense (DoD), along with the Federal Bureau of Investigation

(FBI) and Immigration and Customs Enforcement (ICE), to determine friend or foe at security

checkpoints, and to assist law enforcement officers in the field to capture face images with mobile

devices, submit them to face recognition system on central servers, and quickly identify people

who refuse to give their name, provide false information, or are injured and unresponsive2. Face

recognition systems are additionally employed for surveillance and access control to secure loca-

tions. Commercial applications of automatic face recognition are also now abundant, including

automatic “tag” suggestions on Facebook, organization of personal photo collections, and mobile

1https://bit.ly/2SO0yuL
2https://bit.ly/3jSO4xH
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Figure 1.1 (a) Identification error rates of six state-of-the-art automated face recognition vendors
on a 12 million mugshot dataset, namely FRVT-2018 [22]. (b) Six mugshots representative of the
FRVT-2018 dataset.

phone unlock.

The current capabilities of an AFR system depend heavily on the image acquisition conditions

(i.e., subject cooperation, environmental conditions, etc.). ID document verification, for instance,

entails frontal-to-frontal face matching of controlled images, where faces are required to have a

neutral expression, a uniform background, and controlled lighting. In these scenarios, state-of-the-

art commercial off-the-shelf (COTS) face recognition systems are highly accurate and have proven

to be extremely useful. Forty-three of the 50 states in the United States are utilizing AFR systems

for detecting fraudulent ID documents; if the FBI needs to put a name to a face, the bureau can

scan through 411 million face photos spread across state and federal databases3. In 2020, a large-

scale face recognition evaluation, conducted by the National Institute of Standards and Technology

(NIST), demonstrated that the error rates of the top performing COTS AFR systems were very low

for identifying mugshot face images at rank-1 against a gallery comprising of 12 million mugshots

(see Figure 1.1).

Compared to other biometric traits such as fingerprint and iris, face offers a number of advan-

tages: (i) We, as humans, intrinsically identify others via face. Therefore, face does not reveal

3https://bit.ly/36edG4b
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any extraneous sensitive information that people themselves do not already reveal to the public

on a daily basis. Consequently, face recognition tends to be a more publicly acceptable biometric

trait (compared to, say, fingerprints which are commonly associated with criminal accusations).

(ii) Unlike fingerprint and iris, no specialized hardware sensors are required; digital cameras are

readily available (i.e., in smartphones) and are relatively inexpensive. (iii) Faces can be acquired

unobtrusively at a distance, and in a covert manner, if required. (iv) Available large-scale legacy

face image datasets (such as passport and driver’s license) ease benchmarking face recognition

performance. (v) In addition to identity, faces also reveal demographic attributes such as gender,

race, and age. (vi) With the recent COVID-19 pandemic, the “touchless” nature of face image

acquisition is attractive in both government and commercial applications.

With new emerging applications of AFR systems, the advantages of utilizing face biometric

for identification is apparent. In today’s society, smartphone and surveillance cameras are ubiq-

uitous. As American schools, malls and offices tighten security on their premises, the number of

surveillance cameras in the United States is said to grow to 85 million by 2021, compared to 70

million in 2020. China alone is expected to have 560 million networked CCTV cameras by the

end of 20214. The total number of surveillance cameras around the world is said to climb above

1 billion by the end of 20215. With recent tragic police incidents such as the death of George

Floyd in Minneapolis, Freddie Gray in Baltimore, and Breonna Taylor in Louisville, many police

departments are now requiring patrol officers to wear body cameras. In this era of constant doc-

umentation of personal lives on social media websites, such as Facebook and Instagram, personal

collection of face photos (“selfies”) are also booming with an estimated 25,000 selfies taken by an

average person (18 to 34 year olds) during their lifetime6. Due to this increasingly vast collection

of available imagery, in addition to countless routine crimes (e.g., robbery, kidnapping, assault),

AFR systems are an invaluable tool for identification of persons of interest. For example, Walter

Yovany-Gomez, a member of the MS-13 street gang, evaded authorities for years before FBI put

4https://bit.ly/3nIQt0d
5https://on.wsj.com/3345RvW
6https://bit.ly/346F0P4
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(a) Pose

(b) Illumination

(c) Expression

(d) Occlusion

(e) Resolution

Figure 1.2 Sources of intra-subject variability: (a) pose, (b) illumination, and (c) expression. Each
row shows intra-subject variations for the same individual in (a-c; source: PIE Dataset [23]), (d)
Amitabh Bacchan (source: Google Images), and (e) Tom Hiddleston (source: Google Images).

him on its Ten Most Wanted Fugitives list in 2011. With the aid of an AFR system, investigators

finally traced Mr. Gomez in 2017 via photos on Facebook profiles containing his face7. Without

utilizing an automated face recognition system, manually sifting through the 250 billion photos

uploaded on Facebook, till date8, is an impossible task and a wanted criminal such as Mr. Gomez

would be roaming around freely today.

Even with the successes enjoyed by AFR systems in the aforementioned scenarios, face recog-

7https://n.pr/3j72xWl
8https://bit.ly/30bGTZY
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nition technology is still limited by their unconstrained nature of the imagery available. Accura-

cies of prevailing COTS AFR systems are highly sensitive to the image acquisition conditions. In

unconstrained scenarios, face image acquisition is not well-controlled and subjects may be non-

cooperative (or unaware). Confounding factors plaguing prevailing AFR systems include:

• Pose: Face poses can vary in-plane (roll) or out-of-plane rotation (yaw and/or pitch). In-

plane rotations can be corrected via straightforward 2D transformations. However, out-of-

plane rotations cause faces to become “self-occluded” leading to missing information and

poor face recognition performance. See Figure 1.2a for some example faces with extreme

pose variation.

• Illumination: Even for faces acquired in the natural environmental settings, lighting condi-

tions can vary drastically (such as indoors vs. outdoors) and illumination is also affected by

daily changes (such as time of day and/or weather conditions). Due to the three-dimensional

nature of face, illumination across the face varies rapidly due to the shadows casted at cer-

tain angles. Illumination variation is exacerbated when the 3D face is acquired and translated

into a 2D grayscale or color image. Depending on the strength of the illumination, some face

features may be exaggerated or may completely vanish. Figure 1.2b shows a few examples

of faces under illumination variation.

• Expression: In an unconstrained setting, face images may be acquired without the knowl-

edge of the subject. Therefore, face images may be captured mid-conversation and/or while

viewing something surprising, upsetting, infuriating, etc. Such deviations from a neutral (or

relaxed) face expression, lead to a degradation in face recognition performance. As a result,

the State Department guidelines for passport photo acquisition permits smiles but frowns

on “toothy” smiles (which apparently are classified as unusual or unnatural expressions)9.

According to the guidelines, “The subject’s expression should be neutral (non-smiling) with

both eyes open, and mouth closed. A smile with a closed jaw is allowed but is not preferred.”.

9https://cbsn.ws/3i7cdiD
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This is because smiling distorts other facial features, for example, one’s eyes. Figure 1.2c

shows a few examples of faces with expression changes. Extreme expression variations

remain an ongoing challenge for AFR systems.

• Occlusion: It is quite common for unconstrained faces to contain facial accessories such

as eyeglasses and sunglasses. Occluding eye regions can negatively impact face recogni-

tion performance since these facial regions are highly discriminative. Facial occlusions are

problematic not only because of missing information, but also due to the extraneous and spu-

rious information introduced. For instance, even if a person consistently wears eyeglasses,

specular reflections that change based on the light source can lead to high intra-subject face

variation. Figure 1.2d shows a few examples of occluded faces.

• Aging: Given two images of the same individual acquired multiple years apart, a robust

AFR system should still be able to identify the two images as pertaining to the same indi-

vidual. However, we find in Figure 1.4, that even the top performing COTS AFR systems

have difficulty identifying the individual as he or she ages [37–39]. Unlike other factors,

face aging is intrinsic and cannot be controlled by the subject or the acquisition environ-

ment. That is, face aging can be present in both controlled (constrained) and uncontrolled

(unconstrained) scenarios.

• Resolution: The quality of face images severely affects face recognition performance.

Figure 1.3 shows the increase in error rates when lower quality webcam face photos are

matched to a mugshot gallery. In practice, unconstrained face images are of poor image

quality (such as those captured from surveillance cameras). Face recognition performance on

poor quality images is far from desirable and remains an ongoing challenge for the biometric

community (see Figure 1.2e).

Inter-subject similarities can also lead to face recognition errors. For instance, it is challenging

(even for humans) to distinguish between people with kinship relations (particularly twins, see Fig-

ure 1.5a), and also people that are not related but exhibit strong face similarities (Figure 1.5b, 1.5c).
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Figure 1.4 Identification error rates of six state-of-the-art automated face recognition vendors on
a 3 million mugshot dataset under aging [22]. Face recognition errors increase as the time gap
between a probe image and the enrolled face image in the gallery increases.

As mentioned earlier, due to the recent COVID-19 pandemic, authorities and citizens alike

are enjoying the “contactless” and covert nature of face recognition. However, the covertness can

also lead to its downfall with the advent of face attacks launched in both physical (such as 3D face

masks) and digital domains (adversarial and digitally manipulated faces). Without the presence of a
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(a) (b) (c)

Figure 1.5 Source of inter-subject similarities: (a) kinship relations (here, twins), (b) different
people with no kinship relations who happen to exhibit very similar facial characters (known as
“doppelgängers”), and (c) Richard Jones (right) spent 17 years in prison for a crime committed by
his doppelgänger, Ricky Amos (left) (Source: https://cnn.it/2Gb1F4A).

human operator ensuring the legitimacy of face image acquisition, malicious individuals (attackers)

are increasingly challenging the security of AFR pipelines for government benefits, access control,

and financial gains. The vulnerabilities of AFR systems towards face attacks and methods to defend

against them will be discussed later in this chapter.

1.1 Background

A typical AFR system may operate in various modes depending on the deployed application. In

most scenarios, face images along with their identity labels are first enrolled as a template in a

dataset, referred to as a gallery. Later, the AFR system takes as input an image, known as a probe

or query, and matches it against one or many faces present in the gallery.

Face verification or authentication refers to a one-to-one matching scenario where the task of

the AFR system is to verify whether a probe face image belongs to the individual that he/she claims

to be (e.g., a passport and passenger’s face photo, access control, and smartphone unlock). On the

other hand, face identification or search involves one-to-many comparisons in order to retrieve

(from the gallery) the identity of the probe face image (whose identity is previously unknown).

In the identification scenario, the number of identities to retrieve is usually manually defined to

top-k, where k depends on the application at hand. This is referred to as a closed-set identification

scenario, where we assume that the identity of the probe is present in the gallery and we hope

that the correct identity will be present in the top-k retrieved individuals. Authorities can then

8
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Figure 1.6 A typical Automated Face Recognition (AFR) system typically consists of (i) face
detection, (ii) face alignment (to mitigate geometric distortions), (iii) feature extraction, and (iv)
comparison of face representations (feature vectors).

manually review the top-k candidate retrievals to identify, say, a suspected criminal in a forensics

dataset. However, real-world scenarios entail an open-set identification scenario, where we cannot

assume that the probe’s identity will indeed be present in the gallery. For open-set applications, we

retrieve the top candidate matches only if they exceed a pre-defined threshold (instead of manually

specifying a fixed k). This is extremely useful (for example, in watch list surveillance) since it may

be impractical for authorities to manually review retrieved candidates for every probe.

1.2 Automated Face Recognition (AFR)

Regardless of the operating scenario (verification or identification), the primary task of all AFR

systems is to compute a similarity measurement between any two face images. A robust AFR sys-

tem should ideally output a high similarity measure between a face image pair of the same individ-

ual (genuine pair) and a low similarity measure between face image pairs of different individuals

(impostor pairs). This process involves multiple components which all significantly contribute to

the final face similarity measurement and consequently, the resulting face recognition accuracy.

1.2.1 AFR Pipeline

A typical AFR systems is composed of the following sequential modules (see Figure 1.6): (i)

face detection, (ii) face alignment, (iii) face feature extraction and face representation, and (iv)

similarity measurement. Each component is necessary and contributes to the overall performance

9



Table 1.1 Verification performance (%) under two different face detectors on LFW, CFP-FP, and
AgeDB-30 [5]. Figure 1.7 shows a few examples of each of the three datasets .

Methods LFW [8] CFP-FP [24] AgeDB-30 [25]

MTCNN+ArcFace [9] 99.83 98.37 98.15

RetinaFace+ArcFace [5] 99.86 99.49 98.60

(a) LFW [8] (b) CFP [24] (c) AgeDB [25]

Figure 1.7 Example faces in (a) LFW [8], (b) CFP [24], and AgeDB [25] datasets.

of the AFR system. Thus, significant attention is seen in the literature towards improving each

individual component.

1.2.1.1 Face Detection

Since images may consist of a variety of different objects (including face), prior to face recognition,

it is imperative that faces are spatially located in the input image. Face detection is the process of

automatically (a) determining whether a face (or multiple faces) is present in an input image, and

then (b) outputting the locations (2D coordinates) of all detected faces. This is a trivial task for

humans, whereas, extracting face regions from arbitrary images is challenging for machines. This

can likely be attributed to a high intra-class variability in the appearance of faces (e.g., skin color,

background noise, face pose, illumination, etc.). Failure to detect faces (missing faces in the image,

or erroneously detecting non-face regions as faces) is extremely problematic, since subsequent

AFR components will not add any value if they are not presented with an actual face region.

The seminal work of Viola and Jones [40] is credited to being the first real-time and accurate

face detector. Since its publication in 2004, a large number of studies in literature have focused

on improving face detection accuracy. Currently, MTCNN [41] and RetinaFace [5] lead the way

in face detection accuracy (see Figure 1.8) and are commonly employed in face recognition litera-
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Figure 1.8 A state-of-the-art face detector, RetinaFace, can detect around 900 faces (detection
threshold at 0.5) out of 1,151 people reported to be present in the “World’s Largest Selfie” [5]. The
yellow rectangle denotes the bounding box around a face and green dots represent the detected
landmarks.

(a) (b) (c) (d) (e)

Figure 1.9 Example images that supposedly contain faces but cannot be detected by a state-of-the-
art face detector, RetinaFace [5]. Note that these images are of very low resolution.
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ture [6, 9, 42]. To understand the benefits of an accurate face detection system on face recognition

performance, in Table 1.1 we report the face verification accuracy on three benchmark datasets,

LFW [8], CFP-FP [24], AgeDB-30 [25]. Two face detectors are employed: (i) MTCNN [41] and

(ii) RetinaFace [5]. We can observe an improvement in face recognition performance when a bet-

ter face detector, RetinaFace, is employed. However, even with the state-of-the-art face detectors,

errors can still be observed due to extreme pose variations, occlusions, and low resolution (see

Figure 1.9).

1.2.1.2 Face Alignment

This step is primarily concerned with reducing intra-class variability by eliminating geometric

distortions present in the face regions. In particular, geometric and photographic variations may

be mitigated by transforming the detected face regions to a canonical view (front face view). Face

alignment aims at determining correspondences between face images based on landmarks/fiducial

points (e.g., eyes, nose, mouth, chin, jaw, etc.). The most straightforward alignment technique is a

simple 2D rigid affine transformation based on two eye locations to account for face size and in-

plane head rotation [6,43]. More sophisticated alignment methods involve employing 3D modeling

techniques to “frontalize” the face, which also accounts for out-of-plane head rotations. However,

such 3D face alignment techniques are generally time-consuming and increases the overhead time

associated with an AFR system.

Face alignment requires a set of pre-defined reference points (i.e., landmarks) which are points

defining a base face position (i.e., position of eyes, nose, and mouth for an average person). A

common approach for acquiring reference points is to compute the average landmark points ex-

tracted from a large face dataset. After obtaining reference points, for transforming a probe face in

the 2D space, we have four possible types of transformations (see Figure 1.10):

• Euclidean Transformation which is a rigid transformation preserving distances between

each pair of points. The Euclidean transformation allows rotating and translating the face (3

Degrees of Freedom).
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Figure 1.10 Illustration of various 2D face alignment techniques: (i) simply cropping the face
region, (ii) similarity transform (scale and rotation), (iii) affine transformation (rotation, scaling,
and shear mapping), and (iv) projective transformation (perspective deformation) [7].

• Similarity Transformation also allows for scaling (making faces bigger/smaller) and there-

fore, does not preserve distances between points (4 Degrees of Freedom).

• Affine Transformation includes point, straight line, and plane preservation. In total, affine

transformation allows translation, rotation, scaling, and changing aspect ratio and shear map-

ping (6 Degrees of Freedom).

• Projective Transformation is the most advanced form of 2D transformation. Every param-

eter in the transformation matrix is independent of each other (8 Degrees of Freedom).

From Figure 1.10, we find that 2D transformations with higher degrees of freedom have lower

projection error rates (MSE distance to the reference points) but yield unnatural-looking faces.

An interesting question arises, ”What is more beneficial to AFR systems, low projection error or

natural looking faces?” To answer this, while keeping the entire AFR pipeline consistent and only

changing the face alignment method, the verification accuracy on LFW dataset [8] is reported in

Table 1.2. We find that more natural looking faces (similarity transform) are better than allowing

for more degrees of freedom (affine, projective). Consequently, the most commonly employed face
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Table 1.2 Verification Performance (%) of FaceNet [6] AFR system under different face alignment
techniques [7].

Methods LFW Protocol [8] BLUFR Protocol @ FAR=0.1%

SimpleCrop+FaceNet 97.9 85.59

Similarity+FaceNet 98.1 88.42

Affine+FaceNet 97.9 86.47

Projective+FaceNet 97.7 85.63

Euclidean transform is excluded as it assumes reference points are scale-invariant.

Table 1.3 Verification Performance (%) on LFW [8] for different face feature extractors.

Methods Year Face Representation LFW [8]

Eigenfaces [45] 1991 Holistic 60.02

Fisherfaces [46] 1997 Holistic 87.47

HighDim-LBP [47] 2013 Local 95.17

Joint Bayesian [48] 2012 Local 96.33

DeepFace [49] 2014 Learned 97.35

DeepID [50] 2014 Learned 97.45

VGGFace [51] 2015 Learned 98.95

FaceNet [6] 2015 Learned 99.63

SphereFace [44] 2017 Learned 99.42

CosFace [42] 2018 Learned 99.73

ArcFace [9] 2019 Learned 99.83

alignment method in literature involves (a) detecting 5 landmark points (2 eyes, nose, and 2 mouth

corners) and subsequently, (b) applying a similarity transformation [42, 44].

1.2.1.3 Feature Extraction

After obtaining a cropped and aligned face image, the next module in an AFR system involves ex-

tracting a set of numerical values (known as a feature vector or a representation) that best describes

the input face. The simplest set of features are the raw pixel values of the input face. However,

14



such features may include spurious and irrelevant information (such as the colors present in non-

face regions). Instead, matching results can be enhanced if we devise a method for extracting both

high-level features (distances between facial components and their relative locations and ratios)

and low-level features (wrinkles and face marks and scars). However, a feature vector must be

carefully constructed such that we do not have unnecessarily large (and likely redundant) features

which may negatively impact recognition rates. Table 1.3 provides a summary of a few studies

primarily focused on improving face feature extraction (some of which will be discussed in Sec-

tion 1.3.1).

1.2.1.4 Similarity Measurement

The final task of an AFR system is to compute a measure of similarity between face represen-

tations. The most obvious choice is Euclidean distance between feature vectors, however, other

distance metrics such as cosine, Manhattan, histogram intersection, log-likelihood statistics, chi-

square statistics, etc., may also improve recognition performance. In practice, cosine similarity

between feature vectors is the most widely adopted similarity metric in literature [6, 9, 42, 44].

1.3 Evolution of Face Recognition

Humans have been drawn to the idea of identifying criminals based on facial characteristics since

as long as the 19th century. Based on anthropometric measurements, Alphonse Bertillon devised a

method of identifying and tracking criminals in 1879 [52]. The U.S. adopted the Bertillon system

in 1887 which was later replaced by fingerprinting in the early 20th century. However, the concept

of utilizing face photos of criminals (known as mugshots) for identification is still used worldwide.

The earliest pioneers of automating face recognition were Woodrow Bledsoe, Helen Wolf, and

Charles Bisson10. In 1964 and 1965, Bledsoe, along with Wolf and Bisson began work using com-

puters to recognize the human face. Since their work was funded from an unnamed intelligence

10https://bit.ly/30exJf5
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agency, much of their work was never published. However, we do know that their initial work

involved the manual marking of various “landmarks” on the face such as eye centers, mouth cor-

ners, etc., which were then mathematically rotated by a computer to compensate for pose variation

(face alignment). Afterwards, the distances between landmarks were automatically computed and

compared between images to determine the identity (similarity measurement). In other words, fol-

lowing the AFR pipeline outlined earlier, Bledsoe and his peers utilized face landmarks and their

distances and ratio as the face representation. This work is deemed to be crucial since it was the

first to show face as a valuable biometric trait for person identification.

Since Bledsoe’s efforts on devising an automated face recognition system, researchers have

devoted the past 50+ years on improving each stage of the AFR pipeline.

1.3.1 Face Representations

The evolution of AFR systems can be roughly categorized into three feature representation ap-

proaches: (i) holistic, (ii) local, and (iii) learned representations (see Table 1.3).

1.3.1.1 Holistic Face Representations

The first fully automated face recognition utilized holistic face representations where all pixels in

the input face image are used to derive the face represenation. These studies rely heavily on ac-

curate face alignment (typically using eye locations) which is challenging when non-frontal faces

are encountered. Eigenfaces [45] was among the first AFR system to utilize holistic face features.

A low-dimensional “face-space” is computed for a training dataset comprised of N unlabeled face

images using Principal Component Analysis (PCA). The “face-space” is a set ofM < N eigenvec-

tors corresponding to the largest M eigenvalues of the covariance matrix of the N training images.

Eigenfaces was later extended to Fisherface [46] via supervised dimensionality reduction (Linear

Discriminant Analysis) to find a subspace that minimizes intra-person variability and maximizes

inter-person similarity. Holistic methods do not generalize well to other datasets not encountered

during training (see Table 1.3).
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1.3.1.2 Local Face Representations

Face features can also be extracted from overlapping patches in the face image at multiple scales

to form local face representations. To incorporate holistic information, local features can be con-

catenated into a final feature vector describing the input face image. Typically, the final face repre-

sentation is often over-complete with high-dimensionality (full of redundant information). Feature

selection (e.g., boosting) or dimensionality reduction (e.g., PCA, LDA) are adopted to achieve a

more compact face representation. Ahonen et al. proposed utilizing Local Binary Patterns (LBP)

for face recognition. In order to utilize both local and holostic facial charecteristics, they divide the

face image into a grid. A histogram of LBP features is computed for each cell in the grid and result-

ing face representation comprises a concatenated histogram. High-dimensional features sampled

at multiple scales with a Joint Bayesian classifier [48] also achieves impressive face recognition

performance on LFW (see Table 1.3).

1.3.1.3 Learned Face Representations

Due to the advent of large-scale face datasets and cheaper and effecient computational resources

(e.g., GPUs), the recent decade has witnessed major efforts towards automatic feature extraction

algorithms powered by Convolutional Neural Networks (CNNs). In contrast to the manually de-

signed (“handcrafted”) holistic and local representations, face representations can be automatically

learned by CNNs from large-scale face datasets. Such data-driven methods have almost completely

replaced traditional methods in face recognition literature [6, 9, 42, 44, 49, 50]. In addition to state-

of-the-art face recognition accuracy compared to traditional methods (see Table 1.3), CNN-based

AFR systems offer a fixed-length, compact, and highly discriminative feature vector. The dimen-

sionality of the feature representation is hierarchically reduced to convolutional and pooling layers

(both local and holistic representations are jointly learned). Typically, the output of the final layer

consists of a D-dimensional feature vector (where D is a manually adjudicated hyper-parameter).

After the seminal work on CNN-based AFR systems such as DeepFace [49] and DeepID [50] in

2014, studies in the subsequent years have primarily focused on better objective functions (also
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known as “loss functions”) for training CNNs with improved discrimination power of the feature

representation. Wen et al. proposed a center loss function which aims to minimize the intra-subject

variation by minimizing the distance between feature vectors pertaining to the same identity [53].

1.4 Benchmarking AFR Systems

1.4.1 Evaluation Metrics

As mentioned earlier, AFR systems may operate under two scenarios: (i) face verification and (ii)

face identification.

An AFR system is tasked to determine whether a pair of face images belong to the same subject

via a decision threshold on the similarity measure (similarity score). Two commonly adopted

evaluation metrics for face verification are (i) verification accuracy (or rate) and (ii) True Accept

Rate (TAR) at a fixed False Accept Rate (FAR).

Verification Accuracy(τ) =
Number of successful pairwise matches

Total number of image pairs
(1.4.1)

A match is deemed successful for an image pair (x,y) if: (i) similarity(x, y) > τ when x and y

are two faces belonging to the same person (genuine pair), and (ii) similarity(x, y) <= τ when x

and y are two faces belonging to two different people (impostor pair). Here, the threshold τ is de-

termined via cross-validation. Verification accuracy is commonly utilized in the LFW protocol [8]

where the number of genuine and impostor pairs are balanced.

In real-world scenarios, AFR systems operate at a pre-determined match threshold (τ ). Typi-

cally, we report the True Accept Rate at a pre-determined False Accept Rate, say, 0.1%. The τ is
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determined via an Receiver Operating Characteristic (ROC) curve. Formally,

TAR(τ) =
Number of genuine pairs with similarity score > τ

Total number of genuine pairs

FAR(τ) =
Number of impostor pairs with similarity score > τ

Total number of impostor pairs

In the case of face identification, the AFR system is presented with a gallery of face images

(known identities). Then, given a probe image, the AFR system needs to determine the identity

of the probe from the gallery. In closed-set identification, we assume the identity of the probe is

present in the gallery. Therefore, we simply need to determine the rank at which the true mate is

retrieved (say at K) out of a gallery size. Then the closed-set accuracy can be computed via,

Retrieval Rate(K) =
Number of successfully retrieved probes within K retrievals

Total number of probes

Retrieval Rate(K) is commonly referred to as Rank-K accuracy. For example, Rank-1 accuracy

refers to the accuracy with which an AFR system successfully retrieves the correct identify as the

first entry in a list of potential matches ranked in descending order via similarity scores with the

probe image.

In the open-set identification scenario, the system needs to first determine whether the probe

is in the gallery prior to retreival. In this case, the commonly employed evaluation metric is True

Positive Identification Rate (TPIR) at False Positive Identification Rate (FPIR):

TPIR(τ) =
Number of successfully retrieved mated probes at Rank-1

Total number of mated probe

FPIR(τ) =
Number of falsely retrieved non-mates at Rank-1

Total number of non-mated pairs

Here, a successfully retrieved mated probe means that the true mate is returned as the top-1

result and the similarity score between probe and true mate is greater than τ .
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1.4.2 Face Datasets

All efforts in designing a state-of-the-art face recognition system would have been in vain with-

out advancements in acquiring more and more challenging face datasets for benchmarking AFR

systems. Indeed, due to privacy concerns, many studies evaluate their proposed methods on face

datasets acquired in-house. However, face recognition performance today would have been far

from desirable had it not been for the public release of large-scale face datasets.

FERET [26] and FRGC [26] are among the first datasets utilized for benchmarking face recog-

nition performance (see Figure 1.11). These datasets greatly contributed to advancements in AFR

systems. However, these datasets were acquired under controlled conditions and were mainly

geared towards studying specific challenges associated with face recognition (e.g., pose, illumi-

nation, and expression). These datasets were extremely valuable for evaluating AFR performance

under images exhibiting specific challenges, but were not very representative of face images en-

countered in the real-world.

Huang et al. released the Labeled Faces in the Wild (LFW) dataset which was acquired by

scraping the Internet for celebrity face photos. The LFW dataset includes 13,233 face images of

5,749 different people. Face images were automatically detected via the Viola-Jones face detec-

tor [40]. Huang et al. also proposed the LFW protocol for benchmarking AFR accuracy: 10-fold

cross-validation on face verification of 300 genuine pairs and 300 impostor pairs.

1.4.3 Constrained Face Recognition

The National Institute of Standards and Technology (NIST) began benchmarking the accuracy of

face recognition systems in 1993 with the FERET program [26]. Since then, commercial face

recognition systems have been evaluated in multiple Face Recognition Vendor Tests (FRVTs). Ta-

ble 1.4 documents state-of-the-art constrained face recognition performance since 1993 till date.

With the exception of webcam and profile face images (see Figure 1.3), most of the evaluations in

the Ongoing FRVT are performed on a constrained face dataset acquired by NIST. These bench-

marks are invaluable for providing comparing state-of-the-art AFR algorithms. NIST has access
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Table 1.4 Benchmarking AFR performance throughout the years in NIST evaluations on frontal
and constrained faces.

Study Year Gallery Size Rank-1 Accuracy (%) TAR (%) @ 0.1% FAR

FERET [26] 1993-94 316 78 21

FERET [26] 1996-97 831 95 46

FRVT [54] 2002 37,437 73 80

FRGC [26] 2005 16,028 N/A 99

FRVT [54] 2006 N/A N/A 99

MBE [55] 2010 1.6M 92 99

FRVT [56] 2014 1.6M 96 N/A

FRVT [22] Ongoing 12M 99.98 99.99

to large operational databases and conducts extensive testing of multiple algorithms on protocols

that mimic operational scenarios11.

1.4.4 Unconstrained Face Recognition

Prevailing state-of-the-art methods for unconstrained face recognition have been benchmarked

by the LFW [8] database protocol since its release in 2007. Recent deep learning based AFR

systems achieve accuracies above 99% via the LFW protocol (e.g., FaceNet [6], CosFace [42],

SphereFace [44], ArcFace [9]). As mentioned earlier, a major reason these data-driven methods

are so successful is due to the availability of large-scale training datasets. Here, we enumerate a few

of the training datasets that are commonly employed for training state-of-the-art face recognition

systems:

• CASIA-WebFace [10] consists of 0.5M face images of 10,575 celebrities acquired “in-the-

wild” by scraping the Internet.

• MS-Celeb-1M [28] contains 8M face images of 85K subjects. Similar to CASIA-WebFace,

MS-Celeb also contains celebrity face photographs collected from the Internet.
11http://www.nist.gov/itl/iad/ig/face.cfm
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(a) FERET [26]

(b) FRGC [26]

(c) LFW [8]

(d) IJB-A [27]

(e) MS-Celeb-1M [28]

(f) TinyFace [29]

Figure 1.11 Example face images from (a) FERET [26], (b) FRGC [26], (c) LFW [8], (d) IJB-
A [27], (e) MS-Celeb-1M [28], and (f) TinyFace [29]. Datasets (a) and (b) contain face images
under relatively controlled acquisition conditions. Datasets (c-f) contain more unconstrained face
images (e.g., collected from the Internet).
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Figure 1.12 Face attacks against AFR systems are continuously evolving in both digital and physi-
cal spaces. Given the diversity of the face attacks, prevailing methods fall short in detecting attacks
across all three categories (i.e., adversarial, digital manipulation, and spoofs).

• VGGFace2 [57] consists of 3.3M celebrity face photos from 9K identities with 362 images

per subject on average.

Example face images from some of these datasets are shown in Figure 1.11.

1.5 Vulnerabilities of AFR Systems

As mentioned earlier, the accuracy, usability, and touchless acquisition of state-of-the-art AFR

systems have led to their ubiquitous adoption in a plethora of domains, including mobile phone

unlock, access control systems, and payment services. Despite this impressive recognition per-

formance, current AFR systems remain vulnerable to the growing threat of face attacks both in

physical and digital domains.

For instance, an attacker can hide his identity by wearing a 3D mask [58], or intruders can

assume a victim’s identity by digitally swapping their face with the victim’s face image [20]. With

unrestricted access to the rapid proliferation of face images on social media platforms, launching

attacks against AFR systems has become even more accessible. Given the growing dissemination
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of “fake news” and “deepfakes” [59], the research community and social media platforms alike

are pushing towards generalizable defense against continuously evolving and sophisticated face

attacks.

In literature, face attacks can be broadly classified into three attack categories: (i) Spoof at-

tacks: artifacts in the physical domain (e.g., 3D masks, eye glasses, replaying videos) [1], (ii)

Adversarial attacks: imperceptible noises added to probes for evading AFR systems [60], and (iii)

Digital manipulation attacks: entirely or partially modified photo-realistic faces using generative

models [20]. Within each of these categories, there are different attack types. For example, each

spoof medium, e.g., 3D mask and makeup, constitutes one attack type, and there are 13 common

types of spoof attacks [1]. Likewise, in adversarial and digital manipulation attacks, each attack

model, designed by unique objectives and losses, may be considered as one attack type. Thus,

the attack categories and types form a 2-layer tree structure encompassing the diverse attacks (see

Figure 1.12). Such a tree will inevitably grow in the future.

In order to safeguard AFR systems against these attacks, numerous face attack detection ap-

proaches have been proposed [20, 21, 61–63]. Despite impressive detection rates, prevailing re-

search efforts focus on a few attack types within one of the three attack categories. Since the exact

type of face attack may not be known a priori, a generalizable detector that can defend an AFR

system against any of the three attack categories is of utmost importance.

1.5.1 Physical Face Spoofs

Face presentation attacks12 are “physical fake faces” which can be constructed with a variety of

different instruments (presentation attack instruments), e.g., 3D printed masks, printed paper, or

digital devices (video replay attacks from a mobile phone) with a goal of enabling an attacker to

impersonate a victim’s identity, or alternatively, obfuscate their own identity (see Figure 1.13).

With the rapid proliferation of face images/videos on the Internet (especially on social media web-

12ISO standard IEC 30107-1:2016(E) defines presentation attacks as “presentation to the biometric data capture
subsystem with the goal of interfering with the operation of the biometric system” [64]
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sites, such as Facebook, Twitter, or LinkedIn), replaying videos containing the victim’s face or

presenting a printed photograph of the victim to the AFR system is a trivial task [65]. Even if

a face presentation attack detection system could trivially detect printed photographs and replay

video attacks (e.g., with depth sensors), attackers can still attempt to launch more sophisticated

attacks such as 3D masks [66], make-up, or even virtual reality [67].

(a) Bonafide (b) Print (c) Replay (d) Half (e) Silicone (f) Trans. (g) Paper

(h) Mann. (i) Obf. (j) Imp. (k) Cosm. (l) Funny (m) PaperG (n) PaperC

Figure 1.13 Example presentation attacks: Simple attacks include (b) printed photograph, or (c)
replaying the victim’s video. More advanced presentation attacks can also be leveraged such as
(d-h) 3D masks, (i-k) make-up attacks, or (l-n) partial attacks [30]. A bonafide face is shown in (a)
for comparison. Here, the presentation attacks in (b-c, k-n) belong to the same person in (a).

The need for preventing face attacks is becoming increasingly urgent due to the user’s pri-

vacy concerns associated with spoofed systems. Failure to detect face attacks can be a major

security threat due to the widespread adoption of automated face recognition systems for border

control [68]. Indeed, with the advent of Apple’s iPhone X and Samsung’s Galaxy S8, all of us are

carrying automated face recognition systems in our pockets embedded in our smartphones. Face

recognition on our phones facilitates (i) unlocking the device, (ii) conducting financial transactions,

and (iii) access to privileged content stored on the device.

1.5.2 Digital Adversarial Faces

From Table 1.3 we saw that prevailing AFR systems are based on automatic feature extraction

methods powered by CNNs. However, CNN models have been shown to be vulnerable to adver-
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sarial perturbations13 [69–72]. Szegedy et al. first showed the dangers of adversarial examples in

the image classification domain, where perturbing the pixels in the input image can cause CNNs

to misclassify the image even when the amount of perturbation is imperceptible to the human

eye [69]. Despite impressive recognition performance, prevailing AFR systems are still vulnerable

to the growing threat of adversarial examples (see Figure 1.14).

(a) Enrolled Face

0.72

0.78

(b) Input Probe

0.22

0.12

(c) AdvFaces

0.26

0.25

(d) PGD [33]

0.14

0.25

(e) FGSM [70]

Figure 1.14 Example gallery and probe face images and corresponding synthesized adversarial
examples. (a) Two celebrities’ real face photo enrolled in the gallery and (b) the same subject’s
probe image; (c) Adversarial examples generated from (b) by our proposed synthesis method,
AdvFaces; (d-e) Results from two adversarial example generation methods. Cosine similarity
scores (∈ [−1, 1]) obtained by comparing (b-e) to the enrolled image in the gallery via ArcFace [9]
are shown below the images. A score above 0.28 (threshold @ 0.1% False Accept Rate) indicates
that two face images belong to the same subject. Here, a successful obfuscation attack would mean
that humans can identify the adversarial probes and enrolled faces as belonging to the same identity
but an automated face recognition system considers them to be from different subjects.

To attack an AFR system, a hacker can maliciously perturb his face image in a manner that

can cause AFR systems to match it to a target victim (impersonation attack) or any identity other

than the hacker (obfuscation attack). Yet to the human observer, this adversarial face image should

appear as a legitimate face photo of the attacker (see Figure 3.2d). This is different from face pre-

13Adversarial perturbations refer to altering an input image instance with small, human imperceptible changes in a
manner that can evade CNN models.
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Figure 1.15 Examples of digitally manipulated faces. (a) Real images/frames from FFHQ, CelebA
and FaceForensics++ datasets; (b) Paired face identity swap images from FaceForensics++ dataset;
(c) Paired face expression swap images from FaceForensics++ dataset; (d) Attributes manipulated
examples by FaceAPP and StarGAN; (e) Entire synthesized faces by PGGAN and StyleGAN.
Collage sourced from [20].

sentation attacks, where the hacker assumes the identity of a target by presenting a physical fake

face to the AFR system (see Figure 3.2). However, in the case of presentation attacks, the hacker

needs to actively participate by wearing a mask or replaying a photograph/video of the genuine

individual which may be conspicuous in scenarios where human operators are involved (such as

airports). On the other hand, adversarial faces, do not require active participation of the subject

during authentication (comparison between adversarial probe and gallery images).

Consider, for example, the United States Customs and Border Protection (CBP), the largest

federal law enforcement agency in the United States [73], which (i) processes entry to the country
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for over a million travellers everyday [74] and (ii) employs automated face recognition for verifying

travelers’ identities [75]. To evade being identified as an individual in a CBP watchlist, a terrorist

can maliciously enroll an adversarial image in the gallery such that upon entering the border, his

legitimate face image will be matched to a known and benign individual or to a fake identity

previously enrolled in the gallery.

1.5.3 Digital Face Manipulation

Digital manipulation attacks, made feasible by Variational AutoEncoders (VAEs) and Generative

Adversarial Networks (GANs), can generate entirely or partially modified photorealistic face im-

ages [20] (see Figure 1.15). Digital manipulation attack types can be broadly classified into the

following:

Identity Swapping: These methods digitally replace the face of one person with the face of

another person. For instance, FaceSwap [76] inserts famous actors into movie clips in which they

never appeared. DeepFakes also performs face swapping via deep learning algorithms.

Expression Swapping: Expressions in a face image can be digitally and artificially replaced

with another [77]. These methods swap expressions in real-time with only RGB cameras.

Attribute Manipulation Utilizing state-of-the-art GANs, studies such as StarGAN [78] and ST-

GAN [79] focus on attribute manipulation by altering single or multiple attributes in a face image,

e.g., gender, age, skin color, hair, and glasses.

Entire Face Synthesis: Powered by large-scale high-resolution face datasets and the prevelance

of GANs, an attacker can easily synthesize entire face images of unknown identities, whose realism

is such that even humans have difficulty assessing if it is genuine or manipulated [80].
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1.6 Dissertation Contributions

Automated face recognition has been studied extensively for more than four decades. Significant

improvements have been made progressively in each component (face detection, alignment, feature

extraction, matching) in order to build a highly discriminative and robust AFR system, at least for

constrained and semi-constrained face recognition. However, as the technology becomes more

widely adopted, safeguarding AFR systems against continuously evolving face attacks in both

physical and digital domains is of the utmost importance. Since the exact type of face attack may

not be known a priori, the need for a generalizable detector that can defend an AFR system against

any of the three attack categories (spoofs, adversarial, and digital manipulation) is evident.

This dissertation first focuses on designing state-of-the-art defense methods to safeguard AFR

systems against individual attack categories. Lastly, we propose a new framework to defend AFR

systems against both physical and digital attacks.

The main contributions of this dissertation are as follows:

1. A generalizable, interpretable, and accurate face anti-spoofing method for detecting physical

fake faces (such as 3D masks) in order to mitigate physical spoof attack on state-of-the-art

AFR systems.

2. An automatic adversarial face synthesis method for generating digital fake faces that can im-

personate a victim or obfuscate one’s identity by evading state-of-the-art AFR systems. With

a powerful adversarial face synthesizer, we can further investigate robustness of prevailing

face recognition systems to digital adversarial faces.

3. A new self-supervised framework, namely FaceGuard, for defending against adversarial face

images. FaceGuard combines benefits of adversarial training, detection, and purification into

a unified defense mechanism trained in an end-to-end manner.

4. A novel unified face attack detection framework, namely UniFAD, that automatically clusters

similar attacks and employs a multi-task learning framework to jointly detect digital and
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physical attacks. Proposed UniFAD allows for further identification of the attack categories,

i.e., whether attacks are adversarial, digitally manipulated, or contain spoof artifacts.
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Chapter 2

Defending Against Face Spoofs

Face presentation attacks (physically crafted spoofs) challenge the robustness of face recognition

systems. To safeguard AFR systems against spoofs, numerous presentation attack detection (PAD)

methods have been proposed. In this chapter, we address two major issues with prevailing PAD

approaches, namely, face PAD generalization and interpretability. Our main focus is to improve

presentation attack detection performance across a wide variety of unknown attacks, while also

maintaining high detection accuracy on spoofs encountered during the training of our proposed

PAD solution.

2.1 Introduction

Despite impressive face recognition performance, current AFR systems remain vulnerable to the

growing threat of presentation attacks1. Face spoofs are “fake faces” which can be constructed

with a variety of different instruments (presentation attack instruments), e.g., 3D printed masks,

printed paper, or digital devices (video replay attacks from a mobile phone) with a goal of enabling

an attacker to impersonate a victim’s identity, or alternatively, obfuscate their own identity (see

Figure 2.1). With the rapid proliferation of face images/videos on the Internet (especially on social

1ISO standard IEC 30107-1:2016(E) defines presentation attacks as “presentation to the biometric data capture
subsystem with the goal of interfering with the operation of the biometric system” [64]. Note that these presentation
attacks are different from digital manipulation of face images, such as DeepFakes [81] and adversarial faces [16].
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media websites, such as Facebook, Twitter, or LinkedIn), replaying videos containing the victim’s

face or presenting a printed photograph of the victim to the AFR system is a trivial task [65]. Even

if a face presentation attack detection system could trivially detect printed photographs and replay

video attacks (e.g., with depth sensors), attackers can still attempt to launch more sophisticated

attacks such as 3D masks [66], make-up, or even virtual reality [67].

(a) Bonafide (b) Print (c) Replay (d) Half (e) Silicone (f) Trans. (g) Paper

(h) Mann. (i) Obf. (j) Imp. (k) Cosm. (l) Funny (m) PaperG (n) PaperC

Figure 2.1 Example presentation attack instruments: Simple attacks include (b) printed photo-
graph, or (c) replaying the victim’s video. More advanced presentation attacks can also be lever-
aged such as (d-h) 3D masks, (i-k) make-up attacks, or (l-n) partial attacks [30]. A bonafide face is
shown in (a) for comparison. Here, the presentation attacks in (b-c, k-n) belong to the same person
in (a).

The need for preventing face attacks is becoming increasingly urgent due to the user’s pri-

vacy concerns associated with spoofed systems. Failure to detect face attacks can be a major

security threat due to the widespread adoption of automated face recognition systems for border

control [68]. In 2011, a young individual from Hong Kong boarded a flight to Canada disguised as

an old man with a flat hat by wearing a silicone face mask to successfully fool the border control

authorities [82].

Also consider that, with the advent of Apple’s iPhone X and Samsung’s Galaxy S8, all of us are

carrying automated face recognition systems in our pockets embedded in our smartphones. Face

recognition on our phones facilitates (i) unlocking the device, (ii) conducting financial transactions,

and (iii) access to privileged content stored on the device. Failure to detect face presentation attacks
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Figure 2.2 An overview of the proposed Self-Supervised Regional Fully Convolution Network
(SSR-FCN). We train in two stages: (1) Stage 1 learns global discriminative cues via training on
the entire face image. The score map obtained from stage 1 is hard-gated to obtain presentation
attack regions in the face image. We randomly crop arbitrary-size patches from the presentation
attack regions and fine-tune our network in stage 2 to learn local discriminative cues. During test,
we input the entire face image to obtain the classification score. The score map can also be used to
visualize the presentation attack regions in the input image.

on smartphones could compromise confidential information such as emails, banking records, social

media content, and personal photos [83].

With numerous approaches proposed to detect face attacks, current face presentation attack
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Table 2.1 A summary of publicly available face presentation attack detection datasets.

Dataset Year Statistics # Presentation Attack Instruments
# Subj. # Vids. Replay Print 3D Mask Makeup Partial

Attack [4] 2012 50 1,200 2 1 0 0 0
FASD [3] 2012 50 600 1 1 0 0 0
3DMAD [84] 2013 17 255 0 0 1 0 0
MFSD [85] 2015 35 440 2 1 0 0 0
Replay [86] 2016 40 1,030 1 1 0 0 0
MARs [87] 2016 35 1,009 0 0 2 0 0
Oulu-NPU [2] 2017 55 4,950 2 2 0 0 0
SiW [30] 2018 165 4,620 4 2 0 0 0
SiW-M [1] 2019 493 1,630 1 1 5 3 3

detection methods have following shortcomings:

Generalizabilty Since the exact presentation attack instrument may not be known beforehand,

how to generalize well to “unknown”2 attacks is of utmost importance. A majority of the prevail-

ing state-of-the-art face presentation attack detection techniques focus only on detecting 2D printed

paper and video replay attacks, and are vulnerable to presentation attacks crafted from materials

not seen during training of the dectector. In fact, studies show a two-fold increase in error when

presentation attack detection approaches encounter unknown presentation attack instruments [30].

In addition, current face presentation attack detection approaches rely on densely connected neu-

ral networks with a large number of learnable parameters (exceeding 2.7M ), where the lack of

generalization across unknown presentation attack instruments is even more pronounced.

Lack of Interpretability Given a face image, face presentation attack detection approaches typ-

ically output a holistic face “attack score” which depicts the likelihood that the input image is

bonafide or a presentation attack. Without an ability to visualize which regions of the face con-

tribute to the overall decision made be the network, the global attack score alone may not be

sufficient for a human operator to interpret the network’s decision.

2Unseen attacks are presentation attack instruments that are known to the developers whereby algorithms can be
specifically tailored to detect them, but their data is never used for training. Unknown attacks are presentation attack
instruments that are not known to the developers and neither seen during training.
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In an effort to impart generalizability and interpretability to face presentation attack detec-

tion systems, we propose a face presentation attack detection framework specifically designed to

detect unknown presentation attack instruments, namely, Self-Supervised Regional Fully Con-

volutional Network (SSR-FCN). A Fully Convolutional Network (FCN) is first trained to learn

global discriminative cues and automatically identify presentation attack regions in face images.

The network is then fine-tuned to learn local representations via regional supervision. Once trained,

the deployed model can automatically locate regions where attack occurs in the input image and

provide a final attack score.

The contributions of this chapter are as follows:

• We show that features learned from local face regions have better generalization ability than

those learned from the entire face image alone.

• We provide extensive experiments to show that the proposed approach, SSR-FCN, outper-

forms other local region extraction strategies and state-of-the-art face presentation attack de-

tection methods on one of the largest publicly available dataset, namely, SiW-M, comprised

of 13 different spresentation attack instruments. The proposed method reduces the Equal Er-

ror Rate (EER) by (i) 14% relative to state-of-the-art [88] under the unknown attack setting,

and (ii) 40% on known presentation attack instruments. In addition, SSR-FCN achieves com-

petitive performance on standard benchmarks on Oulu-NPU [2] dataset and outperforms pre-

vailing methods on cross-dataset generalization (CASIA-FASD [3] and Replay-Attack [4]).

• The proposed SSR-FCN is also shown to be more interpretable since it can directly predict

the parts of the faces that are considered as presentation attacks.

2.2 Background

In order to mitigate the threats associated with presentation attacks, numerous face presentation

attack detection techniques, based on both software and hardware solutions, have been proposed.
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Figure 2.3 Illustration of drawbacks of prior approaches. Top: example of a bonafide face; Bottom:
example of a paper glasses presentation attack. In this case, the presentation attack artifact is only
present in the eye-region of the face. (a) Classifier trained with global supervision overfits to the
bonafide class since both images are mostly bonafide (the presentation attack instrument covers
only a part of the face). (b) Pixel-level supervision assumes the entire image is either bonafide or
presentation attack and constructs label maps accordingly. This is not a valid assumption in mask,
makeup, and partial presentation attack instruments. Instead, (c) the proposed framework, trains
on extracted regions from face images. These regions can be based on domain knowledge, such
as eye, nose, mouth regions, or randomly cropped. The proposed SSR-FCN utlizes self-supervised
region-selection.

Early software-based solutions utilized liveness cues, such as eye blinking, lip movement, and

head motion, to detect print attacks [89–92]. However, these approaches fail when they encounter

unknown attacks such as printed attacks with cut eye regions (see Figure 2.1n). In addition, these

methods require active cooperation of user in providing specific types of images making them

tedious to use.

Since then, researchers have moved on to passive face presentation attack detection approaches

that rely on texture analysis for distinguishing bonafide and presentation attacks, rather than motion

or liveness cues. The majority of face presentation attack detection methods only focus on detect-

ing print and replay attacks, which can be detected using features such as color and texture [93–98].

Many prior studies employ handcrafted features such as 2D Fourier Spectrum [85, 99], Local Bi-

nary Patterns (LBP) [94, 100–102], Histogram of oriented gradients (HOG) [93, 103], Difference-

of-Gaussians (DoG) [104], Scale-invariant feature transform (SIFT) [96], and Speeded up robust

features (SURF) [105]. Some techniques utilize presentation attack detection beyond the RGB

color spectrum, such as incorporating the luminance and chrominance channels [102]. Instead of
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a predetermined color spectrum, Li et al. [95] automatically learn a new color scheme that can

best distinguish bonafide and presentation attacks. Another line of work extracts image quality

features to detect presentation attacks [85, 97, 98]. Due to the assumption that presentation attack

instruments are one of replay or print attacks, these methods severely suffer from generalization to

unknown presentation attack instruments.

Hardware-based solutions in literature have incorporated 3D depth information [106–108],

multi-spectral and infrared sensors [109], and even physiological sensors such as vein-flow infor-

mation [110]. Presentation attack detection can be further enhanced by incorporating background

audio signals [111]. However, with the inclusion of additional sensors along with a standard cam-

era, the deployment costs can be exorbitant (e.g., thermal sensors for iPhones cost over USD 4003).

State-of-the-art face presentation attack detection systems utilize Convolutional Neural Net-

works (CNN) so the feature set (representation) is learned that best differentiates bonafides from

presentation attacks. Yang et al. were among the first to propose CNNs for face presentation at-

tack detection and they showed about 70% decrease in Half Total Error Rate (HTER) compared to

the baselines comprised of handcrafted features [112]. Further improvement in performance was

achieved by directly modifying the network architecture [113–116]. Deep learning approaches also

perform well for mask attack detection [66]. Incorporating auxiliary information (e.g. eye blinking)

in deep networks can further improve the face presentation attack detection performance [30, 91].

Limited studies on generalizable face presentation attack detection focus on one-class classi-

fication approaches. These methods only model the distribution of bonafide face features using

one-class classifiers such as one-class SVM [117], one-class GMM [118], or employ a distance

metric loss [119]. However, these approaches have several drawbacks: (i) by only modeling the

bonafide face feature distributions, the methods tend to overfit to bonafide class, and (ii) both one-

class SVM and one-class GMM have been shown to perform poorly on public benchmark datasets

(CASIA-FASD [3], Replay-Mobile [86], and MSU-MFSD [85]). A tree-based approach utilizing

deep networks was proposed for generalizable face presentation attack detection [1]. In order to

3https://amzn.to/2zJ6YW4
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prevent face presentation attack detection methods from overfitting to the specific subject, envi-

ronment, and presentation attack instrument, transfer learning has also been studied [120–122].

However, these methods share similar network architecture that are densely connected with thir-

teen convolutional layers exceeding 2.7M learnable parameters [30, 88, 120–124]. Due to this, a

majority of the aforementioned presentation attack detection methods also suffer from poor gener-

alization performance.

Table 2.1 outlines the publicly available face presentation attack detection datasets.

2.3 Motivation

The approach is motivated by following observations:

2.3.1 Face Presentation Attack Detection is a Local Task

It is now generally accepted that for print and replay attacks, “face presentation attack detection is

usually a local task in which discriminative clues are ubiquitous and repetitive” [125]. However,

in the case of masks, makeups, and partial attacks, the ubiquity and repetitiveness of presentation

attack cues may not hold true. For instance, in Figure 2.3 (a-c), presentation attack artifact (the

paper glasses) are only present in the eye regions of the face. Unlike face recognition, face pre-

sentation attack detection does not require the entire face image in order to predict whether the

image is a presentation attack or bonafide. In fact, our experimental results and their analysis will

confirm that the entire face image alone can adverserly affect the convergence and generalization

of networks.

2.3.2 Global vs. Local Supervision

Prior work can be partitioned into two groups: (i) global supervision where the input to the network

is the entire face image and the CNN outputs a score indicating whether the image is bonafide

or presentation attack [30, 88, 112–116, 123, 126], and (ii) pixel-level supervision where multiple

38



Table 2.2 Architecture details of the proposed FCN backbone.

Layer # of Activations # of Parameters
Input H ×W × 3 0
Conv H/2×W/2× 64 3× 3× 3× 64 + 64
Conv H/4×W/4× 128 3× 3× 64× 128 + 128
Conv H/8×W/8× 256 3× 3× 128× 256 + 256
Conv H/16×H/16× 512 3× 3× 256× 512 + 512
Conv H/16×H/16× 1 3× 3× 512× 1 + 1
GAP 1 0
Total 1.5M

Conv and GAP refer to convolutional and global average pooling operations.

classification losses are aggregated over each pixel in the feature map [124, 127]. These studies

assume that all pixels in the face image is either bonafide or presentation attack (see Figure 2.3(b)).

This assumption holds true for presentation attack instruments, such as replay and print attacks

(which are the only presentation attack instruments considered by the studies), but not for mask,

makeup, and partial attacks. Therefore, pixel-level supervision can not only suffer from poor

generalization across a diverse range of presentation attack instruments, but also convergence of

the network is severely affected due to noisy labels.

In summary, based on the 13 different presentation attack instruments shown in Figure 2.1, for

which we have the data, we gain the following insights: (i) face presentation attack detection is

inherently a local task, and (ii) learning local representations can improve face presentation attack

detection performance [124, 127]. Motivated by (i), we hypothesize that utilizing a Fully Convo-

lutional Network (FCN) may be more appropriate for the face presentation attack detection task

compared to a traditional CNN. The second insight suggests FCNs can be intrinsically regular-

ized to learn local cues by enforcing the network to look at local spatial regions of the face. In

order to ensure that these regions mostly comprise presentation attack patterns, we propose a self-

supervised region extractor.
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2.4 Proposed Approach

In this section, we describe the proposed Self-Supervised Regional Fully Convolutional Network

(SSR-FCN) for generalized face presentation attack detection. As shown in Figure 2.2, we train

the network in two stages, (a) Stage I learns global discriminative cues and predicts score maps,

and (b) Stage II extracts arbitrary-size regions from presentation attack areas and fine-tunes the

network via regional supervision.

2.4.1 Network Architecture

In typical image classification tasks, networks are designed such that information present in the

input image can be used for learning global discriminative features in the form of a feature vector

without utilizing the spatial arrangement in the input. To this end, a fully-connected (FC) layer is

generally introduced at the end of the last convolutional layer. This fully-connected layer outputs

a D-dimension feature that aggregates decisions at various spatial regions to obtain a global de-

scription of the input image. However, this is not ideal for partial presentation attacks since the

presentation attack artifact is not present in all spatial regions. Given the plethora of available pre-

sentation attack instruments, it is better to learn local representations and make decisions on local

spatial inputs rather than global descriptors. Therefore, we employ a Fully Convolutional Network

(FCN) by replacing the FC layer in a traditional CNN with a 1× 1 convolutional layer followed by

a global average pooling layer. The FCN leads to three major advantages over traditional CNNs:

• Arbitrary-sized inputs: By replacing the fully-connected layer with a global average pool-

ing layer, the entire FCN can accept input images of any image size. This property can be

exploited to learn discriminative features at local spatial regions, regardless of the input size,

rather than overfitting to a global representation of the entire face image.

• Interpretability: Since the proposed FCN is trained to provide decisions at a local level, the

score map output by the network can be used to identify the presentation attack regions in

the face.
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Figure 2.4 Three presentation attack images and their corresponding binary masks extracted from
predicted score maps. Black regions correspond to predicted bonafide regions, whereas, white
regions indicate presentation attack.

• Efficiency: Via FCN, an entire face image can be inferred only once where local decisions

are dynamically aggregated via the 1× 1 convolution operator. Existing methods utilizing a

traditional CNN which has a larger number of trainable parameters due to the fully connected

layer at the end of the network. This necessitates a large training dataset which is limited

in the face presentation attack detection literature (see Table 2.1). FCN is more parameter-

efficient and can be trained in an effective manner (to avoid overfitting).

2.4.2 Network Efficiency

A majority of prior work on CNN-based face presentation attack detection employs architectures

that are densely connected with thirteen convolutional layers [30,88,123,124,128]. Even with the

placement of skip connections, the number of learnable parameters exceed 2.7M . As we see in

Table 2.1, only a limited amount of training data4 is generally available in face presentation attack

detection datasets. Limited data coupled with the large number of trainable parameters causes

current approaches to overfit, leading to poor generalization performance under unknown attack

scenarios. Instead, we employ a shallower neural network comprising of only five convolutional

layers with approximately 1.5M learnable parameters (see Table 2.2).

2.4.3 Stage I: Training FCN Globally

We first train the FCN with global face images in order to learn global discriminative cues and

identify presentation attack regions in the face image. Given an image, x ∈ RH×W×C , we detect a

4The lack of large-scale publicly available face presentation attack detection datasets is due to the time and effort
required along with privacy concerns associated in acquiring such datasets.

41



face and crop the face region via 5 landmarks (two eyes, nose, and two mouth keypoints) in order

to remove background information not pertinent to the task of face presentation attack detection.

Here, H , W , and C refer to the height, width, and number of channels (3 in the case of RGB) of

the input image. The face regions are then aligned and resized to a fixed-size (e.g., 256 × 256) in

order to maintain consistent spatial information across all training data.

The proposed FCN consists of four downsampling convolutional blocks each coupled with

batch normalization and ReLU activation. The feature map from the fourth convolutional layer

passes through a 1× 1 convolutional layer. The output of the 1× 1 convolutional layer represents

a score map S ∈ R(HS×WS×1) where each pixel in S represents a bonafide/presentation attack

decision corresponding to its receptive field in the image. The height (HS) and width (WS) of the

score map is determined by the input image size and the number of downsampling layers. For a

256× 256× 3 input image, our proposed architecture outputs a 16× 16× 1 score map.

The score map is then reduced to a single scalar value by globally average pooling. That is, the

final classification score (s) for an input image is obtained from the (HS ×WS × 1) score map (S)

by,

s =
1

HS ×WS

HS∑
i

WS∑
j

Si,j (2.4.1)

Using sigmoid activation on the final classification output (s), we obtain a scalar p(c|x) ∈ [0, 1]

predicting the likelihood that the input image is a presentation attack, where c = 0 indicates

bonafide and c = 1 indicates presentation attack.

We train the network by minimizing the Binary Cross Entropy (BCE) loss,

L = − [y × log(p(c|x)) + (1− y)× log(1− p(c|x))] (2.4.2)

where y is the ground truth label of the input image.
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2.4.4 Stage II: Training FCN on Self-Supervised Regions

In order to supervise training at a local level, we propose a regional supervision strategy. We train

the network to learn local cues by only showing certain regions of the face where presentation

attack patterns exists. In order to ensure that presentation attack artifacts/patterns indeed exists

within the selected regions, the pre-trained FCN from Stage I (2.4.3) can automatically guide the

region selection process in presentation attack images. For bonafide faces, we can randomly crop

a region from any part of the image.

Due to the absence of a fully connected layer, notice that FCN naturally encodes decisions at

each pixel in feature map S. In other words, higher intensity pixels within S indicate a larger like-

lihood of a presentation attack pattern residing within the receptive field in the image. Therefore,

discriminative regions (presentation attack areas) are automatically highlighted in the score map

by training on entire face images (see Figure 2.2).

We can then craft a binary mask M indicating the bonafide/presentation attack regions in the

input presentation attack images. First, we soft-gate the score map by min-max normalization such

that we can obtain a score map S′ ∈ [0, 1].

Let fS′(i, j) represent the activation in the (i, j)-th spatial location in the scaled score map S′.

The binary mask M is designed by hard-gating,

M(i, j) =


1, if S′(i, j) ≥ τ

0, otherwise
(2.4.3)

where, τ is a threshold that controls the size of the hard-gated region (τ = 0.5 in our case).

A larger τ leads to smaller regions and smaller τ can lead to spurious presentation attack regions.

Examples of binary masks are shown in Figure 2.4. From the binary mask, we can then randomly

extract a rectangular bounding box such that the center of the rectangle lies within the detected

presentation attack regions. In this manner, we can crop rectangular regions of arbitrary sizes

from the input image such that each region contains presentation attack artifacts according to our
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pre-trained global FCN. We constrain the width and height of the bounding boxes to be between

MINregion and MAXregion.

In this manner, we fine-tune our network to learn local discriminative cues.

2.4.5 Testing

Since FCNs can accept arbitrary input sizes and the fact that the proposed FCN has encountered

entire faces in Stage I, we input the global face into the trained network and obtain the score

map. The score map is then average pooled to extract the final classification output, which is then

normalized by a sigmoid function in order to obtain an attack score within [0, 1]. That is, the final

classification score is obtained by,

1

1 + exp(−s)

In addition to the classification score, the score map (S) can also be utilized for visualizing the

presentation attack regions in the face by constructing a heatmap (see Figure 2.2).

2.5 Experimental Setup

2.5.1 Datasets

The following four datasets are utilized in our study (Table 2.1):

2.5.1.1 Spoof-in-the-Wild with Multiple Attacks (SiW-M) [1]

A dataset, collected in 2019, comprising 13 different presentation attack instruments, acquired

specifically for evaluating generalization performance on unknown presentation attack instru-

ments. Compared with other publicly available datasets (Table 2.1), SiW-M is diverse in presen-

tation attack instruments, environmental conditions, and face poses. We evaluate SSR-FCN under

both unknown and known settings, and perform ablation studies on this dataset.
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2.5.1.2 Oulu-NPU [2]

A dataset comprised of 4,950 high-resolution video clips of 55 subjects. Oulu-NPU defines four

protocols each designed for evaluating generalization against variations in capturing conditions,

attack devices, capturing devices and their combinations. We use this dataset for comparing our

approach with the prevailing state-of-the-art face presentation attack detection methods on the four

protocols.

2.5.1.3 CASIA-FASD [3] & Replay-Attack [4]

Both datasets, collected in 2012, are frequently employed in face presentation attack detection

literature for testing cross-dataset generalization performance. These two datasets provide a com-

prehensive collection of attacks, including warped photo attacks, cut photo attacks, and video

replay attacks. Low-quality, normal-quality,and high-quality videos are recorded under different

lighting conditions.

All images shown in this paper are from SiW-M testing sets.

2.5.2 Data Preprocessing

For all datasets, we first extract all frames in a video. The frames are then passed through MTCNN

face detector [41] to detect 5 facial landmarks (two eyes, nose and two mouth corners). Similarity

transformation is used to align the face images based on the five landmarks. After transformation,

the images are cropped to 256× 256. All face images shown in the paper are cropped and aligned.

Before passing into network, we normalize the images by requiring each pixel to be within [−1, 1]

by subtracting 127.5 and dividing by 127.5.

2.5.3 Implementation Details

SSR-FCN is implemented in Tensorflow, and trained with a constant learning rate of (1e− 3) with

a mini-batch size of 128. The objective function, L, is minimized using Adam optimizer [129].
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Table 2.3 Generalization error on learning global (CNN) vs. local (FCN) representations of SiW-
M [1].

Method Metric (%) Replay Obfuscation Paper Glasses Overall

CNN
ACER 13.3 47.1 32.2 30.8 ± 17.0
EER 12.8 44.6 23.6 27.0 ± 13.2

FCN (Stage I)
ACER 11.2 52.2 12.1 25.1 ± 23.4
EER 11.2 37.6 12.4 20.4 ± 12.1

It takes 20 epochs to converge. Following [30], we randomly initialize all the weights of the

convolutional layers using a normal distribution of 0 mean and 0.02 standard deviation. We restrict

the self-supervised regions to be at least 1/4 of the entire image, that is, MINregion = 64 and at

most MAXregion = 256 which is the size of the global face image. Data augmentation during

training involves random horizontal flips with a probability of 0.5. We train and test our proposed

method on a single Nvidia GTX 1080Ti GPU. For evaluation, we compute the attack scores for all

frames in a video and temporally average them to obtain the final classification score.

2.5.4 Evaluation Metrics

For all the experiments, we report the standard ISO/IEC 30107 [64] metrics:

1. Attack Presentation Classification Error Rate (APCER): the worst error rate among all the

presentation attack instruments;

2. Bonafide Presentation Classification Error Rate (BPCER):

3. Average Classification Error Rate (ACER): the mean of APCER and BPCER.

In addition, we also report the Equal Error Rate (EER) and the True Detection Rate (TDR) at

2.0%5 False Detection Rate (FDR) for our evaluation. For a fair comparison with prior work, we

report the Half Total Error Rate (HTER) for cross-dataset evaluation. Except for EER and HTER,

we employ a decision threshold of 0.5.

5Due to the small number of bonafide samples, thresholds at lower False Detection Rate (FDR) such as 0.2%
(recommended under the IARPA ODIN program) cannot be computed.
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Figure 2.5 Illustration of various region extraction strategies from training images. (a) and (b)
are regions extracted via domain knowledge (manually defined) or landmark-based. (c) random
regions extracted via proposed self-supervision scheme. Each color denotes a separate region.
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Table 2.4 Generalization performance of different region extraction strategies on SiW-M dataset.
Here, each column represents an unknown presentation attack instrument while the method is
trained on the remaining 12 presentation attack instruments.

Method Metric

Replay Print Mask Attacks Makeup Attacks Partial Attacks

Mean ± Std.
(%) Replay Print Half Silicone Trans. Paper Mann. Obf. Imp. Cosm. FunnyEye Glasses Paper Cut

99 vids. 118 vids. 72 vids. 27 vids. 88 vids. 17 vids. 40 vids. 23 vids. 61 vids. 50 vids. 160 vids. 127 vids. 86 vids.

Global
ACER 11.2 15.5 12.8 21.5 35.4 6.1 10.7 52.2 50.0 20.5 26.2 12.1 9.6 22.6 ± 15.3

EER 11.2 14.0 12.8 23.1 26.6 2.9 11.0 37.6 10.4 17.0 24.2 12.4 10.1 16.8 ± 9.3

Eye-Region
ACER 13.2 13.7 7.5 17.4 22.5 5.79 6.2 19.5 8.3 11.7 32.8 15.3 7.3 13.2 ± 8.5

EER 12.4 11.4 7.3 15.2 21.5 2.9 6.5 20.2 7.8 11.2 27.2 14.7 7.5 12.3 ± 6.2

Nose-Region
ACER 17.4 10.5 8.2 13.8 30.3 5.3 8.4 37.4 5.1 18.0 35.5 31.4 7.1 17.6 ± 12.0

EER 14.6 9.8 9.2 12.7 22.0 5.2 8.4 23.6 4.4 14.6 24.9 27.7 7.6 14.2 ± 7.9

Mouth-Region
ACER 20.5 20.7 22.9 26.3 30.6 15.6 17.1 44.2 18.1 24.0 38.0 47.2 8.5 25.7 ± 11.4

EER 19.9 21.3 22.6 25.1 30.0 10.1 10.7 40.9 16.1 24.0 35.5 40.4 8.1 23.4 ± 10.9

Global +
ACER 10.9 10.5 7.5 17.7 28.7 5.1 7.0 38.0 5.1 13.6 29.4 15.2 6.2 15 ± 10.7

Eye + Nose EER 10.2 10.0 7.7 15.8 21.3 1.8 6.7 21.0 3.0 12.3 22.5 12.3 6.5 11.6 ± 6.8

Landmark
ACER 10.7 9.2 18.4 25.1 26.4 6.2 6.9 53.8 8.1 15.4 35.8 40.8 7.6 20.3 ± 15.2

Region EER 8.0 10.1 12.2 23.1 18.8 8.9 4.1 40.1 9.9 15.6 17.7 25.6 4.9 15.3 ± 10

Global +
ACER 12.0 11.2 7.3 23.7 26.4 6.3 5.9 26.7 6.7 10.7 27.8 25.7 6.4 15.1 ± 9.2

Landmark EER 11.5 10.1 7.2 19.0 4.9 6.6 4.6 25.6 6.7 10.9 23.5 18.5 4.7 11.8 ± 7.4

Random-Crop
ACER 9.2 6.7 7.3 19.9 30.9 9.1 6.9 44.0 6.5 13.8 31.8 28.6 5.9 17.0 ± 12.8

EER 8.9 7.8 10.3 17.9 21.3 3.7 6.5 32.7 5.4 13.7 18.7 19.4 7.1 13.3 ± 8.3

Global +
ACER 12.3 10.7 6.5 18.2 22.9 6.2 6.1 18.6 4.9 11.6 32.7 16.1 7.2 13.4 ± 8.1

Random-Crop EER 10.9 9.2 6.9 16.6 21.3 2.9 5.2 18.8 3.7 11.5 19.0 14.9 6.2 11.3 ± 6.3

SSR-FCN
ACER 7.4 19.5 3.2 7.7 33.3 5.2 3.3 22.5 5.9 11.7 21.7 14.1 6.4 12.4 ± 9.2

EER 6.8 11.2 2.8 6.3 28.5 0.4 3.3 17.8 3.9 11.7 21.6 13.5 3.6 10.1 ± 8.4

2.6 Experimental Results

2.6.1 Evaluation of Global Descriptor vs. Local Representation

In order to analyze the impact of learning local embeddings as opposed to learning a global em-

bedding, we conduct an ablation study on three presentation attack instruments in the SiW-M

dataset [1], namely, Replay (Figure 2.1c), Obfuscation (Figure 2.1i), and Paper Glasses (Fig-

ure 2.1m). The experiment is conducted under the unknown attack scenario (leave-one-instrument-

out protocol).

In this experiment, a traditional CNN learning a global image descriptor is constructed by

replacing the 1 × 1 convolutional layer with a fully connected layer. We compare the CNN to the

proposed backbone FCN in Table 2.2 which learns local representations. For a fair comparison

between CNN and FCN, we utilize the same meta-parameters and employ global supervision only

(Stage I).
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In Table 2.3, we find that overall FCNs are more generalizable to unknown presentation at-

tack instruments compared to global embeddings. For presentation attack instruments where the

presentation attack affects the entire face, such as replay attacks, the differences between general-

ization performance of CNN and FCN are negligible. Here, presentation attack decisions at local

spatial regions do not have any significant advantage over a single presentation attack decision

over the entire image. Recall that CNNs employ a fully connected layer which strips away all

spatial information. This explains why local decisions can significantly improve generalizability

of FCN over CNN when presentation attack instruments are local in nature (e.g., make-up attacks

and partial attacks). Due to subtlety of obfuscation attacks and localized nature of paper glasses,

FCN can exhibit a relative reduction in EER by 16% and 47%, respectively, relative to CNN.

2.6.2 Region Extraction Strategies

We considered 6 different region extraction strategies, namely, Eye-Region, Nose-Region, Mouth-

Region, Landmark-Region, Random-Crop, and Self-Supervised Regions (Proposed) (see Fig-

ure 2.5). We also include results for a Global model which refers to training the FCN with the

entire face image only (Stage I).

Since all face images are aligned and cropped, spatial information is consistent across all im-

ages in datasets. Therefore, we can automatically extract facial regions that inclue eye, nose, and

mouth regions (Figure 2.5a). We train the proposed FCN separately on each of the three regions to

obtain three models: eye-region, nose-region, and mouth-region.

We also investigate extracting regions defined by face landmarks. For this, we utilize a state-

of-the-art landmark extractor, namely DLIB [130], to obtain 68 landmark points. We exclude 17

landmarks defined around the jawline and define a subset of 51 landmark points around eyebrows

(10 landmarks), eyes (12 landmarks), nose (9 landmarks), and mouth (20 landmarks). A total of

51 regions (with a fixed size 32× 32) centered around each landmark are extracted and used train

a single FCN on all 51 regions.

Our findings are as follows: (i) almost all methods with regional supervision have lower overall
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error rates as compared to training with the entire face. Exception to this is when FCN is trained

only on mouth regions. This is likely because a majority of presentation attack instruments may

not contain presentation attack patterns across mouth regions (Figure 2.1). (ii) when both global

and domain-knowledge strategies (specifically, eyes and nose) are fused, the generalization perfor-

mance improves compared to the global model alone. Note that we do not fuse the mouth region

since the performance is poor for mouth regions. Similarly, we find that regions cropped around

landmarks when fused with the global classifier can achieve better generalization performance.

(iii) sampling random local regions of the face also results in high error rates across the diverse set

of presentation attack instruments. (iv) compared to all region extraction strategies, the proposed

self-supervised region extraction strategy (Stage I→ Stage II) achieves the lowest generalization

error rates across all presentation attack instruments with a 40% and 45% relative reduction in EER

and ACER compared to the Global model (Stage I). This supports our hypothesis that both Stage

I and Stage II are required for enhanced generalization performance across unknown presentation

attack instruments. A score-level fusion of the global FCN with self-supervised regions does not

show any significant reduction in error rates. This is because we already trained the proposed FCN

on global faces in Stage I.

The Random-Crop strategy can be viewed as a variant of training the proposed Stage II without

any region-selection guidance from Stage I. In order to further investigate the benefit of the pro-

posed self-supervision method, we train two models to distinguish between bonafide samples and

Paper Glasses presentation attack samples: (i) Random Crop model is trained on patches randomly

sampled from the input image such that the size of each region is between 64×64 and 256×256, and

(ii) Self-Supervised Regions model is trained on patches sampled from weakly labeled regions by

the pre-trained model from Stage I. For a fair comparison, we do not employ the pre-trained model

from Stage I to train the Self-Supervised Regions model. In Figure 2.7, we plot the training loss for

both models over multiple training iterations. We can observe that the proposed self-supervised re-

gion method aids in network convergence. This is because random cropping can result in training

with bonafide regions from presentation attack samples (see Figure 2.7), whereas, the proposed
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(a) Obfuscation (b) Attack Score: 1.0 (c) Attack Score: 0.7

(d) Obfuscation (e) Attack Score: 0.0 (f) Attack Score: 0.0

Figure 2.6 (a) An example obfuscation presentation attack attempt where our network correctly
predicts the input to be a presentation attack. (b, e) Score map output by our network trained via
Self-Supervised Regions. (c, f) Score map output by FCN trained on entire face images. (d) An
example obfuscation presentation attack attempt where our network incorrectly predicts the input
to be a bonafide. Attack scores are given below the score maps. Decision threshold is 0.5.

self-supervision method ensures that regions sampled from presentation attacks indeed contains

presentation attack artifacts.

In Figure 2.6, we analyze the effect of training the FCN locally vs. globally on the prediction

results. In the first row, where both models correctly predict the input to be a presentation attack,

we see that FCN trained via random regions can correctly identify presentation attack regions such

as fake eyebrows. In contrast, the global FCN can barely locate the fake eyebrows. Since random

regions increases the variability in the training set along with advantage of learning local features

than global FCN, we find that proposed self-supervised regional supervision performs best.
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1.21 1.18 1.16

Figure 2.7 Network convergence over a number of training iterations when a model trains on (a)
randomly cropped patches (blue line), and (b) self-supervised regions extracted via pre-trained
model from Stage I (orange line). Randomly cropping patches may result in noisy samples where
bonafide samples from presentation attack samples may be used for training. Some example ran-
domly cropped patches with high training loss are shown above the lines. Instead, we find that the
proposed self-supervision aids in network convergence.

2.6.3 Evaluation of Network Capacity

In Table 2.5, we show the generalization performance of our model when we vary the capacity

of the network. We consider three different variants of the proposed FCN: (a) 3-layer FCN (76K

parameters), (b) 5-layer FCN (1.5M parameters; proposed), and (c) 6-layer FCN (3M parame-

ters). This experiment is evaluated on three unknown presentation attack instruments, namely, Re-

play, Obfuscation, and Paper Glasses. We chose these presentation attack instruments due to

their vastly diverse nature. Replay attacks consist of global presentation attack patterns, whereas
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Table 2.5 Generalization error of FCNs with respect to the number of trainable parameters.

Method Metric (%) Replay Obfuscation Paper Glasses Mean ± Std.

3-layers (76K)
ACER 13.9 57.6 12.3 27.9 ± 25.7

EER 14.0 44.1 7.5 21.9 ± 19.5

5-layers (1.5M ; proposed)
ACER 7.4 22.5 14.1 14.7 ± 7.6

EER 6.8 17.8 13.5 12.7 ± 4.5

6-layers (3M )
ACER 11.2 32.9 19.8 21.3 ± 11.0

EER 7.8 25.19 19.7 17.6 ± 7.2

Table 2.6 Results on SiW-M: Unknown Attacks. Here, each column represents an unknown pre-
sentation attack instrument while the method is trained on the remaining 12 presentation attack
instruments.

Method Metric

Replay Print Mask Attacks Makeup Attacks Partial Attacks

Mean ± Std.Replay Print Half Silicone Trans. Paper Mann. Obf. Imp. Cosm. FunnyEye Glasses Paper Cut

99 vids. 118 vids. 72 vids. 27 vids. 88 vids. 17 vids. 40 vids. 23 vids. 61 vids. 50 vids. 160 vids. 127 vids. 86 vids.

SVM+LBP [2]
ACER 20.6 18.4 31.3 21.4 45.5 11.6 13.8 59.3 23.9 16.7 35.9 39.2 11.7 26.9 ± 14.5

EER 20.8 18.6 36.3 21.4 37.2 7.5 14.1 51.2 19.8 16.1 34.4 33.0 7.9 24.5 ± 12.9

Auxiliary [30]
ACER 16.8 6.9 19.3 14.9 52.1 8.0 12.8 55.8 13.7 11.7 49.0 40.5 5.3 23.6 ± 18.5

EER 14.0 4.3 11.6 12.4 24.6 7.8 10.0 72.3 10.1 9.4 21.4 18.6 4.0 17.0 ± 17.7

DTN [1]
ACER 9.8 6.0 15.0 18.7 36.0 4.5 7.7 48.1 11.4 14.2 19.3 19.8 8.5 16.8 ± 11.1

EER 10.0 2.1 14.4 18.6 26.5 5.7 9.6 50.2 10.1 13.2 19.8 20.5 8.8 16.1 ± 12.2

CDC [88]
ACER 10.8 7.3 9.1 10.3 18.8 3.5 5.6 42.1 0.8 14.0 24.0 17.6 1.9 12.7 ± 11.2

EER 9.2 5.6 4.2 11.1 19.3 5.9 5.0 43.5 0.0 14.0 23.3 14.3 0.0 11.9 ± 11.8

Proposed

ACER 7.4 19.5 3.2 7.7 33.3 5.2 3.3 22.5 5.9 11.7 21.7 14.1 6.4 12.4 ± 9.2

EER 6.8 11.2 2.8 6.3 28.5 0.4 3.3 17.8 3.9 11.7 21.6 13.5 3.6 10.1 ± 8.4

TDR* 72.0 51.0 96.0 55.9 39.0 100.0 95.0 31.0 90.0 44.0 33.0 42.9 94.7 65.0 ± 25.9

*TDR evaluated at 2.0% FDR

Table 2.7 Results on SiW-M: Known presentation attack instruments.

Method Metric (%) Mask Attacks Makeup Attacks Partial Attacks Mean ± Std.

Replay Print Half Silicone Trans. Paper Mann. Obf. Imp. Cosm. Funny Eye Glasses Paper Cut

Auxiliary [30]
ACER 5.1 5.0 5.0 10.2 5.0 9.8 6.3 19.6 5.0 26.5 5.5 5.2 5.0 8.7 ± 6.8

EER 4.7 0.0 1.6 10.5 4.6 10.0 6.4 12.7 0.0 19.6 7.2 7.5 0.0 6.5 ± 5.8

Proposed

ACER 3.5 3.1 1.9 5.7 2.1 1.9 4.2 7.2 2.5 22.5 1.9 2.2 1.9 4.7 ± 5.6

EER 3.5 3.1 0.1 9.9 1.4 0.0 4.3 6.4 2.0 15.4 0.5 1.6 1.7 3.9 ± 4.4

TDR* 55.5 92.3 69.5 100.0 90.4 100.0 85.1 92.5 78.7 99.1 95.6 95.7 76.0 87.0 ± 13.0

*TDR evaluated at 2.0% FDR

obfuscation attacks are extremely subtle cosmetic changes. Paper Glasses are constrained only

to eyes. While a large number of trainable parameters lead to poor generalization due to over-
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fitting to the presentation attack instruments seen during training, whereas, too few parameters

limits learning discriminative features. Based on this observation and experimental results, we

utilize the 5-layer FCN (see Table 2.2) with approximately 1.5M parameters. A majority of prior

studies employ 13 densely connected convolutional layers with trainable parameters exceeding

2.7M [30, 88, 124, 127].

2.6.4 Generalization across Unknown Attacks

The primary objective of this work is to enhance generalization performance across a multitude

of unknown presentation attack instruments in order to effectively gauge the expected error rates

in real-world scenarios. The evaluation protocol in SiW-M follows a leave-one-spoof-out testing

protocol where the training split contains 12 different presentation attack instruments and the 13th

presentation attack instrument is held out for testing. Among the bonafide videos, 80% are kept

in the training set and the remaining 20% is used for testing bonafide. Note that there are no

overlapping subjects between the training and testing sets. Also note that no data sample from the

testing presentation attack instrument is used for validation since we evaluate our approach under

unknown attacks. We report ACER and EER across the 13 splits. In addition to ACER and EER,

we also report the TDR at 2.0% FDR.

In Table 2.6, we compare SSR-FCN with prior work. We find that our proposed method

achieves significant improvement in comparison to the published results [88] (relative reduction

of 14% on the average EER and 3% on the average ACER). Note that the standard deviation across

all 13 presentation attack instruments is also reduced compared to prior approaches, even though

some of them [30, 88] utilize auxiliary data such as depth and temporal information.

Specifically, we reduce the EERs of replay, half mask, transparent mask, silicone mask, paper

mask, mannequin head, obfuscation, impersonation, and paper glasses relatively by 27%, 33%,

43%, 93%, 34%, 59%, and 6%, respectively. Among all the 13 presentation attack instruments,

detecting obfuscation attacks is the most challenging. This is due to the fact that the makeup

applied in these attacks are very subtle and majority of the faces are bonafide. Prior works were
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not successful in detecting these attacks and predict most of the obfuscation attacks as bonafide.

By learning discriminative features locally, our proposed network improves the state-of-the-art

obfuscation attack detection performance by 59% in terms of EER and 46% in terms of ACER.

2.6.5 SiW-M: Detecting Known Attacks

Here all the 13 presentation attack instruments in SiW-M are used for training as well as testing.

We randomly split the SiW-M dataset into a 60%-40% training/testing split and report the results

in Table 2.7. In comparison to a state-of-the-art face presentation attack detection method [30],

our method outperforms for almost all of the individual presentation attack instruments as well

as the overall performance across presentation attack instruments. Auxiliary [30] utilizes depth

and temporal information for presentation attack detection which adds significant complexity to

the network. We find that characterizing local spatial regions as bonafide/presentation attack in

fact leads to better generalization on unknown attacks (see Table 2.6) and specialization on known

attacks.

2.6.6 Evaluation on Oulu-NPU Dataset

We follow the four standard protocols defined in the OULU-NPU dataset [2] which cover the cross-

background, cross-presentation-attack-instrument (cross-PAI), cross-capture-device, and cross-

conditions evaluations:

• Protocol I: unseen subjects, illumination, and backgrounds;

• Protocol II: unseen subjects and attack devices;

• Protocol III: unseen subjects and cameras;

• Protocol IV: unseen subjects, illumination, backgrounds, attack devices, and cameras.

We compare the proposed SSR-FCN with the best performing method, namely GRADI-

ENT [131], in IJCB Mobile Face Anti-Spoofing Competition [131] for each protocol. We
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Table 2.8 Error Rates (%) of the proposed SSR-FCN and and competing face presentation attack
detectors under the four standard protocols of Oulu-NPU [2].

Protocol Method APCER BPCER ACER

I

GRADIENT [131] 1.3 12.5 6.9

Auxiliary [30] 1.6 1.6 1.6

DeepPixBiS [124] 0.8 0.0 0.4

TSCNN-ResNet [132] 5.1 6.7 5.9

SSR-FCN (Proposed) 1.5 7.7 4.6

II

GRADIENT [131] 3.1 1.9 2.5

Auxiliary [30] 2.7 2.7 2.7

DeepPixBiS [124] 11.4 0.6 6.0

TSCNN-ResNet [132] 7.6 2.2 4.9

SSR-FCN (Proposed) 3.1 3.7 3.4

III

GRADIENT [131] 2.1 ± 3.9 5.0± 5.3 3.8± 2.4

Auxiliary [30] 2.7± 1.3 3.1± 1.7 2.9± 1.5

DeepPixBiS [124] 11.7± 19.6 10.6± 14.1 11.1± 9.4

TSCNN-ResNet [132] 3.9± 2.8 7.3± 1.1 5.6± 1.6

SSR-FCN (Proposed) 2.9 ± 2.1 2.7 ± 3.2 2.8 ± 2.2

IV

GRADIENT [131] 5.0 ± 4.5 15.0± 7.1 10.0± 5.0

Auxiliary [30] 9.3± 5.6 10.4± 6.0 9.5 ± 6.0

DeepPixBiS [124] 36.7± 29.7 13.3± 16.8 25.0± 12.7

TSCNN-ResNet [132] 11.3± 3.9 9.7 ± 4.8 9.8± 4.2

SSR-FCN (Proposed) 8.3± 6.8 13.3± 8.7 10.8± 5.1

also include some newer baseline methods, including Auxiliary [30], DeepPixBiS [124], and

TSCNN [132]. We compare our proposed method with 10 baselines in total for each protocol.

Additional baselines can be found in supplementary material.

In Table 2.8, SSR-FCN achieves ACERs of 4.6%, 3.4%, 2.8%, and 10.8% in the four protocols,

respectively. Among the baselines, SSR-FCN even outperforms prevailing state-of-the-art methods
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Table 2.9 Cross-Dataset HTER (%) of the proposed SSR-FCN and competing face presentation
attack detectors.

Method CASIA→ Replay Replay→ CASIA
CNN [112] 48.5 45.5
Color Texture [102] 47.0 49.6
FaceSpoofBuster [133] 43.3 53.0
Auxiliary [30] 27.6 28.4
De-Noising [125] 28.5 41.1
Damer & Dimitrov [134] 28.4 38.1
STASN [135] 31.5 30.9
SAPLC [127] 27.3 37.5
SSR-FCN (Proposed) 19.9 41.9

“CASIA→ Replay” denotes training on CASIA and testing on Replay-Attack

in protocol III which corresponds to generalization performance for unseen subjects and cameras.

The results are comparable to baseline methods in the other three protocols. Since Oulu-NPU

comprises of only print and replay attacks, a majority of the baseline methods incorporate auxiliary

information such as depth and motion. Indeed, incorporating auxiliary information could improve

the results at the risk of overfitting and overhead cost and time.

2.6.7 Cross-Dataset Generalization

In order to evaluate the generalization performance of SSR-FCN when trained on one dataset and

tested on another, following prior studies, we perform a cross-dataset experiment between CASIA-

FASD [3] and Replay-Attack [4].

In Table 2.9, we find that, compared to 6 prevailing state-of-the-art methods, the proposed SSR-

FCN achieves the lowest error (a 27% improvement in HTER) when trained on CASIA-FASD [3]

and evaluated on Replay-Attack [4]. On the other hand, SSR-FCN achieves worse performance

when trained on Replay-Attack and tested on CASIA-FASD. This can likely be attributed to higher

resolution images in CASIA-FASD compared to Replay-Attack. This demonstrates that SSR-

FCN trained with higher-resolution data can generalize better on poorer quality testing images,
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0. 12 0. 11 0. 34 0. 56

0. 27 0. 24 0. 78 0. 89

(a) Misclassified Lives as Spoofs

(b) Misclassified Spoofs as Lives

Figure 2.8 Example cases where the proposed framework, SSR-FCN, fails to correctly classify
bonafides and presentation attacks. (a) Bonafides are misclassified as presentation attacks likely
due to bright lighting and occlusions in face regions. (b) Presentation attacks misclassified as
bonafides due to the subtle nature of make-up attacks and transparent masks. Corresponding attack
scores (∈ [0, 1]) are provided below each image. Larger value of attack score indicates a higher
likelihood that the input image is a presentation attack. Decision threshold is 0.5.

but the reverse may not hold true. We intend on addressing this limitation in future work.

Additional baselines can be found in supplementary material.

2.6.8 Failure Cases

Even though experiment results show enhanced generalization performance, our model still fails

to correctly classify certain input images. In Figure 2.8, we show a few such examples.

Figure 2.8a shows incorrect prediction of bonafides as presentation attacks in the presence

of inhomogeneous illumination. This is because the model predicts bonafide as being one of

replay and print attacks which exhibit bright lighting patterns due to the recapturing media such

as smartphones and laptops. Since we fine-tune our network via regional supervision in Stage II,

artifacts that obstruct parts of the faces can also adversely affect our model.
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0.00 0.99 0.99 0.99 0.73 0.79 0.99

0.99 0.62 0.99 0.91 0.98 0.99 0.99

Live Replay Print Half-Mask Silicone Mask Trans. Mask Paper Mask

Mannequin Obfuscation Impersonation Cosmetic FunnyEye Paper Glasses Paper Cut

Figure 2.9 Visualizing presentation attack regions via the proposed SSR-FCN. Red regions indicate
higher likelihood of being a presentation attack region. Corresponding attack scores (∈ [0, 1]) are
provided below each image. Larger value of attack score indicates a higher likelihood that the
input image is a presentation attack. Decision threshold is 0.5.

Figure 2.8b shows incorrect classification of presentation attack as bonafides. This is par-

ticularly true when presentation attack artifacts are very subtle, such as cosmetic and obfuscation

make-up attacks. Transparent masks can also be problematic when the mask itself is barely visible.

2.6.9 Computational Requirement

Since face presentation attack detection modules are employed as a pre-processing step for auto-

mated face recognition systems, it is crucial that the presentation attack prediction time should be

as low as possible. The proposed approach comprises of 1.5M trainable parameters compared to a

traditional CNN [30] with 3M learnable parameters. The proposed SSR-FCN takes under 2 hours

to train both Stage I and Stage II, and 4 miliseconds to predict a single (256×256) presentation at-

tack/bonafide image on a Nvidia GTX 1080Ti GPU. In other words, SSR-FCN can process frames
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(a) Paper Eyeglasses (b) Average Eyeglasses Score Map

Figure 2.10 A partial presentation attack artifact may be present in a small portion of the input
256 × 256 face image, such as (a) paper eyeglasses. However, since the proposed SSR-FCN dy-
namically aggregates decisions across multiple receptive fields in the image, a majority of the
pixels in the final score map comprise of high scores (indicating the presence of a presentation
attack). We visualize the average score map across all paper eyeglass attacks in (b).

at 250 Frames Per Second (FPS) and the size of the model is only 11.8MB. Therefore, SSR-FCN is

well suited for deployment where real-time decisions are required.

2.6.10 Visualizing Presentation Attack Regions

SSR-FCN can automatically locate the individual presentation attack regions in an input face im-

age. In Figure 2.9, we show heatmaps from the score maps extracted for a randomly chosen image

from all presentation attack instruments. Red regions indicate a higher likelihood of presentation

attack.

For a bonafide input image, the presentation attack regions are sparse with low likelihoods. In

the case of replay and print attacks, the predicted presentation attack regions are located throughout

the entire face image. This is because these presentation attacks contain global-level noise. For

mask attacks, including half-mask, silicone mask, transparent mask, paper mask, and mannequin,

the presentation attack patterns are identified near the eye and nose regions. Make-up attacks are
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harder to detect since they are very subtle in nature. Proposed SSR-FCN detects obfuscation and

cosmetic attack attempts by learning local discriminative cues around the eyebrow regions. In

contrast, impersonation make-up patterns exist throughout the entire face. We also find that SSR-

FCN can precisely locate the presentation attack artifacts, such as funny eyeglasses, paper glasses,

and paper cut, in partial attacks.

2.7 Discussion

We show that the proposed SSR-FCN achieves superior generalization performance on SiW-M

dataset [1] compared to the prevailing state-of-the-art methods that tend to overfit on the seen

presentation attack instruments. Our method also achieves comparable performance to the state-

of-the-art in Oulu-NPU dataset [2] and outperforms all baselines for cross-dataset generalization

performance (CASIA-FASD [3]→ Replay-Attack [4]).

In contrast to a number of prior studies [30, 88, 102, 123], the proposed approach does not

utilize auxiliary cues for presentation attack detection, such as motion and depth information.

While incorporating such cues may enhance performance on print and replay attack datasets such

as Oulu-NPU, CASIA-MFSD, and Replay-Attack, it is at the risk of potentially overfitting to the

two attacks and compute cost. A major benefit of SSR-FCN lies is its usability. A simple pre-

processing step includes face detection and alignment. The cropped face is then passed to the

network. With a single forward-pass through the FCN, we obtain both the score map and the final

attack score.

Our proposed SSR-FCN outputs a bonafide/presentation attack decision at each pixel of inter-

mediate feature maps. Due to the downsampling layers found after each convolutional operation

(see Table 2.2), the decisions are automatically aggregated. Therefore, the final feature map (ref-

ered to as score map) is of much smaller resolution (16×16 pixels) compared to the original image.

Therefore, in the case of partial attacks such as paper eyeglasses, even though a small portion of

the face image comprises of a presentation attack artifact, our final score map is an aggregated
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decision across multiple sliding windows (receptive field) of the original image. In Figure 2.10,

we compute the average score map for all the paper eyeglasses presentation attacks. We find that,

even though paper eyeglasses comprise of a small portion of the original image, majority of the

pixels in the average score map comprise of high scores (indicating the presence of a presentation

attack). In this paper, we obtain the final score via average pooling the score map. As future work,

we intend on exploring other fusion mechanisms such as a weighted average via an attention mask.

Even though the proposed method is well-suited for generalizable face presentation attack de-

tection, SSR-FCN is still limited by the amount and quality of available training data. For instance,

when trained on a low-resolution dataset, namely Replay-Attack [4], cross-dataset generalization

performance suffers.

2.8 Summary

Face presentation attack detection systems are crucial for secure operation of an automated face

recognition system. With the introduction of sophisticated presentation attacks, such as high reso-

lution and tight fitting silicone 3D face masks, presentation attack detectors need to be robust and

generalizable. We proposed a face presentation attack detection framework, namely SSR-FCN,

that achieved state-of-the-art generalization performance against 13 different presentation attack

instruments. SSR-FCN reduced the average error rate of competitive algorithms by 14% on one

of the largest and most diverse face presentation attack detection dataset, SiW-M, comprised of 13

presentation attack instruments. It also generalizes well when training and testing datasets are from

different sources. In addition, the proposed method is shown to be more interpretable compared

to prior studies since it can directly predict the parts of the faces that are considered as presen-

tation attacks. In the future, we intend on exploring whether incorporating domain knowledge in

SSR-FCN can further improve generalization performance.
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Chapter 3

Synthesizing and Defending Against

Adversarial Faces

In the previous chapter, we proposed a solution to defend AFR systems against physically crafted

face spoofs. However, in this chapter, we will show that prevailing AFR systems are also vul-

nerable to the growing threat of adversarial examples which are digital crafted. Our main focus

is to first design an automatic adversarial synthesis method that can evade 5 state-of-the-art AFR

systems. With a powerful adversarial face synthesizer, we evaluate the robustness of prevailing

AFR systems against such digital adversarial attacks. The latter part of the chapter presents a

state-of-the-art solution to safeguard AFR systems against any adversarial face.
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3.1 Introduction

(a) Enrolled Face

0.72

0.78

(b) Input Probe

0.22

0.12

(c) AdvFaces

0.26

0.25

(d) PGD [33]

0.14

0.25

(e) FGSM [70]

Figure 3.1 Example gallery and probe face images and corresponding synthesized adversarial ex-
amples. (a) Two celebrities’ real face photo enrolled in the gallery and (b) the same subject’s
probe image; (c) Adversarial examples generated from (b) by our proposed synthesis method, Ad-
vFaces; (d-e) Results from two adversarial example generation methods. Cosine similarity scores
(∈ [−1, 1]) obtained by comparing (b-e) to the enrolled image in the gallery via ArcFace [9] are
shown below the images. A score above 0.28 (threshold @ 0.1% False Accept Rate) indicates that
two face images belong to the same subject. Here, a successful obfuscation attack would mean that
humans can identify the adversarial probes and enrolled faces as belonging to the same identity but
an automated face recognition system considers them to be from different subjects.

From mobile phone unlock, to boarding a flight at airports, the ubiquity of automated face

recognition systems (AFR) is evident. With deep learning models, AFR systems are able to achieve

accuracies as high as 99% True Accept Rate (TAR) at 0.1% False Accept Rate (FAR) [22]. The

model behind this success is a Convolutional Neural Network (CNN) [6,9,44] and the availability

of large face datasets to train the model. However, CNN models have been shown to be vulnerable

to adversarial perturbations1 [69–72]. Szegedy et al. first showed the dangers of adversarial

examples in the image classification domain, where perturbing the pixels in the input image can

cause CNNs to misclassify the image even when the amount of perturbation is imperceptible to

1Adversarial perturbations refer to altering an input image instance with small, human imperceptible changes in a
manner that can evade CNN models.
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(a) Print attack (b) Replay attack (c) Mask attack

(d) Adversarial Faces synthesized via proposed AdvFaces

Figure 3.2 Three types of face presentation attacks: (a) printed photograph, (b) replaying the tar-
geted person’s video on a smartphone, and (c) a silicone mask of the target’s face. Face presentation
attacks require a physical artifact. Adversarial attacks (d), on the other hand, are digital attacks that
can compromise either a probe image or the gallery itself. To a human observer, face presentation
attacks (a-c) are more conspicuous than adversarial faces (d).

the human eye [69]. Despite impressive recognition performance, prevailing AFR systems are still

vulnerable to the growing threat of adversarial examples (see Figure 3.1).

To attack an AFR system, a hacker can maliciously perturb his face image in a manner that

can cause AFR systems to match it to a target victim (impersonation attack) or any identity other

than the hacker (obfuscation attack). Yet to the human observer, this adversarial face image should

appear as a legitimate face photo of the attacker (see Figure 3.2d). This is different from face pre-

sentation attacks, where the hacker assumes the identity of a target by presenting a fake face

(also known as spoof face) to a face recognition system (see Figure 3.2). However, in the case

of presentation attacks, the hacker needs to actively participate by wearing a mask or replaying a

photograph/video of the genuine individual which may be conspicuous in scenarios where human

operators are involved (such as airports). As discussed below, adversarial faces, do not require ac-

tive participation of the subject during authentication (comparison between adversarial probe and
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Figure 3.3 Eight points of attacks in an automated face recognition system [31]. An adversarial
image can be injected in the AFR system at points 2 and 6 (solid arrows).

gallery images).

Consider for example, the United States Customs and Border Protection (CBP), the largest

federal law enforcement agency in the United States [73], which (i) processes entry to the country

for over a million travellers everyday [74] and (ii) employs automated face recognition for verifying

travelers’ identities [75]. In order to evade being identified as an individual in a CBP watchlist,

a terrorist can maliciously enroll an adversarial image in the gallery such that upon entering the

border, his legitimate face image will be matched to a known and benign individual or to a fake

identity previously enrolled in the gallery. An individual can also generate adversarial examples

to dodge his own identity in order to guard personal privacy. Ratha et al. [31] identified eight

points in a biometric system where an attack can be launched against a biometric (including face)

recognition system, including AFR (see Figure 3.3). An adversarial face image can be inserted in

the AFR system at point 2, where compromised face embeddings will be obtained by the feature

extractor that could be used for impersonation or obfuscation attacks. The entire gallery can also

be compromised if the hacker enrolls an adversarial image at point 6, where none of the probes

will match to the correct identity’s gallery.
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Three broad categories of adversarial attacks have been identified.

1. White-box attack: A majority of the prior work assumes full knowledge of the CNN model

and then iteratively adds imperceptible perturbations to the probe image via various opti-

mization schemes [32,33,70,136–141]. This is unrealistic in real-world scenarios, since the

attacker may not be able to access the models.

2. Black-box attack: Generally, black-box attacks are launched by querying the outputs of the

deployed AFR system [142], [143]. But it may take a large number of queries to obtain a

reasonable adversarial image [142]. Further, most Commercial-Off-The-Shelf (COTS) face

matchers permit only a few queries at a time to prevent such attacks.

3. Semi-whitebox attack: Here, a white-box model is utilized only during training and then ad-

versarial examples are synthesized during inference without any knowledge of the deployed

AFR model.

This chapter first proposes a GAN-based adversarial face synthesis method, namely AdvFaces,

that learns to generate visually realistic adversarial face images that are misclassified by state-of-

the-art AFR systems. The latter part of the chapter utilizes the concepts learned from AdvFaces in

order to defend AFR sytems against any adversarial attack type.

3.2 Related Work

3.2.1 Generative Adversarial Networks (GANs)

Generative Adversarial Networks [144] have been shown to be successful in a wide variety of

image synthesis applications [145, 146] such as style transfer [147–149], image-to-image trans-

lation [150, 151], and representation learning [145, 152, 153]. Our objective is to synthesize face

images that are not only visually realistic but are also able to evade AFR systems.
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3.2.2 Adversarial Attacks on Image Classification

Majority of the published papers have focused on white-box attacks, where the hacker has full

access to the model that is being attacked [33,69,70,136,137]. Other works focused on optimizing

adversarial perturbation by minimizing an objective function for targeted attacks while satisfying

certain constraints [136]. However, these white-box approaches are not feasible in the face recog-

nition domain, as the attacker is unlikely to have access to the deployed AFR system. We propose

a feed-forward network that can automatically generate an adversarial image with a single forward

pass without the need for any knowledge of AFR system during inference.

Indeed, feed-forward networks have been used for synthesizing adversarial attacks. Baluja

and Fischer proposed a deep autoencoder that learns to transform an input image to an adversarial

image [154]. Studies on synthesizing adversarial instances via GANs are limited in literature [155–

157]. These methods require softmax probabilities in order to evade an image classifier. Instead,

we propose an identity loss function better suited for generating adversarial faces using the face

embeddings obtained from a face matcher.

3.2.3 Adversarial Attacks on Face Recognition

In literature, studies on generating adversarial examples in the face recognition domain are rela-

tively limited. Bose et al. craft adversarial examples by solving constrained optimization such that

a face detector cannot detect a face [158]. In [159, 160], perturbations are constrained to the eye-

glass region of the face and adversarial image is generated by gradient-based methods. However,

these methods rely on white-box manipulations of face recognition models, which is impractical

in real-world scenarios. Dong et al. proposed an evolutionary optimization method for generating

adversarial faces in black-box settings [142]. However, they require at least 1,000 queries to the

target AFR system before a realistic adversarial face can be synthesized. Song et al. employed

a conditional variation autoencoder GAN for crafting adversarial face images in a semi-whitebox

setting [161]. However, they only focused on impersonation attacks and require at least 5 images

of the target subject for training and inference. In contrast, we train a GAN that can perform both
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Study Method Dataset Attacks Self-Sup.
R

ob
us

tn
es

s Adv. Training [11] (2017) Train with adv. ImageNet [162] FGSM [34] ×
RobGAN [12] (2019) Train with generated adv. CIFAR10 [163], Ima-

geNet [162]
PGD [35] ×

Feat. Denoising [164] (2019) Custom network arch. ImageNet [162] PGD [35] ×
L2L [13] (2019) Train with generated adv. MNIST [165], CIFAR10 [163] FGSM [34], PGD [35],

C&W [136]
X

D
et

ec
tio

n

Gong et al. [166] (2017) Binary CNN MNIST [165], CIFAR10 [163] FGSM [34] ×
UAP-D [167] (2018) PCA+SVM MEDS [168], MultiPIE [169],

PaSC [170]
UAP [171] ×

SmartBox [172] (2018) Adaptive Noise Yale Face [173] DeepFool [141], EAD [174],
FGSM [34]

×

ODIN [175] (2018) Out-of-distribution Detection CIFAR10 [163], Ima-
geNet [162]

OOD samples ×

Goswami et al. [176] (2019) SVM on AFR Filters MEDS [168], PaSC [170],
MBGC [177]

Black-box, EAD [174] ×

Steganalysis [178] (2019) Steganlysis ImageNet [162] FGSM [34], DeepFool [141],
C&W [136]

×

Massoli et al. [179] (2020) MLP/LSTM on AFR Filters VGGFace2 [180] BIM [181], FGSM [34],
C&W [136]

×

Agarwal et al. [182] (2020) Image Transformation ImageNet [162], MBGC [177] FGSM [34], PGD [35], Deep-
Fool [141]

×

Pu
ri

fic
at

io
n

MagNet [14] (2017) AE Purifier MNIST [165], CIFAR10 [163] FGSM [34], DeepFool [141],
C&W [136]

×

DefenseGAN [15] (2018) GAN MNIST [165], CIFAR10 [163] FGSM [34], C&W [136] ×
Feat. Distillation [183] (2019) JPEG-compression MNIST [165], CIFAR10 [163] FGSM [34], DeepFool [141],

C&W [136]
×

NRP [184] (2020) AE Purifier ImageNet [162] FGSM [34] X

A-VAE [185] (2020) Variational AE LFW [8] FGSM [34], PGD [35],
C&W [136]

×

FaceGuard (this study) Adv. Generator + Detector LFW [8], Celeb-A [17],
FGSM [34], PGD [35], Deep-
Fool [141], X

+ Purifier FFHQ [18] AdvFaces [16], GFLM [32], Semantic [186]

Table 3.1 Related work in adversarial defenses used as baselines in our study. Unlike majority
of prior work, FaceGuard is self-supervised where no pre-computed adversarial examples are re-
quired for training.

obfuscation and impersonation attacks and requires a single face image of the target subject.

3.2.4 Defenses Against Adversarial Attacks

In literature, a common defense strategy, namely robustness is to re-train the classifier we wish to

defend with adversarial examples [11,13,34,35]. However, adversarial training has been shown to

degrade classification accuracy on real (non-adversarial) images [187, 188].

In order to prevent degradation in AFR performance, a large number of adversarial defense

mechanisms are deployed as a pre-processing step, namely detection, which involves training a

binary classifier to distinguish between real and adversarial examples [166, 167, 172, 179, 189–
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199]. The attacks considered in these studies [200–203] were initially proposed in the object

recognition domain and they often fail to detect the attacks in a feature-extraction network setting,

as in face recognition. Therefore, prevailing detectors against adversarial faces are demonstrated

to be effective only in a highly constrained setting where the number of subjects is limited and

fixed during training and testing [167, 172, 179].

Another pre-processing strategy, namely purification, involves automatically removing adver-

sarial perturbations in the input image prior to passing them to a face matcher [14, 15, 184, 204].

However, without a dedicated adversarial detector, these defenses may end up “purifying” a real

face image, resulting in high false reject rates.

In Tab. 3.1, we summarize a few studies on adversarial defenses that are used as baselines in

our work.

3.3 Synthesizing Adversarial Faces

Semi-whitebox settings are more appropriate for crafting adversarial faces; once the network learns

to generate the perturbed instances based on a single face recognition system, attacks can be trans-

ferred to any black-box AFR systems. However, past approaches, based on Generative Adversarial

Networks (GANs) [155–157], were proposed in the image classification domain and rely on soft-

max probabilities [155–157, 161, 205]. Therefore, the number of object classes are assumed to

be known during training and testing. Face recognition systems do not utilize the softmax layer

for classification (as the number of identities are not fixed) instead features from the last fully con-

nected layer are used for comparing face images. Approaches for crafting adversarial faces include

adding makeup, eyeglasses, hat, or occlusions to faces [159–161, 205, 206].

We emphasize the following requirements of the adversarial face generator:

• Adversarial face images should be perceptually realistic such that a human observer can

identify the image as a legitimate face image.

• The faces need to be perturbed in a manner such that they cannot be identified as the hacker

70



N
on-m

atch
0.24

0.72 Enrolled
Face

AdvFaces

Real Probe Adversarial Face

Target’s Probe Target’s Gallery

M
atch

0.38

AdvFaces

(a) Obfuscation Attack

N
on-m

atch
0.24

0.72 Enrolled
Face

AdvFaces

Real Probe Adversarial Face

Target’s Probe Target’s Gallery

M
atch

0.38

AdvFaces
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Figure 3.4 Once trained, AdvFaces automatically generates an adversarial face image. During an
obfuscation attack, (a) the adversarial face appears to be a benign example of Cristiano Ronaldo’s
face, however, it fails to match his enrolled image. AdvFaces can also combine Cristiano’s probe
and Brad Pitt’s probe to synthesize an adversarial image that looks like Cristiano but matches
Brad’s gallery image (b).

(obfuscation attack) or automatically matched to a target subject (impersonation attack) by

an AFR system.

• The amount of perturbation should be controllable by the hacker so that he can examine the

success of the learning model as a function of amount of perturbation.

• The adversarial examples should be transferable and model-agnostic (i.e.treat the target AFR

model as a black-box). In other words, the generated adversarial examples should have high

attack success rate on other black-box AFR systems as well.

We propose an automated adversarial face synthesis method, named AdvFaces, which generates

an adversarial image for a probe face image and satisfies all the above requirements (see Fig. 3.4).
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The contributions of the paper are as follows:

1. GAN-based AdvFaces that learns to generate visually realistic adversarial face images that

are misclassified by state-of-the-art AFR systems.

2. Adversarial faces generated via AdvFaces are model-agnostic and transferable, and achieve

high success rate on 5 state-of-the-art automated face recognition systems.

3. Perceptual studies where human observers suggest that the adversarial examples appear sim-

ilar to the probe.

4. Visualizing the facial regions, where pixels are perturbed and analyzing the transferability

of AdvFaces.

5. An open-source2 automated adversarial face generator permitting users to control the amount

of perturbation.

3.3.1 Proposed Methodology

Our goal is to synthesize a face image that visually appears to pertain to the target face, yet auto-

matic face recognition systems either incorrectly matches the synthesized image to another person

or does not match to target’s gallery images. AdvFaces comprises of a generator G, a discriminator

D, and face matcher (see Figure 3.5).

Generator The proposed generator takes an input face image, x ∈ X , and outputs an image,

G(x). The generator is conditioned on the input image x; for different input faces, we will get

different synthesized images.

Since our goal is to obtain an adversarial image that is metrically similar to the probe in the

image space, x, it is not desirable to perturb all the pixels in the probe image. For this reason,

we treat the output from the generator as an additive mask and the adversarial face is defined as

x + G(x). If the magnitude of the pixels in G(x) is minimal, then the adversarial image comprises

mostly of the probe x. Here, we denote G(x) as an “adversarial mask”. In order to bound the

2https://github.com/ronny3050/AdvFaces
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Figure 3.5 Given a probe face image, AdvFaces automatically generates an adversarial mask that
is then added to the probe to obtain an adversarial face image.

magnitude of the adversarial mask, we introduce a perturbation loss during training by minimizing

the L2 norm3:

Lperturbation = Ex [max (ε, ‖G(x)‖2)] (3.3.1)

where ε ∈ [0,∞) is a hyperparameter that controls the minimum amount of perturbation allowed.

In order to achieve our goal of impersonating a target subject’s face or obfuscating one’s own

identity, we need a face matcher, F , to supervise the training of AdvFaces. For obfuscation attack,

at each training iteration, AdvFaces tries to minimize the cosine similarity between face embed-

dings of the input probe x and the generated image x + G(x) via an identity loss function:

Lidentity = Ex[F(x,x + G(x))] (3.3.2)

For an impersonation attack, AdvFaces maximizes the cosine similarity between the face embed-

dings of a randomly chosen target’s probe, y, and the generated adversarial face x + G(x) via:

Lidentity = Ex[1−F(y,x + G(x))] (3.3.3)

3For brevity, we denote Ex ≡ Ex∈X .
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Obfuscation Attack AdvFaces GFLM [32] PGD [33] FGSM [70]

Attack Success Rate (%) @ 0.1% FAR
FaceNet [6] 99.67 23.34 99.70 99.96
SphereFace [44] 97.22 29.49 99.34 98.71
ArcFace [9] 64.53 03.43 33.25 35.30
COTS-A 82.98 08.89 18.74 32.48
COTS-B 60.71 05.05 01.49 18.75

Structural Similarity 0.95 ± 0.01 0.82 ± 0.12 0.29 ± 0.06 0.25 ± 0.06

Computation Time (s) 0.01 3.22 11.74 0.03

Impersonation Attack AdvFaces A3GN [161] PGD [33] FGSM [70]

Attack Success Rate (%) @ 0.1% FAR
FaceNet [6] 20.85 ± 0.40 05.99 ± 0.19 76.79 ± 0.26 13.04 ± 0.12
SphereFace [44] 20.19 ± 0.27 07.94 ± 0.19 09.03 ± 0.39 02.34 ± 0.03
ArcFace [9] 24.30 ± 0.44 17.14 ± 0.29 19.50 ± 1.95 08.34 ± 0.21
COTS-A 20.75 ± 0.35 15.01 ± 0.30 01.76 ± 0.10 01.40 ± 0.08
COTS-B 19.85 ± 0.28 10.23 ± 0.50 12.49 ± 0.24 04.67 ± 0.16

Structural Similarity 0.92 ± 0.02 0.69 ± 0.04 0.77 ± 0.04 0.48 ± 0.75

Computation Time (s) 0.01 0.04 11.74 0.03

White-box matcher (used for training) Black-box matcher (never used in training)

Table 3.2 Attack success rates and structural similarities between probe and gallery images for
obfuscation and impersonation attacks. Attack rates for obfuscation comprises of 484,514 com-
parisons and the mean and standard deviation across 10-folds for impersonation reported. The
mean and standard deviation of the structural similarities between adversarial and probe images
along with the time taken to generate a single adversarial image (on a Quadro M6000 GPU) also
reported.

The perturbation and identity loss functions enforce the network to learn the salient facial

regions that can be perturbed minimally in order to evade automatic face recognition systems.

Discriminator Akin to previous works on GANs [144, 150], we introduce a discriminator in

order to encourage perceptual realism of the generated images. We use a fully-convolution network

as a patch-based discriminator [150]. Here, the discriminator, D, aims to distinguish between a

probe, x, and a generated adversarial face image x + G(x) via a GAN loss:

LGAN = Ex [logD(x)] +

Ex[log(1−D(x + G(x)))]

(3.3.4)
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Finally, AdvFaces is trained in an end-to-end fashion with the following objectives:

min
D
LD = −LGAN (3.3.5)

min
G
LG = LGAN + λiLidentity + λpLperturbation (3.3.6)

where λi and λp are hyper-parameters controlling the relative importance of identity and perturba-

tion losses, respectively. Note that LGAN and Lperturbation encourage the generated images to be

visually similar to the original face images, while Lidentity optimizes for a high attack success rate.

After training, the generator G can generate an adversarial face image for any input image and can

be tested on any black-box face recognition system.

3.3.2 Experimental Settings

Evaluation Metrics We quantify the effectiveness of the adversarial attacks generated by Adv-

Faces and other state-of-the-art baselines via (i) attack success rate and (ii) structural similarity

(SSIM).

The attack success rate for obfuscation attack is computed as,

Attack Success Rate =
(No. of Comparisons < τ )
Total No. of Comparisons

(3.3.7)

where each comparison consists of a subject’s adversarial probe and an enrollment image. Here, τ

is a pre-determined threshold computed at, say, 0.1% FAR4. Attack success rate for impersonation

attack is defined as,

Attack Success Rate =
(No. of Comparisons ≥ τ )
Total No. of Comparisons

(3.3.8)

Here, a comparison comprises of an adversarial image synthesized with a target’s probe and

matched to the target’s enrolled image. We evaluate the success rate for the impersonation set-

ting via 10-fold cross-validation where each fold consists of a randomly chosen target.

Similar to prior studies [161], in order to measure the similarity between the adversarial ex-

4For each face matcher, we pre-compute the threshold at 0.1% FAR on all possible image pairs in LFW. For e.g.,
threshold @ 0.1% FAR for ArcFace is 0.28.
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ample and the input face, we compute the structural similarity index (SSIM) between the images.

SSIM is a normalized metric between −1 (completely different image pairs) to 1 (identical image

pairs).

Datasets We train AdvFaces on CASIA-WebFace [10] and then test on LFW [8]5.

• CASIA-WebFace [10] is comprised of 494,414 face images belonging to 10,575 different

subjects. We removed 84 subjects that are also present in LFW and the testing images in this

chapter.

• LFW [8] contains 13,233 web-collected images of 5,749 different subjects. In order to

compute the attack success rate, we only consider subjects with at least two face images.

After this filtering, 9,614 face images of 1,680 subjects are available for evaluation.

All the testing images in this chapter have no identity overlap with the training set, CASIA-

WebFace [10].

Experimental Settings We use ADAM optimizers in Tensorflow with β1 = 0.5 and β2 = 0.9 for

the entire network. Each mini-batch consists of 32 face images. We train AdvFaces for 200,000

steps with a fixed learning rate of 0.0001. Since our goal is to generate adversarial faces with high

success rate, the identity loss is of utmost importance. We empirically set λi = 10.0 and λp = 1.0.

We train two separate models and set ε = 3.0 and ε = 8.0 for obfuscation and impersonation

attacks, respectively. Architecture details are provided in the Addendum (Sec. 3.3.9).

Face Recognition Systems For all our experiments, we employ 5 state-of-the-art face matchers6.

Three of them are publicly available, namely, FaceNet [6], SphereFace [44], and ArcFace [9].

We also report our results on two commercial-off-the-shelf (COTS) face matchers, COTS-A and

COTS-B7. We use FaceNet [6] as the white-box face recognition model, F , during training. All

5Training on CASIA-WebFace and evaluating on LFW is a common approach in face recognition literature [9,44]
6All the open-source and COTS matchers achieve 99% accuracy on LFW under LFW protocol.
7Both COTS-A and COTS-B utilize CNNs for face recognition. COTS-B is one of the top performers in the NIST

Ongoing Face Recognition Vendor Test (FRVT) [207].
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(a) Obfuscation Attack
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Figure 3.6 Adversarial face synthesis results on LFW dataset in (a) obfuscation and (b) imperson-
ation attack settings (cosine similarity scores obtained from ArcFace [9] with threshold @ 0.1%
FAR= 0.28). The proposed method synthesizes adversarial faces that are seemingly inconspic-
uous and maintain high perceptual quality. Additional examples are available in the Addendum
(Sec. 3.3.9).

the testing images in this chapter are generated from the same model (trained only with FaceNet)

and tested on different matchers.

3.3.3 Comparison with State-of-the-Art

We compare our adversarial face synthesis method with state-of-the-art methods that have specif-

ically been implemented or proposed for faces, including GFLM [32], PGD [33], FGSM [70],
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and A3GN [161]8. In Table 3.2, we find that compared to the state-of-the-art, AdvFaces gener-

ates adversarial faces that are similar to the probe 3.6. Moreover, the adversarial images attain a

high obfuscation attack success rate on 4 state-of-the-art black-box AFR systems in both obfusca-

tion and impersonation settings. AdvFaces learns to perturb the salient regions of the face, unlike

PGD [33] and FGSM [70], which alter every pixel in the image. GFLM [32], on the other hand, ge-

ometrically warps the face images and thereby, results in low structural similarity. In addition, the

state-of-the-art matchers are robust to such geometric deformation which explains the low success

rate of GFLM on face matchers. A3GN, another GAN-based method, however, fails to achieve a

reasonable success rate in an impersonation setting.

3.3.4 Ablation Study

In order to analyze the importance of each module in our system, in Figure 3.7, we train three vari-

ants of AdvFaces for comparison by removing the discriminator (D), perturbation lossLperturbation,

and identity loss Lidentity, respectively. The discriminator helps to ensure the visual quality of the

synthesized faces are maintained. With the generator alone, undesirable artifacts are introduced.

Without the proposed perturbation loss, perturbations in the adversarial mask are unbounded and

therefore, leads to a lack in perceptual quality. The identity loss is imperative in ensuring an ad-

versarial image is obtained. Without the identity loss, the synthesized image cannot evade state-of-

the-art face matchers. We find that every component of AdvFaces is necessary in order to obtain

an adversarial face that is not only perceptually realistic but can also evade state-of-the-art face

matchers.

3.3.5 What is AdvFaces Learning?

Via Lperturbation, during training, AdvFaces learns to perturb only the salient facial regions that

can evade the face matcher, F (FaceNet [6] in our case). In Figure 3.8, AdvFaces synthesizes the

adversarial masks corresponding to the probes. We then threshold the mask to extract pixels with

8We train the baselines using their official implementations (detailed in the Addendum (Sec. 3.3.9)).
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Input w/o D w/o Lprt w/o Lidt with all

Figure 3.7 Variants of AdvFaces trained without the discriminator, perturbation loss, and identity
loss, respectively. Every component of AdvFaces is necessary.

perturbation magnitudes exceeding 0.40. It can be inferred that the eyebrows, eyeballs, and nose

contain highly discriminative information that an AFR system utilizes to identify an individual.

Therefore, perturbing these salient regions are enough to evade state-of-the-art face recognition

systems.

3.3.6 Transferability of AdvFaces

In Table 3.2, we find that attacks synthesized by AdvFaces when trained on a white-box matcher

(FaceNet), can successfully evade 5 other face matchers that are not utilized during training in

both obfuscation and impersonation settings. In order to investigate the transferability property

of AdvFaces, we extract face embeddings of real images and their corresponding adversarial im-

ages, under the obfuscation setting, via the white-box matcher (FaceNet) and a black-box matcher

(ArcFace). In total, we extract feature vectors from 1,456 face images of 10 subjects in the LFW

dataset [8]. In Figure 3.9, we plot the correlation heatmap between face features of real images,

their corresponding adversarial masks and adversarial images. First, we observe that face em-

beddings of real images extracted by FaceNet and ArcFace are correlated in a similar fashion.
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0.12
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Figure 3.8 State-of-the-art face matchers can be evaded by slightly perturbing salient facial regions,
such as eyebrows, eyeballs, and nose (cosine similarity obtained via ArcFace [9]).

Figure 3.9 Correlation between face features extracted via FaceNet and ArcFace from 1,456 images
belonging to 10 subjects.

This indicates that both matchers extract features with related pairwise correlations. Consequently,

perturbing salient features for FaceNet can lead to high attack success rates for ArcFace as well.

The similarity among the correlation distributions of both matchers can also be observed when
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FaceNet

Real Image Adversarial Image (Obfuscation)

ArcFace

Figure 3.10 2D t-SNE visualization of face representations extracted via FaceNet and ArcFace
from 1,456 images belonging to 10 subjects.

adversarial masks and adversarial images are input to the matchers. That is, receptive fields for

automatic face recognition systems attend to similar regions in the face. To further illustrate the

distributions of the embeddings of real and synthesized images, we plot the 2D t-SNE visualization

of the face embeddings for the 10 subjects in Figure 3.10. The identity clusterings can be clearly

observed from both real and adversarial images. In particular, the adversarial counterpart of each

subject forms a new cluster that draws closer to the adversarial clusterings of other subjects. This

shows that AdvFaces perturbs only salient pixels related to face identity while maintaining a se-

mantic meaning in the feature space, resulting in a similar manifold of synthesized faces to that of

real faces.

3.3.7 Effect of Perturbation Amount

The perturbation loss, Lperturbation is bounded by a hyper-parameter, ε, i.e., the L2 norm of the

adversarial mask must be at least ε. Without this constraint, the adversarial mask becomes a blank

image with no changes to the probe. With ε, we can observe a trade-off between the attack success
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Figure 3.11 Trade-off between attack success rate and structural similarity for impersonation at-
tacks. We choose ε = 8.0.

rate and the structural similarity between the probe and synthesized adversarial face (Fig. 3.11). A

higher ε leads to less perturbation restriction, resulting in a higher attack success rate at the cost of

a lower structural similarity. For an impersonation attack, this implies that the adversarial image

may contain facial features from both the hacker and the target. In our experiments, we chose

ε = 8.0 and ε = 3.0 for impersonation and obfuscation attacks, respectively.

3.3.8 Human Perceptual Study

For 500 real face images (probes), we generate 500 corresponding adversarial examples via Ad-

vFaces, GFLM [32], A3GN [161], PGD [33], and FGSM [70]. We then performed a user study

on Amazon Mechanical Turk (AMT). A worker is shown a probe along with the 5 adversarial

faces. The worker then has unlimited time to decide which adversarial face, among the 5 possible

choices, is the most similar to the probe.
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(a) Probe (b) AdvFaces (c) GFLM [32]

(d) Probe (e) AdvFaces (f) PGD [33]
Figure 3.12 Example failure cases where human observers voted an adversarial image synthesized
by (c) GFLM [32] and (f) PGD [33] to be closer to the probe face (a), (d) compared to AdvFaces
(b), (e).
Table 3.3 For each method, the average and standard deviation (%) of the number of times workers
chose the synthesized image to be closest to the probe.

Method Hit Rate (%)
AdvFaces 62.06 ± 5.06
GFLM [32] 23.52± 3.82
A3GN [161] 00.60± 0.84
PGD [33] 12.80± 3.88
FGSM [70] 00.38± 0.73

In total, we compute results from 100 different workers. From Tables 3.2 and 3.3, we find that

AdvFaces generates adversarial faces that are not only effective in evading face matchers, but are

also visually similar to the probes and outperforms the state-of-the-art adversarial face synthesis

methods. Indeed, some adversarial face images synthesized by the baselines are voted to be closer

to the probe (see Figure 3.12), however, compared to AdvFaces, these methods have a low success

rate (see Table 3.2).
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3.3.9 Addendum

3.3.9.1 Implementation Details

AdvFaces is implemented using Tensorflow r1.12.0. A single NVIDIA Quadro M6000 GPU is

used for training and testing.

Data Preprocessing All face images are passed through MTCNN face detector [41] to detect

five landmarks (two eyes, nose, and two mouth corners). Via similarity transformation, the face

images are aligned. After transformation, the images are resized to 160 × 160. Prior to training

and testing, each pixel in the RGB image is normalized by subtracting 127.5 and dividing by 128.

Architecture Let c7s1-k be a 7× 7 convolutional layer with k filters and stride 1. dk denotes

a 4×4 convolutional layer with k filters and stride 2. Rk denotes a residual block that contains two

3 × 3 convolutional layers. uk denotes a 2× upsampling layer followed by a 5 × 5 convolutional

layer with k filters and stride 1. We apply Instance Normalization and Batch Normalization to the

generator and discriminator, respectively. We use Leaky ReLU with slope 0.2 in the discriminator

and ReLU activation in the generator. The architectures of the two modules are as follows:

• Generator:

c7s1-64,d128,d256,R256,R256,R256, u128, u64, c7s1-3

• Discriminator:

d32,d64,d128,d256,d512

A 1× 1 convolutional layer with 3 filters and stride 1 is attached to the last convolutional layer of

the discriminator for the patch-based GAN loss LGAN .

We apply the tanh activation function on the last convolution layer of the generator to ensure

that the generated image ∈ [−1, 1]. In the chapter, we denoted the output of the tanh layer as an

“adversarial mask”, G(x) ∈ [−1, 1] and x ∈ [−1, 1]. The final adversarial image is computed as

xadv = 2×clamp
[
G(x) +

(
x+1

2

)]1
0
− 1. This ensures G(x) can either add or subtract pixels from

x when G(x) 6= 0. When G(x)→ 0, then xadv → x.
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The overall algorithm describing the training procedure of AdvFaces can be found in Algo-

rithm 1.

Algorithm 1 Training AdvFaces. All experiments in this work use α = 0.0001, β1 = 0.5, β2 = 0.9,
λi = 10.0, λp = 1.0, m = 32.
We set ε = 3.0 (obfuscation), ε = 8.0 (impersonation).

1: Input
2: X Training Dataset
3: F Cosine similarity between an image pair obtained by face matcher
4: G Generator with weights Gθ
5: D Discriminator with weights Dθ
6: m Batch size
7: α Learning rate
8: for number of training iterations do
9: Sample a batch of probes {x(i)}mi=1 ∼ X

10: if impersonation attack then
11: Sample a batch of target images y(i) ∼ X
12: δ(i) = G((x(i), y(i))
13: else if obfuscation attack then
14: δ(i) = G(x(i))
15: end if
16: x

(i)
adv = x(i) + δ(i)

17: Lperturbation = 1
m

[∑m
i=1 max

(
ε, ||δ(i)||2

)]
18: if impersonation attack then
19: Lidentity = 1

m

[∑m
i=1F

(
x(i), x

(i)
adv

)]
20: else if obfuscation attack then
21: Lidentity = 1

m

[∑m
i=1

(
1−F

(
y(i), x

(i)
adv

))]
22: end if
23: LGGAN = 1

m

[∑m
i=1 log

(
1−D(x

(i)
adv)
)]

24: LD = 1
m

∑m
i=1

[
log
(
D(x(i))

)
+ log

(
1−D(x

(i)
adv)
)]

25: LG = LGGAN + λiLidentity + λpLperturbation
26: Gθ = Adam(OGLG,Gθ, α, β1, β2)
27: Dθ = Adam(ODLD,Dθ, α, β1, β2)
28: end for

3.3.9.2 Effect on Cosine Similarity

In Figure 3.13 we see the effect on cosine similarity scores when adversarial face images synthe-

sized by AdvFaces is introduced to a black-box face matcher, ArcFace [9]. A majority (64.53%)
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Figure 3.13 Shift in cosine similarity scores for ArcFace [9] before and after adversarial attacks
generated via AdvFaces.

of the scores fall below the threshold at 0.1% FAR causing the AFR system to falsely reject under

obfuscation attack. In the impersonation attack setting, the system falsely accepts 24.30% of the

image pairs.

3.3.9.3 Structural Similarity

Image comparison techniques, such Mean Squared Error (MSE) or Peak Signal-to-Noise Ratio

(PSNR), estimate the absolute errors, disregarding the perceptual differences; on the other hand,

SSIM is a perception-based model that considers image differences as perceived change in struc-

tural information, while also incorporating important perceptual phenomena, including both lu-

minance masking and contrast masking terms. For instance, consider the image pair comprising

of two images of Ming Xi. We can notice that perceptually, the image pairs are similar, but this

perceptual similarity is not reflected appropriately in MSE and PSNR. Since, SSIM is a normal-

ized similarity metric, it is better suited for our application where a face image pair is subjectively

judged by human operators.
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(a) Probe (b) Adversarial

SSIM: 00.96 MSE: 40.82 PSNR: 32.02

Figure 3.15 Left: Real face images in the LFW dataset. Right: Adversarial images synthesized via
AdvFaces under obfuscation setting.

3.3.9.4 Baseline Implementation Details

All the state-of-the-art baselines in the chapter are implementations proposed specifically for evad-

ing face recognition systems.
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FGSM [70] We use the Cleverhans implementation9 of FGSM on FaceNet. This implementation

supports both obfuscation and impersonation attacks. The only modification was changing ε =

0.01 to ε = 0.08 in order to create more effective attacks.

PGD [33] We use a variant of PGD proposed specifically for face recognition systems10. Orig-

inally, this implementation is proposed for impersonation attacks, however, for obfuscation we

randomly choose a target other than genuine subject. We do not make any modifications to the

parameters.

GFLM [32] Code for this landmark-based attack synthesis method is publicly available11. This

method relies on softmax probalities implying that the training and testing identities are fixed.

Originally, the classifier is trained on CASIA-WebFace. However, for a fairer evaluation, we

trained a face classifier on LFW and then ran the attack.

A3GN [161] To the best of our knowledge, there is no publicly available implementation of

A3GN. We made the following modifications to achieve an effective baseline:

• The authors originally used ArcFace [9] as the target model. Since all other baselines employ

FaceNet as the target model, we also used FaceNet for training A3GN.

• Originally, a cycle-consistency loss was proposed for content preservation. However, we

were not able to reproduce this and therefore, opted for the same L1 norm loss, but without

the second generator. This greatly helps in the visual quality of the generated adversarial

image. That is, we modified Equation 3 [161], from Lrec = Ex,z [||x−G2(G1(x, z))||1] to

Lrec = Ex,z [||x−G1(x, z)||1]

9https://github.com/tensorflow/cleverhans/tree/master/examples/facenet adversarial faces
10https://github.com/ppwwyyxx/Adversarial-Face-Attack
11https://github.com/alldbi/FLM
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3.4 Defending Against Adversarial Faces

The accuracy, usability, and touchless acquisition of state-of-the-art (SOTA) AFR systems have

led to their ubiquitous adoption in a plethora of domains. However, this has also inadvertently

sparked a community of attackers that dedicate their time and effort to manipulate faces either

physically [208, 209] or digitally [210], in order to evade AFR systems [82]. AFR systems have

been shown to be vulnerable to adversarial attacks resulting from perturbing an input probe [16,

32, 142, 186]. Even when the amount of perturbation is imperceptible to the human eye, such

adversarial attacks can degrade the face recognition performance of SOTA AFR systems [16].

With the growing dissemination of “fake news” and “deepfakes” [81], research groups and social

media platforms alike are pushing towards generalizable defense against continuously evolving

adversarial attacks.

Detect & Localize Purify

(a) Enrolled (b) Probe (c) AdvFaces (d) Proposed FaceGuard
0.85 0.29 0.78Blue: Real; Red: Adversarial

Figure 3.16 Leonardo DiCaprio’s real face photo (a) enrolled in the gallery and (b) his probe im-
age12; (c) Adversarial probe synthesized by a state-of-the-art (SOTA) adversarial face generator,
AdvFaces [16]; (d) Proposed adversarial defense framework, namely FaceGuard takes (c) as in-
put, detects adversarial images, localizes perturbed regions, and outputs a “purified” face devoid
of adversarial perturbations. A SOTA face recognition system, ArcFace, fails to match Leonardo’s
adversarial face (c) to (a), however, the purified face can successfully match to (a). Cosine similar-
ity scores (∈ [−1, 1]) obtained via ArcFace [9] are shown below the images. A score above 0.36
(threshold @ 0.1% False Accept Rate) indicates that two faces are of the same subject.

A considerable amount of research has focused on synthesizing adversarial attacks [16, 32, 34,

35, 141, 186]. Obfuscation attempts (faces are perturbed such that they cannot be identified as

the attacker) are more effective [16], computationally efficient to synthesize [34, 35], and widely

11https://bit.ly/2IkfSxk
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(a) [16]
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0.34

(d) [32]

0.35

(e) [141]

Figure 3.17 (Top Row) Adversarial faces synthesized via 6 adversarial attacks used in our study.
(Bottom Row) Corresponding adversarial perturbations (gray indicates no change from the input).
Notice the diversity in the perturbations. ArcFace scores between adversarial image and the unal-
tered gallery image (not shown here) are given below each image. A score above 0.36 indicates
that two faces are of the same subject. Zoom in for details.

adopted [211] compared to impersonation attacks (perturbed faces can automatically match to a

target subject). Similar to prior defense efforts [172, 179], this section of the chapter focuses on

defending against obfuscation attacks (see Fig. 3.16). Given an input probe image, x, an adversarial

generator has two requirements under the obfuscation scenario: (1) synthesize an adversarial face

image, xadv = x + δ, such that SOTA AFR systems fail to match xadv and x, and (2) limit the

magnitude of perturbation ||δ||p such that xadv appears very similar to x to humans.

A number of approaches have been proposed to defend against adversarial attacks. Their major

shortcoming is generalizability to unseen adversarial attacks. Adversarial face perturbations may

vary significantly (see Fig. 3.17). For instance, gradient-based attacks, such as FGSM [35] and

PGD [35], perturb every pixel in the face image, whereas, AdvFaces [16] and SemanticAdv [186]

perturb only the salient facial regions, e.g., eyes, nose, and mouth. On the other hand, GFLM [32]

performs geometric warping to the face. Since the exact type of adversarial perturbation may not be

known a priori, a defense system trained on a subset of adversarial attack types may have degraded

performance on other unseen attacks.

To the best of our knowledge, we take the first step towards a complete defense against ad-

versarial faces by integrating an adversarial face generator, a detector, and a purifier into a unified
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Figure 3.18 FaceGuard employs a detector (D) to compute an adversarial score. Scores below
detection threshold (τ ) passes the input to AFR, and high value invokes a purifier and sends the
purified face to the AFR system.

framework, namely FaceGuard (see Fig. 3.18). Robustness to unseen adversarial attacks is im-

parted via a stochastic generator that outputs diverse perturbations evading an AFR system, while

a detector continuously learns to distinguish them from real faces. Concurrently, a purifier removes

the adversarial perturbations from the synthesized image.

This work makes the following contributions:

• A new self-supervised framework, namely FaceGuard, for defending against adversarial face

images. FaceGuard combines benefits of adversarial training, detection, and purification into

a unified defense mechanism trained in an end-to-end manner.

• With the proposed diversity loss, a generator is regularized to produce stochastic and chal-

lenging adversarial faces. We show that the diversity in output perturbations is sufficient for

improving FaceGuard’s robustness to unseen attacks compared to utilizing pre-computed

training samples from known attacks.

• Synthesized adversarial faces aid the detector to learn a tight decision boundary around real

faces. FaceGuard’s detector achieves SOTA detection accuracies of 99.81%, 98.73%, and

99.35% on 6 unseen attacks on LFW [8], Celeb-A [17], and FFHQ [18].

• As the generator trains, a purifier concurrently removes perturbations from the synthesized

adversarial faces. With the proposed bonafide loss, the detector also guides purifier’s training

to ensure purified images are devoid of adversarial perturbations. At 0.1% False Accept
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Figure 3.19 (a) Adversarial training degrades AFR performance of FaceNet matcher [6] on real
faces in LFW dataset compared to standard training. (b) A binary classifier trained to distinguish
between real faces and FGSM [34] attacks fails to detect unseen attack type, namely PGD [35].

Rate, FaceGuard’s purifier enhances the True Accept Rate of ArcFace [9] from 34.27%

under no defense to 77.46%.

3.4.1 Limitations of State-of-the-Art Defenses

Robustness. Adversarial training is regarded as one of the most effective defense method [12,

34, 35] on small datasets including MNIST and CIFAR10. Whether this technique can scale to

large datasets and a variety of different attack types (perturbation sets) has not yet been shown.

Adversarial training is formulated as [34, 35]:

min
θ

E
(x,y)∼Pdata

[
max
δ∈∆

` (fθ (x+ δ) , y)

]
, (3.4.1)

where (x, y) ∼ Pdata is the (image, label) joint distribution of data, fθ (x) is the network parameter-

ized by θ, and ` (fθ (x) , y) is the loss function (usually cross-entropy). Since the ground truth data

distribution, Pdata, is not known in practice, it is later replaced by the empirical distribution. Here,

the network, fθ is made robust by training with an adversarial noise (δ) that maximally increases

the classification loss. In other words, adversarial training involves training with the strongest

adversarial attack.
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Figure 3.20 Overview of training the proposed FaceGuard in a self-supervised manner. An adver-
sarial generator, G, continuously learns to synthesize challenging and diverse perturbations that
evade a face matcher. At the same time, a detector, D, learns to distinguish between the synthe-
sized adversarial faces and real face images. Perturbations residing in the synthesized adversarial
faces are removed via a purifier, Pur.

The generalization of adversarial training has been in question [12, 13, 187, 188, 212]. It

was shown that adversarial training can significantly reduce classification accuracy on real exam-

ples [187, 188]. In the context of face recognition, we illustrate this by training two face matchers

on CASIA-WebFace: (i) FaceNet [6] trained via the standard training process, and (ii) FaceNet [6]

by adversarial training (FGSM13). We then compute face recognition performance across training

iterations on a separate testing dataset, LFW [8]. Fig. 3.19a shows that adversarial training drops

the accuracy from 99.13% −→ 98.27%. We gain the following insight: adversarial training may

degrade AFR performance on real faces.

Detection. Detection-based approaches employ a pre-processing step to “detect” whether an input

face is real or adversarial [166,167,179,191]. A common approach is to utilize a binary classifier,

D, that maps a face image, x ∈ RH×W×C to {0, 1}, where 0 indicates a real and 1 an adversarial

face. We train a binary classifier to distinguish between real and FGSM attack samples in CASIA-

WebFace [10]. In Fig. 3.19b, we evaluate its detection accuracy on FGSM and PGD samples in

LFW [8]. We find that prevailing detection-based defense schemes may overfit to the specific

adversarial attacks utilized for training.

13With max perturbation hyperparameter as ε = 8/256.
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3.4.2 Proposed Methodology

Our defense aims to achieve robustness without sacrificing AFR performance on real face images.

We posit that an adversarial defense trained alongside an adversarial generator in a self-supervised

manner may improve robustness to unseen attacks. The main intuitions behind our defense mech-

anism are as follows:

• Since adversarial training may degrade AFR performance, we opt to obtain a robust adversarial

detector and purifier to detect and purify adversarial attacks.

• Given that prevailing detection-based methods tend to overfit to known adversarial perturbations

(see Addendum (Sec. 3.4.6)), a detector and purifier trained on diverse synthesized adversarial

perturbations may be more robust to unseen attacks.

• Sufficient diversity in synthesized perturbations can guide the detector to learn a tighter bound-

ary around real faces. In this case, the detector itself can serve as a powerful supervision for the

purifier.

• Lastly, pixels involved in the purification process may serve to indicate adversarial regions in

the input face.

3.4.2.1 Adversarial Generator

The generalizability of an adversarial detector and purifier relies on the quality of the synthesized

adversarial face images output by FaceGuard’s adversarial generator. We propose an adversarial

generator that continuously learns to synthesize challenging and diverse adversarial face images.

The generator, denoted as G, takes an input real face image, x ∈ RH×W×C , and outputs an ad-

versarial perturbation G(x, z), where z ∼ N (0, I) is a random latent vector. Inspired by prevailing

adversarial attack generators [16, 34, 35, 136, 141], we treat the output perturbation G(x, z) as an

additive perturbation mask. The final adversarial face image, xadv, is given by xadv = x+G(x, z).

In an effort to impart generalizability to the detector and purifier, we emphasize the following

requirements of G:

• Adversarial: Perturbatation, G(x, z), needs to be adversarial such that an AFR system can-
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not identify the adversarial face image xadv as the same person as the input probe x.

• Visually Realistic: Perturbation G(x, z) should also be minimal such that xadv appears as a

legitimate face image of the subject in the input probe x.

• Stochastic: For an input x, we require diverse adversarial perturbations, G(x, z), for differ-

ent latents z.

For satisfying all of the above requirements, we propose multiple loss functions to train the

generator.

Obfuscation Loss To ensure G(x, z) is indeed adversarial, we incorporate a white-box AFR sys-

tem, F , to supervise the generator. Given an input face, x, the generator aims to output an adver-

sarial face, xadv = x+G(x, z) such that the face representations, F(x) and F(xadv), do not match.

In other words, the goal is to minimize the cosine similarity between the two face representations14:

Lobf = Ex

[
F(x) · F(xadv)

||F(x)|| ||F(xadv)||

]
. (3.4.2)

Perturbation Loss With the identity loss alone, the generator may output perturbations with large

magnitudes which will (a) be trivial for the detector to reject and (b) violate the visual realism

requirement of xadv. Therefore, we restrict the perturbations to be within [−ε, ε] via a hinge loss:

Lpt = Ex [max (ε, ||G(x, z)||2)] . (3.4.3)

Diversity Loss The above two losses jointly ensure that at each step, our generator learns to output

challenging adversarial attacks. However, these attacks are deterministic; for an input image, we

will obtain the same adversarial image. This may again lead to an inferior detector that overfits to a

few deterministic perturbations seen during training. Motivated by studies of preventing mode col-

lapse in GANs [213], we propose maximizing a diversity loss to promote stochastic perturbations

per training iteration, i:

Ldiv = − 1

Nite

Nite∑
i=1

∣∣∣∣G(x, z1)(i) − G(x, z2)(i)
∣∣∣∣

1

||z1 − z2||1
, (3.4.4)

where Nite is the number of training iterations, G(x, z)(i) is the perturbation output at iteration i,

14For brevity, we denote Ex ≡ Ex∈Pdata
.
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and (z1, z2) are two i.i.d. samples from z ∼ N (0, I). The diversity loss ensures that for two random

latent vectors, z1 and z2, we will obtain two different perturbations G(x, z1)(i) and G(x, z2)(i).

GAN Loss Akin to prior work on GANs [144, 150], we introduce a discriminator to encourage

perceptual realism of the adversarial images. The discriminator, Dsc, aims to distinguish between

probes, x, and synthesized faces xadv via a GAN loss:

LGAN = Ex [logDsc(x)] + Ex[log(1−Dsc(xadv))]. (3.4.5)

3.4.2.2 Adversarial Detector

Similar to prevailing adversarial detectors, the proposed detector also learns a decision bound-

ary between real and adversarial images [166, 167, 179, 191]. A key difference, however, is that

instead of utilizing pre-computed adversarial images from known attacks (e.g. FGSM and PGD)

for training, the proposed detector learns to distinguish between real images and the synthesized

set of diverse adversarial attacks output by the proposed adversarial generator in a self-supervised

manner. This leads to the following advantage: our proposed framework does not require a large

collection of pre-computed adversarial face images for training.

We utilize a binary CNN for distinguishing between real input probes, x, and synthesized

adversarial samples, xadv. The detector is trained with the Binary Cross-Entropy loss:

LBCE = Ex [logD(x)] + Ex [log (1−D(xadv))] . (3.4.6)

3.4.2.3 Adversarial Purifier

The objective of the adversarial purifier is to recover the real face image x given an adversarial face

xadv. We aim to automatically remove the adversarial perturbations by training a neural network

Pur, referred as an adversarial purifier.

The adversarial purification process can be viewed as an inverted procedure of adversarial

image synthesis. Contrary to the obfuscation loss in the adversarial generator, we require that

the purified image, xpur, successfully matches to the subject in the input probe x. Note that this
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Attacks TAR (%) @ 0.1% FAR(↓) SSIM(↑)

FGSM [34] 26.23 0.83± 0.24
PGD [35] 04.91 0.89± 0.12
DeepFool [141] 36.18 0.91± 0.09
AdvFaces [16] 00.17 0.89± 0.02
GFLM [32] 68.03 0.55± 0.14
SemanticAdv [186] 70.05 0.71± 0.21

No Attack 99.82 1.00± 0.00

Table 3.4 Face recognition performance of ArcFace [9] under adversarial attack and average struc-
tural similarities (SSIM) between probe and adversarial images for obfuscation attacks on 485K
genuine pairs in LFW [8].

can be achieved via a feature recovery loss, which is the opposite to the obfuscation loss, i.e.,

Lfr = −Lobf .

Note that an adversarial face image, xadv = x+δ, is metrically close to the real image, x, in the

input space. If we can estimate δ, then we can retrieve the real face image. Here, the perturbations

can be predicted by a neural network, Pur. In other words, retrieving the purified image, xpur

involves: (1) subtracting the perturbations from the adversarial image, xpur = xadv − Pur(xadv)

and (2) ensuring that the purification mask, Pur(xadv), is small so that we do not alter the content

of the face image by a large magnitude. Therefore, we propose a hybrid perceptual loss that (1)

ensures xpur is as close as possible to the real image, x via a `1 reconstruction loss and (2) a loss

that minimizes the amount of alteration, Pur(xadv):

Lperc = Ex ||xpur − x||1 + ||Pur(xadv)||2 . (3.4.7)

Finally, we also incorporate our detector to guide the training of our purifier. Note that, due to

the diversity in synthesized adversarial faces, the proposed detector learns a tight decision bound-

ary around real faces. This can serve as a strong self-supervisory signal to the purifier for ensuring

that the purified images belong to the real face distribution. Therefore, we also incorporate the

detector as a discriminator for the purifier via the proposed bonafide loss:

Lbf = Ex [logD(xpur)] . (3.4.8)
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Detection Accuracy (%) Year FGS [34] PGD [35] DpFl. [141] AdvF. [16] GFLM [32] Sem. [186] Mean ± Std.
G

en
er

al Gong et al. [166] 2017 98.94 97.91 95.87 92.69 99.92 99.92 97.54± 02.82
ODIN [175] 2018 83.12 84.39 71.74 50.01 87.25 85.68 77.03± 14.34
Steganalysis [178] 2019 88.76 89.34 75.97 54.30 58.99 78.62 74.33± 14.77

Fa
ce

UAP-D [167] 2018 61.32 74.33 56.78 51.11 65.33 76.78 64.28± 09.97
SmartBox [172] 2018 58.79 62.53 51.32 54.87 50.97 62.14 56.77± 05.16
Goswami et al. [176] 2019 84.56 91.32 89.75 76.51 52.97 81.12 79.37± 14.04
Massoli et al. [179] (MLP) 2020 63.58 76.28 81.78 88.38 51.97 52.98 69.16± 15.29
Massoli et al. [179] (LSTM) 2020 71.53 76.43 88.32 75.43 53.76 55.22 70.11± 13.35
Agarwal et al. [182] 2020 94.44 95.38 91.19 74.32 51.68 87.03 87.03± 16.86

Proposed FaceGuard 2021 99.85 99.85 99.85 99.84 99.61 99.85 99.81± 00.10

Table 3.5 Detection accuracy of SOTA adversarial face detectors in classifying six adversarial
attacks synthesized for the LFW dataset [8]. Detection threshold is set as 0.5 for all methods. All
baseline methods require training on pre-computed adversarial attacks on CASIA-WebFace [10].
On the other hand, the proposed FaceGuard is self-guided and generates adversarial attacks on the
fly. Hence, it can be regarded as a black-box defense system.

3.4.2.4 Training Framework

We train the entire FaceGuard framework in Fig. 3.20 in an end-to-end manner with the following

objectives:

min
G
LG = LGAN + λobf · Lobf + λpt · Lpt − λdiv · Ldiv,

min
D
LD = LBCE,

min
Pur
LPur = λfr · Lfr + λperc · Lperc + λbf · Lbf .

At each training iteration, the generator attempts to fool the discriminator by synthesizing visually

realistic adversarial faces while the discriminator learns to distinguish between real and synthe-

sized images. On the other hand, in the same iteration, an external critic network, namely detector

D, learns a decision boundary between real and synthesized adversarial samples. Concurrently, the

purifier Pur learns to invert the adversarial synthesis process. Note that there is a key difference

between the discriminator and the detector: the generator is designed to specifically fool the dis-

criminator but not necessarily the detector. We will show in our experiments that this crucial step

prevents the detector from predicting D(x) = 0.5 for all x (see Tab. 3.7).
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3.4.3 Experimental Settings

Datasets. We train FaceGuard on real face images in CASIA-WebFace [10] dataset and then

evaluate on real and adversarial faces synthesized for LFW [8], Celeb-A [17] and FFHQ [18]

datasets. CASIA-WebFace [10] comprises of 494, 414 face images from 10, 57515 different sub-

jects. LFW [8] contains 13, 233 face images of 5, 749 subjects. Since we evaluate defenses under

obfuscation attacks, we consider subjects with at least two face images16. After this filtering, 9, 164

face images of 1, 680 subjects in LFW are available for evaluation. For brevity, experiments on

CelebA and FFHQ are provided in Addendum (Sec. 3.4.6).

Implementation. The adversarial generator and purifier employ a convolutional encoder-decoder.

The latent variable z, a 128-dimensional feature vector, is fed as input to the generator through

spatial padding and concatenation. The adversarial detector, a 4-layer binary CNN, is trained

jointly with the generator and purifier. Empirically, we set λobf = λfr = 10.0, λpt = λperc = 1.0,

λdiv = 1.0, λbf = 1.0 and ε = 3.0. Training and network architecture details are provided in

Addendum (Sec. 3.4.6).

Face Recognition Systems. In this study, we use two AFR systems: FaceNet [6] and ArcFace [9].

Recall that the proposed defense utilizes a face matcher, F , for guiding the training process of the

generator. However, the deployed AFR system may not be known to the defense system a priori.

Therefore, unlike prevailing defense mechanisms [167, 172, 179], we evaluate the effectiveness

of the proposed defense on an AFR system different from F . We highlight the effectiveness of

our proposed defense: FaceGuard is trained on FaceNet, while the adversarial attack test set is

designed to evade ArcFace. Obfuscation attempts perturb real probes into adversarial ones. Ideally,

deployed AFR systems (say, ArcFace), should be able to match a genuine pair comprised of an

adversarial probe and a real enrolled face of the same subject. Therefore, regardless of real or

adversarial probe, we assume that genuine pairs should always match as ground truth. Tab. 3.4

provides AFR performance of ArcFace under 6 SOTA adversarial attacks for 484, 514 genuine

15We removed 84 subjects in CASIA-WebFace that overlap with LFW.
16Obfuscation attempts only affect genuine pairs (two face images pertaining to the same subject).
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pairs in LFW. It appears that some attacks, e.g., AdvFaces [16], are effective in both low TAR and

high SSIM, while some are less capable in both metrics.

3.4.4 Comparison with State-of-the-Art Defenses

In this section, we compare the proposed FaceGuard to prevailing defenses. We evaluate all meth-

ods via publicly available repositories provided by the authors (see Addendum (Sec. 3.4.6).). All

baselines are trained on CASIA-WebFace [10].

SOTA Detectors. Our baselines include 9 SOTA detectors proposed both for general ob-

jects [166,175,178] and adversarial faces [167,172,176,179,182]. The detectors are trained on real

and adversarial faces images synthesized via six adversarial generators for CASIA-WebFace [10].

Unlike all the baselines, FaceGuard’s detector does not utilize any pre-computed adversarial at-

tack for training. We compute the classification accuracy for all methods on a dataset comprising

of 9, 164 real images and 9, 164 adversarial face images per attack type in LFW.

In Tab. 3.5, we find that compared to the baselines, FaceGuard achieves the highest detec-

tion accuracy. Even when the 6 adversarial attack types are encountered in training, a binary

CNN [166], still falls short compared to FaceGuard. This is likely because FaceGuard is trained

on a diverse set of adversarial faces from the proposed generator. While the binary CNN has a

small drop compared to FaceGuard in the seen attacks (99.81% −→ 97.54%), it drops significantly

on unseen adversarial attacks in testing.

Compared to hand-crafted features, such as PCA+SVM in UAP-D [167] and entropy detection

in SmartBox [172], FaceGuard achieves superior detection results. Some baselines utilize AFR

features for identifying adversarial inputs [176, 179]. We find that intermediate AFR features

primarily represent the identity of the input face and do not appear to contain highly discriminative

information for detecting adversarial faces.

Despite the robustness, FaceGuard misclassifies 28 out of 9, 164 real images in LFW [8] and

falsely predicts 46 out of 54, 984 adversarial faces as real. From the latter, 44 are warped faces via

GFLM [32] and the remaining two are synthesized via AdvFaces [16]. We find that FaceGuard
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0.77 0.67 0.96 0.99

(a) Real faces falsely detected as adversarial

Real AdvFaces (0.42) Real AdvFaces (0.28)
(b) Adversarial faces falsely detected as real

Figure 3.21 Examples where the proposed FaceGuard fails to correctly detect (a) real faces and
(b) adversarial faces. Detection scores ∈ [0, 1] are given below each image, where 0 indicates real
and 1 indicates adversarial face.

tends to misclassify real faces under extreme poses and adversarial faces that are occluded (e.g.,

hats) (see Fig. 3.21).

Comparison with Adversarial Training & Purifiers. We also compare with prevailing defenses

designing robust face matchers [11–13] and purifiers [14, 15, 184]. We conduct a verification

experiment by considering all possible genuine pairs (two faces belonging to the same subject)

in LFW [8]. For one probe in a genuine pair, we craft six different adversarial probes (one per

attack type). In total, there are 484, 514 real pairs and ∼ 3M adversarial pairs. For a fixed match

threshold17, we compute the True Accept Rate (TAR) of successfully matching two images in a

real or adversarial pair in Tab. 3.6. In other words, TAR is defined here as the ratio of genuine pairs

above the match threshold.

ArcFace without any adversarial defense system achieves 34.27% TAR at 0.1% FAR under

17We compute the threshold at 0.1% FAR on all possible image pairs in LFW, e.g., threshold @ 0.1% FAR for
ArcFace is set at 0.36.
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Defenses Year Strategy Real Attacks
485K pairs 3M pairs

No-Defense − - 99.82 34.27

Adv. Training [11] 2017 Robustness 96.42 11.23
Rob-GAN [12] 2019 Robustness 91.35 13.89
Feat. Denoising [164] 2019 Robustness 87.61 17.97
L2L [13] 2019 Robustness 96.89 16.76

MagNet [14] 2017 Purification 94.47 38.32
DefenseGAN [15] 2018 Purification 96.78 39.21
Feat. Distillation [183] 2019 Purification 94.64 41.77
NRP [184] 2020 Purification 97.54 61.44
A-VAE [185] 2020 Purification 93.71 51.99

Proposed FaceGuard 2021 Purification 99.81 77.46

Table 3.6 AFR performance (TAR (%) @ 0.1% FAR) of ArcFace under no defense and when
ArcFace is trained via SOTA robustness techniques [11–13] or SOTA purifiers [14,15]. FaceGuard
correctly passes majority of real faces to ArcFace and also purifies adversarial attacks.

attack. Adversarial training [11–13] inhibits the feature space of ArcFace, resulting in worse per-

formance on both real and adversarial pairs. On the other hand, purification methods [14, 15, 184]

can better retain face features in real pairs but their performance under attack is still undesirable.

Instead, the proposed FaceGuard defense system first detects whether an input face image is

real or adversarial. If input faces are adversarial, they are further purified. From Tab. 3.6, we find

that our defense system significantly outperforms SOTA baselines in protecting ArcFace [9] against

attacks. Specifically, FaceGuard’s purifier enhances ArcFace’s average TAR at 0.1% FAR under all

six attacks (see Tab. 3.4) from 34.27% −→ 77.46%. In addition, FaceGuard also maintains similar

face recognition performance on real faces (TAR on real pairs drop from 99.82% −→ 99.81%).

Therefore, our proposed defense system ensures that benign users will not be incorrectly rejected

while malicious attempts to evade the AFR system will be curbed.

3.4.5 Analysis of Our Approach

Quality of the Adversarial Generator. In Tab. 3.7, we see that without the proposed adversarial

generator (“Without G”), i.e., a detector trained on the six known attack types, suffers from high
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Model AdvFaces [16] Mean ± Std.

G
en

.G

Without G 91.72 97.12± 04.54
Without Ldiv 95.42 98.23± 01.33
With G and Ldiv 99.84 99.81± 00.10

D
et

.D
D as Discriminator 50.00 75.25± 21.19
D via Pre-Computed G 52.01 69.37± 19.91
D as Online Detector 99.84 99.81± 00.10

Table 3.7 Ablating training schemes of the generator G and detector D. All models are trained on
CASIA-WebFace [10]. (Col. 3) We compute the detection accuracy in classifying real faces in
LFW [8] and the most challenging adversarial attack in Tab. 3.4, AdvFaces [16]. (Col. 4) The avg.
and std. dev. of detection accuracy across all 6 adversarial attacks.

standard deviation. Instead, training a detector with a deterministic G (“Without Ldiv”), leads to

better generalization across attack types, since the detector still encounters variations in synthe-

sized images as the generator learns to better generate adversarial faces. However, such a detector

is still prone to overfitting to a few deterministic perturbations output by G. Finally, FaceGuard

with the diversity loss introduces diverse perturbations within and across training iterations (see

Fig. 3.22).

Quality of the Adversarial Detector. The discriminator’s task is similar to the detector; deter-

mine whether an input image is real or fake/adversarial. The key difference is that the generator

is enforced to fool the discriminator, but not the detector. If we replace the discriminator with an

adversarial detector, the generator continuously attempts to fool the detector by synthesizing im-

ages that are as close as possible to the real image distribution. By design, such a detector should

converge to Disc(x) = 0.5 for all x (real or adversarial). As we expect, in Tab. 3.7, we cannot

rely on predictions made by such a detector (“D as Discriminator”). We try another variant: we

first train the generator G and then train a detector to distinguish between real and pre-computed

attacks via G (“D via Pre-Computed G”). As we expect, the proposed methodology of training the

detector in an online fashion by utilizing the synthesized adversarial samples output by G at any

given iteration leads to a significantly robust detector (“D as Online Detector”). This can likely

be attributed to the fact that a detector trained on-line encounters a much larger variation as the

generator trains alongside. “D via Pre-Computed G” is exposed only to within-iteration variations
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Input Probe (x) G(x, z1) G(x, z2) G(x, z3)

(a) Adversarial faces via random latents within the same iteration.

Iteration: 5K Iteration: 20K Iteration: 60K Iteration: 100K

(b) Adversarial faces at different training iterations.

Figure 3.22 Adversarial faces synthesized by FaceGuard during training. Note the diversity in
perturbations (a) within and (b) across iterations.

(from random latent sampling), however, ‘D as Online Detector” encounters variations both within

and across training iterations (see Fig. 3.22).

Quality of the Adversarial Purifier. Recall that we enforced the purified image to be close to the

104



Probe AdvFaces [16] Localization Purified

ArcFace/SSIM: −0.30/0.89 0.62/0.91

Figure 3.23 FaceGuard successfully purifies the adversarial image (red regions indicate adversarial
perturbations localized by our purification mask). ArcFace [9] scores ∈ [−1, 1] and SSIM ∈ [0, 1]
between an adversarial/purified probe and input probe are given below each image.
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xadv = x + * (x, z)
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(b)
Figure 3.24 (a) FaceGuard’s purification is correlated with its adversarial synthesis process. (b)
Trade-off between detection and purification with respect to perturbation magnitudes. With min-
imal perturbation, detection is challenging while purifier maintains AFR performance. Excessive
perturbations lead to easier detection with greater challenge in purification.

real face via a reconstruction loss. Thus, the purification and perturbation masks should be similar.

In Fig. 3.24a, we shows that the two masks are indeed correlated by plotting the Cosine similarity

distribution (∈ [−1, 1]) between G(x, z) and Pur(x + G(x, z)) for all 9, 164 images in LFW.

Therefore, pixels in xadv involved in the purification process should correspond to those that

cause the image to be adversarial in the first place. Fig. 3.23 highlights that perturbed regions

can be automatically localized via constructing a heatmap out of Pur(xadv). In Fig. 3.24b, we

investigate the change in AFR performance (TAR (%) @ 0.1% FAR) of ArcFace under attack

(synthesized adversarial faces via G(x, z)) when the amount of perturbation is varied. We find that

105



(a) minimal perturbation is harder to detect but the purifier incurs minimal damage to the AFR,

while, (b) excessive perturbations are easier to detect but increases the challenge in purification.

3.4.6 Addendum

3.4.6.1 Implementation Details

All the models in the chapter are implemented using Tensorflow r1.12. A single NVIDIA GeForce

GTX 2080Ti GPU is used for training FaceGuard on CASIA-Webface [10] and evaluated on

LFW [8], CelebA [17], and FFHQ [18].

3.4.6.2 Preprocessing

All face images are first passed through MTCNN face detector [41] to detect 5 facial landmarks

(two eyes, nose and two mouth corners). Then, similarity transformation is used to normalize

the face images based on the five landmarks. After transformation, the images are resized to

160× 160. Before passing into FaceGuard, each pixel in the RGB image is normalized ∈ [−1, 1]

by subtracting 128 and dividing by 128. All the testing images are from the identities in the test

dataset.

3.4.6.3 Network Architectures

The generator, G takes as input an real RGB face image, x ∈ R160×160×3 and a 128-dimensional

random latent vector, z ∼ N (0, I) and outputs a synthesized adversarial face xadv ∈ R160×160×3.

Let c7s1-k be a 7 × 7 convolutional layer with k filters and stride 1. dk denotes a 4 × 4 con-

volutional layer with k filters and stride 2. Rk denotes a residual block that contains two 3 × 3

convolutional layers. uk denotes a 2× upsampling layer followed by a 5 × 5 convolutional layer

with k filters and stride 1. We apply Instance Normalization and Batch Normalization to the gen-

erator and discriminator, respectively. We use Leaky ReLU with slope 0.2 in the discriminator and

ReLU activation in the generator. The architectures of the two modules are as follows:
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• Generator:

c7s1-64,d128,d256,R256,R256,R256, u128, u64, c7s1-3,

• Discriminator:

d32,d64,d128,d256,d512.

A 1× 1 convolutional layer with 3 filters and stride 1 is attached to the last convolutional layer of

the discriminator for the patch-based GAN loss LGAN .

The purifier, Pur, consists of the same network architecture as the generator:

• Purifier:

c7s1-64,d128,d256,R256,R256,R256, u128, u64, c7s1-3.

We apply the tanh activation function on the last convolution layer of the generator and the

purifier to ensure that the generated images are ∈ [−1, 1]. In the chapter, we denoted the

output of the tanh layer of the generator as an “perturbation mask”, G(x, z) ∈ [−1, 1] and

x ∈ [−1, 1]. Similarly, the output of the tanh layer of the purifier is referred to an “purifica-

tion mask”, Pur(xadv) ∈ [−1, 1] and xadv ∈ [−1, 1]. The final adversarial image is computed as

xadv = 2× clamp
[
G(x, z) +

(
x+1

2

)]1
0
− 1. This ensures G(x, z) can either add or subtract pixels

from x when G(x, z) 6= 0. When G(x, z) → 0, then xadv → x. Similarly, the final purified image

is computed as xpur = 2× clamp
[(

xadv+1
2

)
− Pur(xadv)

]1
0
− 1.

The external critic network, detector D, comprises of a 4-layer binary CNN:

• Detector:

d32,d64,d128,d256,fc64,fc1,

where fcN refers to a fully-connected layer with N neuron outputs.

3.4.6.4 Training Details

The generator, detector, and purifier are trained in an end-to-end manner via ADAM optimizer

with hyperparameters β1 = 0.5, β2 = 0.9, learning rate of 1e− 4, and batch size 16. Algorithm 2

outlines the training algorithm.

Network Convergence. In Fig. 3.25, we plot the training loss across iterations when an adversar-
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Algorithm 2 Training FaceGuard. All experiments in this work use α = 0.0001, β1 = 0.5,
β2 = 0.9, λobf = λfr = 10.0, λpt = λperc = λdiv = 1.0, ε = 3.0, m = 16. For brevity, lg refers to
log operation.

1: Input
2: X Training Dataset
3: F Cosine similarity by AFR
4: G Generator with weights Gθ
5: Dc Discriminator with weights Dcθ
6: D Detector with weights Dθ
7: Pur Purifier with weights Purθ
8: m Batch size
9: α Learning rate

10: for number of training iterations do
11: Sample a batch of probes {x(i)}mi=1 ∼ X
12: Sample a batch of random latents {z(i)}mi=1 ∼ N (0, I)

13: δ
(i)
G = G((x(i), z(i))

14: x
(i)
adv = x(i) + δ

(i)
G

15: δ
(i)
Pur = G((x(i), z(i))

16: x
(i)
pur = x

(i)
adv − δ

(i)
Pur

17:
18: LGpt = 1

m

[∑m
i=1 max

(
ε, ||δ(i)||2

)]
19: LGobf = 1

m

[∑m
i=1F

(
x(i), x

(i)
adv

)]
20: LGdiv = − 1

m

[∑m
i=1

[
||G(x,z1)(i)−G(x,z2)(i)||

1

||z1−z2||1

]]
21: LGGAN = 1

m

[∑m
i=1 lg

(
1−Dc(x(i)

adv)
)]

22: LD = 1
m

∑m
i=1

[
lgD(x(i)) + lg

(
1−D(x

(i)
adv)
)]

23: LDc = 1
m

∑m
i=1

[
lg
(
Dc(x(i))

)
+ lg

(
1−Dc(x(i)

adv)
)]

24: LPurperc = 1
m

∑m
i=1

[
||xpur − x||1 + ||Pur(x(i)

adv)||1
]

25: LPurfr = − 1
m

[∑m
i=1F

(
x(i), xpur

)]
26: LPurbf = 1

m
[
∑m

i=1 lg (1−D(xpur))]

27: LG = LGGAN + λobfLobf + λptLpt + λdivLdiv
28: LPur = λfrLfr + λpercLperc + λbfLbf
29: Gθ = Adam(OGLG,Gθ, α, β1, β2)
30: Dcθ = Adam(ODcLDc, Dcθ, α, β1, β2)
31: Dθ = Adam(ODLD,Dθ, α, β1, β2)
32: Purθ = Adam(OPurLPur,Purθ, α, β1, β2)
33: end for
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Figure 3.25 Training loss across iterations when an adversarial detection network is trained via
pre-computed adversarial faces (blue), the proposed adv. generator but without the diversity (or-
ange), and with the proposed diversity loss (green). The diversity loss prevents the network from
overfitting to adversarial perturbations encountered during training.

ial detector is trained via pre-computed adversarial faces. In this case, the training loss converges to

a low value and remains consistent across the remaining epochs. Such a detector may overfit to the

fixed set of adversarial perturbations encountered in training. Instead of utilizing the pre-computed

adversarial attacks, utilizing an adversarial generator in training (without Ldiv), introduces chal-

lenging training samples.

FaceGuard with the diversity loss introduces diverse perturbations within a training iteration

(see Fig. 3.22). In Fig. 3.25, we also observe that the training loss significantly fluctuates (epochs

8 − 40) until convergence (epochs 40 − 50). This indicates that throughout the training (within

and across training iterations), the proposed generator synthesizes strong and diverse range of

adversarial faces that continuously regularizes the training of the adversarial detector.
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Detection Accuracy (%) Year LFW [34] CelebA [17] FFHQ [18]
G

en
er

al Gong et al. [166] 2017 97.54± 02.82 94.38± 04.48 96.89± 02.07
ODIN [175] 2018 77.03± 14.34 68.95± 19.64 74.63± 08.16
Steganalysis [178] 2019 74.33± 14.77 72.53± 11.30 71.09± 09.86

Fa
ce

UAP-D [167] 2018 64.28± 09.97 63.19± 16.49 68.65± 08.73
SmartBox [172] 2018 56.77± 05.16 54.85± 09.33 57.19± 09.55
Goswami et al. [176] 2019 79.37± 14.04 74.70± 13.88 80.03± 09.24
Massoli et al. [179] (MLP) 2020 69.16± 15.29 61.78± 11.34 66.26± 10.06
Massoli et al. [179] (LSTM) 2020 70.11± 13.35 63.67± 16.21 69.58± 07.91
Agarwal et al. [182] 2020 87.03± 16.86 85.81± 15.64 86.70± 11.04

Proposed FaceGuard 2021 99.81± 00.10 98.73± 00.92 99.35± 00.09

Table 3.8 Average and standard deviation of detection accuracies of SOTA adversarial face detec-
tors in classifying six adversarial attacks synthesized for the LFW [8], CelebA [17], and FFHQ [18]
datasets. Detection threshold is set as 0.5 for all methods. All baseline methods require training on
pre-computed adversarial attacks on CASIA-WebFace [10]. On the other hand, the proposed Face-
Guard is self-guided and generates adversarial attacks on the fly. Hence, it can be regarded as
a black-box defense system.

3.4.6.5 Baselines

We evaluate all defense methods via publicly available repositories provided by the authors. Only

modification made is to replace their training datasets with CASIA-WebFace [10]. We provide the

public links to the author codes below:

• Gong et al. [166]: https://github.com/gongzhitaao/adversarial-classifier

• UAP-D [167]/SmartBox et al. [172]: https://github.com/akhil15126/SmartBox

• Massoli et al. [179]: https://github.com/fvmassoli/trj-based-adversarials-detection

• Adversarial Training [11]: https://github.com/locuslab/fast adversarial

• Rob-GAN [12]: https://github.com/xuanqing94/RobGAN

• L2L [13]: https://github.com/YunseokJANG/l2l-da

• MagNet [14]: https://github.com/Trevillie/MagNet

• DefenseGAN [15]: https://github.com/kabkabm/defensegan

• NRP [184]: https://github.com/Muzammal-Naseer/NRP

Attacks are also synthesized via publicly available author codes:
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Known Unseen
FGSM [34] PGD [35] DeepFool [141] AdvFaces [16] GFLM [32] SemanticAdv [186]

Gong et al. [166] 94.51 92.21 94.12 68.63 50.00 50.21
UAP-D [167] 63.65 69.33 56.38 60.81 50.12 50.28
SmartBox [172] 58.79 62.53 51.32 54.87 50.97 62.14
Massoli et al. [179] (MLP) 78.35 82.52 91.21 55.57 50.00 50.00
Massoli et al. [179] (LSTM) 74.61 86.43 94.73 62.43 50.00 50.00

(a)
Known Unseen

AdvFaces [16] GFLM [32] SemanticAdv [186] FGSM [34] PGD [35] DeepFool [141]
Gong et al. [166] 81.39 96.72 98.97 84.46 57.00 72.32
UAP-D [167] 68.78 54.31 77.46 51.64 50.32 52.01
SmartBox [172] 54.87 50.97 62.14 58.79 62.53 51.32
Massoli et al. [179] (MLP) 77.64 86.54 94.78 55.20 51.32 52.90
Massoli et al. [179] (LSTM) 81.42 92.62 96.76 52.74 65.43 54.84

(b)
Known

FGSM [34] PGD [35] DeepFool [141] AdvFaces [16] GFLM [32] SemanticAdv [186]
Gong et al. [166] 98.94 97.91 95.87 92.69 99.92 99.92
UAP-D [167] 61.32 74.33 56.78 51.11 65.33 76.78
SmartBox [172] 58.79 62.53 51.32 54.87 50.97 62.14
Massoli et al. [179] (MLP) 63.58 76.28 81.78 88.38 51.97 52.98
Massoli et al. [179] (LSTM) 71.53 76.43 88.32 75.43 53.76 55.22

Unseen
Proposed FaceGuard 99.85 99.85 99.85 99.84 99.61 99.85

(c)

Table 3.9 Detection accuracy of SOTA adversarial face detectors in classifying six adversarial
attacks synthesized for the LFW dataset [8] under various known and unseen attack scenarios.
Detection threshold is set as 0.5 for all methods.

• FGSM/PGD/DeepFool: https://github.com/tensorflow/cleverhans

• AdvFaces: https://github.com/ronny3050/AdvFaces

• GFLM: https://github.com/alldbi/FLM

• SemanticAdv: https://github.com/AI-secure/SemanticAdv

3.4.6.6 Additional Datasets

In Tab. 3.8, we report average and standard deviation of detection rates of the proposed Face-

Guard and other baselines on the 6 adversarial attacks synthesized on LFW [8], CelebA [17],

and FFHQ [18] (following the same protocol as Tab. 3.5). For CelebA, we synthesize a total of

19, 962×6 = 119, 772 adversarial samples for 19, 962 real samples in the CelebA testing split [17].

We also synthesize 4, 974× 6 = 29, 844 adversarial samples for 4, 974 real faces in FFHQ testing

111

https://github.com/tensorflow/cleverhans
https://github.com/ronny3050/AdvFaces
https://github.com/alldbi/FLM
https://github.com/AI-secure/SemanticAdv


split [18]. We find that the proposed FaceGuard outperforms all baselines in all three face datasets.

3.4.6.7 Overfitting in Prevailing Detectors

In Tab. 3.9, we provide the detection rates of prevailing SOTA detectors in detecting six adversarial

attacks in LFW [8] when they are trained on different attack subsets. We highglight the overfit-

ting issue when (a) SOTA detectors are trained on gradient-based adversarial attacks (FGSM [34],

PGD [35], and DeepFool [141]) and tested on gradient-based and learning-based attacks (Ad-

vFaces [16], GFLM [32], and SemanticAdv [186]), and (b) vice-versa. Tab. 3.9(c) reports the

detection performance of SOTA detectors when all six attacks are available for training.

We find that detection accuracy of SOTA detectors significantly drops when tested on a subset

of attacks not encountered during their training. Instead, the proposed FaceGuard maintains robust

detection accuracy without even training on the pre-computed samples from any known attacks.

3.4.6.8 Qualitative Results

Generator Results. Fig. 3.26 shows examples of synthesized adversarial faces via the proposed

adversarial generator G. Note that the generator takes the input prob x and a random latent z.

We show synthesized perturbation masks and corresponding adversarial faces for three randomly

sampled latents. We observe that the synthesized adversarial images evades ArcFace [9] while

maintaining high structural similarity between adversarial and input probe.

Purifier Results. We show examples of purified images via FaceGuard and baselines including

MagNet [14] and DefenseGAN [15] in Fig. 3.27. We observe that, compared to baselines, purified

images synthesized via FaceGuard are visually realistic with minimal changes compared to the

ground truth real probe. In addition, compared to the two baselines, FaceGuard’s purifier protects

ArcFace [9] matcher from being evaded by the six adversarial attacks.
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Figure 3.26 Examples of generated adversarial images along with corresponding perturbation
masks obtained via FaceGuard’s generator G for three randomly sampled z. Cosine similarity
scores via ArcFace [9] ∈ [−1, 1] and SSIM ∈ [0, 1] between synthesized adversarial and input
probe are given below each image. A score above 0.36 (threshold @ 0.1% False Accept Rate)
indicates that two faces are of the same subject.

3.4.6.9 Additional Results on Purifier

Perturbation and Purification Masks. In the main text, we found that the perturbation and pu-

rification masks are correlated with an average Cosine similarity of 0.52. We show five pairs of

perturbation and purification masks ranked by the Cosine similarity between them (highest to low-

est). We observe that purification mask is better correlated when perturbations are more local.

Slightly perturbing entire faces poses to be challenging for the proposed purifier.

Effect of Perturbation Amount. We also studied the effect of perturbation amount on detection
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and purification results in the main text. We observed a trade-off between detection and purifica-

tion with respect to perturbation magnitudes. With minimal perturbation, detection is challenging

while purifier maintains AFR performance. Excessive perturbations lead to easier detection with

greater challenge in purification. In Fig. 3.29, show examples of synthesized adversarial faces for

different perturbation amounts and their corresponding purified images. We find that detection

scores improve with larger perturbation. Aligned with our earlier findings, due to the proposed

bonafide loss, Lbf , purified faces are continuously detected as real by the detector which explains

why the purifier maintains AFR performance with increasing perturbation amount.

Effect of Purification on ArcFace Embeddings. In order to investigate the effect of purifica-

tion on a matcher’s feature space, we extract face embeddings of real images, their corresponding

adversarial images via the challenging AdvFaces [16] attack, and purified images, via the SOTA

ArcFace matcher. In total, we extract feature vectors from 1, 456 face images of 10 subjects in the

LFW dataset [8]. In Fig. 3.10, we plot the 2D t-SNE visualization of the face embeddings for the

10 subjects. The identity clusterings can be clearly observed from real, adversarial, and purified

images. In particular, we observe that some adversarial faces pertaining to a subject moves farther

from its identity cluster while the proposed purifier draws them back. Fig. 3.30 illustrates that

the proposed purifier indeed enhances face recognition performance of ArcFace under attack from

34.27% TAR @ 0.1% FAR under no defense to 77.46% TAR @ 0.1% FAR.

3.5 Summary

This chapter first proposes a new method of adversarial face synthesis, namely AdvFaces, that

automatically generates adversarial face images with imperceptible perturbations evading state-

of-the-art face matchers. With the help of a GAN, and the proposed perturbation and identity

losses, AdvFaces learns the set of pixel locations required by face matchers for identification and

only perturbs those salient facial regions (such as eyebrows and nose). Once trained, AdvFaces

generates high quality and perceptually realistic adversarial examples that are benign to the human
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eye but can evade state-of-the-art black-box face matchers, while outperforming other state-of-the-

art adversarial face methods.

With the introduction of sophisticated adversarial attacks on AFR systems, such as geomet-

ric warping and GAN-synthesized adversarial attacks, adversarial defense needs to be robust and

generalizable. Without utilizing any pre-computed training samples from known adversarial at-

tacks, the proposed FaceGuard achieved state-of-the-art detection performance against 6 different

adversarial attacks. FaceGuard’s purifier also enhanced ArcFace’s recognition performance under

adversarial attacks.
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Figure 3.27 Examples of purified images via MagNet [14], DefenseGan [15], and proposed Face-
Guard purifiers for six adversarial attacks. Cosine similarity scores via ArcFace [9] ∈ [−1, 1] are
given below each image. A score above 0.36 (threshold @ 0.1% False Accept Rate) indicates that
two faces are of the same subject.
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Figure 3.28 Examples of synthesized adversarial images via the proposed adversarial generator
and corresponding purified images. Cosine similarity between perturbation and purification masks
given below each row along with ArcFace scores between synthesized adversarial/purified image
and real probe. A score above 0.36 (threshold @ 0.1% False Accept Rate) indicates that two faces
are of the same subject. Even with lower correlation between perturbation and purification masks
(rows 3-5), the purified images can still be identified as the correct identity. Notice that the purifier
primarily alters the eye color, nose, and subdues adversarial perturbations in foreheads. Zoom in
for details.
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Figure 3.29 ArcFace ∈ [−1, 1] / Detection scores ∈ [0, 1] when perturbation amount is varied
(ε = {0.25, 0.50, 0.75, 1.00, 1.25}). Detection scores above 0.5 are predicted as adversarial images
while ArcFace scores above 0.36 (threshold @ 0.1% False Accept Rate) indicate that two faces
are of the same subject. FaceGuard is trained on ε = 1.00. The detection scores improve as
perturbation amount increases, whereas, majority of purified images are detected as real. Even
when purified images fail to be classified as real by the detector, purification maintain high AFR
performance.
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Real
AdvFaces
Purified

Figure 3.30 2D t-SNE visualization of face representations extracted via ArcFace from 1, 456 (a)
real, (b) AdvFaces [16], and (c) purified images belonging to 10 subjects in LFW [8]. Example
AdvFaces [16] pertaining to a subject moves farther from its identity cluster while the proposed
purifier draws them back.
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Chapter 4

Unified Detection of Digital and Physical

Face Attacks

In the previous chapters, we proposed individual solutions to enhance the robustness of AFR sys-

tem against physical and digital attacks. However, three broad categories of face attacks have been

identified in literature, namely spoofs, digital manipulation, and adversarial faces. Since the exact

type of face attack may not be known a priori, a generalizable detector that can defend an AFR

system against any of the three attack categories is of utmost importance. In this chapter, our main

focus is to design a universal face attack detection framework that can reliably detect attacks from

all three categories.

4.1 Introduction

The foremost challenge facing AFR systems is their vulnerability to face attacks. For instance,

an attacker can hide his identity by wearing a 3D mask [58], or intruders can assume a victim’s

identity by digitally swapping their face with the victim’s face image [20]. With unrestricted access

to the rapid proliferation of face images on social media platforms, launching attacks against AFR

systems has become even more accessible. Given the growing dissemination of “fake news” and

“deepfakes” [59], the research community and social media platforms alike are pushing towards
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Figure 4.1 Face attacks against AFR systems are continuously evolving in both digital and physical
spaces. Given the diversity of the face attacks, prevailing methods fall short in detecting attacks
across all three categories (i.e., adversarial, digital manipulation, and spoofs). This work is among
the first to define the task of face attack detection on the 25 attack types across 3 categories shown
here.

generalizable defense against continuously evolving and sophisticated face attacks.

In literature, face attacks can be broadly classified into three attack categories: (i) Spoof at-

tacks: artifacts in the physical domain (e.g., 3D masks, eye glasses, replaying videos) [1], (ii)

Adversarial attacks: imperceptible noises added to probes for evading AFR systems [60], and (iii)

Digital manipulation attacks: entirely or partially modified photo-realistic faces using generative

models [20]. Within each of these categories, there are different attack types. For example, each

spoof medium, e.g., 3D mask and makeup, constitutes one attack type, and there are 13 common

types of spoof attacks [1]. Likewise, in adversarial and digital manipulation attacks, each attack

model, designed by unique objectives and losses, may be considered as one attack type. Thus,

the attack categories and types form a 2-layer tree structure encompassing the diverse attacks (see

Fig. 4.1). Such a tree will inevitably grow in the future.

In order to safeguard AFR systems against these attacks, numerous face attack detection ap-

proaches have been proposed [20, 21, 61–63]. Despite impressive detection rates, prevailing re-

search efforts focus on a few attack types within one of the three attack categories. Since the exact

type of face attack may not be known a priori, a generalizable detector that can defend an AFR
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system against any of the three attack categories is of utmost importance.

Due to the vast diversity in attack characteristics, from glossy 2D printed photographs to im-

perceptible perturbations in adversarial faces, we find that learning a single unified network is inad-

equate. Even when prevailing state-of-the-art (SOTA) detectors are trained on all 25 attack types,

they fail to generalize well during testing. Via ensemble training, we comprehensively evaluate the

detection performance on fusing decisions from three SOTA detectors that individually excel at

their respective attack categories. However, due to the diversity in attack characteristics, decisions

made by each detector may not be complementary and result in poor detection performance across

all 3 categories.

This research is among the first to focus on detecting all 25 attack types known in literature

(6 adversarial, 6 digital manipulation, and 13 spoof attacks). Our approach consists of (i) auto-

matically clustering attacks with similar characteristics into distinct groups, and (ii) a multi-task

learning framework to learn salient features to distinguish between bona fides and coherent attack

types, while early sharing layers learn a joint representation to distinguish bona fides from any

generic attack.

This work makes the following contributions:

• Among the first to define the task of face attack detection on 25 attack types across 3 attack

categories: adversarial faces, digital face manipulation, and spoofs.

• A novel unified face attack detection framework, namely UniFAD, that automatically clus-

ters similar attacks and employs a multi-task learning framework to detect digital and phys-

ical attacks.

• Proposed UniFAD achieves SOTA detection performance, TDR = 94.73% @ 0.2% FDR on

a large fake face dataset, namely GrandFake. To the best of our knowledge, GrandFake is

the largest face attack dataset studied in literature in terms of the number of diverse attack

types.

• Proposed UniFAD allows for further identification of the attack categories, i.e., whether

attacks are adversarial, digitally manipulated, or contains physical spoofing artifacts, with a
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Study Year # BonaFides # Attacks # Types

A
dv

er
sa

ri
al

UAP-D [167] 2018 9, 959 29, 877 1

Goswami et al. [176] 2019 16, 685 50, 055 3

Agarwal et al. [182] 2020 24, 042 72, 126 3

Massoli et al. [179] 2020 169, 396 1M 6

FaceGuard [19] 2020 507, 647 3M 6
D

ig
ita

lM
an

ip
.

Zhou et al. [214] 2018 2, 010 2, 010 2

Yang et al. [215] 2018 241(I)/49(V ) 252(I)/49(V ) 1

DeepFake [216] 2018 − 620(V ) 1

FaceForensics++ [216] 2019 1, 000(V ) 3, 000(V ) 3

FakeSpotter [217] 2019 6, 000 5, 000 2

DFFD [20] 2020 58, 703 240, 336 7

Ph
ys

.S
po

of
s

Replay-Attack [4] 2012 200(V ) 1, 000(V ) 3

MSU MFSD [85] 2015 160(V ) 280(V ) 3

OuluNPU [2] 2017 990(V ) 3, 960(V ) 4

SiW [218] 2018 1, 320(V ) 3, 158(V ) 6

SiW-M [1] 2019 660(V ) 960(V ) 13

GrandFake (ours) 2021 341,738 447,674 25

Table 4.1 Face attack datasets with no. of bona fide images, no. of attack images, and no. of attack
types. Here, I denotes images and V refers to videos.

classification accuracy of 97.37%.

4.2 Related Work

Individual Attack Detection. Early work on face attack detection primarily focused on one or

two attack types in their respective categories. Studies on adversarial face detection [166, 176]

primarily involved detecting gradient-based attacks, such as FGSM [34], PGD [219], and Deep-

Fool [141]. DeepFakes were among the first studied digital attack manipulation [214–216], how-

ever, generalizability of the proposed methods to a larger number of digital manipulation attack

types is unsatisfactory [220]. Majority of face anti-spoofing methods focus on print and replay

attacks [2, 66, 85, 89, 91, 91, 92, 94, 112, 123, 135, 218, 221, 222].
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Over the years, a clear trend in the increase of attack types in each category can be observed in

Tab. 4.1. Since a community of attackers dedicate their efforts to craft new attacks, it is imperative

to comprehensively evaluate existing solutions against a large number of attack types.

Joint Attack Detection. Recent studies have used multiple attack types in order to defend against

face attacks. For e.g., FaceGuard [19] proposed a generalizable defense against 6 adversarial attack

types. The Diverse Fake Face Dataset (DFFD) [20] includes 7 digital manipulation attack types.

In the spoof attack category, recent studies focus on detecting 13 spoof types.

Majority of the works tackling multiple attack types pose the detection as a binary classifi-

cation problem with a single network learning a joint feature space. For simplicity, we refer to

such a network architecture as JointCNN. For instance, it is common in adversarial face detection

to train a JointCNN with bona fide faces and adversarial attacks synthesized on-the-fly by a gen-

erative network [12, 13, 19, 184]. On the other hand, majority of the proposed defenses against

digital manipulation, fine-tune a pre-trained JointCNN (e.g., Xception [223]) on bona fide faces

and all available digital manipulation attacks [20,77,217]. Due to the availability of a wide variety

of physical spoof artifacts in face anti-spoofing datasets (e.g., eyeglasses, print and replay instru-

ments, masks, etc) along with evident cues for detecting them, studies on anti-spoofs are more

sophisticated. The associated JointCNN employs either auxiliary cues, such as depth map and

heart pulse signals (rPPG) [88, 127, 218], or a “compactness” loss to prevent overfitting [61, 224].

Recently Stehouwer et al. [225] attempt to learn a spoof detector from imagery of generic ob-

jects and apply it to face anti-spoofing. While jointly detecting multiple attack types is promising,

detecting attack types across different categories is of the utmost importance. An early attempt

proposed a defense against 4 attack types (3 spoofs and 1 digital manipulation) [224]. To the best

of our knowledge, we are the first to attempt detecting 25 attack types across 3 categories.

Multi-task Learning. In multi-task learning (MTL), a task, Ti is usually accompanied by a train-

ing dataset,Dtr consisting ofNt training samples, i.e.,Dtr = {xtri , ytri }Ntr
i=1, where xtri ∈ R is the ith

training sample in Ti and yti is its label. Most MTL methods rely on well-defined tasks [226–228].

Crawshaw et al. [229] summarize various works on MLT with CNNs. In this work, we propose
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Figure 4.2 (a) Detection performance (TDR @ 0.2% FDR) in detecting each attack type by the
proposed UniFAD (purple) and the difference in TDR from the best fusion scheme, LightGBM [36]
(pink). (b) Cosine similarity between mean features for 25 attack types extracted by JointCNN. (c)
Examples of attack types from 4 different clusters via k-means clustering on JointCNN features.
Attack types in purple, blue, and red denote spoofs, adversarial, and digital manipulation attacks,
respectively.

a MTL framework in an extreme situation where only a single task is available (bona fide vs. 25

attack types) and utilize k-means clustering to construct new auxiliary tasks from Dtr. A recent

study also utilized k-means for constructing new tasks, however, their approach utilizes a meta-

learning framework where the groups themselves can alter throughout training [230]. We show

that this is problematic for face attacks since attacks that share similar characteristics should be

trained jointly. Instead, we propose a new unified attack detection framework that first utilizes k-

means to partition the 25 attacks types, and then learns shared and attack-specific representations

to distinguish them from bona fides.

4.3 Dissecting Prevailing Defense Systems

4.3.1 Datasets

In order to detect 25 attack types (6 adversarial, 6 digital manipulation, and 13 spoofs), we propose

the GrandFake dataset, an amalgamation of multiple face attack datasets from each category. We
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provide additional details of GrandFake in Sec. 4.5.1.

4.3.2 Drawback of JointCNN

Consider the diversity in the available attacks: from imperceptible adversarial perturbations to

digital manipulation attacks, both of which are entirely different from physical print attacks (hard

surface, glossy, 2D). Even within the spoof category, characteristics of mask attacks are quite

different from replay attacks. In addition, discriminative cues for some attack types may be ob-

served in high-frequency domain (e.g., defocused blurriness, chromatic moment), while others

exhibit low-frequency cues (e.g., color diversity and specular reflection). For these reasons, learn-

ing a common feature space to discriminate all attack types from bona fides is challenging and a

JointCNN may fail to generalize well even on attack types seen during training.

We demonstrate this by first training a JointCNN on the 25 attack types in GrandFake dataset.

We then compute an attack similarity matrix between the 25 types (see Fig. 4.2(b)). The mean fea-

ture for each attack type is first computed on a validation set composed of 1, 000 images per attack.

We then compute the pairwise cosine similarity between mean features from all attack pairs. From

Fig. 4.2, we note that physical attacks have little correlation with adversarial attacks and therefore,

learning them jointly within a common feature space may degrade detection performance.

Although prevailing JointCNN-based defense achieve near perfect detection when trained and

evaluated on the respective attack types in isolation, we observe a significantly degraded perfor-

mance when trained and tested on all 3 attack categories together (see Tab. 4.2). In other words,

even when a prevailing SOTA defense system is trained on all 3 categories, it may lead to degraded

performance on testing.

4.3.3 Unifying Multiple JointCNNs

Another possible approach is to consider ensemble techniques; instead of using a single JointCNN

detector, we can fuse decisions from multiple individual detectors that are already experts in distin-

guishing between bona fides and attacks from their respective attack category. Given three SOTA
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detectors, one per attack category, we perform a comprehensive evaluation on parallel and sequen-

tial score-level fusion schemes.

In our experiments, we find that, indeed, fusing score-level decisions from single-category de-

tectors outperforms a single SOTA defense system trained on all attack types. Note that efforts in

utilizing prevailing defense systems rely on the assumption that attack categories are independent

of each other. However, Fig. 4.2 shows that some digital manipulation attacks, such as STGAN

and StyleGAN, are more closely related to some of the adversarial attacks (e.g., AdvFaces, GFLM,

and Semantic) than other digital manipulation types. This is likely because all five methods uti-

lize a GAN to synthesize their attacks and may share similar attack characteristics. Therefore,

a SOTA adversarial detector and a SOTA digital manipulation detector may individually excel at

their respective categories, but may not provide complementary decisions when fused. Instead of

training detectors on groups with manually assigned semantics (e.g., adversarial, digital manipu-

lation, spoofs), it is better to train JointCNNs on coherent attacks. In addition, utilizing decisions

from pre-trained JointCNNs may tend to overfit to the attack categories used for training.

4.4 Proposed Method

We propose a new multi-task learning framework for Unified Attack Detection, namely UniFAD,

by training an end-to-end network for improved physical and digital face attack detection. In

particular, a k-means augmentation module is utilized to automatically construct auxiliary tasks

to enhance single task learning (such as a JointCNN). Then, a joint model is decomposed into

a feature extractor (shared layers) F that is shared across all tasks, and task-specific branches

for each auxiliary task. Fig. 4.3 illustrates the auxiliary task creation and the training process

of UniFAD.
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Figure 4.3 An overview of training UniFAD in two stages. Stage 1 automatically clusters coherent
attack types into T groups. Stage 2 consists of a MTL framework where early layers learn generic
attack features while T branches learn to distinguish bona fides from coherent attacks.

4.4.1 Problem Definition

Let the “main task” be defined as the overall objective of a unified attack detector: given an input

image, x, assign a score close to 0 if x is bona fide or close to 1 if x is any of the available face

attack types. We are also given a labeled training set, Dtr. Prevailing defenses follow a single

task learning approach where the main task is adopted to be the ultimate training objective. In

order to avoid the shortcomings of a JointCNN and unification of multiple JointCNNs, we first

use Dtr to automatically construct multiple auxiliary tasks {Tt}Tt=1, where Ti is the ith cluster of

coherent attack types. If the auxiliary tasks are appropriately constructed, jointly learning these

tasks along with the main task should improve unified attack detection compared to a single task

learning approach.

4.4.2 Automatic Construction of Auxiliary Tasks

One way to construct auxiliary tasks is to train a separate binary JointCNN on each attack type.

Such partitioning massively increases computational burden (e.g., training and testing 25 JointC-

NNs). Other simple partitioning methods, such as randomly partition are likely to cluster uncor-

related attacks. On the other hand, clustering in the pixel-space is also unappealing due to poor

correlation between the distances in the pixel-space, and clustering in the high-dimensional space

is challenging [231]. Therefore, we require a reasonable alternative to manual inspection of the

attack similarity matrix in Fig. 4.2 to partition the attack types into appropriate clusters.
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Fortunately, we already have a JointCNN trained via a single task learning framework that can

extract salient representations. Thus, we can map the data {x} into JointCNN’s embedding space

Z , producing {z}. We can then utilize a traditional clustering algorithm, k-means, which takes

a set of feature vectors as input, and clusters them into k distinct groups based on a geometric

constraint. Specifically, for each attack type, we first compute the mean feature. We then utilize

k-means clustering to partition the L features into T (≤ L) sets, P = {P1,P2, . . . ,PT} such that

within-cluster sum of squares (WCSS) is minimized,

arg min
P

T∑
i=1

∑
z̄∈Pi

||z̄− µi||2, (4.4.1)

where, z̄ represents a mean feature for an attack type and µi is the mean of the features in Pi.

Fig. 4.2(c) shows an example on clustering the 25 attack types of GrandFake.

4.4.3 Multi-Task Learning with Constructed Tasks

With a multi-task learning framework, we learn coherent attack types jointly, while uncorrelated

attacks are learned in their own feature spaces. We construct T “branches” where each branch is a

neural network trained on a binary classification problem (i.e., aux. task). The learning objective

of each branch, Bt, is to minimize,

Lauxt = Ex [logBt(xbf )] + Ex

[
log
(
1− Bt(xPt

fake)
)]
. (4.4.2)

where xbf denotes bona fide images and xPt
fake is face attacks corresponding to the attack types in

the partition Pt.

4.4.4 Parameter Sharing

Early Sharing. We adopt a hard parameter sharing module which learns a common feature repre-

sentation for distinguishing between bona fides and attacks prior to aux. task learning branches.

Baxter [232] demonstrated the shared parameters have a lower risk of overfitting than the task-

specific parameters. Therefore, adopting early convolutional layers as a pre-processing step prior
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to branching can help UniFAD in its generalization to all 3 categories. We construct hidden lay-

ers between the input and the branches to obtain shared features, h = F(x), while the auxiliary

learning branches output Bt(h).

Late Sharing. Each branch Bt is trained to output a decision score where scores closer to 0

indicate that the input image is a bona fide, whereas, scores closer to 1 correspond to attack types

pertaining to the branch’s partition. The scores from all T branches are then concatenated and

passed to a final decision layer. For simplicity, we define the final decision output as, FC(x) :=

FC(B1(h),B2(h), . . . ,BT (h)).

The early shared layers and the final decision layer are learned via a binary cross-entropy loss,

Lshared = Ex [logFC(xbf )] + Ex [log (1− FC(xfake))] , (4.4.3)

between bona fides and all available attack types.

4.4.5 Training and Testing

The entire network is trained in an end-to-end manner by minimizing the following composite loss,

LUniFAD = Lshared +
T∑
t=1

Lauxt . (4.4.4)

The Lshared loss is backpropagated throughout UniFAD, while Lauxt is only responsible for updat-

ing the weights of the branch, Bt, and the final classification layer. For the forward and backward

passes of Lshared, an equal number of bona fide and attack samples are used for training. On the

other hand, for training each branch, Bt, we sample the equal number of bona fides and equal

number of attack images from the attack partition Pt.

Attack Detection. During testing, an image passes through the shared layers and then each

branch of UniFAD outputs a decision whether the image is bona fide (values close to 0) or an attack

(close to 1). The final decision layer outputs the final decision score. Unless stated otherwise, we

use the final decision scores to report performance.

Attack Classification. Once an attack is detected, UniFAD can automatically classify the attack
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type and category. For all L attack types in the training set, we extract intermediate 128-dim

feature vectors from T branches. The features are then concatenated and the mean feature across

all L attack types is computed, such that, we have L feature vectors of size T ×128. For a detected

attack, Cosine similarity is computed between the testing sample’s feature vector and the mean

training features for L types. The predicted attack type is the one with the highest similarity score.

4.5 Experimental Results

4.5.1 Experimental Settings

Dataset. GrandFake consists of 25 face attacks from 3 attack categories. Both bona fide and fake

faces are of varying quality due to different capture conditions.

Bona Fide Faces. We utilize faces from CASIA-WebFace [10], LFW [8], CelebA [17], SiW-

M [1], and FFHQ [18] datasets since the faces therein cover a broad variation in race, age, gender,

pose, illumination, expression, resolution, and acquisition conditions.

Adversarial Faces. We craft adversarial faces from CASIA-WebFace [10] and LFW [8] via 6

SOTA adversarial attacks: FGSM [34], PGD [219], DeepFool [141], AdvFaces [16], GFLM [32],

and SemanticAdv [186]. These attacks were chosen for their success in evading SOTA AFR sys-

tems such as ArcFace [9].

Digital Manipulation. There are four broad types of digital face manipulation: identity swap,

expression swap, attribute manipulation, and entirely synthesized faces [20]. We use all clips from

FaceForensics++ [77], including identity swap by FaceSwap and DeepFake1, and expression swap

by Face2Face [76]. We utilize two SOTA models, StarGAN [78] and STGAN [79], to generate

attribute manipulated faces in Celeba [17] and FFHQ [18]. We use the pretrained StyleGAN2

model2 to synthesize 100K fake faces.

Physical Spoofs. We utilize the publicly available SiW-M dataset [1], comprising 13 spoof

1https://github.com/deepfakes/faceswap
2https://github.com/NVlabs/stylegan2
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TDR (%) @ 0.2% FDR Year Proposed For Adv. Dig. Man. Phys. Overall Time (ms)
w

/o
R

e-
tr

ai
n FaceGuard [19] 2020 Adversarial 99.91 22.28 00.58 29.64 01.41

FFD [20] 2020 Digital Manipulation 09.49 94.57 01.25 34.55 11.57
SSRFCN [21] 2020 Spoofs 00.25 00.76 93.19 22.71 02.22
MixNet [233] 2020 Spoofs 00.36 09.83 78.21 21.12 12.47

B
as

el
in

es

FaceGuard [19] 2020 Adversarial 99.86 41.56 04.35 56.69 01.41
FFD [20] 2020 Digital Manipulation 76.06 91.32 87.43 68.25 11.57
SSRFCN [21] 2020 Spoofs 08.23 27.67 89.19 43.26 02.22
One-class [61] 2020 Spoofs 04.81 45.96 79.32 39.40 07.92
MixNet-UniFAD 2021 All 82.33 91.59 94.60 90.07 12.47

Fu
si

on
Sc

he
m

es

Cascade [40] − − 88.39 81.98 69.19 77.46 05.16
Min-score − − 03.65 11.08 00.43 07.22 16.14
Median-score − − 10.87 42.33 47.19 39.48 16.12
Mean-score − − 14.53 47.18 61.32 38.23 16.12
Max-score − − 85.32 61.93 56.87 73.89 16.13
Sum-score − − 74.93 58.01 50.34 69.21 16.11
LightGBM [36] − − 76.25 81.28 88.52 85.97 17.92

Proposed UniFAD 2021 All 92.56 97.21 98.76 94.73 02.59

Table 4.2 Detection accuracy (TDR (%) @ 0.2% FDR) on GrandFake dataset. Results on fusing
FaceGuard [19], FFD [20], and SSRFCN [21] are also reported. We report time taken to detect a
single image (on a Nvidia 2080Ti GPU).

types. Compared with other spoof datasets (Tab. 4.1), SiW-M is diverse in spoof attack types,

environmental conditions, and face poses.

Protocol. As is common practice in face recognition literature, bona fides and attacks from

CASIA-WebFace [10] are used for training, while bona fides and attacks for LFW [8] are se-

questered for testing. The bona fides and attacks from other datasets are split into 70% training,

5% validation, and 25% testing.

Implementation. UniFAD is implemented in Tensorflow, and trained with a constant learning

rate of (1e−3) with a mini-batch size of 180. The objective function, LUniFAD, is minimized

using Adam optimizer for 100K iterations. Data augmentation during training involves random

horizontal flips with a probability of 0.5.

Metrics. Studies on different attack categories provide their own metrics. Following the rec-

ommendation from IARPA ODIN program, we report the TDR @ 0.2% FDR3 and the overall

detection accuracy (in Addendum (Sec. 4.6).

3https://www.iarpa.gov/index.php/research-programs/odin
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4.5.2 Comparison with Individual SOTA Detectors

In this section, we compare the proposed UniFAD to prevailing face attack detectors via publicly

available repositories provided by the authors (see Addendum (Sec. 4.6).

Without Re-training. In Tab. 4.2, we first report the performance of 4 pre-trained SOTA de-

tectors. These baselines were chosen since they report the best detection performance in datasets

with largest numbers of attack types in their respective categories (see Tab. 4.1). We also report

the performance of a generalizable spoof detector with sub-networks, namely MixNet. MixNet

semantically assigns spoofs into groups (print, replay, and masks) for training each sub-network

without any shared representation. We find that pre-trained methods indeed excel in their specific

attack categories, however, generalization performance across all 3 categories deteriorates catas-

trophically.

With Re-training. After re-training the 4 SOTA detectors on all 25 attack types, we find that

they generalize better across categories. FaceGuard [19], FFD [20], SSRFCN [21], and One-

Class [61], all employ a JointCNN for detecting attacks. Unsurprisingly, these defenses perform

well on some attack categories, while failing on others.

For a fair comparison, we also modify MixNet, namely MixNet-UniFAD such that clusters are

assigned via k-means with 4 branches. In contrast to MixNet-UniFAD, UniFAD (i) employs early

shared layers for generic attack cues, and (ii) each branch learns to distinguish between bona fides

and specific attack types. MixNet, on the other hand, assigns a bona fide label (0) to attack types

outside a respective branch’s partition. This negatively impacts network convergence. Overall, we

find that UniFAD outperforms MixNet-UniFAD with TDR 90.07% −→ 94.73% @ 0.2% FDR.

4.5.3 Comparison with Fused SOTA Detectors

We also comprehensively evaluate detection performance on fusing SOTA detectors. We utilize

three best performing detectors from each attack category, namely FaceGuard [19], FFD [20], and

SSRFCN [21]. Inspired by the Viola-Jones object detection [40], we adopt a sequential ensemble
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Figure 4.4 Confusion matrix representing the classification accuracy of UniFAD in identifying the
25 attack types. Majority of misclassifications occur within the attack category. Darker values
indicate higher accuracy. Overall, UniFAD achieves 75.81% and 97.37% classification accuracy in
identifying attack types and categories, respectively. Purple, blue, and red denote spoofs, adver-
sarial, and digital manipulation attacks, respectively.

technique, namely Cascade [40], where an input probe is passed through each detector sequen-

tially. We also evaluate 5 parallel score fusion rules (min, mean, median, max, and sum) and

a SOTA ensemble technique, namely LightGBM [36]. More details are provided in Addendum

(Sec. 4.6. Indeed, we observe an overhead in detection speed compared to the individual detec-

tors in isolation, however, cascade, max-score fusion and LightGBM [36] can enhance the overall

detection performance compared to the individual detectors at the cost of slower inference speed.

Since the individual detectors still train with incoherent attack types, we find that proposed UniFAD

outperforms all the considered fusion schemes.

In Fig. 4.2(a), we show the performance degradation of LightGBM [36], the best fusing base-

line, w.r.t. UniFAD. We observe that among 4 clusters, the last 2 have the overall largest degrada-

tion. Interestingly, these 2 clusters are the only ones including attack types across different attack

categories, learned via our k-mean clustering. In other words, the cross-category attacks types

within a branch benefit each other, leading to the largest performance gain over [36]. This further

demonstrates the necessity and importance of a unified detection scheme — the more attack types
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the detector sees, the more likely it would nourish among each other and be able to generalize.

4.5.4 Attack Classification

We classify the exact attack type and categories using the method described in Sec. 4.4.5. In

Fig. 4.4, we find that UniFAD can predict the attack type with 75.81% classification accuracy.

While predicting the exact type may be challenging, we highlight that majority of the misclassi-

fications occurs within attack’s category. Without human intervention, once UniFAD is deployed

in AFR pipelines, it can predict whether an input image is adversarial, digitally manipulated, or

contains spoof artifacts with 97.37% accuracy.

4.5.5 Analysis of UniFAD

Architecture. We first ablate and analyze our architecture.

Ratio of Shared Layers. Our backbone network consists of a 4-layer CNN. In Fig. 4.5a, we

report the detection performance when we incorporate 0, 1 (25%), 2 (50%), 3 (75%), and 4 (100%)

layers for early sharing. We observe a trade-off between detection performance and the number of

early layers: too many reduces the effects of learning task-specific features via branching, whereas,

less number of shared layers inhibits the network from learning generic features that distinguish

any attack from bona fides. We find that an even split results in superior detection performance.

Number of Branches. In Fig. 4.5b, we vary the number of branches (aux. tasks constructed

via kMeans) and report the detection performance. Indeed, increasing the number of branches

via additional clusters enhances detection performance. However, the performance saturates af-

ter 4 branches. UniFAD with 4 branches achieves TDR = 94.73% @ 0.2% FDR, whereas, 5 and

6 branches achieve TDRs of 94.33 and 94.62 at 0.2%, respectively. For T = 5, we notice that

StyleGAN is isolated from Cluster 3 (see Fig. 4.2(c)) into a separate cluster. Learning to discrimi-

nate StyleGAN separately may offer no significant advantage than learning jointly with FGSM and

PGD. Thus, we choose T = 4 due to lower network complexity and higher inference efficiency.
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Figure 4.5 Detection performance with respect to varying ratio of shared layers (left) and number
of branches (right). Our proposed architecture uses 50% shared layers with 4 branches.

Model
Modules Overall

Shared Layers Branching kMeans TDR (%) @ 0.2% FDR
JointCNN X 63.89
BSemantic X 86.17
BRandom X 53.95± 08.02
BkMeans X X 89.67
SharedSemantic X X 92.44
Proposed X X X 94.73

Table 4.3 Ablation study over components of UniFAD. Branching via “BSemantic”, “BRandom”, and
“BkMeans” refer to partitioning attack types by their semantic categories, randomly, and kMeans.
“SharedSemantic” includes shared layers prior to branching.

Branch Generalizability. In Fig. 4.6, scores from the 4 branches are used to compute the detec-

tion performance on attack types within respective partitions and those outside a branch’s partition

(see Fig. 4.2(b)). Since attack types outside a branch’s partition are purportedly incoherent, we see

a drop in performance; validating the drawback of JointCNN. We find that the lowest performance

branch, Branch 4, also exhibits the best generalization performance across other attack types. This

is likely because learning to distinguish bona fides from imperceptible perturbations from FGSM,

PGD, and minute synthetic noises from StyleGAN yields a tighter decision boundary which may

contribute to better generalization across digital attacks. Anti-spoofing (Branch 1) itself does not

directly aid in detecting digital attacks.
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Figure 4.6 Detection performance on attack types within and outside a branch’s partition. Perfor-
mance drops on attacks outside partition as they may not have any correlation with within-partition
attack types.

Ablation Study. In Tab. 4.3, we conduct a component-wise ablation study over UniFAD. We study

different partitioning techniques to group the 25 attack types. We employ semantic partitioning,

BSemantic where attack types are clustered into the 3 categories. Another technique is to split the 25

attack types into 4 clusters randomly, BRandom. We report the mean and standard deviation across

3 trials of random splitting. We also report the performance of clustering via kMeans. We find

that both BSemantic and BkMeans outperforms JointCNN. Thus, learning separate feature spaces via

MTL for disjoint attack types can improve overall detection compared to a JointCNN. We als find

that incorporating early shared layers into BSemantic, namely BSharedSemantic, can further improve

detection from 86.17% −→ 92.44% TDR @ 0.2% FDR. However, as we observed in Fig. 4.2,

even within semantic categories, some attack types may be incoherent. By automatic construction

of auxiliary tasks with k-means clustering and shared representation (Proposed), we can further

enhance the detection performance to TDR = 94.73% @ 0.2% FDR.

Failure Cases. Fig. 4.7 shows a few failure cases. Majority of the failure cases for digital attacks

are due to imperceptible perturbations. In contrast, failure to detect spoofs can likely be attributed

to the subtle nature of transparent masks, blurring, and illumination changes.
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Figure 4.7 Example cases where UniFAD fails to detect face attacks. Final detection scores along
with scores from each of the four branches (∈ [0, 1]) are given below each image. Scores closer 0
indicate bona fide. Branches responsible for the respective cluster are highlighted in bold.

4.6 Addendum

Here, we provide additional details on the proposed GrandFake dataset and UniFAD and baselines.

4.6.1 GrandFake Dataset

The GrandFake dataset is composed of several widely adopted face datasets for face recognition,

face attribute manipulation, and synthesis. Specific details on the source datasets along with train-

ing and testing splits are provided in Tab. 4.4. We ensure that there is no identity overlap between

any of the training and testing splits as follows:

1. We removed 84 subjects in CASIA-WebFace that overlap with LFW. In addition, CASIA-

WebFace is only used for training, while LFW is only used for testing.

2. SiW-M comprises of high-resolution photos of non-celebrity subjects without any identity

overlap with other datasets. Training and testing splits are composed of videos pertaining to

different identities.

3. Identities in CelebA training set are different than those in testing.

4. FFHQ comprises of high-resolution photos of non-celebrity subjects on Flicker. FFHQ is

utilized solely for bona fides in order to add diversity to the quality of face images.
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4.6.2 Implementation Details

All the models in the paper are implemented using Tensorflow r1.12. A single NVIDIA GeForce

GTX 2080Ti GPU is used for training UniFAD on GrandFake dataset.

Preprocessing All face images are first passed through MTCNN face detector [41] to detect 5

facial landmarks (two eyes, nose and two mouth corners). Then, similarity transformation is used

to normalize the face images based on the five landmarks. After transformation, the images are

resized to 160 × 160. Before passing into UniFAD and baselines, each pixel in the RGB image

is normalized ∈ [−1, 1] by subtracting 128 and dividing by 128. All the testing images in this

chapter are from the identities in the test dataset.

Network Architecture The backbone network, JointCNN, comprises of a 4-layer binary CNN:

• d32,d64,d128,d256,fc128,fc1,

where dk denotes a 4× 4 convolutional layer with k filters and stride 2 and fcN refers to a fully-

connected layer with N neuron outputs.

The proposed UniFAD with 4 branches is composed of:

• Early Layers:

d32,d64,

• Branch 1:

d128,d256,fc128,fc1,

• Branch 2:

d128,d256,fc128,fc1,

• Branch 3:

d128,d256,fc128,fc1,

• Branch 4:

d128,d256,fc128,fc1,
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# Total Samples # Training # Validation # Testing Examples
D

at
as

et
s

B
on

a
Fi

de
s

CASIA [10] 10, 575 10, 075 500 0

CASIA [10]CelebA [17] LFW [8] FFHQ [18] SiW-M [1]

CelebA [17] 193, 506 134, 954 500 58, 052

LFW [8] 9, 164 0 0 9, 164

FFHQ [18] 20, 999 14, 200 500 6, 299

SiW-M [1] 107, 494 74, 746 500 32, 248

Total 341,738 233,975 2,000 105,763

A
tta

ck
s

A
dv

er
sa

ri
al

FGSM 19, 739 10, 495 80 9, 164

FGSM PGD DeepFoolAdvFaces GFLM Semantic

PGD 19, 739 10, 495 80 9, 164

DeepFool 19, 739 10, 495 80 9, 164

AdvFaces 19, 739 10, 495 80 9, 164

GFLM 17, 946 8, 702 80 9, 164

Semantic 19, 739 10, 495 80 9, 164

D
ig

ita
lM

an
ip

ul
at

io
n DeepFake 18, 165 10, 393 80 7, 692

DeepFake F2F FaceSwapStarGAN STGAN Style-
GAN

Face2Face 18, 204 10, 385 80 7, 739

FaceSwap 14, 492 8, 299 80 6, 113

STGAN 29, 983 9, 903 80 20, 000

StarGAN 45, 473 10, 406 80 34, 987

StyleGAN 76, 604 10, 919 80 65, 605

Sp
oo

fs

Cosmetic 2, 638 1, 766 80 792

Cosm. Imp. Obf. HalfMask Mann.

Impersonation 9, 184 6, 348 80 2, 756

Obfuscation 3, 611 2, 447 80 1, 084

HalfMask 10, 486 7, 260 80 3, 146

Mannequin 5, 287 3, 620 80 1, 587

PaperMask Silicone Trans. Print

PaperMask 2, 550 1, 705 80 765

Silicone 5, 038 3, 446 80 1, 512

Transparent 11, 451 7, 935 80 3, 436

Print 10, 530 7, 290 80 3, 160

PaperCut Funnyeye PaperGlass Replay

PaperCut 13, 178 9, 144 80 3, 954

FunnyEye 23, 470 16, 349 80 7, 041

PaperGlass 18, 563 12, 914 80 5, 569

Replay 12, 126 8, 408 80 3, 638

Total 447,674 210,114 2,000 235,560

Table 4.4 Composition and statistics for the proposed GrandFake dataset. We also include the
evaluation protocol for the seen attack scenario.

4.6.3 Digital Attack Implementation

Adversarial attacks are synthesized via publicly available author codes:

• FGSM/PGD/DeepFool: https://github.com/tensorflow/cleverhans

• AdvFaces: https://github.com/ronny3050/AdvFaces
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• GFLM: https://github.com/alldbi/FLM

• SemanticAdv: https://github.com/AI-secure/SemanticAdv

Digital manipulation attacks are also generated via publicly available author codes:

• DeepFake/Face2Face/FaceSwap: https://github.com/ondyari/FaceForensics/tree/original

• STGAN: https://github.com/csmliu/STGAN

• StarGAN: https://github.com/yunjey/stargan

• StyleGAN-v2: https://github.com/NVlabs/stylegan2

4.6.4 Baseline Implementation

Individual Detectors. We evaluate all individual defense methods, except MixNet [233], via pub-

licly available repositories provided by the authors. We provide the public links to the author codes

below:

• FaceGuard [19]: https://github.com/ronny3050/FaceGuard

• FFD [20]: https://github.com/JStehouwer/FFD CVPR2020

• SSRFCN [21]: https://github.com/ronny3050/SSRFCN

• One-Class [61]: https://github.com/anjith2006/bob.paper.oneclass mccnn 2019

Fusion of JointCNNs. In our work, we employ 5 parallel score-level fusion rules. For a test-

ing input image, we extract three scores (in [0, 1]) from three SOTA individual detectors (Face-

Guard [19], FFD [20], and SSRFCN [21]). The final decision score is computed via the fusion rule

operator, namely min, mean, median, max, and sum. LightGBM [36] is a tree-ensemble learning

method where a Gradient Boosted Decision Tree is trained from the three scores (from individ-

ual SOTA dectors) to output to the final decision. We use Microsoft’s LightGBM implementa-

tion: https://github.com/microsoft/LightGBM. We train the LightGBM model on the training

set of GrandFake.
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Method Year Proposed For Metric Adv. Dig. Man. Phys. Overall
w

/o
R

e-
tr

ai
n

FaceGuard [19] 2020 Adversarial TDR 99.91 22.28 00.58 29.64
Acc. 99.78 67.12 51.02 71.03

FFD [20] 2020 Digital Manipulation TDR 09.49 94.57 01.25 34.55
Acc. 56.42 97.87 53.42 75.29

SSRFCN [21] 2020 Spoofs TDR 00.25 00.76 93.19 22.71
Acc. 50.01 50.93 96.12 69.11

MixNet [233] 2020 Spoofs TDR 00.36 09.83 78.21 21.12
Acc. 50.43 55.98 85.47 61.26

B
as

el
in

es

FaceGuard [19] 2020 Adversarial TDR 99.86 41.56 04.35 56.69
Acc. 99.71 71.23 54.06 81.88

FFD [20] 2020 Digital Manipulation TDR 76.06 91.32 87.43 68.25
Acc. 87.15 93.40 91.37 89.06

SSRFCN [21] 2020 Spoofs TDR 08.23 27.67 89.19 43.26
Acc. 54.02 69.18 90.91 83.41

One-class [61] 2020 Spoofs TDR 04.81 45.96 79.32 39.40
Acc. 53.99 64.08 86.65 80.74

MixNet-UniFAD 2021 All TDR 82.33 91.59 94.60 90.07
Acc. 89.32 94.50 96.18 93.19

Fu
si

on
Sc

he
m

es

Cascade [40] - − TDR 88.39 81.98 69.19 77.46
Acc. 91.33 89.17 79.92 85.16

Min-score - − TDR 03.65 11.08 00.43 07.22
Acc. 51.61 66.76 50.88 55.62

Median-score - − TDR 10.87 42.33 47.19 39.48
Acc. 55.12 59.58 57.44 59.22

Mean-score - − TDR 14.53 47.18 61.32 38.23
Acc. 55.69 54.19 73.87 55.92

Max-score - − TDR 85.32 61.93 56.87 73.89
Acc. 89.26 68.11 60.08 69.43

Sum-score - − TDR 74.93 58.01 50.34 69.21
Acc. 83.85 67.48 64.72 73.10

LightGBM [36] - − TDR 76.25 81.28 88.52 85.97
Acc. 84.19 89.46 94.56 90.56

Proposed UniFAD 2021 All TDR 92.56 97.21 98.76 94.73
Acc 95.18 98.32 98.96 96.89

Table 4.5 Detection performance (TDR (%) @ 0.2% FDR and Accuracy (%)) on GrandFake
dataset under the seen attack scenario.

4.6.5 Seen Attacks

Tab. 4.5 reports the detection performance (TDR (%) @ 0.2% FDR and accuray (%)) of UniFAD

and baselines on GrandFake dataset under the seen attack scenario. Training and testing splits are

provided in Tab. 4.4. Overall, UniFAD outperforms all fusion schemes and baselines.
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Figure 4.8 Training and testing splits for generalizability study.
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Method Metric (%) Fold 1 Fold 2 Fold 3 Mean ± Std.

FaceGuard [19]
TDR 41.38 54.19 36.82 44.13± 9.01

Acc. 58.42 64.19 55.74 59.45± 4.32

FFD [20]
TDR 53.19 62.45 52.94 56.20± 5.42

Acc. 66.15 69.33 67.86 67.78± 1.59

SSRFCN [21]
TDR 49.10 64.92 61.18 58.84± 8.26

Acc. 60.07 72.77 69.83 66.57± 6.64

MixNet- UniFAD
TDR 67.19 73.18 72.74 71.04± 3.33

Acc. 75.64 79.40 78.73 77.93± 2.00

LightGBM
TDR 51.65 65.73 67.91 61.76± 8.83

Acc. 69.34 73.66 75.80 72.93± 3.29

Proposed UniFAD
TDR 76.18 83.19 82.67 80.68± 3.91

Acc. 85.35 89.62 85.88 86.95± 2.32

Table 4.6 Generalization performance (TDR (%) @ 0.2% FDR and Accuracy (%)) on GrandFake
dataset under unseen attack setting. Each fold comprises of 8 unseen attacks from all 4 branches.

4.6.6 Generalizability to Unseen Attacks

Under this setting, we evaluate the generalization performance on 3 folds (see Fig. 4.8). The folds

are computed as follows: we hold out 1/3 of the total attack types in a branch for testing and the

remaining are used for training. For e.g., branch 1 consisting of 13 attack types are randomly split

such that we test on 4 unseen attack types, while the remaining 9 attack types are used for training.

We perform 3 folds of such random splitting. In total, each fold consists of 17 seen and 8 unseen

attacks. For LightGBM, we utilize scores from FaceGuard [19], FFD [20], and SSRFCN [21]

which are all trained only on the known attack types. We report the detection performance and the

average and standard deviation across all folds in Tab. 4.6.

We find that branching-based methods, such as MixNet- UniFAD and the proposed UniFAD,

significantly outperforms JointCNN-based methods such as FaceGuard [19], FFD [20], SSR-

FCN [21], and LightGBM (fusion of the three). The superiority of the proposed UniFAD under
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Figure 4.9 Confusion matrix representing the classification accuracy of UniFAD in identifying the
3 attack categories, namely adversarial faces, digital face manipulation, and spoofs. Majority of
confusion occurs within digital attacks (adversarial and digital manipulation attacks).

unseen attacks is evident. By incorporating branches with coherent attacks, removing some attack

types within a branch does not drastically affect the generalization performance.

In addition to superior generalization performance to unseen attack types, the proposed Uni-

FAD also reduces the gap between seen and unseen attacks. Overall, the proposed UniFAD achieves

94.73% and 80.68% TDRs at 0.2% FDR under seen and unseen attack scenario. That is, we observe

a relative reduction in TDR of 15% under unseen attacks, compared to the second best method,

namely MixNet-UniFAD, which has a relative reduction in TDR of 22% under unseen attacks.

4.6.7 Attack Category Classification

In Fig. 4.9, we find that UniFAD can predict the attack category with 97.37% classification accu-

racy. We emphasize that majority of the misclassifications occurs within the digital attack space.

That is, misclassifying adversarial attacks as digital manipulation attacks and vice-versa.

Among spoofs, 1.7% of them are misclassified as digital manipulation attacks. Majority of

these are makeup attacks which have some correlation with some digital manipulation attacks such

as DeepFake, Face2Face, and FaceSwap (see Fig. 2 in main paper). We posit that this likely

because cosmetic and impersonation attacks apply makeup to eyebrows and cheeks which may
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appear similar to ID-swapping methods such as DeepFake and Face2Face which also majorly alter

the eyebrows and cheeks.

4.7 Summary

With new and sophisticated attacks being crafted against AFR systems in both digital and phys-

ical spaces, detectors need to be robust across all 3 categories. Prevailing methods indeed excel

at detecting attacks in their respective categories, however, they fall short in generalizing across

categories. While, ensemble techniques can enhance the overall performance, they still fail to meet

the desired accuracy levels. Poor generalization can be predominantly attributed towards learning

incoherent attacks jointly. With a new multi-task learning framework along with k-means aug-

mentation, the proposed UniFAD achieved SOTA detection performance (TDR = 94.73% @ 0.2%

FDR) on 25 face attacks across 3 categories. UniFAD can further identify categories with a 97.37%

accuracy.
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Chapter 5

Summary

This dissertation has addressed some important challenges that plague prevailing automated face

recognition systems today. Our primary contribution lies in enhancing the robustness and security

of any commodity face recognition system against malicious attacks such as presentation attacks

(physically crafted spoofs), adversarial faces (imperceptible noises added to the input probe), and

digital face manipulation attacks (identity and expression swapping, attribute manipulation, and

entire face synthesis). All proposed solutions achieve state-of-the-art detection performance while

maintaining high computational efficiency (< 4ms on Nvidia GTX 2080Ti GPU). We also make

an effort to impart generalizability to unknown attack types that may be launched against an AFR

pipeline in the future. In addition, all proposed detectors are interpretable such that AFR systems

can be operated safely in covert scenarios. When a face attack is detected, authorities can be alerted

with more than just a holistic “attack score”. For instance, our proposed methods can highlight

regions of the face image that contribute to the overall decision made by the detector. Lastly,

since the exact attack types may not be known beforehand, our work is among the first to attempt

detection across three attack categories in both physical and digital domains. We also presented a

method to automatically classify the exact attack category whenever an attack is detected.
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5.1 Contributions

Chapter 2 focused on safeguarding AFR systems from physical face spoofs. The contributions

include:

• We show that features learned from local face regions have better generalization performance

on detecting presentation attacks than those learned from the entire face image.

• We provide extensive experiments to show that the proposed presentation attack detection ap-

proach, outperforms other local region extraction strategies and state-of-the-art face presen-

tation attack detection methods on one of the largest publicly available dataset, namely, SiW-

M, comprised of 13 different presentation attack instruments. The proposed method reduces

the Equal Error Rate (EER) by (i) 14% relative to state-of-the-art [88] under the unknown

attack setting, and (ii) 40% on known presentation attack instruments. In addition, SSR-

FCN achieves competitive performance on standard benchmarks on Oulu-NPU [2] dataset

and outperforms prevailing methods on cross-dataset generalization (CASIA-FASD [3] and

Replay-Attack [4]).

• The proposed presentation attack detection method is also shown to be more interpretable

since it can directly predict the parts of the faces that are considered as presentation attacks.

In Chapter 3, we first designed an automated adversarial synthesis method. The contributions

of the synthesis section are as follows:

• A GAN-based AdvFaces that learns to generate visually realistic adversarial face images that

are misclassified by state-of-the-art AFR systems. Adversarial faces generated via AdvFaces

are model-agnostic and transferable, and achieve high success rate on 5 state-of-the-art au-

tomated face recognition systems.

• Perceptual studies where human observers suggest that the adversarial examples appear more

similar to the probe compared to the previous methods.

• Visualizing the facial regions, where pixels are perturbed and analyzing the transferability
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of AdvFaces.

• An open-source automated adversarial face generator permitting users to control the amount

of perturbation.

The latter part of the chapter focused on utilizing ideas present in the aforementioned adver-

sarial synthesis method to detect any adversarial attack type. This work makes the following

contributions:

• A new self-supervised framework, namely FaceGuard, for defending against adversarial face

images. FaceGuard combines benefits of adversarial training, detection, and purification into

a unified defense mechanism trained in an end-to-end manner.

• With the proposed diversity loss, a generator is regularized to produce stochastic and chal-

lenging adversarial faces. We show that the diversity in output perturbations is sufficient for

improving FaceGuard’s robustness to unseen attacks compared to utilizing pre-computed

training samples from known attacks.

• Synthesized adversarial faces aid the detector to learn a tight decision boundary around real

faces. FaceGuard’s detector achieves SOTA detection accuracies of 99.81%, 98.73%, and

99.35% on 6 unseen attacks on LFW [8], Celeb-A [17], and FFHQ [18].

• As the generator trains, a purifier concurrently removes perturbations from the synthesized

adversarial faces. With the proposed bonafide loss, the detector also guides purifier’s training

to ensure purified images are devoid of adversarial perturbations. At 0.1% False Accept

Rate, FaceGuard’s purifier enhances the True Accept Rate of ArcFace [9] from 34.27%

under no defense to 77.46%.

Lastly, the contributions of our study on unified detection of both physical and digital attacks

in Chapter 4 are as follows:

• Among the first to define the task of face attack detection on 25 attack types across 3 attack

categories: adversarial faces, digital face manipulation, and spoofs. We comprehensively

149



analyze the shortcomings of prevailing detectors. We also show that sequential and parallel

ensemble learning can enhance detection compared to using a single SOTA detector.

• A novel unified face attack detection framework, namely UniFAD, that automatically clus-

ters similar attacks and employs a multi-task learning framework to detect digital and phys-

ical attacks.

• Proposed UniFAD achieves SOTA detection performance, TDR = 94.73% @ 0.2% FDR on

a large fake face dataset, namely GrandFake. To the best of our knowledge, GrandFake is

the largest face attack dataset studied in literature in terms of the number of diverse attack

types.

• Proposed UniFAD allows for further identification of the attack categories, i.e., whether

attacks are adversarial, digitally manipulated, or contains physical spoofing artifacts, with a

classification accuracy of 97.37%.

5.2 Suggestions for Future Work

The algorithms and models designed in this thesis are not limited to AFR systems. Attacks crafted

in both physical and digital domains can also be launched against other biometric systems (such

as automated fingerprint and iris recognition systems). The research presented in this dissertation

can be extended in the following directions:

• Adversarial Attacks on Other Biometrics The proposed adversarial face synthesis method

in Chapter 3, namely AdvFaces, can be utilized to launch adversarial attacks on other bio-

metric systems such as automated fingerprint or iris recognition systems. For instance, by

replacing the auxiliary AFR system with an automated fingerprint recognition system (such

as DeepPrint [234]), we can synthesize adversarial fingerprints.

• Robustness via Synthesis Instead of utilizing a dedicated adversarial detector, we can uti-

lize FaceGuard (Chapter 3) in an adversarial training mechanism. FaceGuard’s generator
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can synthesize adversarial faces on-the-fly, while a face recognition system is trained to cor-

rectly classify the synthesized adversarial faces. In this manner, we should be able to obtain

a face recognition system that is robust to adversarial faces.

• Universal Attack Detection via Synthesis Following the ideas presented in Chapter 3, we

can also learn to synthesize physical spoofs along with adversarial attacks on-the-fly, such

that a detector is concurrently trained to detect both synthesized spoofs and adversarial at-

tacks. Once trained, the detector should be able to reliably reject face attacks from both

physical and digital domains.
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Chapter 6

PhD Overview

6.1 Publications

A list of all publications during the course of my PhD program (in reverse chronological order):

1. D. Deb, X. Liu and A. K. Jain, ”Unified Detection of Digital and Physical Face Attacks”,

arXiv:2104.02156, 2021.

2. D. Deb, X. Liu and A. K. Jain, ”FaceGuard: A Self-Supervised Defense Against Adversarial

Face Images”, arXiv:2011.14218, 2021.

3. D. Deb, D. Aggarwal and A. K. Jain. “Child Face Age-Progression via Deep Feature Aging”,

IEEE ICPR, 2021.

4. J. J. Engelsma, D. Deb, K. Cao, A. Bhatnagar, P. S. Sudhish and A. K. Jain, ”Infant-ID:

Fingerprints for Global Good”, in IEEE PAMI, 2021.

5. D. Deb and A. K. Jain. “Look Locally Infer Globally: A Generalizable Face Anti-Spoofing

Approach”, in IEEE TIFS, 2020.

6. H. Xu, Y. Ma, H. Liu, D. Deb, H. Liu, J. Tang and A. K. Jain, “Adversarial Attacks and

Defenses in Images, Graphs and Text: A Review”, in IJAC, DOI 10.1007/s11633-019-1211-

x, 2020.
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7. D. Deb, J. Zhang and A. K. Jain, “AdvFaces: Adversarial Face Synthesis”, in IEEE IJCB,

2020.

8. D. Deb, A. Ross, A. K. Jain, K. Prakah-Asante and K. Venkatesh Prasad, “Actions Speak

Louder Than (Pass)words: Passive Authentication of Smartphone Users via Deep Temporal

Features”, in IEEE ICB, 2019.

9. J. J. Engelsma, D. Deb, A. K. Jain, P. S. Sudhish and A. Bhatnagar, ”Infant-Prints: Finger-

prints for Reducing Infant Mortality”, in IEEE CVPRW-CV4GC, 2019.

10. Y. Shi, D. Deb and A. K. Jain, “WarpGAN: Automatic Caricature Generation”, in IEEE

CVPR, 2019.

11. D. Deb, N. Nain and A. K. Jain, “Longitudinal Study of Child Face Recognition”, in IEEE

ICB, 2018.

12. D. Deb, S. Wiper, S. Gong, Y. Shi, C. Tymoszek, A. Fletcher and A. K. Jain, “Face Recog-

nition: Primates in the Wild”, in IEEE BTAS, 2018.

13. E. Tabassi, T. Chugh, D. Deb and A. K. Jain, “Altered Fingerprints: Detection and Localiza-

tion”, in IEEE BTAS, 2018.

14. D. Deb, T. Chugh, J. Engelsma, K. Cao, N. Nain, J. Kendall and A. K. Jain, “Matching

Fingerphotos to Slap Fingerprint Images”, arXiv:1804.08122, 2018.

15. D. Deb, L. Best-Rowden and A. K. Jain, “Face Recognition Performance Under Aging”, in

IEEE CVPRW, 2017.

6.2 Videos & Demos

The following videos demonstrate research solutions presented in the above publications in the

real world:
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1. Face Anti-spoofing https://youtu.be/VzD1GSJ5omQ

2. Adversarial Face Synthesis https://youtu.be/uZBKymweNvI

3. Automatic Caricature Synthesis https://youtu.be/zJL-eivtVnk

4. PrimID: Face Recognition for Endangered Primates https://youtu.be/mbiIhEjKfhA

6.3 Media Coverage

1. https://msutoday.msu.edu/news/2021/using-thumbprints-vaccination-records-to-save-lives

(MSU Today)

2. https://www.sciencedaily.com/releases/2018/05/180524112345.htm (Science Daily)

3. https://msutoday.msu.edu/news/2018/msu-technology-and-app-could-help-endangered-

primates-slow-illegal-trafficking (MSU Today)

4. https://www.springwise.com/app-identifies-endangered-primates-using-facial-recognition

(Springwise)

5. https://www.conservationjobs.co.uk/articles/new-technology-assists-the-protection-of-

primates (ConservationJobs)

6. https://www.asmag.com/rankings/m/content.aspx?id=25402 (ASMag)

7. https://olhardigital.com.br/en/2018/05/28/noticias/novo-sistema-de-reconhecimento-facial-

pode-ajudar-a-salvar-primatas-da-extincao/ (OlharDigital)

8. https://freetheapes.org/tag/facial-recognition/ (PEGAS)

9. https://msutoday.msu.edu/news/2019/compact-low-cost-fingerprint-reader-could-help-

reduce-infant-mortality-around-the-world (MSU Today)
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