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ABSTRACT 

COMPUTATIONAL MOLECULAR DESIGN AND INNOVATION: FROM DRUG 

DISCOVERY TO EMERGING CONTAMINANTS 

By 

Yiğitcan Eken 

Computational approaches have found great utility in areas including drug discovery and 

environmental contamination by investigating protein dynamics, binding and interaction 

patterns. For drug discovery, in silico biophysical methods serve an important role in reducing 

the cost of and accelerating the discovery process, as such methods aid in facilitating the 

identification, optimization and screening of potential drug candidates and in providing 

important understanding of drug mechanisms of actions and structure activity relationships at the 

atomic level. For computational drug discovery and protein modelling strategies, probable 

binding conformations of the ligand to its target can be predicted, and these conformations can 

be further evaluated by using scoring functions, molecular dynamics and free energy calculations 

to determine binding affinities and understand how a ligand recognizes its host.  

Despite the utility of computational approaches in areas such as drug design and the study of 

protein functioning, the choice of methods is not straightforward. Because of this, a series of 

international blinded host-guest binding prediction challenges are available to identify the most 

effective approaches to predict a variety of properties. Some of the methods available for 

calculating free energies include free energy perturbation, replica exchange free energy 

perturbation and thermodynamic integration approaches, and end-state methods. The later are 

most promising due to their reduced computational cost and because there is no need for 

intermediate state simulation. 



In this dissertation initially, performance of end-state approaches is considered. Then, 

computer simulations and modeling techniques combined with the optimal end-state parameter 

choices were used in application studies including; the ligand preference and biological function 

of three enzymes (Arthrobacter endoβ-N-acteylglucosaminidase, fibroblast growth factor-2 and 

heparanase), the effects of per- and polyfluoroalkyl substance binding on human pregnane X 

receptor and peroxisome proliferator-activated receptor gamma, and Ca2+ dependent activation of 

protein kinase C. 
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Introduction 
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1.1 Introduction 

The growth in computational capabilities over the past decade has enabled computational 

biochemistry to be used on large biological systems such as proteins, viruses1, and even whole 

cells.2 The dynamic nature of proteins are linked to their function and small structural 

perturbations in an enzyme can affect proteins’ activities across several orders of magnitude.3 

These structural perturbations, also referred to as conformational changes, occur on a timescale 

ranging from microseconds to seconds. Molecular dynamics simulations (MD) can be used to 

provide insight about the dynamics of proteins in order to understand specific biological 

phenomena. MD simulations can also be followed by binding free energy calculations to 

generate mechanistic hypotheses or activity predictions which can be further validated by 

laboratory experiments.4 In the second chapter of this dissertation, computer-simulations and 

modeling methodologies used in the work presented in later chapter are overviewed.  

In the third and fourth chapters of this dissertation, computer simulations and modeling were 

used to investigate host-guest binding on Statistical Assessment of the Modeling of Proteins and 

Ligands challenges (SAMPL6 and SAMPL7, respectively).5,6 Host-guest structures are smaller 

in size and structurally less complex  compared to ligand bound proteins. Due to their simplicity, 

host-guest systems are utilized in Statistical Assessment of Modeling of Proteins and Ligands 

(SAMPL) challenges where the physicochemical properties predicted computationally are 

compared with experimental data to assess the reliability of different methods. During SAMPL 

challenges, a number of parameter choices have been considered including charge and solvation 

schemes and the reliability of Molecular Mechanics Poisson-Boltzmann Surface Area 

(MMPBSA) method in the prediction of binding free energies has been assessed. Due to the 

success of the methodology, it has been utilized in multiple studies here. 



 3 

The research included in the fifth and sixth chapters of this dissertation was performed in 

collaboration with Professor Xuefei Huang and his research group from MSU. Chapter 5 

describes computational investigation of the substrate binding preference between Arthrobacter 

endo-β-N-acteylglucosaminidase (Endo-A) enzyme and rare N-glycans synthesized by the 

Huang group. The computational results showed that inactive glycan hinders the gate amino 

acids in Endo-A and prohibits active site formation which is consistent with the compound’s low 

glycosylation yield.7  

In Chapter 6, the biological activity of human syndecan-4 glycopeptide bearing O-, N-

sulfation and multiple aspartic acids upon heparanase and Fibroblast Growth Factor-2 (FGF-2) 

binding was studied computationally. Heparan sulfates (HS) are sulfated polysaccharides that 

have a range of biological functions including blood clothing prevention, growth factor and 

chemokine binding and controlling activity levels of various enzymes. In vivo, HS exists as a 

heterogenous mixtures where the length of their backbone and location of sulfates varies. 

Additionally, they can form proteoglycans where HS is covalently linked to a core protein or a 

core peptide. Originally, the core peptides are considered as do not possess any biological 

function. However, experiments performed by our collaborators and the modelling results shows 

that free HS and HS proteoglycan can poses different biological function.8 

PFASs are man-made chemicals that are widely used in industrial products for food 

wrappers, fire-fighting foams, carpets, furniture, boots, clothes, non-stick cookware to name only 

a few. Regardless of extensive usage of PFAS for more than 50 years, recently environmental 

and health concerns related with PFAS exposure is recognized. As the EPA has banned some of 

the most common long-chain PFASs such as PFOA and PFOS alternatives such as ADONA, 

GenX and PFBS are now commonly used. In chapter 7 and chapter 8 research performed on per- 
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and polyfluoroalkyl substances (PFASs) are included. PFAS exposure has been linked to a 

number of serious health problems ranging from cancer to thyroid disease. In chapter 7, human 

pregnane X receptor (hPXR), a known PFAS targets that is important for sensing toxic 

substances within body, is studied for PFASs binding.9 In Chapter 8 the same range of PFASs 

were studied along with recently discovered alternatives for peroxisome proliferator activated 

receptor γ (PPARγ) binding, a type II nuclear receptor fundamental in the regulation of genes, 

glucose metabolism, and insulin sensitization.10 The models explain PFASs recognition on hPXR 

and PPARγ and potential effects of alternative PFASs on these targets. 

In the nineth chapter of this dissertation, Protein Kinase C (PKC), a family of 

serine/threonine kinases involve in controlling various signaling pathways that regulate cell 

proliferation, survival, apoptosis, migration, invasion, differentiation, angiogenesis, and drug 

resistance is studied. PKC is known to be regulated by Ca2+ ions. By modelling PKC within 

various ion and Ca2+ concentrations successive binding of Ca2+ ions are displayed, and 

conformational changes related to this process is explained.  

And, finally, the last chapter of this dissertation ends with concluding remarks and possible 

future directions stemming from the work described herein. 
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2.1 Theoretical Background 

Computational chemistry has broad reach, from the description of detailed electronic 

manifolds of the smallest of molecules, to the modeling of biological systems. There are a 

number of branches of computational chemistry, and two primary areas that are used in the 

computational study of biological systems are molecular dynamics (MD) and quantum 

mechanics (QM). In QM, the electronic structure of the systems is solved using Schrödinger 

equation and electron wavefunctions to insight events like bond breakage or forming. However, 

as the system size increases, the computational cost of the calculations with respect to memory 

and time becomes impractical. Due to the enormous size of biological macromolecules, QM can 

only be applied to a limited number of conformers or treat only part of large systems.1 Therefore, 

many studies of biological macromolecules use classical molecular dynamics (MD) to 

investigate their systems, and is used in this work. With this focus, the current chapter addresses 

the theory behind MD, statistics, force field parameters, bioinformatics and binding free energy 

calculations. 

2.2 Molecular Dynamics 

Molecular dynamics (MD) is commonly used to simulate macromolecular structures and 

dynamics. Biological and chemical systems at the atomistic level on timescales ranging from 

femtoseconds to milliseconds can be studied.2 In classical MD, Newtonian mechanics are used to 

study the motions and interactions of atoms and molecules within the system. 

𝐹𝑖(𝑡) =  𝑚𝑖a𝑖(𝑡) = 𝑚𝑖�̈�𝑖(𝑡) = −
∂V(𝐫(𝑡))

∂𝒓𝑖(𝑡)
   (2.1) 

Here, Fi (t) represents the total force on particle i at time t, �̈�𝑖(𝑡) as the second derivative of 

the position represents the corresponding acceleration ai(t), mi the particle’s mass, ri(t) the 
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position vector of the particle i. In equation (2.1) V(r(t)) describes the potential energy of an 

entire system of N-particles. The initial velocity of the atoms in the system is assigned randomly 

according to the Boltzmann distribution function and the accelerations are calculated by the 

forces acting on each atom. Versatile second order algorithms are developed to solve Newton’s 

equations of motion such as Verlet,3 velocity Verlet4 and the "leapfrog"5 algorithms. Among 

those the "leapfrog" algorithm is particularly suitable for solving Newton’s equations because of 

its simplicity and stability. Additionally, the "leapfrog" algorithm preserves the time 

reversibility. 

 

Figure 2. 1 Leapfrog algorithm steps. In this algorithm velocities are calculated on the 

midpoints of ∆t, whereas positions are calculated explicitly at each ∆t. 

�̇� (𝑡 +
∆t

2
) =  �̇� (𝑡 −

∆t

2
) + �̈� (𝑡 −

∆t

2
) ∆t   (2.2) 

𝐫(𝑡 +  ∆t) =  𝐫(𝑡) + �̇� (𝑡 +
∆t

2
) ∆t + �̈� (𝑡 −

∆t

2
) ∆t (2.3) 

Equation (2.2) defines the velocity calculations in the "leapfrog" algorithm. In this equation, 

�̇� (𝑡 −
∆t

2
) and �̇� (𝑡 +

∆t

2
) represents the velocities after and before time step t of the propagation, 

�̈� (𝑡 −
∆t

2
) represents the acceleration at time (𝑡 −

∆t

2
) and ∆t is the selected time step. In the next 

time step, velocities are calculated. Then, velocities and accelerations are used to solve equation 

(2.3) and find the positions of each particle. In this equation, r(t) and r(t +∆t) stand for the 

positions before and after time-step, respectively. In the "leapfrog" algorithm, velocities are not 

calculated at the same time as the positions as shown in Figure 2.1. Instead, velocities are 
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calculated at the midpoints of ∆t using accelerations, determined by the force as shown in 

equation (2.3) and those velocities are used to find the positions at t + ∆t. In other words, 

velocities at each ∆t are not explicitly calculated in this method but velocities at each ∆t can be 

found by averaging the velocities at (𝑡 −
∆t

2
) and (𝑡 +

∆t

2
). Numerical integration of equations 

(2.2) and (2.3) generates the simulation trajectories in which the position of each particle in the 

system is evolving in time. 

In MD, the system is represented by the "Ball and Stick Model" where the nuclei are shown 

as balls and the bonds between them are represented with springs. Forces are calculated using 

classical dynamics, which is only applicable to nuclei. Additionally, MD calculations utilize 

force fields (FF), where representative models of empirical potential energy function are used to 

estimate interactions and the total energy. The FFs utilized in MD and solving only for nuclei 

decreases the required computation time significantly when compared with the time that would 

be required with QM. Even though electrons are not represented in MD, their effect is included 

in the FF because FFs are parameterized from quantum mechanical calculations and 

experimental data such as crystal structures, vibrational frequencies, and molecular geometries. 

The typical mathematical expression of force field can be described as follows;6,7 

V(𝑟𝑁) =  ∑ 𝑘𝑏(𝑙 − 𝑙0)2 + ∑ 𝑘𝑎(𝜃 − 𝜃0)2 +𝑎𝑛𝑔𝑙𝑒𝑠𝑏𝑜𝑛𝑑𝑠 ∑ ∑
𝑉𝑛

2
[1 + cos 𝑛φ − δ𝑛𝑛𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠 ] +

 ∑ 𝜀𝑖𝑗 [(
𝑟0,𝑖𝑗

𝑟𝑖𝑗
)

12

− 2 (
𝑟0,𝑖𝑗

𝑟𝑖𝑗
)

6

 ] +  ∑
𝑞𝑖𝑞𝑗

4𝜋𝜀0𝑟𝑖𝑗

𝑝𝑎𝑖𝑟𝑠
𝑖𝑗

𝑝𝑎𝑖𝑟𝑠
𝑖𝑗     (2.4) 

The first three terms in the equation (2.4) are known as the bonded terms. Their values 

depend on the intramolecular interactions between the atoms such as distances, bending and 

torsions. The final two terms represent the potential energy between non-bonded atoms; this 

includes electrostatic and van der Waals (vdw) interactions. The most common way of treating 
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vdw interactions is by using a 12-6 Lennard-Jones potential and the electrostatic energy 

described with a Coulomb potential. 

In molecular systems each atom is bonded to only a few other atoms; bonded terms can be 

calculated entirely, but there are NN non-bonded interactions for the N-particle system. The non-

bonded terms are commonly treated with cutoff schemes to preserve the cost effectiveness, 

which can be done in number of ways. One way is using a truncated non-bonded potentials 

where the contribution is set to zero when the distance between two particle is higher than a 

designated cutoff distance. Another way is via the switching form, where a second distance is set 

to gradually alter the potential and smoothly decrease it to zero on the cut off distance. Yet, in 

large systems these approximations may lead to poor results because they often lead to artificial 

minima and potential energy of the particles can change suddenly. The particle mesh Ewald 

(PME) method is an efficient alternative and is described in the following manner: 

𝐸𝑡𝑜𝑡𝑎𝑙(𝑡) =  ∑ 𝜑(𝐫𝑗 − 𝐫𝑖)𝑖𝑗      (2.5) 

𝜑(𝐫) ≝ 𝜑𝑠𝑟(𝒓) + 𝜑𝑙𝑟(𝒓)       (2.6) 

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑠𝑟 + 𝐸𝑙𝑟 = ∑ 𝜑𝑠𝑟(𝐫𝑗 − 𝐫𝑖) +𝑖𝑗  ∑ �̃�𝑙𝑟(𝐤)|�̃�(𝐤)|2
𝑘  (2.7) 

In the PME method the total energy is calculated by the sum of interactions between all atom 

pairs as shown in equation (2.5). However, PME methods divide these interactions into long 

range (Elr ) and short range (Esr ) interactions and treat them differently (2.6). The last equation of 

PME (2.9) shows that short range interactions 𝜑𝑠𝑟(𝒓) are treated in the direct space sum. 

Whereas, long range interactions 𝜑𝑙𝑟(𝒓)  are Fourier transformed and included in the frequency 

space sum that leads to the ∑ �̃�𝑙𝑟(𝐤)|�̃�(𝐤)|2
𝑘  term in equation (2.7).8 vdw interactions as 

calculated with a 12-6 Lennard-Jones potential in the equation (2.4) vanish quickly as the 

distance between pairs increases, as a result vdw interactions are commonly calculated till a 
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cutoff distance (mostly around 10 Å). However, electrostatic interactions are known as long 

range interactions, and do not vanish quickly with respect to distance. The PME method is 

commonly used for calculating long range interactions and it is particularly useful for lattice 

structures with periodic boundary conditions (PBC). In PBC, the system is defined as a unit cell 

and replicated infinitely many times in 3D space. In periodic calculations, an atom that crosses 

one boundary enters again from the other side of the cell to preserve the unit cell charge and 

atom numbers. 

2.3 Binding Free Energy Calculations 

Free energy calculations are useful in multiple areas of computational biology such as drug 

design, determination of ligand binding energies, and protein structure determination.5 There are 

several methods available such as Free Energy Perturbation (FEP),9 Replica exchange Free 

Energy Perturbation(REMD)10 and Thermodynamic Integration (TI).11 However, these methods 

are computationally demanding with their cost swiftly increasing with respect to system size. 

Another effective route via end-state free energy methods, which have reduced computation cost 

compared to FEP, REMD and TI.12 Molecular mechanics combined with Poisson–Boltzmann or 

generalized Born surface area solvation (MMPBSA/MMGBSA) approaches are arguably the 

most popular end state free energy methods, and are frequently used to determine binding free 

energies in non-covalently bound receptor-ligand complexes.12,13 MMPBSA/MMGBSA 

approaches are also commonly used during our studies to predict the binding energies of protein-

ligand and host-guest systems.14–18 These binding free energies are calculated by subtracting the 

free energies of the unbound receptor and ligand from the bound complex as shown below where 

solvation free energies are approximated through implicit solvation models; 

 ∆𝐺𝐵𝑖𝑛𝑑𝑖𝑛𝑔,𝑆𝑜𝑙𝑣𝑎𝑡𝑒𝑑 =   ∆𝐺𝐶𝑜𝑚𝑝𝑙𝑒𝑥,𝑆𝑜𝑙𝑣𝑎𝑡𝑒𝑑 −  [∆𝐺𝑅𝑒𝑐𝑒𝑝𝑡𝑜𝑟,𝑆𝑜𝑙𝑣𝑎𝑡𝑒𝑑 + ∆𝐺𝐿𝑖𝑔𝑎𝑛𝑑,𝑆𝑜𝑙𝑣𝑎𝑡𝑒𝑑]  (2.8) 
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More details about MMPBSA/MMGBSA approaches and on how various parameter choices 

affect the prediction accuracy are included and discussed in Chapters 3 and 4 where 

methodologies are evaluated during SAMPL (Statistical Assessment of Modeling Proteins and 

Ligands) challenges. 

2.4 Sequence Alignment 

 

Figure 2. 2 Alignment of two short protein sequences. 

Sequence alignment of proteins is among the most useful computational-based approaches 

applied in protein studies. In Figure 2.2 two short protein sequences are aligned to one another. 

The structure of a protein comes from the amino acid sequence and these alignments can be used 

to extract important insights about genes, or the protein’s function. Additionally, these methods 

can be used to compare and evaluate similarities between multiple proteins and detect the 

domains which are less conserved within the family of proteins. Sequence alignment approaches 

are designed based on probability and statistics. Conserved regions of the protein families with 

similar structure and same function are used to calculate the frequency of changing amino acid a 

to amino acid b.19 After, the frequencies are determined, these values are converted into the 

scoring matrix where the scores for each pair are summed to find the total score. A high score 

indicates there is a considerable similarity between the sequences that are compared, and that 
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these proteins can be functionally or evolutionarily related. A low score indicates that the 

sequences or proteins are different. 

 

Figure 2. 3 Blossom 62 matrix is a commonly used substitution matrix. In this matrix 

arginine to arginine substitutions scores +5 and arginine to lysine substitution scores +2, 

indicating substitution of these two positively charged amino acids frequently occurs within the 

functionally related proteins. Whereas arginine to aspartic acid substitution scores -2, meaning 

this substitution is not frequent among functionally related proteins. 

𝑆 = ∑(𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑖𝑒𝑠, 𝑚𝑖𝑠𝑚𝑎𝑡𝑐ℎ𝑒𝑠) −  ∑(𝑔𝑎𝑝 𝑝𝑒𝑛𝑎𝑙𝑡𝑖𝑒𝑠)  (2.9) 

𝑆𝑐𝑜𝑟𝑒 = 𝑀𝑎𝑥(𝑆)       (2.10) 

The score of an alignment S is calculated as the sum of substitutions determined according to 

the substitution matrix used (Figure 2.3) minus the sum of the gap penalty as shown in equation 

(2.9). Gap scores typically have different values for opening and extension and the highest score 

is considered as the result. Using these alignment scores, the similarity of the protein sequences 



 15 

can be explored. However, the scoring does not include information about the structural 

arrangements in the protein.  
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About this chapter: This chapter is reprinted from Eken, Y.; Patel, P.; Díaz, T.; Jones, M. R.; 

Wilson, A. K. SAMPL6 Host – Guest Challenge: Binding Free Energies via a Multistep 

Approach. J. Comput. Aided. Mol. Des. 2018, 32 (10), 1097–1115. with permission of the 

Springer Nature. The docking, molecular dynamics simulations and MMPBSA calculations 

mentioned in this chapter are performed by Yiğitcan Eken, clustering analysis is done by 

Thomas Diaz and quantum mechanical calculations are done by co-authors Prajay Patel, Michael 

Jones and Thomas Diaz. 

3.1 Introduction 

Tremendous advances in technological capabilities have enabled computational approaches 

to be applied to discern a broad range of physical, chemical, and biological phenomena across 

scales in molecular science.1–6 With emphasis on molecular design, computational approaches 

have found great utility towards innovation in drug discovery. Considering the time and cost of 

the drug pipeline, from the discovery process to market, in silico biophysical methods serve an 

important role in expediting and reducing the cost of the discovery process, facilitating the 

identification, optimization, and refinement of potential drug candidates and providing 

comprehensive insight into the mechanism of action and structure–property relationships at the 

atomic level that are ultimately critical to a drug’s efficacy.7–12  

In computational strategies towards structure-based design, an important step is the 

prediction of probable conformations of a ligand bound to the host. To identify better possible 

candidate binding modes, they can be ranked via scoring functions and further evaluated via 

molecular simulation and free energy calculations. From free energy calculations, selectivity 

profiles may be constructed not only to determine binding affinities but also to provide 

understanding into how the ligand recognizes its host.  
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Because of the complexity that occurs in ligand-bound protein systems, relatively smaller 

representative models such as polymer-based host–guest systems are used to assess free energy 

methods.13–18 Although host structures selected to represent proteins are typically much smaller 

than proteins, they are large enough to possess a cavity or binding pocket that allows non-

covalent binding of multiple guest molecules. The advantage of using host–guest systems for 

assessing free energy methods is that they tend to be more rigid and symmetric than proteins, 

which results in fewer conformations that need to be sampled.19–23 Even in the representation of 

proteins by more simplistic models, modeling binding free energies for these smaller models is 

challenging since no clear “best” computational chemistry approach has been identified; efforts 

are needed to better resolve strategies towards predictions of binding free energies. Statistical 

Assessment of the Modeling of Proteins and Ligands (SAMPL) blind challenges provide a 

unique platform to validate available methods and stimulate the development of new methods for 

quantitative predictions.13,16,18,24–26 In these challenges, binding affinities and other 

physicochemical properties are predicted, using computational models without the benefit of 

insight from experiment; they are then later compared to unpublished experimental 

measurements that allow the comparison of different computational prediction methods.  

For the prediction of free energies, there are many methods available such as free energy 

perturbation27, replica exchange free energy perturbation28, and thermodynamic integration29. 

However, these methods are computationally demanding (memory, disk space, CPU time) as 

they converge poorly for large systems and require dividing the model into multiple intermediate 

steps or multiple configurations for accurate predictions.30–32 In contrast, end state free energy 

methods are path-independent and do not require sampling of multiple configurations. These 

methods offer a simpler, computationally less costly approach to predict the binding free 
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energy.33–38 Moreover, implicit solvation models can be used to further reduce the computational 

cost while predicting binding free energies similar to these more sophisticated and 

computationally demanding methods.  

While classical molecular dynamics (MD) methods are commonly used to investigate host–

guest interactions, molecular mechanics (MM) force fields result in a limited treatment of effects 

resulting from polarization, charge transfer, and many body effects which can impact the 

description of properties such as binding free energies.9,39–43 To better account for these effects, 

quantum mechanical (QM) approaches, which are more costly, are commonly used in drug 

discovery research9,44, and have been used in previous SAMPL competitions.17,45–47 For example, 

in the SAMPL5 competition for host–guest binding, Caldarau et al.45 used density functional 

theory (DFT) with an added dispersion correction (DFT-D3) and the wavefunction-based 

domain-based local pair-natural orbital coupled cluster (DLPNO-CCSD(T)) method to predict 

the binding energies for octa-acid (OA) host–guest systems. In this approach, they used TPSS-

D3/def2-SVP optimized structures and host structures are constrained during MD simulations to 

reduce the flexibility of the host and limit the structural distortions resulting from the repulsion 

between the negative charge of the ligands and the large negative charge of the OA hosts. This 

approach yielded binding energies approximately 12.0 kcal mol-1 greater than the experimental 

binding affinities, with a low correlation coefficient (r2≈0), and a statistically insignificant 

Kendall’s rank correlation coefficient (τ ≤0.20) for all attempts for the host–guest systems in the 

SAMPL5 blind challenge due to incorrect representative structures, not sampling enough 

conformational binding positions for ligands, and thermochemical corrections that yielded up to 

a 7.2 kcal mol-1 difference depending on the method of choice. This performance demonstrates 
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the limited sampling capabilities of current QM methods compared to MD methods, obtained 

representative structures, as well as thermodynamic and solvation corrections.  

Contrary to this, in the SAMPL4 competition for host–guest binding, Mikulskis et al.47 were 

successful with both MM- and QM-based approaches for OA hosts with mean absolute 

deviations (MADs) less than 2.0 kcal mol-1. Their MM approach, which utilized free energy 

perturbation (FEP) calculations, yielded MADs of approximately 1.0 kcal mol-1 while their QM 

approaches with DFTD3 optimized structures yielded MADs of approximately 1.0–2.0 kcal mol-

1 depending on the implementation of a solvent in the calculations, i.e. no solvent, implicit 

solvent, or a combined implicit-explicit solvent. However, the combination of FEP and DFT-D3 

did not yield favorable results due to the large difference between the MM and DFT potential 

energy functions. Sure et al.46 provided another successful attempt at using DFT-D3 for the 

SAMPL4 competition for host–guest binding of a macrocyclic cucurbit[7]uril host by optimizing 

the geometry at the TPSS-D3/def2-TZVP level of theory after pre-optimizing possible binding 

scenarios with the HF-3c semiempirical method. These optimizations were followed by single 

point calculations using PW6B95-D3/def2-QZVP with the g- and f-functions for non-hydrogen 

and hydrogen atoms removed, respectively, with the COSMO-RS implicit solvent model, which 

yielded an MAD of 2.0±0.5 kcal mol-1. These two studies highlight that for the SAMPL4 

competition, host–guest structure optimization and higher-level MM-based approaches like FEP 

can be vital in characterizing correct binding interactions at the QM level.  

In this work, efforts in MD and QM methods are combined to predict binding affinities for 

fourteen ligands to a macrocyclic cucurbit[8]uril host19,21,22,48 and eight ligands to two variants of 

the OA deep-cavity cavitands.20,23 Using MD simulations to obtain representative structures, 

MM- and QM-based methods are utilized to predict binding free energies. Within the QM 
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methods, the use of a resolution-of-the-identity (RI) approximation designed for larger 

molecules49, Grimme’s D3 atom-pairwise dispersion corrections with Becke-Johnson damping50, 

and truncated correlation consistent basis sets for the hydrogen atoms51 are evaluated to probe 

how different electronic structure approaches that reduce the computational cost contribute to 

predicting binding affinities. Insights into what strategies are more favorable for host guest-

binding will help to build a framework for predicting host–guest binding affinities using QM 

approaches. 
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3.2 Methods 

 

Figure 3. 1 The guest molecules for the cucurbit[8]uril (CB8). 
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Figure 3. 2 The guest molecules for the octa-acid (OA) and tetra methyl octa-acid (TEMOA) 

hosts. 

 

Figure 3. 3 The host molecules: cucurbit[8]uril (CB8), octa-acid (OA), and tetramethyl octa-

acid (TEMOA).  
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3.2.1 System Preparation 

The initial structures for the guest molecules, shown in Figures. 3.1 and 3.2, and the three 

host molecules, shown in Figure 3.3, cucurbit[8]uril (CB8), octa-acid (OA), and tetramethyl 

octaacid (TEMOA), that were issued with the SAMPL6 challenge dataset were used to generate 

the host–guest systems. The CB8 molecule has no formal charge whereas the octaacids 

(OA/TEMOA) have eight deprotonated carboxylic acid groups and thus a formal charge of −8. 

Even though OA and TEMOA are water-soluble structurally similar deep-cavity cavitands, the 

TEMOA host has four methyl groups in place of four hydrogen atoms present in the OA host 

located on the upper rim of the cavitand that enclose the hydrophobic binding pocket.  

Initial binding poses of guest molecules binding to the host were generated using the docking 

feature implemented in Molecular Operating Environment (MOE) v2016.0852. The London ΔG 

scoring function53 was used to estimate ligand placement in the pocket. The top 100 poses given 

by the London ΔG scoring function for each host–guest complex were refined to a list of ten 

poses by rescoring the flexible receptor and ligand conformation using the GBVI/WSA ΔG 

scoring algorithm.52,53 Among these ten poses, those with minor structural differences were 

discarded from the list of ten poses and the chemically relevant poses with the highest 

GBVI/WSA ΔG scores were selected for further investigation. The chosen host–guest poses 

were minimized under the AMBER10: Extended Hückel Theory (EHT) potential implemented in 

MOE, which employs Amber ff10 and EHT bonded parameters.54–56 

To generate force field parameters, the AM1-BCC scheme57 was used for generating partial 

charges for the guest and host molecules using the Antechamber suite. As the guest molecule 

CB8-G13 contains a platinum atom, the Mulliken charges were calculated from a geometry 

optimization using B3LYP58,59 in conjunction with the 6-31G(d) basis set60 and the effective core 
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potential basis set Lan2L2DZ61 for the platinum atom. All electronic structure calculations were 

performed in Gaussian 1662 The host–guest systems were further prepared for simulation using 

the Leap module of AmberTools63 under the General Amber Force Field (GAFF).56 Each system 

was neutralized with counterions using parameters from Joung and Cheatham64, and solvated in a 

14.0 Å cube of TIP4P-Ew water65 beyond the solute. To mimic the ionic strength of the 

experimental buffers, additional counter ions were added to create a buffer of 150 mM sodium 

chloride for the CB8 complexes and 60 mM sodium chloride for the OA/TEMOA complexes. 
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Figure 3. 4 The structures of the CB8 guest molecules inside the binding pocket. These 

structures are generated from the clustering analysis.  
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Figure 3. 5 The structures of the OA guest molecules inside the binding pocket. These 

structures are generated from the clustering analysis. 
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Figure 3. 6 The structures of the TEMOA guest molecules inside the binding pocket. These 

structures are generated from the clustering analysis. 

3.2.2 Simulation Protocol 

The host–guest systems were relaxed using NVT ensembles over six minimization 

procedures with decreasing restraints on the host of 500.0, 200.0, 20.0, 10.0, 5.0 kcal/ mol (Å2), 

and then were heated to 300 K over 30 ps. The temperature was maintained at 300 K using 

Langevin dynamics and the pressure was coupled to 1 atm using isotropic position scaling. 

Atomistic molecular dynamics simulations were performed for 10 ns in triplicate to account for 



 32 

randomized parameters that affect the MD trajectories. Nonbonded interactions were truncated 

with a 10.0 Å cutoff, whereas long-range electrostatics were handled with the particle-mesh 

Ewald (PME) method. Bonds involving hydrogen were constrained using SHAKE, and the 

simulation time step was set to 2 fs. All simulations were performed with AMBER16.7.63  

The binding free energies were calculated with MMPBSA approach using the built-in PBSA-

solver.66 The internal and external dielectric constants were set to 1.0 and 80.0, respectively. The 

solvent accessible surface area (SASA) was determined with the default LCPO method using the 

modified Bondi atomic radii. Calculations for solute entropic contributions were not considered. 

For each system, the binding free energy was determined using the final 100 frames from the 

simulation.  

Clusters were formed using the density-based spatial clustering of applications with noise 

(DBSCAN) algorithm based on two parameters, which are epsilon (Eps) and the minimum 

number of points in an Eps-neighborhood (MinPts). MinPts was set to 4 and the Eps value for 

DBSCAN was determined from the threshold point of a sorted 4-dist graph.67 The cluster 

conformation representing the greatest number of frames from the MD simulations was used for 

further analyses. Additional QSAR (quantitative structure–activity relationship) calculations 

were performed on each guest molecule to determine the van der Waals volume each molecule 

occupies by using the connection table approximation descriptor in MOE (Tables 3.9 and 3.10). 

3.2.3 Quantum Mechanical Methods 

The individual structures generated from the clustering of MD trajectories, shown in Figures. 

3.4, 3.5 and 3.6, for each host–guest complex were used for all quantum chemical calculations. 

The host and guest molecules were analyzed with the same geometry as from the complex. The 

thermal corrections for all molecules were calculated at the HF/6- 31G(d) level of theory in 
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Gaussian 16 and the vibrational contributions were scaled by 0.8953.68 Single point energies 

were obtained using ORCA 4.069 with the B3PW91 density functional58,70,71 since B3PW91 has 

been shown to properly treat long-range covalent interactions. In the treatment of the exact 

exchange in the functional, the RIJCOSX approximation49 was used with the def2 auxiliary basis 

set72 to reduce the computational cost associated with the number of atoms in the host–guest 

complex since the RIJCOSX approximation has been shown to be five times as efficient for 

molecules of similar size to the host–guest systems. To mimic the aqueous solution, the SMD 

implicit solvation model73 was used with water (ε = 78.4) as the implicit solvent. Grimme’s D3 

dispersion correction with Becke-Johnson damping was used to investigate long-range covalent 

interactions as the inclusion of D3 dispersion improves intermolecular interaction energies 

predicted with DFT.46,50,74,75 

The correlation consistent basis set family (cc-pVnZ)76 was used for all single point 

calculations since these basis sets were developed to exhibit convergence behavior to the 

complete basis set (CBS) limit for wavefunction-based methods through extrapolation.77–80 

Knowing the CBS limit, which removes basis set incompleteness error, the error for the property 

of interest, i.e. binding free energy, only corresponds to the intrinsic error of the chosen QM 

method. Therefore, to extrapolate to the Kohn–Sham limit for DFT methods, analogous to the 

CBS limit for wavefunction-based methods, the cc-pVnZ basis sets were used (n=D, T) with the 

following extrapolation scheme proposed by Jensen  

𝐸(𝑙𝑚𝑎𝑥) =  𝐸𝐶𝐵𝑆 + 𝐴(𝑙𝑚𝑎𝑥 + 1)𝑒−𝐵√𝜋𝑠    (3.1) 

where lmax is the maximum angular momentum function in the basis set and ns is the number 

of s functions in the basis set.81 The B-parameter was set to 5.5 in agreement with Jensen for use 

as a two-point extrapolation scheme. Due to the abundance of weak molecular interactions in 
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biomolecules, the calculated binding energies were counterpoise corrected before the 

extrapolations were performed on each host, guest, and host–guest complex.82,83  

Additional electronic structure modeling techniques were applied to the CB8 host–guest 

systems to examine the impact of various approximations on the binding free energy. Targeting 

reduction in computational time, the correlation consistent basis sets were truncated via the 

removal of higher angular momentum basis functions for hydrogen atoms. This has been shown 

to reduce the computational time by approximately 42.9% and 57.8% when removing 1 d 

function from the cc-pVTZ basis set, denoted as cc-pVTZ(−1d), and 2 d functions and 1 f 

function from the cc-pVQZ basis set, denoted as cc-pVQZ(−1f2d), respectively, and yielded the 

results closest to the atomization energies generated with the full basis sets at the complete basis 

set limit.51  

Binding free energies calculated with and without the use of the resolution-of-the-identity 

(RI) approximation were examined to gauge how the RI approximation, which leads to a 

reduction in CPU time, affects the accuracy. To characterize the ionic strength of the solution 

used in experiment, the dielectric constant for the implicit water solvent was also altered from 

78.4 for pure water to 76.4 given the concentration of the sodium chloride solution used in the 

MD simulations and the experimentally determined relation between the concentration of an 

ionic solution and the dielectric constant.84  

3.3 Results 

The binding free energies submitted as part of the SAMPL6 competition are shown in Tables 

3.1, 3.2 and 3.3 for CB8, OA, and TEMOA host–guest systems, respectively. For each host–

guest complex, statistical measurements were used to gauge the effectiveness of each of the three 

methods, which are MMPBSA, RI-B3PW91-D3, and RI-B3PW91, in predicting experimental 
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binding free energies. These include the mean absolute error (MAE), the root mean square error 

(RMSE), Kendall’s Tau (τ) rank correlation coefficient, which measures how well a method 

ranked calculated binding free energies relative to experimental binding free energies where τ 

values closer to one correspond to increased qualitative accuracy of the prediction, and the 

correlation coefficient (r2). To demonstrate there is no correlation in ranking between the 

calculated binding free energies and the experimental binding free energies, τ values are 

compared against τcrit, a cutoff value obtained through a table of critical values generated by 

Monte Carlo simulations of a τ distribution, which is similar to the normal Z distribution, used to 

reject the null hypothesis.85,86 

  



 36 

3.3.1 Cucurbit[8]uril (CB8) 

Table 3. 1 The binding free energies in kcal mol-1 for the CB8 host–guest systems. 

Complex Exp MMPBSA RIB3PW91-D3 RI-B3PW91 

CB8-G0 −6.69±0.05 −29.4±0.3 −49.89 6.75 

CB8-G1 −7.65±0.04 −31.5±0.3 −57.22 12.7 

CB8-G2 −7.66±0.05 −25.6±0.3 −36.86 10.34 

CB8-G3 −6.45±0.06 −34.2±0.5 −44.53 26.61 

CB8-G4 −7.80±0.04 −30.8±0.3 −68.09 −11.11 

CB8-G5 −8.18±0.05 −18.6±0.3 −35.92 2.39 

CB8-G6 −8.34±0.05 −19.8±0.2 −31.95 1.26 

CB8-G7 −10.00±0.10 −17.6±0.4 −14.90 18.09 

CB8-G8 −13.50±0.04 −30.4±0.2 −50.34 4.49 

CB8-G9 −8.68±0.08 −19.9±0.5 −37.07 −2.46 

CB8-G10 −8.22±0.07 −19.6±0.3 −39.30 0.61 

CB8-G11 −7.77±0.05 −17.5±0.4 −25.75 −1.07 

CB8-G12 −9.86±0.03 −31.5±0.4 −62.05 15 

CB8-G13 −7.11±0.03 −25.4±0.3 −44.04 0.17 

MAE  16.7±0.3a 34.29 14.88 

RMSE  17.8±0.8b 36.99 17.26 

τ  −0.19 −0.14 0.05 

r2  0.00 0.00 0.00 

The mean absolute error (MAE), root mean square error (RMSE), Kendall’s Tau (τ), and r2 are 

shown. These results correspond to those submitted for the competition. 
aThe uncertainty reported for MAE is the average of the absolute uncertainties. 
bThe uncertainty reported for RMSE is the uncertainty of the RMSE with the experimental and 

calculated uncertainties. 

The binding free energy predictions for the CB8 host with the three methods submitted were 

compared to experiment (Table 3.1). The predicted values were significantly more negative than 

experimental binding free energies with an MAE of 16.69, 33.58, and 15.54 kcal mol-1 for 

MMPBSA, RI-B3PW91-D3, and RI-B3PW91, respectively.  

When the binding affinities of the guests to CB8 are ranked from the lowest to the highest 

binding affinity, MMPBSA did not correctly rank any of the systems but predicted CB8-G12 to 

have a stronger binding affinity relative to the other complexes, which correlates to experiment 
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well. RI-B3PW91-D3 correctly ranked CB8-G2 as the tenth strongest bound host–guest complex 

and predicted that CB8-G12 was more tightly bound relative to the other CB8 host–guest 

systems. RI-B3PW91 correctly ranked CB8-G6, CB8-G2, CB8-G1, and CB8-G3 as fifth, tenth, 

eleventh, and fourteenth, respectively, while the remaining systems were ranked incorrectly. 

Unlike both MMPBSA and RI-B3PW91- D3, RI-B3PW91 predicted CB8-G12 to have a lower 

binding affinity relative to the other CB8 host–guest systems. 

3.3.2 Octa acid (OA) 

Table 3. 2 The binding free energies in kcal mol-1 for the OA host–guest systems.  

Complex Exp MMPBSA RI-B3PW91-D3 RI-B3PW91 

OA-G0 −5.68±0.03 −12.6±0.2 −41.36 −16.57 

OA-G1 −4.65±0.02 −11.6±0.1 −40.67 −17.15 

OA-G2 −8.38±0.02 −18.2±0.2 6.54 44.53 

OA-G3 −5.18±0.02 −10.0±0.2 −47.94 −17.62 

OA-G4 −7.11±0.02 −17.0±0.2 −48.19 −13.49 

OA-G5 −4.59±0.02 −9.1±0.2 −38.40 −16.42 

OA-G6 −4.97±0.02 −11.3±0.2 −43.19 −23.31 

OA-G7 −6.22±0.02 −11.4±0.1 −47.37 −23.78 

MAE  6.8±0.2a 35.46[38.39] 17.86[12.85] 

RMSE  7.1±0.4b 36.41[38.52] 22.51[13.39] 

τ  0.64 0.29[0.71] −0.21[0.05] 

r2  0.84 0.44[0.52] 0.6[0.03] 

The mean absolute error (MAE), root mean square error (RMSE), Kendall’s Tau (τ), and r2 are 

shown. Bracketed values indicate the values after the removal of the statistical outlier (OA-G2). 

These results correspond to those submitted for the competition. 
aThe uncertainty reported for MAE is the average of the absolute uncertainties. 
bThe uncertainty reported for RMSE is the uncertainty of the RMSE with the experimental and 

calculated uncertainties. 

 

The three sets of submitted binding free energy predictions for OA are reported in Table 3.2. 

All values predicted using MMPBSA were significantly more negative than experimental 

measurements with an MAE of 6.8±0.2 kcal mol-1. When ranking the binding affinities of the 
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guest to the host from lowest to highest binding affinity, MMPBSA correctly placed OA-G2, 

OA-G4, OA-G6, OA-G5 as first, second, sixth, and eighth, respectively. The other systems were 

not ranked correctly; OA-G0, OA-G1, OA-G7 and OA-G3 ranked third, fourth, fifth, and 

seventh, respectively, whereas experimentally ranked fourth, seventh, third, and fifth, 

respectively. 

For RI-B3PW91-D3 and RI-B3PW91, the binding free energy predicted for OA-G2 was 

determined as a statistical outlier with 99% confidence, visualized in Figure 3.8, using Dixon’s 

Q-Test.87 When the statistical outlier (OA-G2) was excluded from the RI-B3PW91-D3 set, the 

MAE, RMSE, Kendall’s Tau (τ), and the correlation coefficient (r2) increased from 35.46 to 

38.39 kcal mol-1, 36.41 to 38.52 kcal mol-1, 0.29 to 0.71, and 0.44 to 0.52, respectively. When 

the binding free energy for OA-G2 was excluded from the set of binding free energies obtained 

with RI-B3PW91, the MAE, RMSE, and r2 decreased from 17.87 to 12.85 kcal mol-1, 22.51 to 

13.39 kcal mol-1, and 0.60 to 0.03, respectively, as shown in Table 3.2. In Figure 3.7b, the 

statistical outlier was removed, which improved and worsened the linear regression model 

comparing experiment to RI-B3PW91-D3 and RI-B3PW91, respectively. With the exclusion of 

OA-G2, ranking the binding affinities from lowest to highest, RI-B3PW91-D3 correctly ranked 

OA-G4, OA-G1, and OA-G5, as first, sixth, and seventh, respectively, while RI-B3PW91 did not 

correctly ranked any of the systems. 
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3.3.3 Tetramethyl octa acid (TEMOA) 

TEMOA is structurally different from OA because of the substitution of four hydrogens 

around the portal to the binding pocket of OA with four methyl groups. While the same guests 

bound to TEMOA and OA with similar binding energies, G7 weakly binds to TEMOA relative 

to the other guests whereas it binds stronger to OA experimentally. 

Table 3. 3 The binding free energies in kcal mol-1 for the TEMOA host– guest systems. 

Complex Exp MMPBSA RI-B3PW91-D3 RI-B3PW91 

TEMOA-G0 −6.06±0.02 −12.0±0.2 −43.75 −12.80 

TEMOA-G1 −5.97±0.04 −11.3±0.2 −41.98 −10.18 

TEMOA-G2 −6.81±0.02 −19.3±0.2 −51.23 −7.22 

TEMOA-G3 −5.60±0.04 −8.3±0.2 −43.56 −15.29 

TEMOA-G4 −7.79±0.02 −19.2±0.3 −51.98 −12.39 

TEMOA-G5 −4.16±0.02 −6.1±0.2 −37.04 −10.66 

TEMOA-G6 −5.40±0.03 −10.4±0.2 −41.05 −16.94 

TEMOA-G7 −4.13±0.02 −6.8±0.3 −45.98 −10.29 

MAE  5.9±0.2a 38.83 6.23 

RMSE  7.0±0.5b 39.03 7.00 

τ  0.79 0.57 −0.14 

r2  0.86 0.55 0.00 

The mean absolute error (MAE), root mean square error (RMSE), Kendall’s Tau (τ), and r 2 are 

shown. These results correspond to those submitted to the competition. 
aThe uncertainty reported for MAE is the average of the absolute uncertainties.  
bThe uncertainty reported for RMSE is the uncertainty of the RMSE with the experimental and 

calculated uncertainties. 

 

Binding free energy predictions using the submitted methods for the TEMOA host are 

reported in Table 3. Similar to OA, all three methods overestimated the binding free energies 

relative to experiment. RI-B3PW91-D3 overestimated the binding free energies with an MAE of 

38.83 kcal mol-1. Of the three methods considered, the MMPBSA method yielded better binding 

free energies, both quantitatively (MAE of 5.9±0.2 kcal mol-1) and qualitatively (τ = 0.79), than 
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the QM-based calculations. MMPBSA ranked TEMOA-G0 and TEMOA-G1 as the third and 

fourth strongest bound complexes, respectively. Additionally, MMPBSA predicted that 

TEMOA-G4 and TEMOA-G2 were the most tightly bound complexes while TEMOA-G7 and 

TEMOA-G5 were the most loosely bound complexes. RI-B3PW91-D3 correctly predicted that 

TEMOA-G4, TEMOA-G2, and TEMOA-G3 were the first, second, and fifth most tightly bound 

complexes, respectively. Like MMPBSA, RI-B3PW91-D3 predicted that TEMOA-G5 was a 

weakly bound host–guest complex relative to the other TEMOA host–guest systems. RI-

B3PW91 correctly predicted TEMOA-G0 as the third strongest bound host–guest complex and 

yielded the lowest deviation from experiment (0.41 kcal mol-1) for TEMOA-G2. 

3.3.4 Quantum Mechanical Calculations 

The CB8 host–guest systems were used to probe approaches for improving the binding free 

energy prediction. Specifically, the effects of (1) utilizing truncated correlation consistent basis 

sets as opposed to standard correlation consistent basis sets; (2) utilizing traditional DFT 

calculations (neglecting the RI approximation); and (3) modifying the dielectric constant used in 

the continuum solvation model to reflect the ionic strength of the solution used in experiment 

were examined. 

As shown in Tables 3.1, 3.2 and 3.3, for CB8, OA without the statistical outlier (OA-G2), 

and TEMOA, the MAE, and RMSE increased by approximately 19.4, 25.5, and 32.6 kcal/ mol 

when using Grimme’s D3 dispersion with RI-B3PW91, respectively, away from experiment. 

However, when using Grimme’s D3 dispersion, the τ value decreases from 0.05 to −0.14 for 

CB8 but increases from −0.05 to 0.71 when the statistical outlier is removed for OA and 

increases from −0.14 to 0.57 for TEMOA. This shows the importance of using a dispersion 

correction for qualitative ranking of binding affinities. 
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Table 3. 4 The binding free energies for CB8 complexes in kcal mol-1 with various schemes involving not using the RI 

approximation, changing the dielectric constant of the implicit solvent with the truncated correlation consistent basis sets for 

hydrogen. 

Complex Exp 

B3PW91-D3  

(SMD, ε=78.4) 

 

 

RI-B3PW91-D3  

(SMD, ε=78.4) 

 

 

RI-B3PW91-D3  

(SMD, ε=76.4) 

TZ  

(−1d) 
TZ 

QZ  

(−1f2d) 

TZ  

(−1d) 
TZ 

QZ  

(−1f2d) 

TZ  

(−1d) 
TZ 

QZ  

(−1f2d) 

CB8-G0 −6.69±0.05 −49.85 −49.91 −49.27 −49.84 −49.89 −49.25 −49.84 −49.82 −36.26 

CB8-G1 −7.65±0.04 −54.54 −57.22 −56.61 −57.21 −57.22 −56.61 −57.21 −57.24 −56.62 

CB8-G2 −7.66±0.05 −37.32 −36.86 −36.39 −36.82 −36.86 −36.39 −36.82 −36.87 −36.40 

CB8-G3 −6.45±0.06 −45.01 −44.54 −44.38 −44.51 −44.53 −44.38 −44.51 −44.55 −44.40 

CB8-G4 −7.80±0.04 −69.19 −68.10 −67.50 −68.07 −68.09 −67.49 −68.07 −68.12 −67.52 

CB8-G5 −8.18±0.05 −36.17 −16.10 −35.53 −35.89 −35.92 −35.52 −35.89 −35.95 −35.54 

CB8-G6 −8.34±0.05 −31.95 −31.96 −31.63 −31.93 −31.95 −31.62 −31.95 −31.97 −31.64 

CB8-G7 −10.00±0.10 −14.92 −14.95 −12.89 −14.88 −14.90 −12.89 −14.91 −14.92 −12.91 

CB8-G8 −13.50±0.04 −50.61 −27.26 −49.89 −50.30 −50.34 −49.90 −50.30 −50.36 −49.92 

CB8-G9 −8.68±0.08 −37.31 −19.22 −36.73 −37.05 −37.07 −36.71 −37.05 −37.09 −36.74 

CB8-G10 −8.22±0.07 −42.27 −15.29 −38.92 −39.28 −39.30 −38.90 −39.28 −39.32 −38.91 

CB8-G11 −7.77±0.05 −28.63 −10.21 −25.37 −25.74 −25.75 −25.36 −25.74 −25.80 −25.41 

CB8-G12 −9.86±0.03 −62.53 −62.08 −61.43 −61.99 −62.05 −61.40 −61.99 −62.07 −61.41 

CB8-G13 −7.11±0.03 −52.30 −51.72 −50.03 −51.73 −44.04 −50.00 −51.74 −51.75 −50.04 

MAE  35.33 27.68 34.19 34.81 34.29 34.18 34.81 34.85 33.27 

RMSE  37.96 33.79 37.03 37.56 36.99 37.02 37.56 37.60 36.13 

τ  −0.14 −0.21 −0.12 −0.12 −0.14 −0.12 −0.12 −0.12 −0.08 

r2  0.00 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

The mean absolute error (MAE), root mean square error (RMSE), Kendall’s Tau (τ), and r2 are shown. 
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The binding free energies as a result of utilizing truncated basis sets individually and 

extrapolated to the Kohn–Sham limit with a two-point extrapolation using cc-pVDZ and cc-

pVTZ (cc-pV∞Z[D,T]) and a three-point extrapolation using cc-pVDZ and truncated triple and 

quadruple correlation consistent basis sets, cc-pVTZ(− 1d) and ccpVQZ(−1f2d), denoted as 

cc(0,−1,−2), are reported in Tables 4 and 5, respectively. 
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Table 3. 5 The binding free energies for the CB8 complexes in kcal mol-1 with various schemes involving not using the RI 

approximation, changing the dielectric constant of the implicit solvent, and two options for basis set choice when extrapolating to the 

Kohn–Sham limit. 

Complex Exp 

B3PW91-D3  

(SMD, ε=78.4) 

 

 

RI-B3PW91-D3  

(SMD, ε=78.4) 

 

 

RI-B3PW91-D3  

(SMD, ε=76.4) 

cc-pV∞Z  

[D, T] 

cc 

(0,−1,−2) 

cc-pV∞Z  

[D, T] 

Cc 

(0,−1,−2) 

cc-pV∞Z  

[D, T] 

cc 

(0,−1,−2) 

CB8-G0 −6.69±0.05 −49.91 −47.62 −49.89 −47.58 −49.82 −16.15 

CB8-G1 −7.65±0.04 −57.22 −60.08 −57.22 −55.85 −57.24 −55.88 

CB8-G2 −7.66±0.05 −36.86 −35.25 −36.86 −36.00 −36.87 −36.04 

CB8-G3 −6.45±0.06 −44.54 −43.50 −44.53 −44.20 −44.55 −44.26 

CB8-G4 −7.80±0.04 −68.10 −64.83 −68.09 −66.23 −68.12 −66.27 

CB8-G5 −8.18±0.05 −16.10 −34.89 −35.92 −35.28 −35.95 −35.32 

CB8-G6 −8.34±0.05 −31.96 −31.33 −31.95 −31.32 −31.96 −31.34 

CB8-G7 −10.00±0.10 −14.95 −11.27 −14.90 −11.30 −14.92 −11.31 

CB8-G8 −13.50±0.04 −27.26 −24.47 −50.34 −49.31 −50.36 −49.38 

CB8-G9 −8.68±0.08 −19.22 −36.14 −37.07 −36.50 −37.09 −36.58 

CB8-G10 −8.22±0.07 −15.29 −33.97 −39.30 −38.63 −39.32 −38.67 

CB8-G11 −7.77±0.05 −10.21 −20.40 −25.75 −24.88 −25.80 −25.02 

CB8-G12 −9.86±0.03 −62.08 −60.01 −62.05 −60.67 −62.07 −60.70 

CB8-G13 −7.11±0.03 −51.72 −47.18 −44.04 −37.82 −51.75 −40.12 

MAE  27.68 30.93 34.29 32.69 34.85 30.65 

RMSE  33.79 34.71 36.99 35.56 37.60 34.12 

τ  −0.21 −0.34 −0.14 −0.12 −0.12 −0.01 

r2  0.07 0.15 0.00 0.00 0.00 0.02 

These options are cc-pV∞Z [D, T], which use cc-pVDZ and cc-pVTZ to extrapolate to the Kohn–Sham limit, and cc(0,−1, −2), which 

uses cc-pVDZ, cc-pVTZ(−1d), and cc-pVQZ(−1f2d) to extrapolate to the Kohn–Sham limit. The binding energies obtained with RI-

B3PW91-D3 (SMD, ε=78.4)/cc-pV∞Z [D, T] were submitted. The mean absolute error (MAE), root mean square error (RMSE), 

Kendall’s Tau (τ), and r2 are shown. 
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For the CB8 complexes in Table 3.4, using standard DFT (B3PW91-D3) yielded a MAE of 

35.33 kcal/ mol and 34.19 kcal mol-1 with cc-pVTZ(− 1d) and ccpVQZ(−1f2d), respectively, 

while RI-DFT (RI-B3PW91- D3) yielded a MAE of 34.81 and 34.18 kcal mol-1 for ccpVTZ(− 

1d) and cc-pVQZ(− 1f2d), respectively. When changing ε from 78.4 for pure water to 76.4 to 

account for the ionic strength of the solution (RI-B3PW91-D3 (ε = 76.4)), all metrics (MAE, 

RMSE, τ, and r2) used to gauge the method’s predictive qualities for the binding free energies 

did not significantly change with respect to the binding free energies predicted in pure water 

(RIB3PW91-D3 (ε = 78.4)). 

Table 3.5 shows the predicted binding free energies for B3PW91-D3 (ε = 78.4), RI-

B3PW91-D3 (ε = 78.4), and RI-B3PW91-D3 (ε=76.4) at the Kohn–Sham limit using cc-

pV∞Z[D,T], a two-point extrapolation using cc-pVDZ and cc-pVTZ, and cc(0,−1,−2), a three-

point extrapolation using cc-pVDZ, cc-pVTZ(−1d) and cc-pVQZ(−1f2d) for the CB8 complexes. 

Using the cc(0,−1,−2) basis set choice for extrapolation, the binding free energies predicted by 

RIB3PW91-D3 (ε=78.4) and RI-B3PW91-D3 (ε=76.4) lowered the MAE by approximately 

1.6 kcal mol-1 and 4.2 kcal/ mol, respectively, in regards to using the cc-pV∞Z[D,T] scheme. 

3.4 Discussion 

Calculating end-state binding free energies with MMPBSA is relatively fast and simple but 

results of a loss in accuracy and reliance compared to other free energy methods. It has been 

known that various factors affect the performance of the MMPBSA method such as the force 

field, solute dielectric constant, as well as sampling.33 In our model, we employed the AM1-BCC 

partial charge scheme for the guest and host molecules for use with the GAFF force field to 

increase computational efficiency. GAFF was designed to use partial charges calculated from the 

restrained electrostatic potential fit (RESP) method.56,88 Although, the AM1-BCC scheme was 
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parameterized to reproduce RESP charges, this may only be appropriate for the guest molecules 

rather than the larger host molecules. The interactions between the host and guest molecules may 

have been overestimated or underestimated as a result using the AM1-BCC charge scheme, 

hence the binding affinity predictions may be improved by using the RESP charge model. 

3.4.1 Submission Analysis 

For the methods submitted to the SAMPL6 competition, using RI-B3PW91-D3 yielded 

higher τ values for OA and TEMOA than using RI-B3PW91 for predicting binding free energies. 

Since there are eight guests that are bound to OA and TEMOA, τcrit for α=0.05 is 0.57 for 8 data 

points. Only MMPBSA correlates with experiment (|τ| > τcrit), as the τ values are 0.64, 0.29, and 

−0.21 for MMPBSA, RI-B3PW91-D3, and RI-B3PW91, respectively. However, after removing 

the statistical outlier, OA-G2, from the dataset, τ increases from 0.29 to 0.71, which implies that 

RIB3PW91-D3 also correlates with experiment. As shown in Table 3.2, RI-B3PW91-D3 ranked 

the binding free energies more correctly than MMPBSA when the outlier is excluded. For 

TEMOA, both MMPBSA and RI-B3PW91-D3 correlate with experiment with τ values of 0.79 

and 0.57, respectively, which are greater than τcrit. 

As shown in Figure 3.7a, there is no correlation between experimental and predicted binding 

free energies for the CB8 host–guest systems. This is supported by r2 ≈ 0 and τ values of − 0.19, 

− 0.14, 0.12 for MMPBSA, RI-B3PW91-D3, and RI-B3PW91, respectively, which are smaller in 

magnitude than τcrit for α=0.05 for 14 data points, which is 0.36. This also shows an 

inconsistency when using Grimme’s dispersion correction, which may be due to the abundance 

of N and O atoms present in the CB8 host and empirical descriptors for those atoms. For all sets 

of the host–guest systems, RI-B3PW91 had a lower MAE and RMSE than RIB3PW91-D3 by 

approximately 19.4–32.6 kcal mol-1, but as a tradeoff, resulted in qualitatively better predictions 
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of the binding affinities (Figure 3.8). This implies that using a dispersion correction overbinds 

the guest to the host but is needed for proper ranking. 

To estimate the relative performance of the methods, the mean signed error (MSE) was used 

to offset the calculated binding free energies. After the removal of MSE from the MMPBSA and 

RI-B3PW91-D3 predicted binding free energies for OA and TEMOA, the MAE and the RMSE 

values are recalculated to estimate the performance of methods in relative terms as shown in 

Table 3.6. This correction improved the MAE and RMSE for MMPBSA by 6.8 and 5.9 kcal/ mol 

for OA and TEMOA, respectively. The correction improved the RI-B3PW91-D3 MAE and 

RMSE by 38.39 and 38.83 kcal mol-1 for OA without the OA-G2 outlier and TEMOA, 

respectively. 
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Figure 3. 7 Plots for calculated results in Tables 3.1, 3.2 and 3.3 versus experimental results 

in kcal mol-1 for (a) CB8, (b) OA, and (c) TEMOA for MMPBSA (blue), RI-B3PW91-D3 

(black), and RI-B3PW91 (green). The dashed lines in each corresponding color refers to the best 

fit line where the statistical outlier (OA-G2) for RI-B3PW91 and RI B3PW91-D3 is removed for 

b and c. The dashed gray line is the y=x line.  
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3.4.2 Impact of Truncated Basis Sets 

For the QM calculations, the subset of the CB8 host–guest systems was chosen because the 

size of these systems is smaller compared to the octa-acid host–guest systems investigated. 

While using the RI approximation, lowering ε from 78.4 for pure water to 76.4 to account for the 

ionic strength of the solution increased the MAE by 0.56 kcal mol-1. However, altering the 

dielectric constant from 78.4 to 76.4 to account for the ionic strength of the solution lowered the 

MAE from 34.85 to 30.65 kcal mol-1 for the three-point extrapolation with truncated triple-ζ and 

quadruple-ζ correlation consistent basis sets, yet for RI-B3PW91-D3 (ε=78.4), the MAE only 

decreased from 34.29 to 32.69 kcal mol-1 (Table 3.5). Therefore, factors that can change the 

dielectric constant should be considered when using implicit solvent models for binding free 

energy predictions. 

The use of the cc(0,−1,−2) basis set scheme lowered the MAE for CB8 complexes by 1.60 

kcal mol-1 relative to using cc-pV∞Z[D,T] (Table 3.5) for RI-B3PW91-D3 (ε=78.4). In contrast, 

when using truncated basis sets and standard basis sets for binding free energies (Table 3.4), the 

MAE decreased by 0.51 kcal mol-1 for the CB8 complexes when using cc-pVTZ as opposed to 

cc-pVTZ(−1d) for RIB3PW91-D3 (ε=78.4). The MAE decreased by 0.31 kcal/ mol when 

increasing the basis set quality of truncated basis sets for RI-B3PW91-D3 (ε=78.4). Therefore, 

within the RI approximation, the decrease in MAE when using ccpVQZ(−1f2d) highlights the 

importance of using higher quality basis sets when extrapolating to the Kohn–Sham limit.  

For predictions without the RI approximation, the binding free energies determined using 

B3PW91-D3/cc-pVTZ yielded a decrease in the MAE by 7.65 kcal mol-1 relative to B3PW91-

D3/cc-pVTZ(−1d) as shown in Table 3.4. This is believed to be a result from including the four-

center two-electron electron repulsion integrals removed via the RI approximation and the need 
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for additional polarization when describing interactions with hydrogens between the host and the 

guest. This effect also contributes to the increase of 3.25 kcal mol-1 in the MAE between 

B3PW91-D3/ cc-pV∞Z[D,T] and B3PW91-D3/cc(0,−1,−2). However, as shown in Table 3.5, 

when employing truncated basis sets (cc(0,−1,−2)), binding free energy predictions when using 

RI-B3PW91-D3 (ε=76.4) are more positive and yield a MAE of 0.28 kcal mol-1 lower than 

B3PW91-D3 (ε=78.4). This illustrates that within the RI approximation, changing the dielectric 

constant is as beneficial to predicting binding free energies as utilizing standard DFT, which is 

more computationally costly than RI-DFT.  

For the CB8-G6 host–guest complex, which was one of the smaller systems in the set of 

host–guest systems, the number of basis functions decreased from 4016 to 3696 with the 

truncation of 1 d basis function from the cc-pVTZ basis set for hydrogen and decreased from 

7640 to 6872 with the truncation of 1 f and 2 d basis functions from the cc-pVQZ basis set for 

hydrogen. Since DFT scales approximately N3 to N5 depending on the complexity of the 

functional where N is the number of basis functions, truncated basis sets become a practical 

option for further decreasing the computational cost while improving the quantitative prediction 

of binding free energies for these host–guest systems as truncating 1 d basis function from cc-

pVTZ only affected the binding energy predicted with cc-pVTZ by ≤0.06 kcal mol-1 as shown in 

Table 3.4 for RI-B3PW91-D3. 

3.4.3 Impact of the Extrapolation Scheme B-parameter  

Another factor that can account for the large deviations between host–guest binding energies 

is the parameter used to fit Equation 3.1 for two-point extrapolations. The value of 5.5 proposed 

by Jensen for the B-parameter, which was used for atoms and diatomics, caused the extrapolation 

curve to converge at a very rapid rate and is reflected in the predictions for the CB8 complexes, 
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as the binding affinities in Table 3.1 are identical to those predicted with the ccpVTZ basis set 

with the respective method in Table 3.4. Also, when using the three-point extrapolations with 

truncated basis sets for the CB8 complexes, the B-parameter yielded an average value of 0.37 

(Table 3.10). Therefore, the value of 0.37 for the B-parameter was applied to two-point 

extrapolations with cc-pVDZ and cc-pVTZ to gauge how changing the B-parameter affects the 

extrapolated binding free energies (Table 3.7). The results from using 0.37 as the B-parameter in 

a two-point extrapolation show that the MAE decreased by 0.84 and 0.42 kcal mol-1 for the CB8 

and TEMOA complexes, respectively. The MAE did not change for the OA complexes. Setting 

the B-parameter to 0.37 did not change the τ values for CB8 and OA complexes, however, did 

increase the τ value from 0.57 to 0.71 for TEMOA.  

In addition to applying 0.37 for the B-parameter to predict binding free energies for all host–

guest systems using two-point extrapolations with cc-pVDZ and ccpVTZ, the value of the B-

parameter was optimized to the value of 0.12 via minimizing the MAE and was applied (Table 

3.7). For the CB8 host–guest systems, shifting the B-parameter from 5.5 to 0.12 had a noticeable 

impact on the MAE, which decreased from 34.29 to 29.84 kcal/ mol for RI-BWPW91-D3. A 

similar effect was observed for TEMOA with a decrease in the MAE of 5.07 kcal/ mol. There is 

no notable change in MAE, RMSE, or τ for the OA complexes with the change in the B-

parameter. Furthermore, τ increases from 0.57 to 0.93 when the B-parameter is changed from 5.5 

to 0.12 for TEMOA with RI-B3PW91-D3, which provides more evidence that dispersion-

corrected functionals should be used for qualitative predictions of binding free energies since |τ| 

> τcrit. The observed trends imply that the value of the B-parameter should be reoptimized when 

using Equation 3.1 for macromolecules.  
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Table 3. 6 The predicted binding energies for OA and TEMOA using MMPBSA and RI-

B3PW91 after the removal of mean signed error (MSE) 

 OA TEMOA 
 MMPBSA RI-B3PW91-D3 MMPBSA RI-B3PW91-D3 

MAE 1.6±0.2a 11.66 [2.81] 3.0±0.2a 3.49 

RMSE 1.9±0.4b 17.87 [3.12] 3.7±0.5b 3.95 

τ 0.64 0.29 [0.71] 0.79 0.57 

r2 0.84 0.44 [0.52] 0.86 0.55 

 

Bracketed values indicate the values after the removal of the statistical outlier (OA-G2). The 

mean absolute error (MAE) in kcal mol-1, root mean square error (RMSE) in kcal mol-1, 

Kendall’s Tau (τ), and r2 are shown. 
aThe uncertainty reported for MAE is the average of the absolute uncertainties.  
bThe uncertainty reported for RMSE is the uncertainty of the RMSE with the experimental and 

calculated uncertainties. 

 

Compared to other submissions employing QM methods in the SAMPL6 host–guest binding 

challenge, our approach yielded quantitatively poorer predictions that may have resulted from 

the approximations considered in this work. In our approach, only a single conformational state 

of the guest binding to the host system was considered. Additionally, the representative 

structures of the individual host–guest systems obtained from clustering the MD trajectories were 

not optimized with QM methods and is reflected in our model chemistries. 
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Table 3. 7 The predicted binding energies when using different values for B in Eq.  1 for two-

point extrapolations using cc-pVDZ and cc-pVTZ with RI-B3PW91-D3. 

 B=5.5 B=0.37 B=0.12 

CB8    

 MAE 34.29 33.45 29.84 

 RMSE 36.99 36.33 33.34 

 τ −0.14 −0.14 −0.03 

 r2 0 0 0 

OA    

 MAE 35.46[38.39] 35.46[38.42] 35.43[38.74] 

 RMSE 36.41[38.52] 36.43[38.54] 36.70[38.86] 

 τ 0.29[0.71] 0.29[0.71] 0.29[0.71] 

 r2 0.44[0.52] 0.43[0.52] 0.43[0.54] 

TEMOA    

 MAE 38.83 38.41 33.76 

 RMSE 39.03 38.6 36.3 

 τ 0.57 0.71 0.93 

 r2 0.55 0.75 0.58 

Bracketed values indicate the values after the removal of the statistical outlier (OA-G2). The 

mean absolute error (MAE) in kcal mol-1, the root mean square error (RMSE) in kcal mol-1, the 

Kendall’s Tau (τ), and r2 are shown. 

 

3.4.4 Impact of representative geometries 

The cause of OA-G2 being a statistical outlier is suspected to be from the orientation of the 

substituted cyclohexene ring relative to the OA host (Figure 3.5). Comparing OA-G2 and 

TEMOA-G2 in Figures 3.5 and 3.6, where the only difference is the four methyl groups on the 

host, the structure of the OA-G2 complex has a smaller binding pocket than the TEMOA-G2 

complex. While the experimental data suggests that G2 has a stronger binding affinity towards 

OA than TEMOA, MMPBSA suggests the opposite. More sampling of representative structures 

would aid in depicting whether the anomalous binding behavior of OA-G2 correlates with the 

positive binding free energies predicted with DFT. 
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Although the only difference between CB8-G6 and CB8- G7 was the expansion of the ring 

for the guest by one CH2 group, the predicted binding affinities for the CB8-G6 and CB8-G7 

complexes differed by approximately 17.0 kcal/ mol. This may be due to the binding poses of 

CB8-G6 and CB8-G7 complexes, as G6 bound in a perpendicular fashion inside the binding 

pocket relative to the host whereas G7 bound in a parallel fashion inside the binding pocket. This 

would affect nearby electrostatic interactions and why for B3PW91-D3 (ε=78.4), RI-B3PW91-

D3 (ε=78.4), and RI-B3PW91-D3 (ε=76.4), there was a 3.00 kcal mol-1 difference in the change 

of binding energies between CB8-G6 and CB8-G7 when improving basis set quality via the basis 

set scheme used for extrapolation (Table 3.5). Ergo, more sampling of chemically relevant 

structures or enhanced sampling methods can provide a more robust depiction of the host–guest 

binding environment.  

The volumes of guest molecules for OA and CB8 molecules were compared to each other. 

The volumes of the guests bound to CB8 are larger than those bound to OA and TEMOA as 

shown in Tables 3.9 and 3.10. The guests CB8-G0, CB8-G1, CB8-G2, CB8-G3, CB8-G4, and 

CB8- G12 are among the largest ligands for this year’s competition with volumes of 462, 518, 

432, 468, 817, and 553 Å3, respectively. These values are more than twice the average volume of 

OA guests and the absolute error between the experimental and the predicted binding free 

energies for the larger CB8 guests are among the highest for all our methods (MMPBSA, RI-

B3W91-D3 and RI-B3PW91) as shown in Figure 3.8. The MMPBSA and RI-B3PW91-D3 

methods have a definite correlation with the experiment based on ranking the binding affinities 

of the octa-acid guest molecules, which were smaller in volume on average compared to the CB8 

guests. This correlation is evident from the τ values of 0.64, 0.79, 0.71, 0.57 for MMPBSA (OA), 
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MMPBSA (TEMOA), RI-B3PW91-D3 (OA without OA-G2 outlier), and RI-B3PW91-D3 

(TEMOA), respectively.  

However, these two methods do not correlate to the CB8 binding free energies since the τ 

values are −0.19 and −0.14 for MMPBSA and RI-B3PW91-D3, respectively. This may result 

from insufficient sampling as the CB8 guests are larger molecules with higher conformational 

flexibility. For example, the size of CB8-G4 does not allow the guest to fit entirely into the 

binding cavity. As a result, most of the CB8-G4 molecule is weakly bound to the host from 

outside of the binding pocket and only one of the three triethyl amines within the guest can fit 

into the pocket as shown in Figure 3.4. Each triethyl amine group could bind to the host from 

inside the binding cavity, which would result in alternative binding conformations and affect the 

overall binding free energy. To better understand binding free energies of these large structures, 

more sampling of the different binding modes is needed to generate weighted averages based on 

the thermodynamic stability of predicted poses.  

The results for OA and TEMOA systems illustrate that MMPBSA and RI-B3PW91-D3 

methods can be used to qualitatively rank binding energies of small molecules. Among those two 

methods, MMPBSA is computationally less expensive, but RI-B3PW91-D3 predicted the 

relative binding affinities better for OA and TEMOA host–guest systems. However, the MAE 

and the corresponding error plots (Figure 3.8) indicate that both methods overestimated the 

binding free energies. The MAE reported for the OA and TEMOA complexes state that 

MMPBSA and RI-B3PW91-D3 predict overbinding by 6.8 and 35.5 kcal mol-1, respectively, for 

OA complexes and 5.9 and 38.8 kcal mol-1, respectively, for TEMOA complexes. For all 

systems, the MMPBSA method was the best approach overall in terms of quantitative 

predictions. 
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Figure 3. 8 Error plots from experimental results in kcal mol-1 for (a) CB8 (b) OA, and (c) 

TEMOA for MMPBSA (blue), RI-B3PW91- D3 (black), and RI-B3PW91 (green) for the 

submitted results from Tables 3.1, 3.2 and 3.3. 
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3.5 Conclusions  

When implementing DFT for predicting host–guest binding affinities, the use of Grimme’s 

D3 dispersion correction was essential for qualitatively predicting the binding free energies for 

the OA and TEMOA systems even though the MAE exceeded 35.0 kcal mol-1 for both the OA 

and TEMOA systems. When using implicit solvent models, factors that can change the dielectric 

constant, such as the ionic strength of the solution, are relevant for predicting binding free 

energies, as lowering the dielectric constant lowered the MAE. While RI-B3PW91-D3 reduced 

the computational cost relative to B3PW91-D3, B3PW91-D3 yielded a lower MAE. To attain 

more quantitatively favorable results, using cc-pVQZ(−1f2d) for hydrogen atoms reduces the 

computational cost relative to using cc-pVQZ while simultaneously providing a better standard 

for extrapolating to the Kohn–Sham limit than only utilizing cc-pVDZ and cc-pVTZ for 

extrapolations. Also, truncating 1 d basis function for hydrogen atoms had a very small effect on 

predicted binding free energies obtained with cc-pVTZ, indicating that truncated basis sets are a 

viable option to reduce the computational cost while yielding near-identical binding free 

energies. With the extrapolation scheme utilized, the B-parameter should be revised for 

macromolecules since reducing the value of the B-parameter from the proposed 5.5 to 0.12 

reduced the MAE while providing extrapolated binding energies that were in alignment with 

those predicted using quadruple-ζ level basis sets. Sampling of different binding poses becomes 

pertinent for future investigations as binding orientation in the pocket affected the predicted 

binding free energies by approximately 17.0 kcal mol-1 when using RI-B3PW91-D3 for guests 

that only differed by one CH2 group.  

All methods presented predict over binding character for these host–guest systems except for 

RI-B3PW91 for CB8 host–guest systems. MMPBSA and RI-B3PW91- D3 worked well at 
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ranking binding affinities for smaller guests regardless of the size of the host. The CB8 guest 

molecules with a larger van der Waals volume yielded poor prediction of binding free energy 

due to their higher conformational flexibility, which can complicate predicting binding poses. To 

better understand binding free energies of these large structures, enhanced sampling methods can 

be used, and multiple host–guest binding poses can be sampled. 
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Table 3. 8 Van der Waals volumes in Å3 of CB8 guest molecules are calculated using 

connection table approximation. 

Guest Volume 

CB8-G0 462 

CB8-G1 518 

CB8-G2 432 

CB8-G3 468 

CB8-G4 817 

CB8-G5 249 

CB8-G6 190 

CB8-G7 214 

CB8-G8 312 

CB8-G9 211 

CB8-G10 244 

CB8-G11 184 

CB8-G12 553 

CB8-G13 265 

  

Average 366 
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Table 3. 9 Van der Waals volumes in Å3 of OA and TEMOA guest molecules are calculated 

using connection table approximation. 

Guest Volume 

OA-G0 176 

OA-G1 160 

OA-G2 238 

OA-G3 160 

OA-G4 258 

OA-G5 160 

OA-G6 166 

OA-G7 184 

  

Average 188 

 

Table 3. 10 Fitting parameter values obtained when using Jensen’s extrapolation scheme for 

each component in calculating the binding energy (Equation 1). The host and guest are 

counterpoise-corrected before the extrapolation was performed. 

Complex Complex Host Guest 

CB8-G0 0.37 0.36 0.41 

CB8-G1 0.36 0.35 0.37 

CB8-G2 0.36 0.36 0.37 

CB8-G3 0.36 0.36 0.37 

CB8-G4 0.32 0.32 0.34 

CB8-G5 0.38 0.38 0.39 

CB8-G6 0.39 0.39 0.40 

CB8-G7 0.38 0.38 0.40 

CB8-G8 0.37 0.37 0.39 

CB8-G9 0.39 0.39 0.39 

CB8-G10 0.38 0.38 0.38 

CB8-G11 0.39 0.39 0.40 

CB8-G12 0.36 0.35 0.37 

CB8-G13 0.39 0.38 0.40 

    

Average 0.37 0.37 0.38 
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About this chapter: This chapter is reprinted from Eken, Y.; Almeida, N. M. S.; Wang, C.; 

Wilson, A. K. SAMPL7: Host–Guest Binding Prediction by Molecular Dynamics and Quantum 

Mechanics. J. Comput. Aided. Mol. Des. 2021, 35 (1), 63–77 with permission of the Springer 

Natures. The docking, molecular dynamics simulations and MMPBSA/MMGBSA calculations 

mentioned in this chapter are performed by Yiğitcan Eken and quantum mechanics calculations 

are done by co-authors Nuno M.S. Almeida and Cong Wang. 

4.1 Introduction 

Computer-aided drug design (CADD) has become a fundamental approach for the 

pharmaceutical industry and medicinal community.1–4 Even though CADD methods are used in 

various phases of drug design to help enhance, accelerate, and reduce the cost of the discovery of 

pharmaceuticals, the balance between accuracy and computational cost of the prediction method 

with respect to computing time and memory is still being scrutinized. 

SAMPL challenges provide opportunities for large-scale investigations of computational 

strategies for the prediction of physicochemical properties (i.e. solvation free energies, 

distribution coefficient, pKa values, and binding free energies) of a series of compounds.5–12 In 

SAMPL challenges, the physicochemical properties of the compounds are measured 

experimentally prior to the challenge, and the results from experiment are not provided until the 

computational predictions have been submitted. Then, the predicted properties are compared 

with the experimental measurements to assess the submissions. One of the central challenges of 

CADD is the accurate prediction of ligand binding to a target protein, which can significantly 

reduce the number of compounds synthesized and considered experimentally. The biggest barrier 

in developing and applying such methods are large protein structures. The proteins have flexible 

configurations along with multiple binding sites and conformations, which make the study 
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computationally time consuming and difficult to sample all binding configurations. On the other 

hand, host molecules, which have uses such as reaction vessels, separation devices, and 

modulators for redox-active or fluorescent guests, have smaller structures and less conformations 

in comparison to proteins.13 Due to their low complexity, host–guest systems are commonly used 

for the study of ligand binding predictions.5–8,10  

In 2019, the SAMPL7 Gibb Deep Cavity Cavitand (GDCC) challenge prompted the study of 

the binding of eight guest molecules on two GDCC hosts, which are the Octa Acid (OA) and 

exo-Octa Acid (exoOA) hosts. The OA host and guests 1 to 6 (G1–G6) also were used in the 

previous SAMPL competitions.6,7,10 The previously studied OA systems were considered as 

reference, two new guests were included, and studied for the OA, and a total of eight guests were 

studied on the new exoOA host. For the prediction of binding free energies there are numerous 

computational methods available, and examples include empirical ligand docking scoring 

functions, and methods that use molecular dynamics (MD) trajectories, such as free-energy 

perturbation14, replica exchange free energy perturbation 15, thermodynamic integration 16 and 

end-state free energy methods 17. During previous SAMPL challenges, predictions based on MD 

simulations are commonly adopted.7,10,18–25 QM approaches have also been valuable, but the size 

of the system can make computational calculations impractical. However, methods such as DFT 

have been useful, because their computational cost is lower relative to ab initio quantum 

mechanical methods. MMPBSA or MMGBSA methods 17 are among the most popular end-state 

free energy methods, which can be used to calculate the free energy change between two states 

(such as bound and a free state of host–guest or protein–ligand). As these end-state methods do 

not require simulation of the intermediate states, they are among the computationally least 

demanding of the free energy methods that can be used without the loss of accuracy as compared 
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to more rigorous techniques.26 The MMPBSA/MMGBSA methods are built upon a series of 

calculations: free energies of the solvated unbound receptor, unbound ligand, and the ligand 

bound protein complex systems (Eq. 4.1). The free energy of each system defined in Eq. 4.2 is 

calculated by approximating gas-phase energies (Egas) from molecular mechanics, and the 

solvation free energies (∆Gsolvation) by PBSA, or GBSA. The solute entropies (Ssolute) are 

determined from N-mode frequencies, or via a quasi-harmonic approximation, or are sometimes 

neglected (Eq. 4.2).17 Then, the calculated free energies of the unbound receptor and ligand are 

subtracted from the free energy of the ligand bound protein complex to determine the free energy 

of binding as described on Eq. 4.2. In the MD study described herein, the effect of different 

solvation models, entropy calculations, and charge models on accuracy and efficiency is 

evaluated.  

∆𝐺𝐵𝑖𝑛𝑑𝑖𝑛𝑔 =   𝐺𝑐𝑜𝑚𝑝𝑙𝑒𝑥 − (𝐺𝑃𝑟𝑜𝑡𝑒𝑖𝑛 + 𝐺𝐿𝑖𝑔𝑎𝑛𝑑)  (4.1) 

𝐺𝑆𝑦𝑠𝑡𝑒𝑚 =   𝐸𝑔𝑎𝑠 + ∆𝐺𝑆𝑜𝑙𝑣𝑎𝑡𝑖𝑜𝑛 − 𝑇𝑆𝑆𝑜𝑙𝑢𝑡𝑒  (4.2) 

In terms of the SAMPL competitions, since SAMPL3 27, quantum mechanical calculations 

have been used as valuable prediction methods for host–guest binding energies. QM methods 

have advantages in describing stationary systems with high accuracy, but typically address far 

fewer configurations than is possible with MD related approaches. From initial inputs which are 

often based on crystal structures, chemical experience, or MD poses, complexes are optimized to 

stationary points on potential energy surfaces, and calculation are done to obtain frequencies. 

The QM approaches involved in the prior SAMPL competitions, to a certain extent, reflect the 

development of QM methods throughout the years. In the SAMPL3 competition, the Lee–Yang–

Parr three-parameter hybrid functional (B3LYP)28–30 was employed in single-point calculations. 

Structure optimization and frequency calculations were performed with the MMFF94 force 
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field.27 In SAMPL431, dispersion corrections32–34 were included in the DFT calculations. The 

structures were optimized with density functional methods (TPSS-D3, PW6B95-D3) and the 

frequency calculations were carried out using a semi-empirical HF3c level.35 In another 

submission of SAMPL4, local correlated coupled-cluster singles and doubles with perturbatively 

corrected triples (LCCSD(T)) was adopted on dispersion corrected functional, TPSS-D3, 

optimized structures. The frequency calculation calculations were carried out at a force field 

level.36 In SAMPL537, the domain-based local pair-natural orbital coupled cluster singles and 

doubles with perturbatively corrected triples (DLPNO-CCSD(T))38 method was used while the 

frequency calculations remain at HF3c level. In SAMPL6, our research group performed 

dispersion corrected DFT calculations (B3PW91-D328,33,39–41) with the solvation model based on 

the density (SMD) model, with structures generated from MD simulations.23,42 In the QM effort 

described here, a double-hybrid functional (B2PLYP-D3)43,44 was considered. For the exoOA-G2 

complex, the effect of geometry optimization and thermochemistry corrections in solvent was 

evaluated. Single-point calculations were performed on the resulting structure using the recently 

developed functional ωB97M-V, which has resulted in excellent predictions of binding energies 

in earlier studies.45,46 

4.2 Methods 

The initial structures of the eight guest molecules are shown in Figure. 4.1 and the two host 

molecules OA and exoOA are shown in Figure 4.2 (SAMPL7 GDCC dataset). The protonation 

state of both hosts and guests were determined by the Protonate3D module implemented in 

Molecular Operating Environment version 2019.01 (MOE).47,48 Host–guest binding complexes 

were generated by the docking feature of MOE. The placement step of the docking was 

performed by the triangle matcher algorithm, and the refinement step performed by the induced 
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fit method which also accounts for the changes in the host structure upon binding.48,49 The 

resulting host–guest binding poses with the highest generalized-Born volume integral/weighted 

surface area score (GBVI/WSA ΔG) were minimized with molecular mechanics using 

AMBER10: Extended Hückel Theory (EHT) force field implemented in MOE, which employs 

Amber ff10 and EHT bond parameters.50–53 The minimized structures (Figures. 4.4, 4.5) are 

further investigated using MD and QM. More details about the MD and QM calculations are 

explained in the “Molecular dynamics protocol” and “Quantum mechanical methods” sections, 

respectively. The QM optimized structures are shown in Figure. 4.8. 

 

Figure 4. 1 Guest molecules in the SAMPL7 GDCC host–guest binding challenge. The 

binding of these eight guest molecules is considered for both OA and exoOA hosts. 
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Figure 4. 2 The guest molecules for the octa-acid (OA) and tetra methyl octa-acid (TEMOA) 

hosts. 

4.2.1 Molecular dynamics protocol 

In order to assess the effect of the charge scheme on the accuracy of the binding predictions, 

partial charges of the host and guest atoms were calculated with two different methods: AM1-

BCC and HF/6-31G* restrained electrostatic potential charges (RESP) and the resulting binding 

free energies are compared. The AM1-BCC charges are generated using the Antechamber 

module of Amber.54 The RESP charges are generated using RED server.55,56 The calculated 

partial charges were fitted using the general Amber force field (GAFF) to generate MD 

parameters for the host and the guest molecules.52 The simulation box for each host–guest 

system was generated using the “leap” module of Amber tools.57 Then, each system was 
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neutralized with sodium counterions with parameters from Joung and Cheatham.58 After this 

step, the host–guest systems were solvated in a 14.0 Å cube of TIP4P-Ew water, which has been 

previously shown to be in good agreement with experiment, in terms of the ion hydration free 

energy, hydration radius, and coordination numbers.59,60 Finally, additional sodium chloride ions 

were added to the simulation box in order to mimic the experimental ionic strength of the 10 mM 

sodium phosphate buffer. 

The host–guest systems were minimized with decreasing energy restraints on the host 

molecules (500.0, 200.0, 20.0, 10.0, 5.0, 0.0 kcal mol−1). Then, the systems were heated 

gradually to 300 K over 30 ps. After heating, 10 ns production simulations at 300 K and 1 atm 

pressure were performed. The production simulations were done in triplicate to account for 

randomized parameters that affect the MD trajectories such as initial velocities. During all 

simulations, the temperature was controlled by Langevin dynamics and the pressure was 

controlled by isotropic position scaling.57,61,62 Nonbonded interactions were truncated with a 

10.0 Å cutoff, whereas long-range electrostatics were handled with the particle-mesh Ewald 

(PME) method.63 Bonds involving hydrogen were constrained using SHAKE, and the simulation 

time step was set to 2 fs.64 All simulations were performed with AMBER18 and 500 snapshots 

are extracted from each of the production runs for further use in MMPBSA/MMGBSA 

calculations. The RMSD plots for the MD simulations can be found in Figures. 4.9–4.16. 

4.2.2 MMPBSA/MMGBSA calculations 

The binding free energies of the host-guest complexes were calculated using both MMPBSA 

and MMGBSA methods with a modified General Born solvation model by Onufriev et al.65 to 

consider the effect of solvation models on the accuracy. MMPBSA and MMGBSA approaches 

are implemented in the Amber PBSA-solver. For all calculations, the default internal and 
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external dielectric constants were used (1.0 and 80.0, respectively), the solvent accessible surface 

area (SASA) was determined with the default Linear Combinations of Pairwise Overlaps 

(LCPO) method using modified Bondi atomic radii. For both MMPBSA and MMGBSA, the 

initial 500 snapshots of the MD simulations were used to calculate the binding energies. It has 

been shown by Hou et al., that such simulations are useful, and longer timeframes do not 

necessarily correspond to better accuracy in the calculated binding energies relative to the 

experimental binding energies.66 

To consider how solute entropies affect the accuracy of the calculations, the solute entropies 

were determined using N-mode approximation and were compared to the neglected solute 

entropy results. To correct the calculated binding energies, the OA host–guest binding dataset 

from SAMPL6 was used. The binding energies of the SAMPL6 guests to OA were predicted 

with the RESP-MMPBSA method with the neglected solute entropies and the results are 

provided in Table 4.3. The SAMPL6 predictions were plotted against their experimental values 

to create a linear fitting curve (Figure 4.17). The fitting curve equation was used to correct 

SAMPL7 RESP-MMPBSA results. 

4.2.3 Quantum Mechanical Methods 

For QM calculations, docking poses were used as initial guess structures and the geometries 

of the host–guest systems were optimized using the Gaussian 16 software package.67 Due to the 

constraints associated with the size of the system, DFT was employed for quantum mechanical 

calculations. The B3PW91 functional was chosen along with GD3BJ to describe the dispersion 

forces.28,33,39–41 This method was also considered for SAMPL6.23 For exoOA-G3, there were 

difficulties reaching convergence with B3PW91 in the time constraints of the competition. Thus, 

B97D was considered partnered with SMD, which did reach convergence.39 cc-pVDZ basis sets 
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were used for all atoms in each of the complexes.68 Frequencies were calculated for all geometry 

optimization steps, guaranteeing they were at a minimum on the potential energy surface. Note 

that while a double-ζ level basis set is not ideal for small molecules, because of the size of the 

host–guest systems, it is used here.  

After this step, single-point energy calculations were carried out using B2PLYP-D343,44, 

which includes GD3BJ dispersion.33 B2PLYP is a double-hybrid functional that includes 

Hartree–Fock exchange and MP2-like correlation, and has been shown previously to provide 

lower overall errors as compared with other DFT functionals in terms of long-, short-range, and 

side chain-side chain interactions.69 Due to the size of the system, an MP2 correction was not 

considered. The non-double-hybrid part of B2PLYP includes gradient approximations of GGA 

methods with Becke exchange, Lee, Yang and Parr correlation, along with Hartree–Fock 

exchange.43 To account for the role of the solvent (water), the SMD solvation model was 

employed.42 The inclusion of an implicit solvation model was deemed essential to mimic the 

stabilization that water molecules have on the system and produce reliable binding energies. 

Regarding basis sets, a set of double-, triple-, and quadruple-ζ correlation consistent basis 

sets were used for single-point calculations.68,70,71 For oxygen and chlorine atoms, the augmented 

form of the basis sets was important, due to the negative charges located on the oxygens and 

electronegative nature of the chlorine.70,71 As a modified version of the correlation consistent 

basis was recommended to replace the original correlation consistent basis sets for second-row 

atoms, for species that included chlorine, the tight-d forms of the basis sets (cc-pV(D+d)Z and 

cc-pV(T+d)Z72) were considered for OA-G2 and exoOA-G2 and the predictions have been 

included in Table 4.4.  
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Due to inaccuracies associated with the G2 guest binding predictions (described in the next 

section), an investigation of the influence of the solvent on molecular complexes was performed 

for the exoOA-G2 complex. Geometry optimizations and frequency calculations were conducted 

with B3LYP-D3 (GD3BJ)/6-31G*28–30,73,74 in combination with the integral equation formalism 

variant of polarizable continuum model (IEF-PCM)75 solvation model using Gaussian 16 for the 

complex and monomers. The reason for adopting the IEF-PCM model is that a converged 

structure was not obtained in geometry optimization that employed SMD. Thermochemistry 

corrections were carried out at 298.15 K and scaled by 0.96 for anharmonicity.76 The standard 

state corrections were applied.42,77 The SMD solvation method was combined with the conductor 

like PCM (C-PCM)75,78 for single-point calculations with the ωB97M-V functional45,46 in 

conjunction with a range of correlation consistent basis sets using ORCA 4.2.1.79 An exponential 

form of a basis set extrapolation scheme to the complete basis set (CBS) limit—Kohn–Sham 

(KS) limit for DFT—was adopted80 and the extrapolation exponent (5.46) was considered from 

Neese et al..80 

In this combined approach, the Gibbs free energy is calculated as; 

∆𝐸 =   𝐸𝑐𝑜𝑚𝑝𝑙𝑒𝑥 − 𝐸ℎ𝑜𝑠𝑡 − 𝐸𝑔𝑢𝑒𝑠𝑡       (4.3) 

  ∆𝐺 =  ∆𝐸𝑤𝐵97𝑀−𝑉/𝐶𝐵𝑆/𝑆𝑀𝐷 + ∆𝐺𝑠𝑐𝑎𝑙𝑒𝑑 𝑅𝑅𝐻𝑂
𝐵3𝐿𝑌𝑃−𝐷3(𝐺𝐷3𝐵𝐽)/6−31𝐺∗/𝐼𝐸𝐹−𝑃𝐶𝑀

+ ∆𝐺𝑔𝑎𝑠/𝑠𝑜𝑙𝑢𝑡𝑒
0    (4.4) 

𝐸𝑆𝐶𝐹
𝑋 =   𝐸𝑆𝐶𝐹

𝐶𝐵𝑆 + Aexp(−α√𝑥)        (4.5) 

Here RRHO represents the rigid–rotor harmonic-oscillator. In Eq. (4.3), ΔE stands for the 

difference of electronic energies between the complex, guest, and host. In Eq. (4.4), ΔG is the 

difference of Gibbs free energy corrections; ∆𝐺𝑠𝑐𝑎𝑙𝑒𝑑 𝑅𝑅𝐻𝑂
𝐵3𝐿𝑌𝑃−𝐷3(𝐺𝐷3𝐵𝐽)/6−31𝐺∗/𝐼𝐸𝐹−𝑃𝐶𝑀

 represents the 

thermochemistry corrections from B3LYP-D3 with a smaller basis set, 6-31G*, along the solvent 

correction, IEF-PCM. Since the electronic contribution is the leading term in molecular energy, it 
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is typically adopted to calculate the single-point energy with a higher-level method and the 

thermochemical corrections using a lower-level method ΔGo
gas∕solute represents the -

1.89 kcal mol−1 correction due to difference in the standard state in gas phase and solvent. 

Eq. (4.5) has been adopted to extrapolate to the CBS limit of HF energies. Similar convergence 

patterns were found for DFT energies.81 

In prior work, it has been suggested that the solvation energy should be calculated at the level 

where the solvation model was parameterized.77 This method led to less accurate energies than 

using the ωB97M-V functional45,46 with SMD for the single-point calculations in Eq. (4). For 

instance, the binding energy from gas phase ωB97M-V/cc-pVDZ combined with the solvation 

energy from B3LYP/6- 31G* led to − 17.77 kcal mol−1, which is ~ 5 kcal mol−1 lower than for 

ωB97M-V/cc-pVDZ with SMD directly, −12.69 kcal mol−1 in Table 4.2.  

Since the spin-contamination from an unrestricted Hartree–Fock (UHF) wavefunction may 

indicate the inappropriateness of the ground state description82, a stability analysis was 

performed with Gaussian 16 on the host exoOA.74,83 To further consider possible multireference 

character, the complete active space self-consistent field (CASSCF)84 method was used to 

calculate the partial occupation numbers in natural orbitals and conduct a T1 diagnosis38,85,86 

with ORCA 4.2.1. 

4.3 Results 

4.3.1 OA and exoOA Binding Cavities 

The structures and binding cavities of OA and exoOA hosts for the SAMPL7 GDCC 

challenge are provided in Figures. 4.2 and 4.3, respectively. The hosts differ by four carboxylic 

acid groups which are located on the rim of the binding cavity. On the OA host the carboxylic 
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acid groups are placed further away from the cavity opening whereas on the exoOA structure, the 

carboxylic acids are located next to the opening. 

4.3.2 Host Guest Binding Poses 

The structures of the SAMPL7 GDCC guests, binding poses of guests on the OA host, and 

binding poses of guests on the exoOA host predicted by docking are provided in Figures. 4.1, 

4.4, and 4.5, respectively. During the SAMPL7 GDCC challenge four negatively charged guest 

molecules (G1–G4) with carboxylic acid functional groups and four positively charged guest 

molecules with amino groups (G5–G8) were investigated. The docking results show that 

carboxylic acid and amino groups prefer to orient toward the opening of the cavity rather than 

deeper in the cavity. 

 

Figure 4. 3 a Binding cavity of OA together with G1 (shown in green). b Binding cavity of 

exoOA together with G1 (shown in green). 

The binding free energies studied with different models and levels of theory as a part of 

SAMPL7-GDCC challenge are given in Tables 4.1 and 4.2. Table 4.1 includes the results 

obtained from MMPBSA and MMGBSA binding free energy calculations using the MD 

simulation frames. Table 4.2 contains predictions made by B2PLYP-D3, and ωB97M-V. To 
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assess the binding energies determined using each method with respect to the experimental 

values; root mean square errors (RMSE), mean absolute errors (MAE), mean errors (ME), r2 

correlation coefficients, slope of the correlation plots (m), and Kendall’s Tau (τ) rank correlation 

coefficients, which measures how well the method ranks the binding free energy of the guest 

compounds with respect to experiment, are also included in Tables 4.1 and 4.2.  

Table 4.1 shows MMPBSA/MMGBSA binding free energy predictions. In addition, RESP 

and AM1 partial charges were evaluated, and the influence of adding N-mode solute entropies 

are compared to the experimental values. For the ranked submission, SAMPL6 OA systems are 

used to perform a linear correction of the binding free energies calculated with RESP charges, 

the Poison–Boltzmann (PB) solvation model, and neglected entropies (Table 4.1, RESP-

MMPBSA-Cor). The PB solvation model leads to smaller errors and better correlation when 

compared to the Generalized-Born (GB) solvation model with a RMSE of 8.66 and 

11.43 kcal mol−1, and r2 of 0.70 and 0.51, respectively. When RESP predictions are considered, 

the binding free energy predictions have smaller errors and slightly better correlation as 

compared to AM1 charges with a RMSE of 8.66 and 10.67 kcal mol−1, and r2 of 0.70 and 0.63, 

respectively. Additionally, the effect of the N-mode solute entropy corrections on the binding 

free energy predictions are also assessed. In all other MMPBSA/MMGBSA calculations, the 

solute entropies are neglected, with the exception of the RESP-MMPBSA-Nmode calculations 

(Table 4.1). Within the RESP-MMPBSA-Nmode method, the solute entropies are calculated 

with an N-mode analysis of the harmonic frequencies. The binding energy prediction with the 

RESP-MMPBSA-Nmode of G5 to the OA and G1-G5 to the exoOA is positive, which suggests 

that these guests do not bind to their hosts. 
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Figure 4. 4 Binding modes of guest to OA host generated with docking. 

 

Figure 4. 5 Binding modes of guest to exoOA host generated with docking. 

The experimental and predicted binding free energies, and the plot used during correction can 

be found in Figure 4.17. When the results obtained after linear correction are compared to the 

results without correction, both results have the same correlation with the experiment (r2 =0.70, 

Figure 4.6). However, the linear correction shifts the predicted values and puts them closer to 
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experimental values, resulted in a decrease in the RMSE from 8.66 to 1.45 kcal mol−1 

(Table 4.1).  

Table 4.2 shows calculated binding energies using B2PLYP-D3. In addition, comparison of 

binding energies determined when the double-, triple-, and quadruple-ζ levels of basis sets were 

used, and a structural optimization in the solvent was considered. When the DZ, TZ and QZ 

predictions are compared to the experimental binding energies, little correlation is found (r2 

values are 0.25, 0.30 and 0.29, respectively). However, when the r2 values of OA and exoOA 

systems are calculated separately, better correlation is obtained for exoOA predictions (see 

“Quantum mechanics” section in discussion). A gradual improvement is observed in the RMSE 

and MAE occurs as the basis set size is increased from DZ to QZ. The resulting RMSEs are 7.11, 

6.70 and 3.92 kcal mol−1 and the MAE are 6.16, 4.84 and 3.92 kcal mol−1 for DZ, TZ and QZ 

respectively. The smallest deviation from the experimental binding energies was observed with 

QZ basis set evidenced by its lower RMSE and MAE compared to the others. 

4.4 Discussion 

4.4.1 Molecular Dynamics 

Of the wide variety of available molecular dynamics methods, the MMPBSA and MMGBSA 

approaches are considered to be an intermediate option between semi-empirical docking scoring 

approaches and computationally more rigorous methods (i.e. free energy perturbation, replica 

exchange and thermodynamic integration). However, there are number of factors that can impact 

the performance of the MMPBSA/MMGBSA methods including atomic partial charge method, 

dielectric constant, force field, solvation model, and solute entropy correction method. In the 

current study, the impact of the solvation model, partial charges, and the N-mode solute entropy 

correction upon the utility of the method for predicting binding energies was investigated.  
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When comparing the ranked submissions of OA and exoOA host–guest complexes (RESP-

MMPBSA-Cor) several trends can be noted. The exoOA host–guest systems have better 

correlation with experiment then the OS systems (r 2=0.95 vs 0.26 respectively). A similar 

correlation arises for QM calculations (see “QM discussion”). In terms of error analysis, for 

RESP-MMPBSA-Cor, OA and exoOA do not have significant differences. Considering the OA 

host–guest systems, the RMSE value is 1.55 and MAE is 1.28 kcal mol−1 respectively. For 

exoOA, RMSE is 1.32 and MAE 1.03 kcal mol−1. 
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Table 4. 1 The binding free energies in kcal mol−1 for the OA and exoOA host–guest systems predicted from MMPBSA/MMGBSA. 

Complex Exp 
RESP-

MMPBSA 

RESP-

MMGBSA 

AM1-

MMPBSA 
RESP-MMPBSA-Nmode 

RESP-

MMPBSA-Cor 

OA-G1 − 4.97±0.02 − 13.01±0.04 − 14.26±0.04 − 12.55±0.05 − 1.41±0.04 − 6.18±0.04 

OA-G2 − 6.91±0.02 − 12.38±0.04 − 12.90±0.04 − 11.66±0.04 − 1.49±0.04 − 5.90±0.04 

OA-G3 − 8.10±0.05 − 17.34±0.05 − 17.09±0.04 − 18.34±0.05 − 2.79±0.05 − 8.13±0.05 

OA-G4 − 6.76±0.05 − 18.49±0.05 − 18.81±0.04 − 18.55±0.05 − 3.80±0.05 − 8.65±0.05 

OA-G5 − 4.73±0.02 − 14.03±0.06 − 17.15±0.07 − 15.84±0.06 0.28±0.06 − 6.64±0.06 

OA-G6 − 4.97±0.02 − 16.56±0.05 − 18.91±0.07 − 18.36±0.05 − 3.21±0.05 − 7.78±0.05 

OA-G7 − 6.07±0.05 − 15.57±0.05 − 21.55±0.08 − 19.94±0.05 − 1.81±0.05 − 7.33±0.05 

OA-G8 − 8.25±0.02 − 17.89±0.04 − 20.91±0.05 − 21.70±0.05 − 4.71±0.04 − 8.36±0.04 

exoOA-G1 0.00±0.00 − 7.84±0.08 − 11.54±0.06 − 8.80±0.06 4.37±0.08 − 3.84±0.08 

exoOA-G2 − 1.31±0.02 − 7.60±0.07 − 10.25±0.06 − 7.68±0.06 3.48±0.07 − 3.73±0.07 

exoOA-G3 − 3.37±0.05 − 10.62±0.08 − 12.65±0.07 − 12.66±0.10 4.57±0.08 − 5.10±0.08 

exoOA-G4 − 3.61±0.05 − 10.32±0.12 − 13.91±0.08 − 10.21±0.11 4.52±0.12 − 4.96±0.12 

exoOA-G5 − 5.57±0.02 − 12.41±0.07 − 16.26±0.06 − 14.40±0.07 1.78±0.07 − 5.91±0.07 

exoOA-G6 − 5.83±0.02 − 14.88±0.07 − 17.91±0.07 − 18.06±0.06 − 1.14±0.07 − 7.02±0.07 

exoOA-G7 − 6.98±0.05 − 14.64±0.05 − 20.53±0.07 − 18.44±0.06 − 1.33±0.05 − 6.91±0.05 

exoOA-G8 − 7.67±0.02 − 16.54±0.05 − 19.82±0.05 − 21.02±0.06 − 3.61±0.05 − 7.77±0.05 

RMSE  8.66 11.43 10.67 5.26 1.45 

MAE  8.48 11.19 10.29 4.96 1.16 

ME  8.48 11.19 10.29 − 4.96 1.02 

r2  0.7 0.51 0.63 0.68 0.7 

m  1.36 1.27 1.74 1.3 0.61 

τ  0.57 0.52 0.57 0.61 0.57 
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4.4.2 Comparison of Poisson Boltzmann and Generalized Born Solvation Models 

The Poisson-Boltzmann (PB) model is a detailed description of the electrostatic environment 

of a solute in an ion containing solvent. On the other hand, the Generalized-Born model is built 

upon approximating the linearized PB model, to achieve a computationally less demanding 

solution for the solvation.17,87 However, the predictions arising from MMPBSA and MMGBSA 

methods are system dependent, when compared to the experimental binding energies.66 In this 

section, a comparison between RESP-MMPBSA and RESP-MMGBSA is performed (Table 4.1). 

Binding energies predicted using the PB solvation model were closer to the experimental values, 

and led to smaller RMSE, MAE and ME as compared to energies predicted using the GB model. 

Moreover, PB binding energies also showed better correlation with experimental energies, as 

demonstrated by higher r2 as compared to GB binding energies (r2 =0.70 and 0.51, respectively 

for PB and GB). Finally, the PB solvation model performed slightly better in the correct ranking 

of host–guest systems relative to their experimental binding energies as compared to the ranking 

provided by GB, as evidenced by the higher τ of the PB model (τ=0.57 and 0.52, respectively for 

PB and GB). Overall, the results demonstrated the superiority of the PB model relative to the GB 

model in the predictions of the binding energies of the SAMPL7-GDCC dataset. 
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Figure 4. 6 a MMPBSA-RESP correlation with experiment. b MMPBSA-RESP correlation 

with experiment after linear correction. The linear correction shifted the y-values (△G 

Calculated) closer to the x-values (experimental) without changing the correlation coefficient 

(r2). 

4.4.3 Comparison of RESP and AM1 charges 

Both RESP and AM1-bcc charges were used during MMPBSA/MMGBSA calculations. 

Among the two, AM1-bcc is parameterized to generate atomic charges efficiently that emulate 

the HF/6-31G* electrostatic potential (RESP), and the charge generation is fully automatized on 

Amber tools.54,57 However, the calculation of RESP charges requires additional steps, including 

the extraction of electrostatic potential from GAMESS or Gaussian output files, though it results 

in more accurate charges. To understand the impact of the RESP and AM1 charge models, both 

methods were examined in this SAMPL7-GDCC challenge, and the binding energy predictions 

are provided in the RESP-MMPBSA and AM1-MMPBSA columns in Table 4.1. In general, 

using RESP charges resulted in the prediction of binding energies that are closer to the 

experimental values and resulted in smaller RMSE, MAE and ME as compared to those arising 

from the use of AM1- bcc charges. Additionally, binding energies predicted with RESP-charges 
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resulted in slightly better correlation with experimental values compared to the AM1-bcc 

prediction (r2=0.70 and 0.63, respectively for RESP and AM1-bcc). However, the two methods 

showed the same performance with respect to ranking the binding energies of host–guest systems 

(τ = 0.57 for both RESP and AM1-bcc results). Overall, RESP charges quantitatively worked 

better, but qualitatively, the two charge methods resulted in similar predictions. The complexity 

and computational demand of obtaining RESP charges are higher as compared to obtaining 

AM1-bcc charges, so using the latter during MMPBSA/MMGBSA calculations might be 

advantageous. 

4.4.4 Solute Entropies 

For the prediction of absolute binding energies using MMPBSA/MMGBSA methods, solute 

entropies of the ligand and the target in the bound and unbound states were calculated. Among 

the methods available, a normal mode analysis of harmonic frequencies (N-mode) from 

minimized snapshots of MD frames is commonly used. However, N-mode calculations are 

demanding with respect to computing time and memory. Due to these constraints, N-mode 

calculations can only be performed on a few snapshots of the MD simulation, which limits the 

possible conformational space that can be studied. On similar systems with respect to size and 

complexity (i.e. binding to the same protein), the solute entropy contribution to the binding is 

considered to be similar. For this reason, solute entropies are commonly neglected when relative 

binding energies to the same, or similar targets are studied. To understand the difference between 

binding energy predictions both methods were considered: When the solute entropies were 

neglected or calculated through N-mode (RESP-MMPBSA and RESP-MMPBSA-Nmode 

columns of Table 4.1, respectively). The results showed that N-mode analysis overestimated the 
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solute entropy difference between the bound and unbound systems and led to unfeasible binding 

energies for G5 binding to the OA and G1–G5 binding energies for the exoOA.  

Due to approximations used within the MMPBSA/MMGBSA methodology, and the lack of a 

fast method of calculating accurate solute entropies, MMPBSA/MMGBSA commonly 

overestimate binding energies, even though the predictions are qualitatively correct. In order to 

improve the quantitative predictions from MMPBSA/ MMGBSA, linear corrections from similar 

systems are typically used (Figure 4.6b). In our ranked submission for the SAMPL7-GDCC 

challenge, a linear correction was also beneficial. Due to the structural resemblance between OA 

and exoOA, the linear fitting curve obtained from SAMPL6 OA systems also improved the 

exoOA predictions. Correlation plots with and without correction are provided in Figure 4.6. The 

linear correction shifted the predicted results closer to the experimental values without changing 

the correlation, or the binding affinity ranking of the host–guest systems. In other words, even 

though the correction improved MMPBSA/MMGBSA results quantitatively, and it brought the 

predictions closer to their absolute values, it did not change the quality of the predictions. 

4.4.5 Quantum Mechanics  

The binding energies submitted for SAMPL7 using QM methods are shown in Table 4.2 for 

the host–guest systems. As mentioned previously in the “Results” section, the correlation in the 

binding energies for exoOA in comparison with experiment was better than for OA. In addition, 

for OA and exoOA, the binding energy of the anions (G1–G4 ligands) was nearer that of 

experiment than for the cations (G5–G8 ligands). The only exception was for the binding of the 

G2 ligand. Quadruple-level basis sets improved the accuracy for most guest–host systems, but 

for the G2 ligand there were Journal of Computer-Aided Molecular Design 1 3 still some 

discrepancy with respect to experimental results. To address this issue, a number of methods 
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were considered for both the structural and energetic predictions (see “Comparison of gas phase 

and solvated structures”). 

Table 4. 2 Calculated binding energies using B2PLYP-D3 vs experimental binding energies, 

using a range of basis sets. The geometry was optimized in the gas phase. Values shown are in 

kcal mol-1. 

Complex Exp 
B2PLYP-D3 

DZ TZ QZ 

OA-G1 − 4.97±0.02 0.4 3.58 4.16 

OA-G2 − 6.91±0.02 − 7.29 − 25.24 − 26.83[− 7.29]a 

OA-G3 − 8.10±0.05 − 11.39 − 7.95 − 7.21 

OA-G4 − 6.76±0.05 − 11.33 − 7.92 − 7.20 

OA-G5 − 4.73±0.02 − 10.56 − 6.34 − 5.52 

OA-G6 − 4.97±0.02 − 13.34 − 9.44 − 8.86 

OA-G7 − 6.07±0.05 − 15.57 − 11.61 − 11.04 

OA-G8 − 8.25±0.02 − 11.29 − 7.82 − 7.19 

exoOA-G1 0.00±0.00 2.66 5.79 6.41 

exoOA-G2 − 1.31±0.02 − 2.16 1.4 1.94 
  − 12.69b − 5.47b − 2.01b[− 0.96]c 

exoOA-G3 − 3.37±0.05 − 10.37 − 6.23 − 5.40 

exoOA-G4 − 3.61±0.05 − 6.97 − 2.89 − 2.15 

exoOA-G5 − 5.57±0.02 − 14.89 − 11.13 − 10.32 

exoOA-G6 − 5.83±0.02 − 17.87 − 14.08 − 13.49 

exoOA-G7 − 6.98±0.05 − 19.43 − 15.65 − 15.04 

exoOA-G8 − 7.67±0.02 − 14.52 − 10.90 − 10.23 

RMSE  7.11 6.7 3.92 

MAE  6.16 4.84 3 

ME  5.44 3.09 1.84 

r2  0.25 0.3 0.29 

m  1.41 2 1.17 

τ  0.33 0.38 0.35 
a Parenthesis value indicate calculation done with DZ basis set and used as ranked submission. 
b Value indicate calculated binding energies using ωB97M-V. The geometry optimized in a 

solvated environment. 
c Parenthesis value indicate calculated binding energies using ωB97M-V extrapolated to CBS. 
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4.4.6 OA Discussion of Results 

The ranked submission results were performed using a quadruple-ζ level basis set (cc-pVQZ 

(C, N, H) and aug-cc-pVQZ (O, Cl). The only exception was for OA-G2, where a double-ζ level 

basis set was used. The quadruple-ζ value for the binding energy was − 26.83 kcal mol−1, which 

deviates from experiment. For OA-G2, the chlorine atom seems to present a challenge, as the 

binding energy predictions deviate significantly from experiment when considering any level 

basis set. Though the tight-d basis sets are the recommended sets for chlorine, the cc-pV(D+d)Z 

and cc-pV(T+d) Z sets also resulted in similar deviations, and did not resolve the differences 

(Table 4.4). 

In addition, to the quadruple-ζ level binding energies, double, and triple-ζ quality results 

were also submitted as non-ranked. Last year’s submission from our research group included 

single-point calculations using B3PW91-D3, which resulted in a large overestimation of the 

binding energy. Single-point calculations with B3PW91-D3 were performed for SAMPL7 as a 

check, and the same outcome was observed, so these results were not included in the non-ranked 

submission. The RMSE and MAE for the octa-acid are 2.99 kcal mol−1 and 2.22 kcal mol−1 

respectively, which means binding energies close to experiment were obtained (Table 4.5).  

The G1 guest performs differently for OA and exoOA. B2PLYP-D3 predicts that the 

complex OA-G1 does not form. Increasing the basis set size from double-ζ to quadruple-ζ, the 

bonding energy increases from 0.40 to 4.16 kcal mol−1. The difference in chemical structure 

between G1 and G4 is small, however, they have starkly different binding patterns. For OA-G4, 

the best submitted results are 0.44 kcal mol−1 different from experiment, while for OA-G1, 

B2PLYP-D3 predicts a non-binding interaction.  
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From OA-G3 to OA-G8, B2PLYP-D3/QZ the binding energy predictions are 

within~1 kcal mol−1 agreement from experimental measurements, with the exception of OA-G6 

and OA-G7. The guests G5 to G8 are positively charged and affect the binding energies 

differently. OA-G5 and OA-G8 are very close to experiment, but OA-G6 and OA-G7 

overestimate the binding energy by~4–5 kcal mol−1. 

4.4.7 exoOA Discussion of Results 

For the ranked submission which entailed the use of quadruple-ζ level basis sets (cc-pVQZ 

(C, N, H) and aug-cc-pVQZ (O, Cl)), exoOA complexes have a higher RMSD and MAE than for 

the OA complexes (4.76 and 3.90 kcal mol−1 compared to 2.99 and 2.22 kcal mol−1, respectively 

(Table 4.5)). In terms of correlation (r2 and Kendall’s Tau) the values are quite different for OA 

and exoOA. For exoOA, the r2 and Kendall’s Tau values are 0.72 and 0.58. For OA, the 

correlation is much less significant (r2 =0.09 and Kendall’s Tau=0.076).  

For exoOA-G1, B2PLYP-D3/cc-pVXZ correctly predicted a positive binding energy, 

indicating that the complex does not form. It is interesting to note the difference in binding 

energies for OA-G2 and exoOA-G2. The binding energy prediction for OA-G2 led to large 

negative values with a quadruple-ζ basis set, but the exoOA-G2 prediction indicates that the 

complex does not form. For exoOA-G3 and exoOA-G4, the difference between the calculated 

results at the QZ level is~2 kcal mol−1. Similar to OA-G5 to G8, B2PLYP-D3 overestimates the 

predicted binding energy compared to the experiment; guests that are positively charged 

overshoot the binding energy (~6–7 kcal mol−1).  

Since the predicted binding energies of OA-G2 and exoOA-G2 present large deviations from 

the experimental values, further investigations were performed. The following results were not 

submitted to the competition, but they are included in the present work to provide additional 



 95 

insight about what is (and is not) needed to describe these systems, or similar systems, in the 

future. ExoOA-G2 was optimized at the B3LYP-D3 (GD3BJ)/6-31G* level with the IEF-PCM 

solvent model for water. The performance of B3PW91-D3 and B3LYP-D3 led to similar binding 

energies as compared to the reference values provided by CCSD(T)/complete basis set (CBS) 

limit from Mardirossian et al..46 

4.4.8 Comparison of Gas Phase and Solvated Structures 

The comparison between the structure in the gas phase and solvent is shown in Figure 4.7. In 

the solvent, the host slightly bends to the guest. This difference may come from a competition 

between electrostatic repulsion and dispersion interaction. The electrostatic repulsion between 

the negative charges in the host and guest may be screened by the dielectric constant of the 

solvent. The dispersion attraction may be less influenced by the solvent, since it does not come 

from the net charge. The G2 guest in the gas phase has C2v symmetry. In the solvent, the 

optimization of the geometry within the same symmetry leads to an imaginary frequency of 45i 

cm−1. The local minimum is found to be of C2 symmetry. For the exoOA host, it was noticed 

that both in gas phase and solvent (water), the C1 structure has a lower Gibbs free energy than 

the C4 isomer (-0.9 and -2.3 kcal mol−1, respectively). This difference may arise because it is a 

large system that can have near-fat potential surfaces. In addition, in the solvent optimized hosts, 

both C4 and C1 have small. imaginary frequencies (7i and 15i for C4 and C1, respectively). 

Similar results have been reported by Grimme et al. in host–guest complexes.88  
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Figure 4. 7 Comparison between gas-phase (green) and solvent (blue) optimized structures of 

exoOA-G2. 

Additionally, the exoOA host presented symmetry breaking solutions at HF levels, though 

not with the present functional B3LYP. An instability analysis at the HF/ cc-pVDZ level on the 

gas-phase optimized structure leads to an 〈 S2 〉 =5.18. This large value of spin contamination 

may indicate the need to account for non-dynamical correlation.82 To further consider possible 

multireference character, a CASSCF(6,6)/STO-3G calculation for the occupation number and 

DLPNO-CCSD/def2-SVP for the T1 diagnostic value were done.89 (Though the STO-3G basis 

set is far too small for reasonable calculations, it is used here just to provide a quick, 

approximate assessment in regards to potential need to account for non-dynamical correlation.) 

The active space in the CASSCF calculation included the long pairs of negatively charged 

oxygen atoms and anti-bonding orbitals of benzene rings as a starting point, along with 6 

electrons (6,6). The same active space has been adopted from symmetry reasons in a fullerene 

system. The occupation numbers (1.94 and 0.05), and T1 value (0.014) point to less 

multireference nature than suggested by instability analysis (〈S2 〉 =5.18). This may be an 

example of the artificial symmetry breaking of spin state proposed by Head-Gordon et al..90,91 It 
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has been found for this type of system, single-reference methods can provide reasonable energies 

as compared to those from experimental data and from multi-reference calculations. Hence, it is 

expected that the present density functional approaches provide a reasonable choice for the 

present systems. 

4.5 Conclusion 

In the SAMPL7 competition, MD and QM simulations were performed to predict the binding 

free energies of host–guest systems. In this MD study, MMPBSA/MMGBSA approaches were 

used, and the effects of PB and GB solvation models, RESP, AM1-bcc partial charges, and N-

mode solute entropy were considered to determine the best route for the prediction of binding 

energies. Simulations with the PB solvation models led to better agreement with experiment than 

GB solvation models, which resulted in lower RMSE values and higher correlation coefficients. 

The comparison between the two charge methods showed that RESP charges led to 

quantitatively slightly better results with a lower RMSE value. However, r2 and τ values for the 

predictions made with RESP and AM1-bcc charges were similar. As the complexity and the cost 

required for obtaining RESP charges were also considered, using AM1-bcc charges may be 

advantageous for systems of increased size. Comparison of the binding energy predictions with 

and without N-mode solute entropies showed that, N-mode calculations overestimate the solute 

entropy difference, and may led to unfeasible binding energies. In contrast, qualitatively and 

quantitatively better results can be obtained by using neglected solute entropies with a correction 

on the predicted results using a similar dataset. 

For QM simulations, two strategies were adopted to compute the binding free energy: 

(i) Using the non-double-hybrid part of the functional B2PLYP-D3 with the SMD 

implicit solvent model, with single-point energy differences (complex–host– guest) as 
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the final values. Our predictions yield substantially higher accuracy than SAMPL6 

QM predictions.  

(ii) For the exoOA-G2 system, we performed a combined approach including geometry 

optimizations, frequency calculations within solvent models for the guest, host, and 

complex, scaled thermochemistry corrections, the standard state correction, and basis 

set extrapolation with the recently developed functional ωB97M-V. The prediction 

agrees well with the experimental value. 

DFT studies were performed on SAMPL7 guest–host binding systems. Since the host system 

presents instabilities for a spin restricted Hartree–Fock wavefunction, determining binding 

energies from orbital optimizations in correlated approaches may be considered92,93, especially as 

local correlated coupled cluster methods have been adopted in SAMPL4 and 5 host-guest 

systems36,37, for which chemical accuracy (1–2 kcal mol−1) has not been reached. Considering 

the thermochemical correction, it has been suggested to adopt rotation-type formalism for low 

vibrational frequency contributions.94,95 Li et al., showed that low-vibration corrections led to 

better agreement with experimental data.95 However, scaling factors have not been explored or 

suggested on this type of approaches which may be a future interest. Moreover, the MP2 part of 

B2PLYP-D3 approach may be evaluated with density-fitting, incorporating additional 

correlation, in order to improve predictions.  

In summary, the routes investigated in this study provided better results than in our previous 

SAMPL6 efforts for both MD and QM simulations. In general, the exoOA host–guest systems 

correlated better with experiment in comparison to OA. Considering the MD study, using the 

RESP partial charges, which were not used for SAMPL6, along with a linear correction led to 

better correlation and accuracy for the SAMPL7 approach. In addition, the inclusion of a linear ft 



 99 

correction, yielded very accurate predictions, however the approach is limited to the availability 

of similar types of structures.  

For QM predictions, higher accuracy for the binding energies can be achieved with a number 

of approaches. A geometry optimization was initially performed from generated poses, which 

guaranteed a minimum at the potential energy surface. The additional single-point calculations at 

B2PLYP-D3 level rendered more accurate binding energies than our SAMPL6 approach, and did 

not overestimate the binding energies. On the other hand, low correlation was obtained for the 

OA-systems. The binding energy obtained for the G2 ligand for OA and exoOA can be attributed 

the susceptibility of the DFT functional B2PLYP to strongly electronegative atoms, such as 

chlorine. The utility of the newly considered approaches (B2PLYP-D3 and combined method), 

should be examined for a broader range of systems. Vibrational corrections and explicit solvation 

models could also be considered. 
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Table 4. 3 SAMPL6-OA host guest binding data used during linear correction. Units are in in 

kcal mol-1. 

S
A

M
P

L
 6

 

Guest Predicted Binding Experimental Binding 

G1 -12.60 -5.68 

G2 -10.98 -4.65 

G3 -17.18 -8.38 

G4 -9.93 -5.18 

G5 -17.32 -7.11 

G6 -8.67 -4.59 

G7 -10.49 -4.97 

G8 -11.02 -6.22 

 

Table 4. 4 Calculated binding energies using B2PLYP-D3 vs experimental binding energies, 

using cc-pV(D+d)Z and cc-pV(T+d)Z. The geometry was optimized in the gas phase. Values 

shown are in kcal mol-1. 

Complex 
Experimental 

Binding 

B2PLYP-D3 

DZ TZ 

OA-G2 -4.97 ± 0.02 -7.47 -25.33 

exoOA-G2 -1.31 ± 0.02 -2.21 1.16 
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Table 4. 5 Root mean square errors (RMSE), mean absolute errors (MAE), mean errors 

(ME), r2 correlation coefficients, slope of the correlation plots (m), and Kendall’s Tau (τ) rank 

correlation coefficients for OA and exoOA for the ranked submission. Values shown are in kcal 

mol-1. 

 OA exoOA 

RMSE 2.99 4.76 

MAE 2.22 3.90 

ME 0.39 3.50 

r2 0.093 0.72 

m 0.72 1.97 

τ 0.077 0.59 
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Figure 4. 8 Geometry optimized structures of OA and exoOA host/guess with B3PW91-

D3/cc-pVDZ. 
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Figure 4. 9 RMSD plots of exoOA-G1 and exoOA-G2 MD simulations. 

 

  
 

Figure 4. 10 RMSD plots of exoOA-G3 and exoOA-G4 MD simulations. 
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Figure 4. 11 RMSD plots of exoOA-G5 and exoOA-G6 MD simulations. 

 

 

Figure 4. 12 RMSD plots of exoOA-G7 and exoOA-G8 MD simulations. 

 



 106 

 

Figure 4. 13 RMSD plots of OA-G1 and OA-G2 MD simulations. 

 

 

Figure 4. 14 RMSD plots of OA-G3 and OA-G4 MD simulations. 
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Figure 4. 15 RMSD plots of OA-G5 and OA-G6 MD simulations. 

 

Figure 4. 16 RMSD plots of OA-G7 and OA-G8 MD simulations. 



 108 

 

Figure 4. 17 Correlation plot of SAMPL6-OA host-guest binding. The x-axis provides the 

experimental binding energies and the y-axis contains binding energies predicted by RESP-

MMPBSA method without solute entropies. A trendline equation is used to correct the predicted 

SAMPL7 binding energies. 
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CHAPTER FIVE 

Chemoenzymatic Synthesis of Glycopeptides Bearing Rare N-Glycan Sequences with or 

without Bisecting GlcNAc 
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About this chapter: This chapter is reprinted from Yang, W.; Ramadan, S.; Orwenyo, J.; 

Kakeshpour, T.; Diaz, T.; Eken, Y.; Sanda, M.; Jackson, J. E.; Wilson, A. K.; Huang, X. 

Chemoenzymatic Synthesis of Glycopeptides Bearing Rare N-Glycan Sequences with or without 

Bisecting GlcNAc. Chem. Sci. 2018, 9 (43), 8194–8206 with the permission of the Royal 

Society of Chemistry. The experiments mentioned in this chapter are performed by our 

collaborators from Huang Group, simulations on Glycan 39 are performed by Thomas Diaz, and 

simulations on Glycan 41 are performed by Yiğitcan Eken.  

5.1 Introduction 

The glycosylation of proteins is one of the most common post translational modifications and 

results in the great diversity of glycoprotein structures. Various attached carbohydrate groups 

play critical roles in directing biological functions, structure stability, and conformations. 

However, natural glycopeptides typically exist as a mixture of glycoforms with different 

oligosaccharide groups attached. This makes it difficult to isolate pure individual forms of 

glycopeptide. Due to that, synthetic methods are developed to produce pure glycopeptide forms. 

The chemoenzymatic approach using the Arthrobacter endoβ-N-acteylglucosaminidase (Endo-

A) enzyme that has transglycosylation activity and can transfer free N-glycans to N-acetyl 

glucosamine (GlcNAC) bearing acceptors is a method widely used and shown in Figure 5.1.1 
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Figure 5. 1 Glycan 39 treated with Endo-A enzyme and GlcNAc (unit A) bearing 

haptoglobin as the acceptor glycopeptide leads to a reaction yield of 65% glycopeptide 45. 

Potential branching sites are indicated on the figure with corresponding carbon numbers they 

associate within the saccharide unit shown through letters A, B, C, D, E. 2 

This transformation results in N-linked glycoproteins, where the carbohydrate binds to the 

protein backbone by using an asparagine residue. During the free N-glycan synthesis for 

transglycosylation, most common points of attachments appear in the OH groups of C2/C6 

carbons of mannose D and C2/C4 carbons of mannose E or introducing a GlcNAC structure on 

the hydroxyl group attached to the C4 carbon of mannose C. Our collaborators from Huang 
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group synthesized glycan 39 and glycan 412 oxazolines, which bear a branch at 6-OH of 

mannose E. The structures of glycan 39 and glycan 41 are shown in Figure 5.2. 

 

Figure 5. 2 Structures of two glycan substrates. Glycan 39 is shown on the left and glycan 41 

is shown on the right.The additional LewisX trisaccharide thioglycosyl donor group is marked 

with red and the oxazoline ring, where the transglycosylation occurs, is marked with blue. 

The synthesis was performed by the Huang group and it is beyond the scope of this 

dissertation; the focus here will be on the computational work performed. The only difference 

between these two glycans is the additional LewisX trisaccharide thioglycosyl group present at 

the C2 carbon of mannose D on glycan 41 as indicated in Figure 5.2. These two rare GlcNAc 

containing oxazolines were tested for transglycosylation reaction using Endo-A enzyme and 

GlcNAC bearing haptoglobin glycopeptide as an acceptor.2 The experimental results show that 

when glycan 39 is used as a donor, the reaction results in glycopeptide 45 with 65% yield (Figure 

5.1). In contrast, when glycan 41 is used, it does not participate in this reaction and the reaction 
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does not lead to the desired product. The expected reaction site for transglycosylation is the 

oxazoline rings present in B saccharides of both glycans (highlighted with blue in Figure 5.2). 

Considering the similarity between the two glycans with the additional branching being far from 

the reaction site, this divergent behavior of the transglycosylation reaction was unexpected. To 

better understand this behavior and detect potential sources for low transglycosylation of glycan 

41 between two free oxazolines that are docked to the Endo-A enzyme active site, molecular 

dynamics simulations are performed in primary poses. The binding energies are calculated via 

end-state free energy calculations and used to assess glycan 39 and glycan 41’s preference to the 

Endo-A binding site, which might be the potential cause of reduced glycosylation yield in glycan 

41. 

5.2 Computational Methodology 

Initial coordinates of Endo-A were obtained from the Protein Data Bank3 (PDB ID: 3FHA)4. 

As the focus of the study was on pocket residue-ligand interaction, missing segments and 

residues outside the pocket region were capped using Molecular Operating Environment 

v.2016.08 (MOE).5 Gate-keeper residues, W216 and W244 are positioned parallel to one another 

during transglycoslyation.4 W244 was rotated from its original perpendicular orientation to 

parallel with W216. The protein structure was initially minimized in MOE under the AMBER 

ff10 force field6 and Extended Hückel Theory. The compounds were then non-covalently docked 

with the docking program in MOE. Binding poses were refined using an induced fit refinement 

method. The geometries of the N-glycan oxazoline compounds were optimized using the 

Gaussian 16 program package7. The optimizations were performed using the AM1 method.8 The 

obtained Mulliken charges were used with the antechamber of Amber 16 in the generation of 

parameters for the N-glycan compounds. The systems were prepared using the Leap module of 
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AmberTools169 under the AMBER ff14SB10 and GAFF force fields. Each enzyme complex was 

solvated in a 14 Å cube of TIP4P-Ew water beyond the solute and 100 mM sodium chloride. The 

systems were relaxed under NVT conditions over six minimization procedures with decreasing 

restraints on the protein of 500.0, 200.0, 20.0, 10.0, 5.0 kcal/(mol Å2) to no restraints. The 

systems were then heated to 300 K over 30 ps. Atomistic molecular dynamics simulations were 

performed for 30 ns at 300 K and 1 atm using AMBER 16. The SHAKE algorithm constrained 

bonds involving hydrogen.11 The trajectories were produced using Langevin dynamics and the 

pressure of the system was regulated with isotropic position scaling. Long-range electrostatic 

effects were modeled using the particle-mesh Ewald method with a cutoff of 10 Å. The resulting 

trajectories were analyzed using AMBER 16 and visualized with MOE and the UCSF Chimera 

package. Free energy of binding was calculated for every picosecond using the Poisson 

Boltzmann model form the MMPBSA.py module of AmberTools and AMBER 16.12 The relative 

free energy trends between models were compared, so solute entropy was neglected.  

5.3 Results and Discussion 

Endo-A catalyzed transglycosylation reaction occurs in the binding site where active residues 

W93, N171, E173, Y205, F125, W216, F243, W244,Y299 are present. During the reaction, these 

critical residues surround the substrate and stimulate the oxazoline ion intermediate formation 

and nucleophilic attack on this intermediate. The reaction mechanism requires a strong 

interaction between the free oxazolines and the Endo-A enzyme.4 The experimental results 

showed that when oxazoline 39 is treated with Endo-A enzyme and GlcNAc bearing haptoglobin 

glycopeptide as a the acceptor, 65% transglycosylation yield is obtained. However, when the 

experiment repeated with oxazoline 41, no desired glycopeptides where produced. To better 

understand this differing behavior of 39 and 41 docking, MD and free energy calculations were 



 125 

performed. First, the two glycans docked into Endo-A (representative poses are shown in Figure 

5.3). Poses with the oxazoline ring position within the active site are simulated using atomistic 

MD and the binding energy of each pose is calculated from free energy calculations. 

Table 5. 1 Endo-A Binding energies of various binding poses of 39 and 41 

Compound Binding Poses Binding energy (kcal mol-1) 

39 

1 −72.97 ± 6.04 

2 −94.00 ± 9.15 

3 −77.36 ± 7.96 

Average −81.44 ± 11.10 

41 

1 −52.08 ± 11.26 

2 −60.17 ± 11.56 

3 −55.26 ± 7.95 

4 −58.80 ± 7.83 

5 −54.86 ± 11.17 

Average −56.24 ± 9.95 

 

From the docking of glycan 39 to Endo-A, three different poses that are in the range of the 

active site were obtained, whereas glycan 41 poses exhibit more diversity which might be due to 

the lack of strong interactions with the protein. As a result, five poses are analyzed in order to 

investigate the binding of each conformer. Next, 30 ns MD simulations were performed on these 

systems and free energy calculations are performed. The results show an average binding energy 

of 39 with Endo-A of −81.44 ± 11.10 kcal mol-1. Yet, binding of glycan 41 and Endo-A is 
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significantly weaker at −56.24 ± 9.95 kcal mol-1 which might account for the lack of 

transglycosylation. 

 

Figure 5. 3 Binding pose representations for the two glycans investigated. The figure on the 

left is a snapshot taken from the MD simulation of glycan 39 with Endo-A and the indole rings 

of W216 and W244 are in the perpendicular position. Snapshot taken from the MD simulation of 

glycan 41 with Endo-A is shown on the right, indole rings of W216 and W244 are in the parallel 

position because of the hindrance caused by the additional antenna. 

In the crystal structure of Endo-A and Endo-A complexed with tetrasaccharide oxazoline 

substrate, the indole rings of W244 and W216 are perpendicular to each other. It is known that 

the indole rings of W244 and W216 should be in parallel position and act as a gate to allow 

substrate entry to the active site.4 These rings were moved to be parallel in order to allow 

substrate entry to the active site. In all simulations with oxazoline 39, these rings turned back 

into their original perpendicular orientation (Figure 5.3a). However, in the complex with 

additional tri-antennae bearing donor 41, the additional antenna stays between W244 and W216 

and hinders the rotation of the indole rings. This may prohibit the closed active site formation 

and account for the reducing yield of glycosylation. 
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5.4 Conclusions 

In this study molecular modeling is used to study interactions between Endo-A enzyme and 

glycans 39, 41 that are synthesized and experimentally evaluated for trans glycosylation reaction 

yields. Experimentally, Endo-A enzyme shows substrate preference towards glycan 39. 

Supportive of experiment, when the Endo-A binding energy predicted for glycan 39 and 41; 

glycan 41 showed significantly weaker binding compared to glycan 39. This indicates glycan 39 

have higher affinity towards the active site of Endo-A. Additionally, simulations showed active 

site gate residues W244 and W216 are hindered when the glycan 41 binds to the Endo-A active 

site which can mechanistically explain why transglycosylation reaction did not occur on glycan 

41.  
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CHAPTER SIX 

Chemical Synthesis of Human Syndecan-4 Glycopeptide Bearing O-, N- Sulfation and 

Multiple Aspartic Acids for Probing Impacts of the Glycan Chain and the Core Peptide on 

Biological Functions 
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About this chapter: This chapter is reprinted from Yang, W.; Eken, Y.; Zhang, J.; Cole, L. E.; 

Ramadan, S.; Xu, Y.; Zhang, Z.; Liu, J.; Wilson, A. K.; Huang, X. Chemical Synthesis of 

Human Syndecan-4 Glycopeptide Bearing O-, N-Sulfation and Multiple Aspartic Acids for 

Probing Impacts of the Glycan Chain and the Core Peptide on Biological Functions. Chem. Sci. 

2020, 11 (25), 6393–6404 with the permission of the Royal Society of Chemistry. The 

experiments mentioned in this chapter are performed by our collaborator Huang Group and all 

the theoretical work is performed by Yiğitcan Eken. 

6.1 Introduction 

Heparan sulfates (HS) are linear sulfated polysaccharides who are found in all animal tissues. 

They have a range of biological functions including blood clothing prevention, growth factor and 

chemokine binding and controlling activity levels of various enzymes.1–3 In nature, HS exists as 

a heterogenous mixtures where the length of their backbone and location of sulfates varies. In 

order to produce pure forms of HS for therapeutic purposes or to study HS structure activity 

relationship, synthetic routes are commonly adopted.  

Within the tissues HS are originally exist as a proteoglycan where HS is covalently linked to 

a core protein or a core peptide and form heparan sulfate proteoglycan (HSPG).4,5 These core 

proteins originally thought as carriers and do not possess any biological activity. However, 

recent studies suggest that the core protein itself can also be biologically active.6–8 To further 

understand the role of the core protein on the biological function of HSPG glycopeptides, 

synthesis and study of well-defined homogenous glycans and glycopeptides are vital. 

During this study glycan 28 bearing an N- and O-sulfated glycan chain and glycopeptide 2, 

where glycan 28 covalently linked to a human syndecan-49 (amino acids 60–71) with four 
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aspartic acids in the peptide backbone was synthesized by our collaborators from Huang group 

(Figure 6.1).10 

 

Figure 6. 1 Chemical structures of glycopeptide, glycan and peptide synthesized by our 

collaborators.  
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Table 6. 1 Inhibitory activities of glycopeptide, glycan and peptide towards heparanase (5 

nM) and their dissociation constant respect to FGF-2 binding measure through biolayer 

interferometry.  

Compound  

Heparanase % Inhibition 

FGF-2 KD (nm) 

3.3μM 10μM 33μM 

Glycopeptide NA NA NA 5 

Glycan NA 32% 61% 14.5 

Peptide  NA NA NA 17 

 

After the synthesis, glycopeptide 2 and glycan 28 were experimentally tested for heparanase 

and FGF-2 biological activity along with the peptide 29 backbone by itself. The activity data 

showed that function of the glycan chain is affected by the peptide. During the heparanase study, 

having glycan by itself showed inhibitory activity while glycopeptide and peptide showed no 

inhibition (Table 6.1). However, the FGF-2 dissociation constants showed glycopeptide 3-fold 

enhanced binding compared to glycan and peptide (Table 6.1). To insight activity data and 

understand how peptide backbone impacts HS functions molecular modeling is used.10 

6.2 Computational Methodology 

FGF-2 modeling studies were performed on the FGF-2 complexes with the glycopeptide 2, 

peptide 29 and glycan 28 respectively, using crystal structure of the FGF2 protein (PDB11 ID: 

4OEE).12 The potential ligand binding sites on the protein were detected by the Site Finder 

program implemented in Molecular Operating Environment (MOE).13,14 The results showed 

three potential ligand binding sites on FGF-2 with a positive Propensity of Ligand Binding 

(PLB) score (Figure 6.2). Glycopeptide 2, peptide 29 and glycan 28 structures were docked 



 135 

individually into each of these potential binding sites. Molecular dynamics (MD) simulations and 

binding free energy calculations were performed on the distinct binding poses with highest 

GBVI/WSA △G scores.  

 

Figure 6. 2 Potential binding Sites on the FGF2 structure. 

Similar to FGF-2 study, the binding behavior of glycopeptide 2, peptide 29 and glycan 28 on 

heparanase has also been investigated computationally. For this purpose, molecules and the 

biotin tag used during experiments were docked into the heparin binding site of the heparanase 

(PDB ID: 5E9C)15 using MOE. The distinct poses with highest GBVI/WSA △G scores were 

further studied with molecular dynamics and binding free energy calculations. The average 

binding energies and energies calculated from individual poses can be found in Table 6.2. The 

experiments were performed on the glycopeptide 2, peptide 29 and glycan 28 structures with a 

biotin tag. Due to that, the biotin tag was also included in this study to assess its contribution to 
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the binding. The biotin tag gave little binding energy with heparanase, indicating that majority of 

the binding energy results from interactions between glycan and heparanase. 

6.3 Computational Results and Analyses of the Interactions 

6.3.1 FGF-2 Binding 

The scan of FGF-2 structure led to identification of 3 potential ligand binding sites. Each of 

these binding sites are evaluated for glycopeptide 2, peptide 29 and glycan 28 binding through 

MD simulations and binding free energy calculations. The average binding energy results of 

glycopeptide 2, peptide 29 and glycan 28 for each site can be found in Table 6.4. The results 

showed site 1 had the highest affinity for both glycopeptide, glycan and peptide. The X-ray 

crystal structure of complexes of FGF-2 and heparin oligosaccharides from literature showed that 

the glycans reside in the site 1,12,16 which is consistent with our computation results. The average 

binding energies and their experimental KD values for FGF2 are listed in Table 6.1, and energies 

calculated from individual poses can be found in Table 6.2.  
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Table 6. 2 Binding free energy for glycopeptide, glycan and peptide with FGF-2 calculated 

for various poses. 

FGF-2 Site 1 Glycan Binding Comparison (kcal mol-1) 

Compound Pose ∆G Binding STD Average ∆G 

Glycan 

1 -34.37 ± 8.60 

-35.09 ± 8.01 

2 -35.25 ± 6.59 

3 -36.40 ± 8.96 

4 -31.72 ± 6.45 

5 -37.74 ± 9.45 

Peptide 

1 -30.92 ± 10.78 

-30.40 ± 10.55 

2 -25.55 ± 8.97 

3 -26.84 ± 7.88 

4 -35.85 ± 10.16 

5 -32.86 ± 14.94 

Glycopeptide 

1 -53.51 ± 14.79 

-60.04 ± 13.65 

2 -77.67 ± 16.44 

3 -69.51 ± 17.63 

4 -47.82 ± 12.29 

5 -53.81 ± 5.36 

6 -51.88 ± 18.17 

7 -66.07 ± 10.85 
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Binding site 1 of FGF-2 is lined with many basic residues including Asn27, Arg44, Lys 119, 

Arg120, Lys125, Lys129, Gln134 and Lys135 (Fig. 4). MD simulations of FGF-2 complex with 

glycopeptide showed that these residues formed hydrogen bonds with glycopeptide. The 

distances between the side chains of Lys125 and Lys119 are within 5 Å from the sulfates on the 

glycan, indicating potential electrostatic interactions. In all glycopeptide 2 binding poses, the 

glycan is located within binding site 1 while the peptide extends out of the pocket and towards 

the protein’s surface. Meanwhile, glycan 28 binds site 1 with an analogous conformation as that 

of glycopeptide (Fig. 6.3). The binding poses and the MD simulations showed the peptide 

portion of glycopeptide extends out of site 1 towards the surface of FGF-2. This leads to the 

formation of additional salt bridges with the basic residues outside of binding site 1 including 

Arg22 and Lys21 (Figure 6.3). These additional salt bridges are presumably responsible for 

improved binding to FGF-2 as observed in glycopeptide as compared to glycan. 

 

Figure 6. 3 Representative binding pose of glycopeptide to FGF2.  
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6.3.2 Heparanase Binding 

Table 6. 3 Binding free energy for glycopeptide 2, peptide 29 and glycan 28 with heparanase 

calculated for various poses. 

Heparanase Binding (kcal mol-1) 

Compound Pose ∆G Binding STD Average ∆G 

Glycan 28 

1 -59.97 14.44 

-57.36 ± 12.19 

2 -53.89 10.00 

3 -49.84 12.50 

4 -72.58 10.83 

5 -50.52 13.20 

Peptide 29 

1 -34.62 12.47 

-43.14 ± 14.45 

2 -61.90 20.10 

3 -32.25 10.36 

4 -35.28 12.51 

5 -51.66 16.80 

Glycopeptide 2 

1 -45.65 13.18 

-50.55 ± 15.67 

2 -55.65 15.23 

3 -49.41 15.53 

4 -46.77 15.42 

5 -55.26 18.99 
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The average binding energies to heparanase and energies calculated from individual poses 

are included in Table 6.3. The binding energy results show that glycan 28 has a higher affinity to 

heparanase compared to peptide 29 and glycopeptide 2, respectively. The glycan 28’s higher 

binding affinity towards heparanase compared to glycopeptide 2 is contrary to the results 

observed with FGF-2. When inhibitory activities of glycan, peptide and glycopeptide toward 

heparanase is considered (Table 6.1), glycan showed 32% inhibitory activity in 10μM 

concentration and 61% inhibition on 33μM concentration. Peptide and glycopeptide showed no 

inhibitory activity towards heparanase.  

 

Figure 6. 4 Comparison of (a) glycan 28 and (b) glycopeptide 2 binding to the site 1 of 

heparanase (heparin binding site). 

Heparanase binding site consists of many basic residues including Lys159, Arg272, Lys231, 

Lys232, Arg303. Glycan 28 is oriented within the binding site by interacting with these basic 

residues through hydrogen bonds and ionic bonds (Fig. 6.4a). In glycopeptide 2 complex with 

heparanase, the glycan is situated within the binding site, while the peptide backbone extends 

toward the solvent (Figure 6.4b). The comparison of glycan 28 and glycopeptide 2 binding 
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shows that core H-bonds and ionic interactions in the binding pocket are weakened in the 

glycopeptide complex. For example, the interaction between Lys231 and N-sulfate group 

observed in glycan 28/heparanase is lost in the glycopeptide 2/heparanase complex. Furthermore, 

in glycan 28/heparanase complex vs. glycopeptide 2/heparanase, the distance between Lys232 

and N-sulfate group increased from 2.64 Å to 2.71 Å, the distance between Arg272 and O-sulfate 

group increased from 2.75 Å to 2.89 Å, and H-bond distance between Arg303 and a hydroxyl 

group increased from 2.94 Å to 3.06 Å (Fig. 5). This weakening of glycan/protein interactions 

can be explained by the peptide backbone of glycopeptide not fitting in the pocket, thus 

disrupting the glycan interactions with heparanase, which presumably leads to reduced affinity 

and inhibitory activity of glycopeptide 2 on heparanase. 

6.4 Conclusion 

With this study for the first time, HSPG glycopeptides bearing multiple Asp residues in the 

peptide backbone and O- and N-sulfation on the glycan chain have been successfully synthesized 

and tested for biological functions by the Huang group. The results showed the glycan inhibited 

the activities of heparanase, while the glycopeptide did not alter the heparanase activity. 

Additionally, the glycopeptide showed enhanced binding comparison to glycan and peptide by 

itself in FGF-2 systems. The molecular dynamics simulations are used to insight functioning of 

these ligands with respect to heparanase and FGF-2 binding. The simulations showed the peptide 

portion of the glycopeptide 2 can led to additional salt bridges in FGF-2 systems, whereas in 

heparanase it tends to pull the glycan core towards solvent which may explain opposite effect of 

peptide attachment in activity. The experimental results combined with the structural insights 

gained from molecular modeling, suggests that transferring HS to a core protein as in 

proteoglycans may be used to modulate HS functions.   
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Table 6. 4 Average binding free energies and standard deviations calculated for glycan 28, 

peptide 29 and glycopeptide 2 on 3 potential binding sites. 

Compound Site Average Binding Energies (kcal mol-1) 

Glycan 28 1 -35.09 ± 8.01 

2 -26.75 ± 10.55 

3 -20.04 ± 7.17 

Peptide 29 1 -30.40 ± 10.55 

2 -25.59 ± 10.24 

3 -26.26 ± 11.07 

Glycopeptide 2 1 -60.04 ± 13.65 

2 -37.40 ± 13.88 

3 -41.48 ± 12.03 
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CHAPTER SEVEN 

Binding of Per- and Polyfluoroalkyl Substances to the Human Pregnane X Receptor 

  



 148 

About this chapter: This chapter is reprinted from Lai, T. T.; Eken, Y.; Wilson, A. K. Binding of 

Per- and Polyfluoroalkyl Substances to the Human Pregnane X Receptor. Environ. Sci. Technol. 

2020, 54 (24), 15986–15995 with the permission of American Chemical Society. Lai Thanh and 

Yiğitcan Eken contributed equally to this research by investigating interactions of half of the 

PFASs for hPXR. 

7.1 Introduction 

The production of perfluoroalkyl substances (PFASs) in the 1940s and 1950s is credited as 

an industrial breakthrough due to the unique properties of PFASs including water and oil 

repellency, high surface activity, and durability.1 The use of these compounds has been 

widespread for food packaging, fire-fighting foams, carpet, furniture, boots, clothes, nonstick 

cookware, to name only a few.2–4 PFASs are synthetic organofluorine compounds that have most 

(poly-) or all (per-) of their carbon-bonded hydrogens replaced with fluorine. PFASs are 

colloquially referred to as “zombie chemicals” or “forever chemicals,” for their known resistance 

to degradation, which is caused by the strong electronegativity difference between their 

carbon−fluorine bonds.5–7 Environmental and health concerns over the past two decades8–15 have 

led to actions such as 3 M’s voluntary perfluorooctane sulfonic acid (PFOS) phase-out in 200016 

and EPA’s 2006 perfluorooctanoic acid (PFOA) Stewardship Program.17 “Long-chain” PFASs, 

defined as perfluoroalkyl carboxylic acids (PFCAs) with seven or more carbons and 

perfluorosulfonic acids (PFSAs) with six or more carbons forming their carbon backbone, have 

been slowly replaced with alternative PFASs, both “short-chain” variants and fluorinated 

alternatives, which typically have different functionalities.18 Most common replacements are 

ADONA (trade name for 4,8-dioxa-3Hperfluorononanoic acid)19 and Gen-X (trade name for 

2,3,3,3- tetrafluoro-2-heptafluoropropoxy propanoic acid), which are used as alternatives to 
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PFOA.20 6:2 Fluorotelomer carboxylic acid (6:2 FTCA) is considered to be another alternative to 

PFOA, even though there has been no reported large-scale usage of the compound.19,21–24 A 

limited number of studies have been done on the potential impact of alternative PFASs on the 

environment and to human health (see refs19,20,25–27). These studies suggest that alternative 

PFASs may exhibit comparable or even greater adverse health effects than their counterparts. 

The adverse effects of PFASs are believed to be chain length and functional group dependent, 

such that shorter PFASs or differently functionalized PFASs (such as ether groups in place of a 

number of fluorinated carbons) may be less toxic.18,28,29 Thus, it is crucial to study molecular 

recognition of PFASs together with alternative PFASs in a fast and efficient manner. Yet, few 

studies have been performed on the structural differences of various PFASs and how the 

structure correlates to their binding. 

PFASs are shown to interact with various human proteins such as thyroid hormone transport 

proteins, plasma proteins, liver fatty acid-binding protein, and also nuclear receptors such as 

pregnane X receptor (PXR), peroxisome proliferator activated receptors (PPARs), etc.30–37 A 

number of epidemiological studies have suggested links between PFASs and adverse health 

effects such as adult thyroid problems, early childhood immunosuppression, as well as non-high-

density lipoprotein (HDL)/total cholesterol.38–40 Furthermore, PFASs such as PFOA have been 

shown to induce hepatic toxicity in mice as well as liver cancer in rodents.33,41 As the PFAS 

chemical space (>4000 compounds) and the number of proteins that might interact with PFASs 

are considered, computational approaches are important.  

Both the interaction and binding of PFASs to proteins play essential roles on their toxicity 

and bioaccumulation potential, and the prediction of their binding and interaction can be used as 

a proximity for their bioaccumulation and toxicity assessment.42 In this study, we utilized in 
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silico methods based on molecular dynamics (MD) to investigate protein−PFAS interactions. To 

calculate binding affinities between PFAS and proteins, end-state approaches are selected due to 

their good balance between computational cost and accuracy.43,44 To be more specific, molecular 

mechanics combined with Poisson−Boltzmann surface area (MM-PBSA) and molecular 

mechanics combined with Generalized Born surface area (MM-GBSA) are used in this 

investigation to predict relative binding energies.  

hPXR is involved in a variety of biological and clinical functions such as xenobiotic and bile 

acid metabolism, steroid hormone homeostasis, and mediation of various drug−drug 

interactions.45–47 Due to its large (1150 A3 ) and flexible ligand binding cavity present on its 

ligand binding domain,48 the hPXR is able to bind to a variety of ligands including naturally 

occurring steroids such as progestins, glucocorticoids, bile acids, and estrogens.49 The binding of 

ligands to this domain is associated with an increased stability of the receptor, which mediates 

coactivator binding to the ligand-dependent activation function 2 (AF-2) surface and ultimately 

leads to the induction of hPXR. However, the exact molecular mechanisms are still elusive.50,51 

The induction of hPXR has been associated with hepatic steatosis, atherosclerosis, oxidative 

stress, lipid homeostasis, endocrine disruption effects, carcinogenesis, and adverse drug 

interactions.46,52–56  

In this study, the molecular basis of the PFAS-induced activation on hPXR as well as the 

differences and similarities between how legacy and alternative (replacement) PFASs interact 

with hPXR are studied computationally (Table 7.1). Particularly useful for this study is the 

availability of both the crystal structure for the ligand binding domain (LBD) and experimental 

bioactivity data for a number of the PFASs investigated here for human pregnane X receptor 

(hPXR).57,58 Molecular dynamics simulations (MD), residue−ligand interaction energy 
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calculations, alanine mutation studies, free energy of binding calculations, and hydrogen bond 

(H-bond) analysis are used to investigate relative binding energies of PFAS−hPXR complexes, 

hydrogen bond frequencies, and key residue−ligand interactions to produce a quantitative 

molecular-level description of PFAS−hPXR interactions. The various interaction patterns of 

PFAS−hPXR are compared, focusing on structural differences. Additionally, several PFOA 

alternatives, ADONA, Gen-X, 6:2 FTCA, and a short-chain PFSA variant, PFBS, are also 

included in this study to consider interactions with hPXR, as the agonistic activity of these 

species on hPXR was not previously determined. 
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7.2 Materials and Methods 

Table 7. 1 Nomenclature for Perfluoroalkyl Substances (PFASs) Studieda 

Type Acronym 
Perfluorinated 

Carbon 
Name Chemical Formula 

PFCA PFBA 3 perfluorobutanoic acid CF3-(CF2)2-COOH 

PFCA PFPA 4 perfluoropentanoic acid CF3-(CF2)3-COOH 

PFCA PFHxA 5 perfluorohexanoic acid CF3-(CF2)4-COOH 

PFCA PFHpA 6 perfluoroheptanoic acid CF3-(CF2)5-COOH 

PFCA PFOA 7 perfluorooctanoic acid CF3-(CF2)6-COOH 

PFCA PFNA 8 perfluorononanoic acid CF3-(CF2)7-COOH 

PFCA PFDA 9 perfluorodecanoic acid CF3-(CF2)8-COOH 

PFCA PFDoA 11 perfluorododecanoic acid CF3-(CF2)10-COOH 

PFSA PFBS 4 
perfluorobutane sulfonic 

acid 
CF3-(CF2)3-SO3H 

PFSA PFOS 8 
perfluorooctane sulfonic 

acid 
CF3-(CF2)7-SO3H 

FTOH 6:2 FTOH 6 6:2 fluorotelomer alcohol CF3-(CF2)5-CH2-OH 

FTCA 6:2 FTCA 6 
6:2 fluorotelomer carboxylic 

acid 

CF3-(CF2)5-CH2-

COOH 

Alternative Gen-X 5 

2,3,3,3-tetrafluoro-2-

heptafluoropropoxy 

propanoic acid 

CF3-(CF2)2-O-

(CF3)CF-COOH 

Alternative ADONA 6 
4,8-dioxa-3H-

perfluorononanoic acid 

CF3-O-(CF2)3-O-CHF-

CF2-COOH 

PFSA = CF3-(CF2)n-SO3H 

PFCA = CF3-(CF2)n-COOH 

FTOH = CF3-(CF2)n-(CH2)m-OH 

FTCA = CF3-(CF2)n-(CH2)m-COOH 

Note: The chemical structures of the compounds are provided in Table 7.3 
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7.2.1 Site Analysis and Molecular Docking 

The hPXR protein structure was taken from the RSCB Protein Data Bank (PDB ID: 

6DUP).58 The Molecular Operating Environment’s (MOE) Site Finder program was used to 

detect potential binding sites in the hPXR structure.59 The site finder method detects α shapes on 

the protein structure and evaluates them according to their propensity of ligand binding (PLB).60 

The site that had the highest PLB score - a proven binding site for T1317 and rifampicin ligands 

- was used as the PFAS binding site.61,62 Starting PFAS structures were obtained from 

PubChem.63 Protonation states of the PFASs under the physiological conditions are determined 

by Protonate3D module implemented in MOE.59,64 The resulting PFAS structures were 

minimized in MOE with the AMBER10: Extended Hückel Theory (EHT) force field, which uses 

Amber ff10 for macromolecules and Extended Hückel Theory for the ligands.65–67 Ligand 

binding poses were determined by docking PFASs to the binding site using MOE. The London 

ΔG scoring function68 was used to evaluate 100 initial ligand placements. Then, the initial 

placements were further refined to 10 poses via the Generalized Born Volume Integral/Weighted 

Surface area scoring function (GBVI/WSA) ΔG with induced-fit protein settings.59,68 From these 

10 refined poses, structurally distinct ones with the highest (GBVI/WSA) ΔG scores were 

selected for further studies. 

7.2.2 Simulation Protocol 

The selected complex structures were minimized via AMBER10:EHT in MOE. The 

topologies and the parameters for the minimized structures were created using the Leap module 

of Amber Tools69 under the General Amber Force Field (GAFF), AMBER ff14sb force fields.70 

The AM1-BCC charge scheme71 was used to calculate partial charges of the ligand atoms, and 

these partial charges were fit to GAFF using the Antechamber69 suite to generate ligand 
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parameters. The protein−ligand complex structures were placed in a 14 Å3 beyond the solute 

box, neutralized and ionized with 100 mM NaCl ions using the parameters from Joung and 

Cheatham.72  

The systems were minimized with decreasing energy restraints on the protein (500.0, 200.0, 

20.0, 10.0, 5.0, 0.0 kcal mol-1). Then, the systems were heated from 100 to 300 K in 30 ps MD 

simulation and equilibrated for 100 ps at 300 K. After equilibration, 30 ns MD simulations were 

performed to ensure the convergence of the system at 300 K and 1 atm pressure. During all 

simulations, the pressure was controlled by isotropic position scaling, the temperature was 

controlled by Langevin dynamics, and the time step was set to 2 fs. Furthermore, SHAKE 

algorithm73 was used to constrain hydrogen bonds to allow the use of the 2 fs time step. 

Nonbonded interactions were truncated to 10 Å, while the particle-mesh Ewald (PME) method 

was used to efficiently approximate long-range electrostatic interactions. 

7.2.3 Binding Energy Calculations 

MM-PBSA and MM-GBSA methods are used for predicting the binding energies between 

PFASs and hPXR. These methods are based on subtracting the free energies of the unbound 

receptor and the ligand from the free energy of the ligand bound protein complex using the 

structures generated during MD simulations.74 

ΔGBind = GComplex – GProtein – GLigand (1) 

Many studies have demonstrated the success of these methods for finding relative binding 

affinities and ranking binding energies of molecules,75,76 though very few of the studies have 

focused on PFASs.37 While methods such as MM-PBSA and MM-GBSA have been useful, the 

methods are built upon different thermochemical approximations, and, thus, the predictions 

arising from these methods can be system dependent. For example, when the MM-GBSA and 
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MM-PBSA binding energies for six different protein−ligand systems including α-thrombin (7 

ligands), avidin (7 ligands), cytochrome C peroxidase (18 ligands), neuraminidase (8 ligands), 

P450cam (12 ligands), and penicillopepsin (7 ligands) are compared, MM-GBSA results in: 

better correlation with experiments for α-thrombin, penicillopepsin, neuraminidase, similar 

correlation for avidin, and poorer correlation for cytochrome C peroxidase and P450cam in 

comparison to MM-PBSA.76 Therefore, since the performances of MM-PBSA and MM-GBSA 

cannot be determined a priori, it is necessary to consider both methods for the PFAS− hPXR 

system and compare the results with the experiment, when available. 

In this study, the binding free energies of the ligand−protein complexes were calculated using 

both MM-PBSA and MM-GBSA with a modified General Born solvation model by Onufriev et 

al.,77 approaches implemented in the Amber PBSA-solver.74 Default internal and external 

dielectric constants were used (1.0 and 80.0, respectively). The solvent-accessible surface area 

(SASA) was determined with the default linear combinations of pairwise overlap (LCPO) 

method using modified Bondi atomic radii. For both MM-PBSA and MM-GBSA, the frames 

from the first nanosecond of the MD simulations were used to calculate binding energies since it 

has been shown that such simulations can be useful, and that longer simulations do not 

necessarily correspond to a better accuracy.76 Solute entropies were neglected because the 

primary focus of this effort was on the relative binding energies of PFASs on hPXR. Binding 

contributions of the residues at the binding site were calculated by per-residue decomposition 

and the energy contribution for each residue averaged from all poses tested.69 Additionally, 

mutagenesis studies were performed by replacing target residues with the alanine from the 

complex structure, followed by MD and MM-GBSA efforts. The MM-GBSA electrostatic 

energies of these mutant complexes were compared with their wild-type counterparts. 
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Figure 7. 1 Binding modes of PFASs to the hPXR ligand binding pocket. 
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7.2.4 Hydrogen Bond Analysis 

Hydrogen bond lifetime analyses were performed via CPPTRAJ for every PFAS ligand.78 

For each PFAS, the PFAS−hPXR complex with the lowest MM-GBSA relative binding energy 

was selected for analysis. Ser-247, Gln-285, His-327, and His-407 were analyzed for hydrogen 

bond lifetimes. 

7.3 Results and Discussion 

7.3.1 Molecular Docking and MD Simulations 

The binding poses of 14 PFASs that have the highest affinity to hPXR LBD, as determined 

by MM-GBSA free energy results, are provided in Figure 7.1. To account for the changes that 

occur in the binding domain upon PFAS binding, induced-fit docking is used for the generation 

of the binding poses. The docking algorithm allows for movement of the protein side chains 

together with the ligand in its refinement step, which ensures that the protein side chains are 

adjusted in accordance to the ligand structure. This type of approach is commonly used in 

computer-aided drug design with success,68,79–85 especially for protein targets with a flexible 

binding domain such as the flexible binding domain encountered in this study for hPXR. Most of 

the PFAS binding modes have the carboxylate/ sulfonate group hydrogen bonding with Gln-285 

and His-327, or Ser-247. It should be noted that Zhang et al. reported PFAS binding modes that 

hydrogen bond to Ser-247.57 In the current effort, 30 ns MD simulations are adopted to ensure 

system convergence. MD simulations show that poses that hydrogen bond with Gln-285 and His-

327 are still able to hydrogen bond to Ser-247 with minor movements to the 

carboxylate/sulfonate group. For the most part, docking poses are preserved in MD simulations, 

and any ligand movements are often attributed to changes in hydrogen bonding partners of the 

carboxylate/sulfonate functional group. 
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Figure 7. 2 (a) Correlation observed between experimental EC50 values from Zhang et al. and 

predicted binding free energies from MM-GBSA. (b) Correlation observed between EC50 values 

from Zhang et al. and predicted binding free energies from MM-PBSA. Error bars indicate 

standard deviations. 

7.3.2 Binding Free Energy Calculations 

The utilities of both MM-GBSA and MM-PBSA for PFAS−hPXR systems are first evaluated 

by comparing the predicted binding energies of PFBA, FPPA, PFHxA, PFHpA, PFOA, PFNA, 

PFDA, PFDoA, PFOS, and 6:2 FTOH with available experimental half maximal effective 

concentration (EC50) data from Zhang et al. (Figure 7.2a,b, respectively).57 Strong correlation 

between experimental EC50 values and predicted binding free energies is observed with both 

MM-GBSA and MM-PBSA methods with correlation coefficients of 0.95 and 0.86, respectively, 

and Kendal’s Tau values of 0.96 and 0.69, respectively. Yet, MM-GBSA performed better on the 

PFAS−hPXR systems, proven by its slightly higher correlation coefficient and Kendal’s Tau 

results compared to those of MM-PBSA. To assess the affinity and potential impact of ADONA, 
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6:2 FTCA, Gen-X, and PFBS upon hPXR binding, MM-GBSA calculations were expanded to 

include these alternative PFASs whose agonistic activity on hPXR has not been reported 

previously (Figure 7.3). 

 

Figure 7. 3 Binding energies of PFASs to hPXR calculated with MM-GBSA in comparison 

to EC50 values measured by Zhang et al. (the predicted binding energies are listed in Table 7.4). 

Predicted ΔGs of PFCAs (PFBA, PFPA, PFHxA, PFHpA, PFOA, PFNA PFDA, and 

PFDoA) suggest that as the perfluorinated carbon number increases, the affinity of the PFCAs to 

hPXR LBD also increases, explaining the relationship between the increased agonistic activity 

(EC50 values) measured with respect to increased perfluorinated carbon chain length (Figure 7. 

3). When comparing PFSAs, increasing carbon chain length also leads to decreased affinity such 

that PFBS (four carbons) is higher in relative binding energy (+11.6 kcal mol-1) than PFOS (8 

carbons). Finally, binding energies of ADONA, Gen-X, and 6:2 FTOH show a lower affinity to 

hPXR compared to PFOA. However, ADONA, Gen-X, and 6:2 FTOH’s binding to hPXR are 

predicted as similar to PFPA and PFHxA, indicating even though the binding energies are lower 

than PFOA, they still exhibit binding and may show agonistic activity.  
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Table 7. 2 hPXR Residues Interact with PFASs Upon Binding 

Ligand H-Bonding Residues Largest Energy Contributors 

PFBA Ser-247, His-407 Arg-410, Lys-210, Lys-226, His-407, Ser-247 

PFPA Gln-285, His-327, His-407 Arg-410, Lys-210, Lys-226, His-407, Gln-285 

PFHxA Ser-247, Gln-285 Arg-410, Lys-210, Lys-226, His-407, Gln-285 

PFHpA Ser-247, His-407 Arg-410, Lys-210, Lys-226, His-407, Ser-247 

PFOA Ser-247, His-327 Arg-410, Lys-210, Lys-226, His-407, Ser-247 

PFNA Gln-285, His-327 Arg-410, Lys-210, Lys-226, His-407, Gln-285 

PFDA Gln-285, His-327, His-407 Arg-410, Lys-210, Lys-226, His-407, Gln-285 

PFDoA Ser-247, His-407 Arg-410, Lys-210, Lys-226, His-407, Gln-285 

PFBS Ser-247, His-407 Arg-410, Lys-210, Lys-226, His-407, Gln-285 

PFOS Ser-247, Gln-285, His-407 Arg-410, Lys-210, Lys-226, His-407, Gln-285 

6:2 FTOH — Trp-299, Ser-208, Phe-288, Tyr-306, Gln-285 

6:2 FTCA Ser-247 Arg-410, Lys-210, Lys-226, His-407, Ser-247 

Gen-X Ser-247, His-407 Arg-410, Lys-210, Lys-226, His-407, Ser-247 

ADONA — Arg-410, Lys-210, Lys-226, Met-323, His-327 

 

7.3.3 PFAS Recognition on hPXR 

Residue decomposition is employed to understand molecular recognition of PFASs on hPXR 

and can also be used to provide insight about the activity of untested PFASs on hPXR. Residue 

decomposition shows that Lys-210, Lys-226, Ser-247, Gln-285, His-327, His-407, and Arg-410 

are among the largest energy contributors for PFAS−hPXR binding for all PFASs tested, except 

6:2 FTOH, which does not possess an acidic functional group (Table 7.2 and Figure 7.7). 

The binding energies for the top three residues are quite similar between the short/alternative 

PFASs and long-chain PFASs. Among the binding site residues, Arg-410 has the lowest 
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interaction energy for both PFASs at ∼−40 kcal mol-1, followed by Lys-210 at ∼−25 kcal mol-1, 

and Lys-226 at ∼−17 kcal mol-1, with the exception of 6:2 FTOH, where the functional group is 

an alcohol rather than an acid. On the contrary, the contribution to the binding from Ser-247, 

Gln285, His-327, and His-407 varies according to the ligand with a range from −5 to −12 kcal 

mol-1. The energy contributions of Lys-210 and Arg-410 tend to increase as the carbon chain 

length increases. Since both Lys-210 and Arg-410 are located near the entrance of the cavity 

(Figure 7.1 and Figure 7.8), their interaction primarily arises from long-range electrostatic forces, 

rather than from short-range hydrogen bonding or van der Waals interaction. Unlike Lys-210, 

Lys-226, and Arg-410, which interact strongly with almost every PFAS studied, binding energy 

contribution of Ser-247, Gln-285, His-327, and His-407 is alternating for different PFASs. To 

better understand the H-bonding behavior of hPXR residues interact with the PFASs, insight is 

gained about the hydrogen bond lifetimes using MD trajectories and the results showed that Ser-

247, Gln-285, His-327, and His-407 commonly make hydrogen bonds with PFASs. 

 

Figure 7. 4 Hydrogen bond lifetimes observed during MD simulations. 
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Hydrogen bond lifetime analysis shows that the stability of the H-bond between Gln-285, 

Ser-247, His-327, His-407, and PFASs is ligand dependent as the H-bonding lifetimes vary 

(Figure 7.4). The PFASs’ carboxylic acid and sulfonic acid functional groups often engage in 

hydrogen bonding with the hydroxyl, amide, and imidazole groups in Gln-285, Ser-247, His-327, 

and His-407, respectively (Figure 7.5). On the other hand, the fluorine atoms present on the 

PFAS’s perfluorinated carbon chains do not form any significant hydrogen bonds during 

simulations (Figure 7.4). 

Finally, despite residue decomposition which shows that Lys-210, Lys-226, and Arg-410 

contribute significantly to the binding of PFASs to hPXR, Lys-210, Lys-226, and Arg-410 do not 

form hydrogen bond with PFASs. This further supports that PFASs interact mainly through long-

range electrostatics rather than short-range interactions such as through hydrogen bonding with 

hPXR. The lack of hydrogen bonding for the Lys-210, Lys-226, and Arg-410 may be attributed 

to the orientation of PFASs within the hPXR binding site. Carboxylic acid and sulfonic acid 

functional groups facing inside of the binding cavity is commonly observed upon PFAS−hPXR 

binding, allowing PFASs to hydrogen bond with cavity residues such as Ser-247, Gln-285, His-

327, and His-407. In contrast, Lys-210, Lys-226, and Arg-410 are located near the entrance of 

the binding cavity and could not form hydrogen bonds. 6:2 FTOH, which contains an alcohol 

rather than an acidic group, does not form any significant hydrogen bond throughout the 

simulations (Figure 7. 4). 



 163 

 

Figure 7. 5  Important residues that mediate ligand stability through hydrogen bonding. 

Residue decomposition results showed that Asp-205, Asp-245, and Glu-321 destabilize the 

binding of PFASs to the hPXR LBD. The destabilizations most likely arise from the repulsion 

between the negative charge of aspartic acid, glutamic acid residues, and the negative charge of 

PFASs present on the carboxylic acid or sulfonic acid functional groups. Mutagenesis of Asp-

205, Asp-245, and Glu-321 to alanine in selected ligand−protein complexes (PFOS, PFOA, 

ADONA, Gen-X, 6:2 FTCA, and PFBS) showed an overall decrease in total electrostatic energy 

(EEL) contribution for every ligand mutant complex (Figure 7. 6).   
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Figure 7. 6 Total electrostatic energy (EEL) contribution of various PFASs on binding to 

mutant hPXR complexes. 

When compared to the EEL energies of the wild-type ligand−protein complexes, the 

presence of Glu-321 reduces the favorable EEL contribution by an average of −39.51 kcal/ mol, 

Asp-245 reduces EEL contribution by an average of −16.73 kcal mol-1, and Asp-205 reduces it 

by an average of −25.53 kcal mol-1. This implies that the net negative charges of Asp-205, Asp-

245, and Glu-321 destabilize the binding of PFASs to hPXR, and proteins with more acidic 

residues in their binding pockets are less likely to be PFAS targets, which has implications on the 

evaluation of potential PFAS protein targets. 

Residue decomposition and hydrogen bond analysis provide an understanding about how the 

chemical structure of PFASs affects their binding behavior. The results indicate that 

carboxylate/sulfonate functional groups on the PFAS’s structure contribute strongly to its hPXR 

binding through long-range electrostatic interactions with Arg-410, Lys-210, and Lys-226 and 



 165 

H-bonding with Gln-285, Ser-247, His-327, and His-407, and that ADONA, Gen-X, PFBS, and 

6:2 FTCA are potential hPXR agonists. Thus, at least for hPXR, these efforts suggest that further 

insight about the impact of PFAS without a carboxylic acid or sulfonic acid functional group 

should be garnered to identify alternative PFASs that are less potent to hPXR and other proteins. 
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Table 7. 3 All PFAS ligands tested. 
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Table 7. 4 MMPBSA and MMGBSA relative binding energies of every PFAS tested. 

Ligands MMPBSA MMGBSA 

PFBA -18.91±7.9 -19.31±4.4 

PFPA -23.97±6.2 -26.19±4.6 

PFHxA -22.71±11.4 -27.84±7.0 

PFHpA -21.60±8.4 -29.74±6.9 

PFOA -26.72±7.3 -34.51±6.7 

PFNA -24.51±6.7 -38.81±6.2 

PFDA -28.85±11.6 -40.52±10.3 

PFDoA -27.27±10.2 -40.38±8.3 

PFOS -26.14±6.1 -35.61±5.4 

PFBS -22.99±6.9 -23.96±5.2 

6:2 FTOH -21.98±5.39 -30.37±4.59 

6:2 FTCA -19.72±7.9 -28.31±6.4 

GEN X -23.27±7.6 -25.64±4.7 

ADONA -22.68±10.7 -26.45±8.0 
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Table 7. 5 Long-chain PFAS average per-residue decomposition energies (kcal mol-1). 

PFOA PFNA PFDA PFDoA 

Residue 
Average 

∆G Bind 
Residue 

Average 

∆G Bind 
Residue 

Average 

∆G Bind 
Residue 

Average 

∆G Bind 

Lys-210 -20.97 Lys-210 -23.94 Lys-210 -21.59 Lys-210 -24.85 

Lys-226 -16.86 Lys-226 -15.60 Lys-226 -15.94 Lys-226 -16.54 

Ser-247 -13.59 Ser-247 -6.55 Ser-247 -7.56 Ser-247 -5.22 

Gln-285 -7.61 Gln-285 -9.21 Gln-285 -8.40 Gln-285 -7.63 

His-327 -4.05 His-327 -8.23 His-327 -6.40 His-327 -4.82 

His-407 -15.32 His-407 -9.73 His-407 -14.20 His-407 -12.75 

Arg-410 -33.53 Arg-410 -36.67 Arg-410 -42.49 Arg-410 -48.64 

  

PFOS 6:2 FTOH Average PFAS Binding 

Residue 
Average 

∆G Bind 
Residue 

Average 

∆G Bind 
Residue Average ∆G Bind 

Lys-210 -22.75 Ser-208 -4.75 Lys-210 -18.96 

Lys-226 -17.12 Leu-209 -2.01 Lys-226 -13.65 

Ser-247 -7.57 Gln-285 -2.14 Ser-247 -6.81 

Gln-285 -9.30 Phe-288 -3.46 Gln-285 -7.38 

His-327 -4.56 Trp-299 -4.86 His-327 -4.82 

His-407 -11.45 Tyr-306 -2.99 His-407 -10.90 

Arg-410 -46.82 Met-323 -2.07 Arg-410 -34.65 

  

Residues with interactions lower than -5 kcal mol-1 are shown. The major residues (Lys-210, 

Lys-226, Ser-247, Gln-285, His-327, and Arg-410) are listed regardless of their interaction 

energy.  
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Table 7. 6 Short-chain/alternative PFAS average per-residue decomposition energies. 

PFBA PFPA  PFHxA PFHpA 

Residue 
Average 

∆G Bind 
Residue 

Average 

∆G Bind 
Residue 

Average 

∆G Bind 
Residue 

Average 

∆G Bind 

Lys-210 -21.38 Lys-210 -21.42 Lys-210 -21.29 Lys-210 -22.54 

Lys-226 -15.78 Lys-226 -16.51 Lys-226 -17.49 Lys-226 -17.66 

Ser-247 -9.12 Ser-247 -2.26 Ser-247 -8.271 Ser-247 -8.65 

Gln-285 -7.91 Gln-285 -10.53 Gln-285 -9.68 Gln-285 -7.61 

His-327 -4.19 His-327 -8.22 His-327 -4.98 His-327 -4.85 

His-407 -15.26 His-407 -14.12 His-407 -11.90 His-407 -10.48 

Arg-410 -35.20 Arg-410 -38.03 Arg-410 -37.49 Arg-410 -36.69 

  

ADONA GEN X 6:2 FTCA PFBS 

Residue 
Average 

∆G Bind 
Residue 

Average 

∆G Bind 
Residue 

Average 

∆G Bind 
Residue 

Average 

∆G Bind 

Lys-210 -29.70 Lys-210 -23.19 Lys-210 -22.69 Lys-210 -22.26 

Lys-226 -19.51 Lys-226 -17.87 Lys-226 -17.46 Lys-226 -16.24 

Ser-247 -0.89 Ser-247 -8.00 Ser-247 -7.95 Ser-247 -12.17 

Gln-285 -3.64 Gln-285 -5.63 Gln-285 -6.67 Gln-285 -12.62 

His-327 -5.386 His-327 -4.53 His-327 -4.79 His-327 -3.60 

His-407 -3.92 His-407 -15.52 His-407 -11.08 His-407 -14.38 

Arg-410 -55.74 Arg-410 -42.20 Arg-410 -44.30 Arg-410 -34.15 

  

Average PFAS Binding 

Residue Lys-210 Lys-226 Ser-247 Gln-285 His-327 His-407 Arg-410 

Average 

∆G Bind 
-22.81 -17.3141 -7.16 -8.04 -5.07 -12.08 -40.48 

ADONA, GEN X, and 6:2 FTCA are alternatives of PFOA. PFBS is a short chain variant of 

PFOS. PFBA, PFPA, PFHxA, and PFHpA are short chain variants of the long chain 

perfluoroalkyl carboxylic acids (Table 1). Residues with interactions lower than -5 kcal mol-1 are 

shown. The major residues (Lys-210, Lys-226, Ser-247, Gln-285, His-327, and Arg-410) are 

listed regardless of their interaction energy.  
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Table 7. 7 Total electrostatic energies of various mutant PFAS-hPXR complexes. 

Mutagenesis of Asp-250, Asp-245, Glu-321 MMGBSA Total Electrostatic Energies 

 

 Wild Type Asp205Ala Asp245Ala Glu321Ala 

PFOA -102.96 -119.91 -126.25 -141.48 

PFOS -96.23 -115.21 -109.64 -125.50 

PFBS -100.09 -122.87 -115.48 -124.49 

ADONA -106.59 -125.45 -106.25 -150.38 

6:2 FTCA -91.58 -124.97 -112.12 -148.52 

 

 

 

Figure 7. 7 Average residue contributions to the PFAS binding to hPXR calculated from 

residue decomposition. 
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Figure 7. 8 Arg-410 and Lys-210 positioned outside of the binding cavity. 

 

Figure 7. 9 Comparison of VDW and electrostatic energies of every tested ligand. 
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Figure 7. 10 Electrostatic energies + energy of solvation calculated by MMGBSA for every 

tested ligand. 
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Figure 7. 11 Binding modes of PFASs to mutant hPXR ligand binding pocket. 
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Figure 7. 12 Root mean square deviation (RMSD) plots of the highest affinity PFAS poses 

from 30ns MD simulations.  
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CHAPTER EIGHT 

Binding of Per- and Polyfluoro-Alkyl Substances (PFASs) to Peroxisome Proliferator-

Activated Receptor Gamma (PPAR) 
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About this chapter: This chapter is reprinted from Nuno, A.; Eken, Y.; Wilson, A. K. Binding of 

Per- and Polyfluoro-Alkyl Substances (PFASs) to Peroxisome Proliferator-Activated Receptor 

Gamma (PPARγ). ACS Omega 2021, 6 (23), 15103-15114 with the permission of American 

Chemical Society. Both, Nuno M.S. Almeida and Yiğitcan Eken investigated interactions of half 

of the compounds with PPARγ included in this chapter. 

8.1 Introduction 

Per- and poly-fluoroalkyl substances (PFASs) are “forever chemicals”, a number of which 

have been implicated with long lasting effects on humans, animals and the environment.1 The 

first report of PFASs dates back to 1940.2 Due to their oil and fat repellent properties along with 

their resilient nature, these chemicals were initially used for military purposes. Later, they were 

applied to industrial products, such as coating agents, oil repellents, and firefighting foam.3–5 

Perfluorooctane sulfonate acid (PFOS) and perfluorooctanoic acid (PFOA) are the two most 

well-known PFASs. PFOA was initially used in commercial products to produce 

polytetrafluoroethylene (PTFE), for non-stick coatings.3 Several studies in the 1990s confirmed 

the presence of PFOS in blood serum. Eight chemical companies agreed to stop the production of 

PFOA and PFOS in 2006.6 In 2015, the production of PFOS,  PFOA, perfluorosulfonic acids 

with six or more carbon atoms, and perfluorocarboxylic acids with eight, or more carbon atoms 

in the United States ended.6,7 Despite safety concerns, which has stopped U.S. production and 

use, the manufacturing of these chemicals has continued in other countries.8 

Recently, concerns have been raised about the possible levels of PFAS compounds in water 

sources, and, mitigation efforts are underway in many states.9 In 2016, the EPA released a health 

advisory recommending that the combined concentration of PFOS and PFOA in water should be 

less than 70 ng/L.10 Despite the health advisory, there are no mandatory federal standards, and 
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each state in the U.S. has its own regulations, or guidelines for the safety of drinking water, 

ranging from 11 to 1000 ng/L.10  

Assessing the impact of PFASs on organisms at the molecular level is fundamental to 

understanding their possible effects and identifying routes to mitigate them. The hepatotoxicity, 

neurotoxicity, reproductive toxicity, immunotoxicity, thyroid disruption, and cardiovascular 

toxicity of PFOS has been discussed by Zeng et. al.11 For a number of affected proteins linked to 

such toxicological impacts, there is crystal structure data available, facilitating molecular level 

studies. In addition, recent in-vivo and in-vitro studies have been conducted to study the 

interactions between human and animal proteins with PFASs (see, e.g., Ref 12–26).  

In recent studies, PFOS was implicated in renal fibrosis.27,28 The mechanism by which PFOS 

can cause renal injury, involves the deacetylation and inactivation of  PPARg, playing a very 

important role in cell signaling processes. Liu et. al. studied the associations of different PFASs 

and serum biochemical markers for uremic patients under hemodialysis.29 They found that the 

effects of PFOS and PFOA on the kidneys are long-lasting, and provided an explanation for the 

long half-life that PFASs have in humans.  

PPARg functions as a regulator for fatty acid storage and glucose metabolism by binding to 

DNA and acting as a transcription factor. The homodimerization of PPARγ and its biological 

relevance have been discussed in the literature.30–35 Fulton et. al. provides direct evidence that 

PPARγ homodimerizes by using yeast two-hybrid experiments, where the physical interaction 

between the two PPARγ monomers, and formation of homodimers, has been shown by reporter 

activation.30 Todorov et. al. studied nuclear receptor proteins from CaLu-6 cells probed with 33P-

labeled human renin Pal3 sequence using electrophoretic mobility-shift assay.31 The addition of 

anti-PPARγ antibody in these assays resulted in retardation of two separate protein complex 
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bands. In other words, the anti-PPARγ antibody bound and slowed down two different PPARγ 

containing protein complexes present in the cells. Since RXRα is the standard interaction partner 

for PPARγ, Todorov et. al. suggested that these two bands might correspond to PPARγ/RXRα 

heterodimer and PPARγ/PPARγ homodimer.31 Estany et. al. found two inverted half site DNA 

motifs which may allow two PPARγ proteins to bind to each half site as a homodimer.32 Okuno 

et. al. utilized gel shift analysis showing that PPARγ might bind to the Pal3 DNA motif as a 

homodimer, in comparison to the DR1 motif, which is a commonly known PPARγ/RXR 

heterodimer binding site.33 Many PPARγ crystal structures including the one reported by Nolte 

et. al. and the one studied here (PDB ID:3ADV) by Waku et. al. shows that PPARγ has a 

homodimer interface and can form a homodimer complex similar to other nuclear receptors (i.e. 

estrogen receptor-α and RXR-α).34,35 Due, to the possible biological relevance of the PPARγ 

homodimer, the homodimer was considered in this study. 

The activation of PPARg causes insulin sensitization and regulates glucose metabolism, and, 

the intake of any kinds of sugar is a fundamental process for the body to regulate. Chou et. al. 

investigated how L-carnitine plays an essential role in attenuating the effects of PFOS in the 

kidneys via PPARg and Sirt1 mechanisms.27 Additionally, L-carnitine can be synthetized on a 

cellular level by methionine and lysine, and in prior studies, it is shown to diminish the effects of 

gentamicin-induced apoptosis in PPARa.27,28 

To better understand PFAS structure/protein activity relationships, computational studies are 

important, although they are scarce. One of the first such studies was performed by Salvalaglio 

et. al.36 They examined the binding energies and binding sites in human serum albumin, 

describing how PFOS and PFOA bind to this protein. The authors utilized molecular dynamics 

simulations along with molecular mechanics generalized Born solvation area (MM-GBSA) 
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calculations to predict free binding energies36, and describe guidelines for PFASs with lower bio 

accumulative potential. Other studies have utilized computation to investigate the interaction of 

different PFASs with human or animal proteins and analyze possible binding sites and poses.37–40 

Takacs et. al. investigated the interaction between PPARg and PFOS and PFOA.12 They 

observed that there was no PPARg activity alteration in both mice and humans in the presence of 

these PFASs. Zhang et. al. determined half maximum inhibition concentrations (IC50) for twelve 

PFASs with PPARg, providing docking and activity studies, and concluded that hydrogen 

bonding of the ligands to Tyr 473, and interactions with His 323 and His 449 were deemed 

essential for PPARg activation. Additionally, the authors identified key residues and important 

hydrogen bond pairs on PPARg for the ligand binding pocket (LBP) using molecular docking.17 

For PPARg, different studies identify His 323, His 499 and Tyr 473 as key for PPARg’s activity, 

along with the size and length of the carbon chain (see example references 41 and 42). In terms of 

structural properties, the importance of helixes AF-2, 3, 7 and 10 has been documented prior for 

PPARg. The position of PFASs within the ligand binding pocket and AF-2 helix, along with key 

residue interactions are of paramount importance for PPARg’s activity. 17,43 

Activity and docking studies were also performed on PPARb/d using a range of PFASs by Li 

et. al.44 The authors found that the binding geometries of selected PFASs were similar to those of 

fatty acids, fitting in the ligand binding pocket of PPARβ/δ. Furthermore, Li et. al. found that 

both isoforms of PPAR are activated by PFASs, and that the transcriptional activity was 

associated with the carbon length.44 Recently, Behr et. al. probed the activation of nuclear 

receptors with PFAS.18 Although PPARα could activate several PFASs, PPARγ was shown to 

only be activated by perfluoro-2-methyl-3-oxahexanoic acid (PMOH) and 3H-perfluoro-3-[(3-

methoxypropoxy) propanoic acid (PMPP). In comparison with in vitro experimental results by 
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Zhang et. al., Behr et. al. reported much different PPARγ activity. These inconsistencies were 

attributed to the selected PPARγ constructs and different cell lines used in the experiment. 17,18 

Due to the conflicting conclusions from the prior studies, a better understanding of how PPARg 

interacts with different residues at a molecular level is needed.  

In this study, different binding pockets are investigated, as well as the interactions between 

PPARg and 27 widely used PFASs. Herein, in addition to the orthosteric binding pocket present 

in the PPARg ligand binding domain (LBD), a new binding site present in the PPARg 

homodimer is identified: dimer pocket and studied as a potential bio accumulative target. The 

dimer pocket is situated between the two PPARg LBD monomers, and computational predictions 

showed binding to a variety of PFASs. 

The PFASs investigated here represent a variety of carbon chain lengths and functional 

groups (amines, carboxylic groups, alcohols, and sulfonic groups) to provide insight about how 

structural modifications affect the binding of PFAS species to the receptor. A number of “short 

chain” PFAS alternatives are considered including 2,3,3,3-tetrafluoro-2-heptafluoropropoxy 

propanoic acid (GenX), 4,8-dioxa-3H-perfluorononanoic acid (ADONA), 6:2 fluorotelomer 

carboxylic acid (6:2 FTCA), and 6:2 fluorotelomer alcohol (6:2 FTOH). “Short chain” 

alternatives to PFOS and PFOA are perfluoroalkyl carboxylic acids (PFCAs) with six or less 

fluorinated carbons and perfluorosulfonic acids (PFSAs) with five or less fluorinated carbons. 

“Short chain” PFASs are generally thought to be less harmful;  however, their effects on the 

human body and environment are less understood.45–47 The influence of basic and acidic residues 

upon the interactions has been investigated, as has the impact of  L-carnitine  and its interaction 

with different binding pockets.  
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8.2 Computational Methods 

8.2.1 Site Analysis and Molecular Docking 

The PPARγ dimer structure was taken from the RSCB Protein Data Bank (PDB ID: 

3ADV35), and was protonated using the Protonate 3D48 program from the Molecular Operating 

Environment’s (MOE).49 3ADV structure is a PPARγ homodimer, which has seen less attention 

in the literature and allowed us to identify a new binding site for PFASs (dimer pocket). 

Additionally, 3ADV has a fatty acid metabolite, which has an amphiphilic nature similar to 

PFASs and also has good X-ray resolution (2.27 Å), which allows for detecting positions of the 

side chain atoms confidently.35 The protonated PPARγ dimer was scanned for potential binding 

pockets using MOE’s “site finder program”. The site finder program detects alpha shapes on the 

protein surface and evaluates them according to their propensity of ligand binding (PLB) score.50 

The initial structures of the PFASs and L-carnitine were obtained from PubChem.51 The 

chemical formulas and acronyms for the PFASs can be found on Table 8.1 and the chemical 

structures of the compounds are included in Table 8.2. The protonation states of the PFASs and 

L-carnitine under physiological conditions (pH 7, 300K and 1 atm) were determined using the 

Protonate3D module and the structures were minimized in MOE with the AMBER10: Extended 

Hückel Theory (EHT) force field, which uses Amber ff10 for macromolecules and Extended 

Hückel Theory for the ligands.52–54 PFASs’ and L-carnitine binding modes to the dimer pocket 

and LBP were determined by docking to the binding sites using MOE.49 During the generation of 

L-carnitine binding poses to the LBP, hydrogen bond to the Tyr 473 was implemented as a query 

for a pharmacophore approach, which is associated with PPARγ activity. 

The London ΔG scoring function was used to evaluate 100 initial ligand placements.55 Then, 

these initial 100 placements were further refined to ten poses via the Generalized-Born Volume 
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Integral/Weighted Surface area scoring function (GBVI/WSA) ∆G with induced fit protein 

settings. The structurally distinct refined poses with the highest (GBVI/WSA) ∆G scores were 

selected for further studies.  

8.2.2 Simulation Protocol 

The selected complex structures were minimized using molecular mechanics (MM) with the 

AMBER10:EHT forcefield in MOE.52–54 The topologies and the parameters for the minimized 

structures were created using the Leap module of Amber Tools56 by using General Amber Force 

Field (GAFF), AMBER ff14sb force fields.57 The AM1-BCC charge scheme58 was used to 

calculate partial charges of the ligand atoms, and these partial charges were fit to GAFF by using 

the Antechamber56 suite to generate ligand parameters. The protein-ligand complex structures 

were placed in a 14 Å cube beyond the solute box, neutralized and ionized with 100mM NaCl 

ions using parameters from Joung and Cheatham in order to replicate a biological ionic 

environment.59  

In the minimization protocol, a series of harmonic potentials (500.0, 200.0, 20.0, 10.0, 5.0, 

0.0 kcal mol-1) were used, which restrain the protein structure, and allow water molecules, ions 

and the ligand to relax. Then, the systems were heated from 100 K to 300 K in 30 picosecond 

MD simulations. After heating, 30 ns, MD simulations were performed to ensure the 

convergence of the system at 300 K and 1 atm pressure (see example RMSD plots Figures 8.16-

8.19). During all simulations, the pressure and temperature were controlled by isotropic position 

scaling and Langevin dynamics, respectively. Furthermore, the SHAKE algorithm60 was used to 

constrain hydrogen bonds which allowed the use of a 2-femtosecond time step. Non-bonded 

interactions were truncated to 10 Å, while the particle-mesh Ewald (PME) method was used to 
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efficiently approximate long-range electrostatic interactions. The minimization protocol and MD 

simulations were performed with Amber.56 

8.2.3 Binding Energy Calculations 

The binding free energies of the ligand-protein complexes were calculated using both 

Molecular Mechanics Poisson–Boltzmann Surface Area (MM-PBSA) and Molecular Mechanics 

General Born Surface Area (MM-GBSA) with a modified General Born solvation model61 

implemented in the Amber PBSA-solver.62 The default internal and external dielectric constants 

were used (1.0 and 80.0, respectively). The solvent accessible surface area (SASA) was 

determined with the default Linear Combinations of Pairwise Overlaps (LCPO) method using 

modified Bondi atomic radii. Due to the high computational cost of the methodology, initial 500 

frames of the simulation were used for the MM-GBSA and MM-PBSA calculations. As shown 

in Figures 8.16-8.19, the overall protein RMSD has reached stability by this point, so longer 

simulations are not necessary. A prior study has demonstrated, that choice of different/longer 

time frames will have little impact on the binding energy predictions.63 The solute entropies were 

not considered, because the primary focus of this effort was on the relative binding energies of 

the ligands on PPARγ. The binding contributions of the residues were calculated by per-residue 

decomposition56 and the energy contribution for each acidic and basic residues were averaged 

from all of the poses tested. The residue decomposition was performed using CPPTRAJ from 

Amber was used and the full length of the simulation was considered.56,64 This step is important 

to understand specific interactions, selectivity and recognition in PPARγ. 
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8.2.4 Hydrogen Bond Analysis 

Hydrogen bond lifetime analyses were performed via CPPTRAJ for every ligand tested.64 

The ligand-PPARγ complex with the strongest MM-PBSA relative binding energy was selected 

for analysis. 

8.3 Results and Discussion 

8.3.1 Binding pockets on PPARγ 

The two potential binding sites with the highest PLB scores, referred to here as the dimer 

pocket and the Ligand Binding Pocket (LBP), were investigated and are shown in Figure 8.1. 

The dimer pocket, not previously studied, has the highest PLB score in comparison to other 

pockets. It is located between the two PPARγ dimer structures and is ~1900 Å3 in size.  This is in 

contrast to the LBP, which is ~ 1300 Å3 in size.  The LBP is known to bind to a variety of 

ligands (i.e. medium chain fatty acids, thiazolidinediones, phenyl acetic acids and phenyl 

propanoic acids).65–67  In this study, both the dimer pocket and the LBP were considered as 

potential binding sites for the PFASs (Table 8.1) and L-carnitine.  
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Figure 8. 1 Binding pockets detected on the PPARγ dimer structure (PDB ID: 3ADV) using 

MOE’s Site Finder. Two potential binding sites are identified and their entrances are shown. The 

surface and area of the binding sites are depicted. The red spheres indicate a hydrophilic, while 

silver depicts hydrophobic surfaces.  

8.3.2 Binding Poses of PFASs 

To determine how PFASs orient within the potential binding sites, molecular docking was 

used. The ligand binding to PPARγ is a complex process. The PPARγ receptor contains flexible 

binding cavities and can host a variety of structurally distinct ligands.68 Due to the complexity of 

binding, induced-fit docking is used during the pose generation. Induced-fit docking accounts for 

the movements in the protein structure upon ligand binding and multiple binding possess 

generated during this step are further evaluated through MD and binding free energy 

calculations. The binding poses with highest affinity are evaluated through the residue 

decomposition schemes and hydrogen bond analysis. The highest affinity binding poses of the 
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ligands into the LBP and the dimer pocket are shown in Figures 8.2 and 8.9, respectively. PFASs 

which have more than six, and less than 14 per-fluorinated carbon orient their functional groups 

towards Tyr 473, His 449 and His 323, which have previously been proposed as important 

residues for PPARγ activity. 17 

8.3.3 Binding Free Energy Calculations (MM-GBSA/MM-PBSA) and Correlation Plots 

The binding modes of PFASs and L-carnitine to the LBP and dimer pocket were studied 

using MM-GBSA and MM-PBSA and the resulting binding energies are depicted in Figures 8.3 

and 8.10, respectively. The binding energies were determined by averaging the results for 

different PPARγ binding poses for each compound. In comparing the experimental IC50 values 

by Zhang et. al. (see, Ref 17) to our predicted PFASs to LBP binding energies, better correlation 

was obtained using MM-PBSA rather than MM-GBSA. 

The binding energy values correlate directly with the carbon chain length; however, the 

effects of the carbon chain length differ for the dimer pocket and the LBP. On average, the 

binding energies for the dimer pocket were lower than for the LBP. Et-PFOSA-AcOH and Me-

PFOSA-AcOH showed high affinity towards the dimer pocket. Their chain lengths in addition to 

their sulfonic and carboxylic functional groups enabled very strong interactions (~25 kcal mol-1). 

L-Carnitine also showed strong binding to the dimer pocket and strong residue interactions (see 

Section 8.3.4). 

The PFASs showed stronger binding to the LBP than to the dimer pocket while L-carnitine 

showed similar binding to both pockets according to MM-PBSA. This indicates that PFASs are 

prone to bind more strongly to the LBP, although the dimer pocket can still have a role on the 

accumulation of PFASs. Ligand binding to LBP is important for the activity of PPARγ (see, e.g., 

Ref. 17). In order to assess how the calculated binding energies for LBP correlate to the PPARγ 
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activity, IC50 values of PFDA, PFNA, PFHxS, PFOA, PFOS, PFHxDA, PFOcDa, PFTeDA, and 

PFDoA determined by Zhang et. al. are used for comparison, as shown in Figure 8.4. The 

binding energies of PFOcDA and PFHxS were calculated only for the LBP to compare with 

respective experimental IC50 values by Zhang et. al. 17 The predicted binding energies of L-

carnitine show that it can compete to replace PFASs from both binding sites.  

On average, the affinity of PFASs to LBP increased with the size of the carbon chain length. 

There is a rise in binding energy from PFBA to PFOcDA, which is consistent with the increasing 

size of the carbon chain length. The LBP is approximately three times larger than other nuclear 

receptors’ ligand pockets, which allows for compounds as large as PFOcDA to bind strongly.65 

PFASs with sulfonic acid groups (PFSAs) showed higher affinity to the LBP in comparison to 

the carboxylic acids, fluoro telomer alcohols (FTOHs), and fluoro telomer carboxylic acids 

(FTCAs), with the same number of per-fluorinated carbons. The PFASs that have a 6-8 per-

fluorinated carbons along with both sulfonic acid and carboxylic acid groups (Et-PFOSA-AcOH 

and Me-PFOSA-AcOH) showed strong binding to LBP and to the dimer pocket. 

In recent work, MM-GBSA and MM-PBSA binding energy predictions were evaluated for 

PFASs and the hPXR protein.69 In this prior study, both MM-PBSA and MM-GBSA correlate 

well with the experimental EC50, though the MM-GBSA correlation was slightly better.69  

However large PFAS molecules such as PFTeDA, PFHxDA and PFOcDA were not studied for 

the hPXR receptor and for these larger molecules, MM-GBSA and MM-PBSA differ. As shown 

previously, the utility of MM-GBSA and MM-PBSA can vary with respect to the studied 

system.70 Factors such as hydrophobicity, lipophilicity, and electrostatics of the ligand and 

choice of binding site, all play an important role on the performance of the theoretical methods, 

directly influencing computed predictions. For the large PFASs (PFTeDA, PFHxDA and 
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PFOcDA), the tail portion of the compound is more solvent exposed and MM-PBSA provides a 

more rigorous treatment of these solvent effects, thus, MM-PBSA results in better correlation 

with experimental IC50 values. For this reason, only the MM-PBSA correlation plot (Figure 8.4) 

has been included. MM-GBSA correlation is shown in Figure 8.11. The r2 between calculated 

binding energies and experimental IC50 values is 0.6, which indicates that the calculated binding 

energies for LBP correlate with the activity data, although some variance is observed. This 

variance is associated with both experimental and calculated standard deviations. Another 

element that contributes to lower correlation is the fact that experimental IC50 values relate to the 

structure activity data, which is not the case for MM-GBSA or MM-PBSA. For example, for 6:2 

FTOH, or 8:2 FTOH, Zhang et. al. does not detect any activity experimentally, however, in the 

current study, these species do bind, though they do not contribute to the receptor’s activity. 

PFHpA is an outlier and has not been included in Figure 8.4, due to its large IC50 value and large 

experimental uncertainty for PPARγ activation (192.4 ± 17.2). 
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Figure 8. 2 Binding poses of PFASs and L-carnitine on PPARγ. The binding modes that have 

the highest binding affinity determined from MM-PBSA are shown. Residues depicted belong to 

Chain A. 
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Figure 8. 2 (cont’d)
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Figure 8. 3 Average binding energies of PFASs and L-carnitine calculated with MM-GBSA 

and MM-PBSA for the LBP. PFASs are divided into subgroups: perfluoroalkyl carboxylic acids 

(PFCAs), followed by perfluoroalkyl sulfonic acids (PFSAs), fluorotelomer alcohols (FTOHs), 

fluorotelomer carboxylic acids (FTCAs), fluorotelomer sulfonic acids (FTSAs) and then 

alternatives. Each subgroup was listed from shortest chain length to longest (Tables 8.1 and 8.2 

for acronyms and structures). 
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Figure 8. 4 Average calculated binding energies of PFASs with MM-PBSA in comparison 

with IC50 values determined experimentally by Zhang et. al. On the y-axis, the average 

calculated binding energies are plotted, and along the x-axis, the experimental IC50 values are 

provided. Error bars are depicted in black (MM-PBSA) and red (experimental). 

8.3.4 Residue decomposition analysis 

8.3.4.1 Binding contribution from nearby residues to PFASs and L-carnitine 

To evaluate the contribution of nearby residues to the Gibbs free energy of binding, a space 

of 5-6 Å around PFASs and L-carnitine was selected. The binding energy contribution within 

this space was determined via a per-residue decomposition, which accounts for electrostatic and 

van der Waals contributions to the binding. The average residue contributions for PFASs (red) 

and L-carnitine (green) were determined from the highest affinity poses for the LBP and dimer 

pocket, and are compared in Figures 8.5 and 8.12, respectively. At pH 7, L-carnitine is neutral, 
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but it has two charged groups. One side of the molecule is positively charged (N+C3H9) and the 

other side has a deprotonated carboxylic group (COO-). It also has an OH group which can serve 

as a hydrogen donor (Section 8.3.5). As discussed in Section 8.3.3, L-carnitine shows similar 

binding energies to the dimer pocket and LBP, with average binding energies of -19.0 kcal mol-1 

from MMPBSA (Tables 8.3 and 8.4). 

For the dimer pocket, the acidic residues such as Glu 324, Asp 396, Glu 407 and Asp 441 

repel PFASs derivatives very strongly, as demonstrated by the average binding contributions of ~ 

30 kcal mol-1 (Figure 8.12). For L-carnitine, the acidic residues contribute positively, or 

negatively to the overall energy depending on their orientation towards the NH3
+ and COO- 

groups in the molecule. For example, in the dimer pocket, L-carnitine is repelled by Glu 324 (15 

kcal mol-1), whereas Glu 407 has a negative contribution to the binding energy (-15 kcal mol-1). 

The interaction energy of L-carnitine with basic residues, especially arginines and lysines is 

significant, but not as strong as for PFASs. 

Figure 8.5 shows the interaction energy of PFASs’ with close residues within the LBP. As 

shown, Arg 288 and Lys 367 have the strongest contributions to the binding, whereas Glu 295 

and Glu 343 repel PFASs from binding to the LBP. In contrast, L-carnitine is not repelled by Glu 

295 and Glu 343, and additionally showed strong interaction energy with Lys 367. Tyr 473 

contributes slightly to the binding of PFASs and L-carnitine to the LBP, due to the hydrogen 

bonding observed with the long carbon chain molecules. (Zhang et. al. proposed hydrogen 

bonding to Tyr 473 as key to the PPARγ activity.17 The hydrogen bonding interaction is 

discussed in Section 8.3.5). L-Carnitine has a -6.6 kcal mol-1 interaction energy to Tyr 473, 

compared to a slightly lower value of average PFASs. PFASs that are shorter in length such as 

PFBA and PFPA did not form a hydrogen bond with Tyr 473 (Figure 8.8). 
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As the importance of His 449 and His 323 PPARγ activity has been reported41,65, the role of 

these residues is examined. His 449 has an interaction energy of ~ -5 kcal mol-1, with the PFASs 

and L-carnitine. For His 323 the calculated interaction energy was -5.3 kcal mol-1 for L-carnitine, 

but positive for PFASs. 

  

Figure 8. 5 Binding contribution of each nearby residue for PFASs and L-carnitine (LBP). 

For PFASs, highest affinity poses are averaged and for L-carnitine the highest affinity pose is 

used. 

8.3.4.2 Binding energy contribution from acidic and basic residues to PFASs and L-

carnitine 

A residue decomposition of PPARg in terms of long-range electrostatic interaction was done. 

To date, there is no such study done for PPAR receptors. Here, we consider two questions: How 
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are ligands affected by long range interactions? How is the LBP affected by residues on the other 

side of the protein?  

To investigate these questions, basic residues (arginines, lysines, histidines) and acidic 

(glutamate, aspartate) residues within the PPARγ dimer were studied from the A and B chains.  

All ligand poses were considered for the dimer pocket and LBP. Average interaction energies for 

all of the PFASs investigated were compared with the L-carnitine interaction energy. In Figures 

8.6 and 8.7, the average interaction energies for LBP are shown for PFASs and L-carnitine, 

respectively.  

The average interaction energies for the dimer pocket can be found on Figures 8.13 and 8.14. 

As the dimer pocket is situated between the two monomers (Figure 8.1), it is able to interact with 

both chains of the protein (almost symmetrically, when comparing the energies of Chain A and 

Chain B). For basic residues, the strongest interactions are observed with Arg 397, Arg 443, Lys 

373, Lys 434 and Lys 438, and for acidic residues the strongest repulsion is observed with Asp 

396, Glu 324, Glu 407 and Asp 441 (> ±25 kcal mol-1). The short-range electrostatic interactions 

within the chains of the protein, can stabilize the ligand, or repel it. When comparing PFASs 

with L-carnitine, the average interaction energies for the PFASs with Asp 396, Glu 324, Glu 407 

and Asp 441 reveal a different trend than for L-carnitine. PFASs are strongly repelled by these 

residues, while L-Carnitine is only slightly repelled (~ 5 kcal mol-1) by Glu 324 but attracted by 

the other ones.  

Considering the LBP, the strongest interactions correspond to residues in Chain A (Arg 288, 

Lys 367, Glu 291, Glu 295 and Glu 343), which are situated mainly in the LBP (Figures 8.6 and 

8.7). There are large contributions from the residues on the other chain, that range from -5 to -15 

kcal mol-1 for the basic residues and 5 to 15 kcal mol-1 for the acidic residues.  
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 For L-carnitine, considering the acidic residues’ interaction energy, there is a different 

trend compared to PFASs (Figure 8.7). The acidic residue energies vary from positive to 

negative, which shows that not all are repulsive towards L-carnitine. Regarding basic residues, 

Lys 367 is the major contributor towards its affinity in the pocket and contributes strongly to the 

LBP binding. 
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Figure 8. 6 Binding contributions of the acidic and basic residues for PFASs (LBP) in Chain 

A and Chain B. 
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Figure 8. 7 Binding contributions of the acidic and basic residues for L-carnitine (LBP) in 

Chain A and Chain B. 
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8.3.5 Hydrogen bonding  

 

Figure 8. 8 Hydrogen bond lifetimes for the LBP. The y-axis depicts the chain and residue 

number from the receptor, and in brackets, the atom from the ligand performing the hydrogen 

bonding is shown. Acceptors are portrayed by “(O), (F), (N)”, and donors by “(H)”. In the x-axis 

the different PFASs and L-carnitine are shown. 

A detailed analysis of the propensity of the dimer pocket and LBP to hydrogen bond is 

fundamental for understanding the intermolecular interactions between ligands and residues. By 

using MD trajectories, it is possible to understand fundamental binding properties, and the 

activity of the receptor/protein. Herein, some of the ligands; 6:2 FTOH, 8:2 FTOH, L-carnitine, 

Et-PFOSA and Met-PFOSA can be hydrogen donors or acceptors (Figures 8.8 and 8.15). 

In Figure 8.15, the hydrogen bonding percentage is shown for the dimer pocket. Lys 438, 

Arg 443 and Arg 397 have the highest percentage of hydrogen bonding. These residues were 

noted earlier (Section 3.4.1) as being in close proximity to the ligands in the binding cavity. L-
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Carnitine is stabilized in this pocket by three hydrogen bonds with Gln 437, Arg 443 and Ser 

394. L-Carnitine’s positive and negative charged groups allow for different bonding with 

residues in the dimer pocket. Et-PFOSA-AcOH and Met-PFOSA-AcOH have very strong 

affinity to the dimer pocket and form strong hydrogen bonding with Arg 443. The sulfonic and 

carboxylic functional groups interact strongly with nearby residues. In addition, Et-PFOSA-

AcOH and Met-PFOSA-AcOH are also stabilized by the interaction with Asp 396 and Gln 444. 

In the dimer pocket, hydrogen bonding from fluorines can occur, though it is minimal.  

In Figure 8.8, the LBP hydrogen bonding is described for PFASs and L-carnitine. As 

mentioned earlier, hydrogen bonding to Tyr 473 is directly associated to the activity of the 

receptor. PFASs with 7-12 perfluorinated carbons such as PFHpA, PFOA, PFNA, PFDA, 

PFDoA, PFOS, Et-PFOSA-AcOH, Met-PFOSA-AcOH show high affinity to this residue. PFOS, 

Et-PFOSA-AcOH, Met-PFOSA-AcOH and PFDS have a sulfonic group, which enables them to 

undergo strong hydrogen bonding, occurring for nearly the entire simulation. From the literature, 

6:2 FTOH, 8:2 FTOH, 6:2 FTCA, PFBS and PFBA show no activity against PPARg, which is 

corroborated in Figure 8.8, there is no hydrogen bonding to Tyr 473.17 Even though PFTeDA, 

PFHxDA, and PFOcDA, show activity experimentally, the MD simulations do not show 

hydrogen bond formation with Tyr 473. There are examples of PPARg agonists that do not form 

H-bonds with Tyr 473 but are still able to activate a receptor through immobilization of the H12 

helix.17,43 Due to the size of these larger PFASs, the binding poses obtained for them were more 

distant from Tyr 473 and more solvent exposed and thus the hydrogen bonding with Tyr 473 is 

not demonstrated. Also, the scope of this study was to compare relative binding energies of 

various PFASs and understand the molecular interactions behind the PPARg recognition. For 

this purpose, 30ns MD simulations were performed, allowing more PFAS molecules and poses 
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to be considered. PFASs alternatives such as ADONA, GenX, 6:2 FTOH, 6:2 FTCA, Et-PFOSA-

AcOH and Met-PFOSA-AcOH have large binding energies, but not all of them showed 

hydrogen bonding with Tyr 473 during MD simulations. Short-chain PFASs exhibit binding 

towards PPARg, yet they show limited hydrogen bonding with Tyr 473. PFASs that have 

between six and twelve carbons form strong hydrogen bonds with Tyr 473 and alter PPARγ’s 

activi8ty. L-Carnitine forms strong hydrogen bonds as an acceptor with Tyr 327, Lys 367, His 

449 and Tyr 473 (Figure 8.8). As a donor, it also interacts with Ser 289. ADONA is a proposed 

alternative to PFASs and also forms a hydrogen bond with Tyr 473, which shows its ability to 

activate PPARγ. Tyr 327 and Lys 367 form a hydrogen bond with a range of PFASs.  

8.4 Conclusions 

The interactions of twenty-seven PFAS molecules and one of its natural ligands, L-carnitine 

with two potential binding pockets on the PPARγ dimer were investigated. Possible poses for the 

PFASs and L-carnitine, their binding energies, and important residue interactions, including 

hydrogen bond analysis were evaluated. The role of the dimer pocket is discussed and shown to 

be important for binding PFASs and L-carnitine. The PFASs’ binding energies predicted for the 

dimer pocket show evidence for potential bioaccumulation of PFASs at this site. Significant 

correlation is observed between the predicted binding energies for the LBP and experimental 

IC50 values of PFASs in PPARγ, which allowed the activity of the remaining PFASs to be 

estimated. 

Shorter-chain PFASs, such as PFBA, PFPA, 6:2 FTCA, Met-PFOSA-AcOH and Et-PFOSA-

AcOH bind strongly to the dimer pocket, which indicates their potential bioaccumulation at this 

site. The PFASs in this study that have between six and twelve carbons form strong hydrogen 

bonds with Tyr 473 and alter the activity of PPARγ. PFAS alternatives such as ADONA, GENX, 
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6:2 FTOH, 6:2 FTCA, Et-PFOSA-AcOH and Met-PFOSA-AcOH also have large binding 

energies, but not all of them showed hydrogen bonding with Tyr 473 during MD simulations, 

which is deemed essential for PPARγ activation. L-Carnitine also showed hydrogen bonding 

with Tyr 473.  

The affinity of L-carnitine to LBP determined by MMPBSA is -19.0 kcal mol-1, which shows 

similar binding in comparison to most of the PFASs. In addition, acid/base, and short distance 

residue interactions contribute more towards the L-carnitine binding affinity than towards the 

studied PFASs. For the dimer pocket the binding affinity of L-carnitine is one of the largest 

binding energies. The high affinity of L-carnitine to both pockets, demonstrates that it could 

viably be used to compete/replace PFASs from the binding sites. The important interactions 

detailed here can provide useful insight about how these species may interact with other proteins, 

and about traits that may be important in building an inhibitor that can help to alleviate the 

effects of these “forever chemicals” on PPARγ. 
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Table 8. 1 The PFASs used in this study are listed and are categorized based on their structural families: perfluoroalkyl carboxylic 

acids (PFCAs), perfluorosulfonic acids (PFSAs), fluoro telomer alcohols (FTOH), fluoro telomer sulfonic acids (FTSA), fluoro 

telomer carboxylic acids (FTCA). 

Type Acronym 
Perfluorinate

d Carbon 
Name Chemical Formula 

PFCA PFBA 3 perfluorobutanoic acid CF3-(CF2)2-COOH 

PFCA PFPA 4 perfluoropentanoic acid CF3-(CF2)3-COOH 

PFCA PFHxA 5 perfluorohexanoic acid CF3-(CF2)4-COOH 

PFCA PFHpA 6 perfluoroheptanoic acid CF3-(CF2)5-COOH 

PFCA PFOA 7 perfluorooctanoic acid CF3-(CF2)6-COOH 

PFCA PFNA 8 perfluorononanoic acid CF3-(CF2)7-COOH 

PFCA PFDA 9 perfluorodecanoic acid CF3-(CF2)8-COOH 

PFCA PFUnDA 10 perfluoroundecanoic acid CF3-(CF2)9-COOH 

PFCA PFDoA 11 perfluorododecanoic acid CF3-(CF2)10-COOH 

PFCA PFTeDA 13 perfluorotetradecanoic acid CF3-(CF2)12-COOH 

PFCA PFHxDA 15 perfluorohexadecanoic acid CF3-(CF2)14-COOH 

PFCA PFOcDA 17 perfluorooctadecanoic acid CF3-(CF2)16-COOH 

PFSA PFBS 4 perfluorobutane sulfonic acid CF3-(CF2)3-SO3H 

PFSA PFHxS 6 perfluorohexa sulfonic acid CF3-(CF2)5-SO3H 

PFSA PFHpS 7 perfluoroheptane sulfonic acid CF3-(CF2)6-SO3H 

PFSA PFOS 8 perfluorooctane sulfonic acid CF3-(CF2)7-SO3H 

PFSA PFDS 10 perfluorodecane sulfonic acid CF3-(CF2)9-SO3H 

FTOH 6:2 FTOH 6 6:2 fluorotelomer alcohol CF3-(CF2)5-(CH2)2-OH 

FTOH 8:2 FTOH 8 8:2 fluorotelomer alcohol CF3-(CF2)7-(CH2)2-OH 

FTCA 5:3 FTCA 5 5:3 Fluorotelomer Carboxylic Acid CF3-(CF2)4-(CH2)2-COOH 

FTCA 6:2 FTCA 6 6:2 Fluorotelomer Carboxylic Acid CF3-(CF2)5-CH2-COOH 

FTSA 6:2 FTSA 6 6:2 Fluorotelomer Sulfonic Acid CF3-(CF2)5-(CH2)2- SO3H 

     



 215 

Table 8. 1 (cont’d) 

 

Alternative GenX 5 
2,3,3,3-tetrafluoro-2-

heptafluoropropoxy Propanoic Acid 
CF3-(CF2)2-O-(CF3)CF-COOH 

Alternative ADONA 6 4,8-dioxa-3H-perfluorononanoic acid 
CF3-O-(CF2)3-O-CHF-CF2-

COOH 

- PFOSA 8 Perfluorooctane Sulfanamido CF3-(CF2)7-SO2NH2 

- 
Et-PFOSA-

AcOH 
8 

2-(N-Ethylperfluorooctanesulfoamido) 

Acetic Acid 

CF3-(CF2)7-SO2N(C2H5)-CH2-

COOH 

- 
Me-PFOSA-

AcOH 
6 

2-(N-

Methylperfluorooctanesulfoamido) 

acetic acid 

CF3-(CF2)7-SO2N(CH3)-CH2-

COOH 

PFSA = CF3-(CF2)n-SO3H 

PFCA = CF3-(CF2)n-COOH 

FTOH = CF3-(CF2)n-(CH2)m-OH 

FTSA = CF3-(CF2)n-(CH2)m- SO3H 

FTCA = CF3-(CF2)n-(CH2)m-COOH 
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Table 8. 2 PFASs chemical structures used in this study. 

Structure Name Structure Name 

 

Perfluorobutanoic 

Acid (PFBA, CAS 

No. 375-22-4) 
 

2,3,3,3-tetrafluoro-2-

heptafluoropropoxypro

panoic acid (GenX, 

CAS No. 62037-80-3) 

 

Perfluoropentanoi

c Acid (PFPA, 

CAS No. 2706-90-

3)  

(ADONA, CAS No. 

958445-448) 

 

Perfluorohexanoic 

Acid (PFHxA, 

CAS No. 307-24-

4)  

Perfluorooctane 

Sulfanamido (PFOSA, 

CAS No. 754-91-6) 

 

Perfluoroheptanoi

c Acid (PFHpA, 

CAS No. 375-85-

9) 
 

Perfluoroundecanoic 

Acid (PFUnDA CAS 

No. 2058-94-8) 

 

Perfluorooctanoic 

Acid (PFOA, CAS 

No. 335-67-1)  

Perfluoroheptanesulfoni

cAcid (PFHpS, CAS 

No. 375-92-8) 

 

Perfluorononanoic 

Acid (PFNA, CAS 

No. 375-95-1) 

 

2-N-

Ethylperfluoroocatensul

fanomido-Aceticacid 

(Et-PFOSA-AcOH, 

CAS No. 2991-50-6) 

 

Perfluorodecanoic 

Acid (PFDA, CAS 

No. 335-76-2)  

6:2 

FluorotelomerSulfonic 

Acid (6:2 FTSA, CAS 

No. 27619-97-2) 
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Table 8. 2 (cont’d) 
 

 

Perfluorododecano

ic Acid (PFDoA, 

CAS No. 307-55-

1)  

2NMethylperfluoroocta

nesulfonamido 

Aceticacid (Me-

PFOSA-AcOH, CAS 

No. 2355-31-9) 

 

Perfluorooctanesul

fonic Acid (PFOS, 

CAS No. 1763-23-

1)  

2H,2H,3H,3H-

Perfluorooctanoic Acid 

(5:3 FTCA, CAS No. 

914637-49-3) 

 

Perfluorobutanesu

lfonic Acid 

(PFBS, CAS No. 

375-73-5)  

Perfluorodecanesulfoni

cAcid (PFDS, CAS No. 

335-77-3) 

 

6:2 Fluorotelomer 

Alcohol (6:2 

FTOH, CAS No. 

647-42-7)  

8:2 

FluorotelomerAlcohol 

(8:2 FTOH, CAS No. 

678-39-7) 

 

6:2 Fluorotelomer 

Carboxylic Acid 

(6:2 FTCA, CAS 

No. 647-42-7) 
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Table 8. 3 Binding energies for the dimer pocket and standard deviations in kcal mol-1 for all 

PFASs and L-carnitine. 

Compound name 

Average 

MMGBSA binding 

energy 

STD MMGBSA 

Average 

MMPBSA binding 

energy 

STD MMPBSA 

PFBA -17.8 3.2 -15.2 4.0 

PFPA -12.8 3.9 -11.3 4.7 

PFHxA -7.4 3.5 -9.3 4.4 

PFHpA -8.9 3.4 -14.6 4.1 

PFOA -6.6 3.6 -13.5 4.2 

PFNA -8.2 4.0 -16.9 4.3 

PFDA -1.3 4.2 -12.8 3.7 

PFUnDA -8.2 3.7 -17.8 4.3 

PFDoA 3.5 4.4 -12.4 4.7 

PFTeDA -2.5 4.2 -19.7 4.7 

PFHxDA -0.8 4.4 -21.8 4.6 

PFBS -18.1 3.7 -15.7 3.7 

PFHpS -9.1 3.3 -14.0 3.9 

PFOS -9.9 4.0 -16.8 4.3 

PFDS -8.8 4.0 -16.9 4.0 

6:2 FTOH -9.2 3.6 -17.5 3.7 

8:2 FTOH -2.2 4.2 -10.9 4.1 

5:3 FTCA -18.0 5.0 -16.7 5.1 

6:2 FTCA -13.3 4.3 -19.3 5.7 

6:2 FTSA -27.8 5.3 -18.2 5.1 

GenX -18.8 3.6 -19.6 4.3 

ADONA -14.2 4.2 -11.8 5.4 

PFOSA -16.7 4.7 -15.0 5.2 

Et-PFOSA-AcOH -31.1 5.5 -26.9 5.2 

Me-PFOSA-

AcOH 
-25.3 5.0 -25.9 5.4 

L-carnitine -19.0 5.4 -19.0 5.6 
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Table 8. 4 Binding energies for the ligand binding pocket (LBP) and standard deviations in 

kcal mol-1 for all PFASs and L-carnitine. 

Compound name 

Average 

MMGBSA binding 

energy 

STD MMGBSA 

Average 

MMPBSA binding 

energy 

STD MMPBSA 

PFBA -17.7 2.5 -20.9 4.7 

PFPA -16.9 2.9 -18.4 4.0 

PFHxA -19.5 2.7 -21.6 4.4 

PFHpA -18.1 2.6 -21.7 4.2 

PFOA -17.1 3.0 -23.4 3.8 

PFNA -22.1 3.2 -28.7 3.9 

PFDA -23.8 3.8 -31.0 4.8 

PFUnDA -19.4 3.2 -28.3 3.7 

PFDoA -21.6 3.9 -27.9 4.2 

PFTeDA -14.0 3.4 -29.2 3.5 

PFHxDA -16.1 4.1 -35.5 4.1 

PFOcDA -15.3 4.1 -36.9 3.9 

PFBS -17.7 2.8 -17.6 4.2 

PFHxS -22.4 3.2 -21.6 4.4 

PFHpS -25.7 3.4 -26.6 4.2 

PFOS -24.9 3.9 -28.7 4.2 

PFDS -24.32 3.8 -29.7 3.8 

6:2 FTOH -14.1 2.7 -20.1 3.1 

8:2 FTOH -14.4 3.2 -23.3 2.6 

5:3 FTCA -17.4 3.2 -19.1 4.3 

6:2 FTCA -23.0 3.3 -27.0 4.5 

6:2 FTSA -21.9 3.7 -21.7 4.5 

GenX -17.2 2.7 -21.1 4.2 

ADONA -23.2 2.6 -24.7 3.9 

PFOSA -29.6 4.6 -27.7 4.9 

Et-PFOSA-AcOH -34.7 3.6 -30.8 4.2 

Me-PFOSA-

AcOH 
-27.3 3.6 -27.6 4.2 

L-carnitine -31.8 3.3 -19.0 4.1 
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Figure 8. 9 Binding poses of PFASs and L-carnitine on the PPARγ dimer pocket. The 

binding modes that have the highest binding affinity determined from MM-PBSA are shown.  
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Figure 8. 9 (cont’d) 
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Figure 8. 10 Average binding energies of PFASs and L-carnitine calculated with MM-GBSA 

and MM-PBSA for the dimer pocket. 

 

Figure 8. 11 MM-GBSA in comparison with IC50 values measured experimentally by Zhang 

et. al. for the LBP.17 On the y-axis, average calculated binding energies are plotted, and along the 

x-axis, the experimental IC50 values are provided. Error bars are depicted in black (MM-GBSA) 

and red (experimental). 
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Figure 8. 12 Binding contribution of each nearby residue for PFASs and L-carnitine (dimer 

pocket). 
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Figure 8. 13 Binding contributions of the acidic and basic residues for PFASs (dimer pocket) 

in Chain A and Chain B. 
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Figure 8. 14 Binding contributions of the acidic and basic residues for L-carnitine (dimer 

pocket) in Chain A and Chain B. 
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Figure 8. 15 Hydrogen bond lifetimes for the dimer pocket. The y-axis depicts the chain and 

residue number from the receptor, and in brackets, the atom from the ligand performing the 

hydrogen bonding is shown. Acceptors are portrayed by “(O), (F), (N)”, and donors by “(H)”. In 

the x-axis the different PFASs and L-Carnitine are shown 

 
Figure 8. 16 PFOS RMSD plots for the dimer pocket. 
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Figure 8. 17 L-Carnitine RMSD plots for the dimer pocket. 

 

Figure 8. 18 PFOS RMSD plots for the LBP pocket. 



 228 

 

Figure 8. 19 L-Carnitine RMSD plots for the LBP pocket. 
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9.1 Introduction 

Protein kinase C (PKC) encompass a family of serine/threonine kinases involved in 

controlling various signaling pathways that regulate cell proliferation, survival, apoptosis, 

migration, invasion, differentiation, angiogenesis, and drug resistance.1 PKC acts by changing 

the activities of other PKC family members and proteins within signaling pathways by 

phosphorylation of the hydroxyl groups of serine and threonine residues. Members of the PKC 

family are considered promising targets for several diseases including multiple types of cancer, 

cardiovascular diseases, immune and inflammatory diseases, neurological and metabolic 

disorders due to their essential role in the cell cycle.1 PKCs are considered to be suitable 

therapeutic targets, as there are no mutations in PKC encoding genes, thus, eliminating failures 

anticipated due to mutations.2 While it has been a goal of academic and industrial researchers to 

develop PKC-specific inhibitors, a major challenge is targeting a specific kinase resulting from 

the highly similar structures of different PKC isoforms.3  

Early studies have shown that in the absence of Ca2+, PKCα weakly interacts with lipid 

bilayer.4 As shown in Figure 9.1, the first step of activation is dependent on intracellular Ca2+ 

binding to the PKCα-C2 domain which increases its affinity for membranes and causes the 

enzyme to drift to the cell membrane (even though this initial electrostatic interaction is still low 

in affinity. After PKCα-C2 is docked to the membrane, it moves deeper into the membrane and 

interacts with phosphatidylinositol 4,5-bisphosphate (PIP2) completing the second step of 

activation.5 
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Figure 9. 1 A schematic of the PKC activation pathway. In the first activation step the Ca2+ 

binds to the C2 domain, increasing the membrane affinity of the enzyme and PKC drifts to the 

membrane. Next, PIP2 that is present in the membrane binds to the C2 domain and loosens the 

C1-C2 domain interaction causing the C1 domain to move inside the membrane where it can 

bind to DAG. After Ca2+, PIP2 and DAG binding is established, the pseudo substrate domain 

leaves the active site in the kinase domain completing the activation of the enzyme.4,6 

The third step occurs after this secondary interaction interrupts electrostatic C1/C2 inter 

domain binding and allows the C1 domain to penetrate the membrane and bind to the 

diacylglycerol (DAG). Even though both C1-DAG and C2-PIP2 interactions are relatively low in 

affinity, the combined energetics from the two leads to a strong binding to the membrane. 
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Establishing this strong binding is the key for the final activation step. The PKCα structure goes 

through a final conformational change, where the auto-inhibitory pseudo-substrate (PSub) 

domain is expelled from the kinase domain, leaving the active site of the enzyme available for 

substrate binding and thus completing the activation.4 

 

Figure 9. 2 PKC subgroups have slightly varying structures and regulators. All isoforms 

carry a kinase domain with an activation loop shown as blue. Both conventional and novel PKCs 

contain a C1 domain that can be regulated by DAG, PS as shown in orange, whereas atypical 

PKC C1 domain can only be regulated by PS. The C2 domain that can be regulated by Ca2+ and 

PIP2 is only present in the conventional subgroup, novel PKCs contain a modified C2 domain 

that lacks the necessary residues for binding. Atypical PKCs carry Phox and Bem 1 (PB1) 

domain instead of the C2 domain present in the other subgroups.6 

Based on structure and cofactor regulation, PKC isozymes can be classified into three 

groups: conventional (cPKC α, β, γ), novel (nPKC ε, η, θ, δ), and atypical (aPKC ι, ζ).2 As 

shown in Figure 9.2, all isoforms contain the kinase domain with an activation loop in the 

middle. This part is also known as the catalytic domain and contains the necessary motifs for 

ATP, substrate binding and also the residues that catalyze the kinase reaction.4 In its inactive 

form the PSub domain blocks this active loop and prevents substrates to reach the active site.7 

Interaction between the PSub domain and the kinase domain must be interrupted by regulation of 
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C1 and C2 domains in order to have an active form of the enzyme. Both conventional, novel and 

atypical PKC structures contain a C1 domain regulated by the phosphatidylserine (PS), for 

cPKCs and nPKCs there is an additional DAG binding site present. C2 domain regulation is 

unique to cPKCs for two reasons. First, aPKCs do not have this domain, instead they carry the 

Phox and Bem 1 domain (PB1) where interactions between protein scaffolds are mediated. 

Second, nPKCs have C2 domains but their C2 domain lack the necessary amino acid residues 

that can stimulate Ca2+ or PIP2 binding that are essential for the activation of cPKCs. Thus, 

revealing the mechanisms behind C2 regulation covered, will bring out factors and potent target 

sites that can be used in the design of new therapeutics. 

9.2 Methods 

The domains of PKCs are compared using the NCBI Basic Local Alignment Search Tool 

(BLAST). Results are scored using the BLOSUM62 matrix with a gap cost 11 and extension 1.8 

Initial coordinates of PKCα-C2(PDB ID: 4DNL9) and PKCδ-C2(PDB ID: 1YRK10) are obtained 

from the Protein Data Bank (PDB ID: 4DNL); missing residues and hydrogens are added using 

Molecular Operating Environment v.2016.08 (MOE).11 These structures are initially minimized 

in MOE with the AMBER ff10 force field. The systems were prepared using Gromacs-5.0.112 

with the amber99sb13 force field, and placed into a triclinic unit cell with a 1 nm solute box 

distance. The unit cell is solvated in SPC/E-type waters and ions corresponding to 150 mM 

NaCl, 150 mM CaCl2, 100 mM CaCl2, and 50 mM CaCl2 solutions are explicitly replaced with 

random water molecules. First the systems are minimized using conjugate gradient algorithm for 

10,000 steps, and the steepest descent method is used every tenth step. Then, water around the 

protein is equilibrated for 20 picoseconds by restraining protein atoms to their initial position. 

Next, the production simulations are performed by removing protein restraints. The trajectories 
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were produced using velocity rescale thermo couple to keep the temperature at 300 K, and 

Berendsen barostat to keep the pressure at 1 atm. The SHAKE algorithm was used to constrain 

bonds involving hydrogens,14 vdw interactions treated with a 10 Å cutoff and long-range 

electrostatic interactions were modeled with PME also with a 10 Å cutoff. 

9.2 Results and Discussion 

9.2.1 Sequence Alignment 

As noted earlier, based on structure and cofactor regulation, these isozymes can be classified 

into three groups: conventional (α, β, γ), novel (ε, η, θ, δ), and atypical (ι, ζ) PKCs. 7 In order to 

understand differences between these subgroups, sequence alignment was performed on different 

domains of PKCs. During these alignments, PKCα was used as a reference for alignment. 

 

Figure 9. 3 Comparison of kinase domain of different PKC family isoforms with sequence 

alignment. 

Sequence alignments of kinase domains of different PKCs resulted in scores higher than 200 

for both isoforms in the same group and outside of the group which are compared (Figure 9.3). 

These results show that the kinase domain has the highest similarity among PKC isozymes. This 

domain carries an ATP binding domain and a kinase active site. Possible inhibitors of active sites 

have been developed but selective inhibition is extremely difficult because of this high similarity. 
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Figure 9. 4 PKC family C1 domain sequence alignment. 

The C1 domain sequence alignment scores are higher than 200 for the conventional subgroup 

members, as shown in Fig. 9.4. This indicates that the C1 domain shows high similarity between 

the same members of the group. Whereas, when the PKCα-C1 sequence is aligned with members 

of the other groups, the score slightly decreases. This domain shows slight variation between 

members of different subgroups. This moderately similar part of the protein contains the 

potential binding site for DAG and phosphatidylserine.4 

 

Figure 9. 5 PKC family C2 domain sequence alignment. 

Sequence alignment scores of the C2 domain show that this domain contains slight 

differences among other members of the conventional PKC subgroup with a scores between 80-

200 (Figure 9.5). However, the sequence alignment for others subgroup members results in very 

small scores, indicating that this domain which holds the Ca2+ and PIP2 binding site, is 
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significantly different among the different subgroups. The results of sequence alignment suggest 

that studying the C2 domain activation might hold a solution for the target specificity problem. 

9.2.2 Binding Site Environment Comparison 

 

Figure 9. 6 PKCα-C2 and PKCδ-C2 binding site comparison. Potential sites for hydrogen 

bonding are in purple, hydrophobic regions in green, and neutral regions in white. 

The sequence alignment results indicate that there is a significant number of differences 

between the C2 domains of the PKC subgroups. Our focus, thus, shifts to understanding how the 

C2 domain is regulated and what are the differences among these subgroups. Variations among 

PKCs C2 domain crystal structures of different subgroups are compared to one another 

(conventional PKCα and novel PKCδ. atypical PKCs lack this domain.) It is known that 

conventional PKCs hold a Ca2+ binding site at this domain (Figure 9.6 left). Investigation of 

potential binding sites using a geometrical approach15,16 showed that novel PKCs also have a 

binding site similar in tertiary structure in place (Figure 9.6 right). The comparison of molecular 

surfaces are generated using a grid-based method17 calculated in MOE program,15 show that 

interior of the PKCα pocket is hydrophilic, whereas this site is hydrophobic in PKCδ.  
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Table 9. 1 Character of PKCα-C2 and PKCδ-C2 binding site residues as obtained from a 

comparison of potential binding site residues. 

Site Nonpolar (%) Polar (%) Positively charged (%) Negatively charged (%) 

PKCα 14 79 14 36 

PKCδ 56 44 11 11 

 

A comparison of residue contents of these two sites shows that the PKCα-C2 binding site 

residues are predominantly hydrophilic and make up 79% of the binding site residues, 50% of 

the residues are charged with 36% to 14% negative and positive, respectively and there is an 

overall negative charge due to the higher percentage of negatively charged residue (Table 9.1). In 

contrary, the PKCδ-C2 binding site consists of 56% hydrophobic residues, and there is no net 

charge within this site. These results show that even though PKCα-C2 and PKCδ-C2 are 

structurally similar by exhibiting a potential binding site in the same region, these binding sites 

have very different character. 

9.2.3 Molecular Dynamics Simulations 

To better understand the behavior of different PKCs in varying environments, both PKCα-C2 

and PKCδ-C2 are placed in 150 mM NaCl, 100 mM CaCl2, 50 mM CaCl2, 150 mM CaCl2 salt 

solutions and these structures are simulated for 100 ns using atomistic MD (Figures 9.7 and 9.8). 
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Figure 9. 7 PKCα-C2 domain RMSD for the systems in different salt concentrations. 

 

Figure 9. 8 PKCδ-C2 domain RMSD for the systems in different salt concentrations. 
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Figure 9. 9 Coulombic and Lennard-Jones interaction energy between PKCα-C2 binding site 

and Ca2+ ions in the system for extended simulation of PKCα-C2 in 150 mM CaCl2. 

In order to better understand the interactions between the two Ca2+ that are bound to the 

PKCα-C2, the MD simulations are extended to 100 ns for the PKCα-C2 in 150 mM CaCl2, and 

Lennard Jones and Coulombic interaction energies between pocket residues and Ca2+ on the 

systems are analyzed. Figure 9.9 shows that electrostatic interaction is the dominant interaction 

type and even though the first Ca2+ binds to the system at 18 ns and the second Ca2+ enters the 

site at 58 ns, the electrostatic energy fluctuates during the entire simulation. 

The electrostatic interaction with the first Ca2+ starts at 18 ns where the ion enters the pocket; 

at 50 ns its interaction energy increases corresponding to the Ca2+ moving deeper into the pocket. 

The second Ca2+ enters the binding site at 58 ns after the relocation of first Ca2+. During the later 
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stages of simulation, it moves to a place where it can establish stronger binding as indicated by 

the increase of second Ca2+ interaction energy at 78 ns. 

 

Figure 9. 10 Interaction energy between PKCα-C2 binding site residues and the first Ca2+ 

entering the site for extended simulation of PKCα-C2 in 150 mM CaCl2. 

Figure 9.10 shows the important interactions between the first Ca2+ and the residues in the 

binding site. The first interaction that is established occurs between Asp248 and the Ca2+ as 

shown in red in Figure 9.10. During the Ca2+ relocation at 50 ns the ion starts to interact with two 

other residues (Arg252 and Asp254) as shown in blue and yellow, in the Figure 9.10. The initial 

interaction with Asp248 is lost when the second Ca2+ enters the site (Figure 9.11). 
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Figure 9. 11 Interaction energy between PKCα-C2 binding site residues and the second Ca2+ 

entering the site for extended simulation of PKCα-C2 in 150 mM CaCl2. 

Figure 9.11 shows the important interactions between the second Ca2+ and the binding site. 

When the second Ca2+ first entered, it mostly interacts with Asp187 which is lost at later stages 

of the simulation to Asp246. It is also important to note that Asp248 stimulates first Ca2+ binding 

during the early stages of simulations then starts switches to interacting with second Ca2+, 

suggesting the two ions are competing for this interaction. 
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Figure 9. 12 Minimum energy frame of PKCα-C2 in 150mM CaCl2. Two Ca2+ and the 

important residues are also shown. 

The present study on highly conserved PKC family of enzymes suggests that the C2 domain 

has the most significant difference among different isoforms sequentially. The C2 domain might 

also embrace a solution for the target specificity problem that occurs in therapeutic applications 

targeting these enzymes. The binding site comparison of PKCα-C2 PKCδ-C2 shows that the two 

binding sites exhibit a very different environment especially on the site where the Ca2+ binding 
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occurs in the conventional PKCs. The Ca2+ binding site of PKCα takes an overall negative 

charge and five aspartic acid residues present in this site (Asp248, Asp254, Asp246, Asp193, 

Asp187, Figure 9.12) that are involved in the Ca2+ binding activation mechanism. Not having 

these residues might result a lack of Ca2+ regulation in PKCδ-C2. This is the first time that the 

PKC Ca2+ binding activation mechanism has been investigated using molecular dynamics. 
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Conclusions and Future Directions 

With ever-evolving technological developments and advancement of computational 

modelling techniques, computational biochemistry can be used to study the dynamics of large 

systems. Proteins are dynamic systems in nature and their activity depends on their 

conformational states (i.e active/inactive), which may be affected by ligand binding. 

Understanding ligand binding phenomena, protein dynamics, and structural perturbations 

triggered by the binding is critical to understand biology. Computational modelling allows the 

study of these dynamics and simulation/analysis of ligand binding at a molecular level. For this 

dissertation, molecular dynamics, binding free energy calculations and bioinformatic tools were 

used to study binding and dynamics of a number of host-guest, protein-ligand and protein-ion 

systems. 

Statistical Assessment of the Modeling of Proteins and Ligands (SAMPL) blind challenges 

provide a platform to validate/gauge current modelling techniques to predict physicochemical 

properties. In chapters 3 and 4 molecular dynamics and quantum dynamics were used to predict 

binding energies between the host-guest molecules. The results showed that MD followed by 

MMPBSA/MMGBSA calculations can be used to qualitatively rank binding energies of small 

molecules with low computational cost and memory, even though the predictions result in 

systematically higher binding energies than experiments. Due to its success, the MD simulations 

followed by MMPBSA/MMGBSA calculations can be applied to various applications where 

relative binding energies are important. To predict absolute binding energies without corrections 

based on similar systems, implementation of a better solute entropy model with respect to 

performance and accuracy on MMPBSA/MMGBSA solver should be considered in the future. 
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In Chapter 5, molecular modeling was used to study interactions between the Endo-A 

enzyme and glycans 39, 41 which were synthesized and experimentally studied by Huang group. 

Experimentally, Endo-A enzyme shows substrate preference towards glycan 39. The simulations 

showed significantly weaker binding of glycan 41 toward Endo-A which can explain the lack of 

glycosylation. In addition, the simulations also pointed out a mechanistic explanation on the 

Endo-A substrate preference: In all glycan 41- Endo-A simulations, active site gate residues 

W244 and W216 are prohibited from closing, which can account for the reduced yield from 

glycosylation reaction by preventing the formation of the closed active site.  

In another collaborative effort, the Huang group synthesized HS glycopeptide and HS glycan, 

discussed in chapter 6, by using total synthesis and experimentally measured FGF-2 dissociation 

constants and heparanase inhibition percentages of these compounds along with the peptide 

backbone. The experimental studies showed that only the glycan showed inhibitory activity 

against heparanase, while the glycopeptide showed a three-fold enhanced binding in comparison 

to the glycan binding to FGF-2. To understand different biological functions of glycan and 

glycopeptide on the FGF-2 and heparanase systems, molecular modeling was used. HS glycan, 

HS glycopeptide and peptide binding to the FGF-2 and heparanase enzymes were studied 

through molecular dynamics and free energy calculations. The simulations showed the peptide 

portion of the glycopeptide can lead to additional salt bridges in FGF-2 systems, whereas in 

heparanase, the glycopeptide tends to pull the glycan core towards solvent and loosen the 

hydrogen bonds. Both experiments and simulations showed that HS and HS proteoglycan can 

possess different biological functions. As highlighted through simulations depending on the 

target, peptide backbone can loosen binding of the core or result in additional interactions with 

the targets. For future directions, these interactions can be further analyzed by simulation of 
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mutant heparanase, and FGF-2 complexes bound to HS and HS proteoglycan to quantitively 

assess each interaction and its contribution to the binding. 

 In chapter 7 and 8, the MD/MMPBSA approach was used in SAMPL challenges to 

investigate the binding of per and poly fluoroalkyl substances (PFASs) to a number of human 

receptors. PFASs are emerging contaminants with a large and quickly growing chemical space. 

Human Pregnane X receptor (hPXR) and Peroxisome Proliferator Activated Receptor γ (PPARγ) 

are known targets for legacy PFASs with available toxicity data. However, toxicity of recently 

emerged PFAS alternatives is not measured for these systems. Molecular modeling was used to 

predict alternative PFASs’ toxicity on hPXR and PPARγ and showed they still exhibit binding 

and may show toxicity. Additionally, long- and short-range interactions between the amino acids 

within the binding sites and PFASs were investigated to understand how PFAS is recognized on 

these receptors. The results outlined key residues that contribute strongly to the binding. The 

pioneer studies detailed in chapters in 7 and 8 show how biophysical tools can be a fundamental 

part of understanding PFASs at a molecular level, and guide scientist to find solutions for PFASs 

related environmental issues. The methodologies discussed can be further used to investigate 

other known PFAS targets and recently developed PFASs alternatives, which can also have 

damaging effects on the environment. Moreover, the molecular recognition patterns identified 

through models, can be used to develop environment friendly PFASs or PFAS inhibitors, such as 

L-carnitine has proven to be for PPARγ.  

In chapter 9, Protein Kinase Cs (PKCs), a family of serine/threonine kinases, have been 

studied. The Ca2+ binding induced activation of conventional and novel PKCs were studied 

through bioinformatics and molecular dynamics simulations. The simulations displayed 

successive binding of multiple Ca2+ to the C2 domain of PKCα. Additionally, interaction 
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energies identified five aspartic acid residues important to attract and hold calcium ions in this 

domain. As shown with the sequence alignments and bioinformatic results the C2 domain of 

PKC is a promising drug target. Future investigations should include further understanding of the 

C2 domain’s role on the remaining steps of PKC activation such as phosphatidylinositol 4,5-

bisphosphate (PIP2) binding to the C2 domain. With sufficient understanding of the activity and 

potential binding sites, the therapeutic view of this protein can be used to develop new therapies 

for several diseases that are known to be affected by active PKC levels, including multiple types 

of cancer, cardiovascular diseases, immune and inflammatory diseases, neurological and 

metabolic disorders. 

 


