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ABSTRACT

THE INFLUENCE OF ANISOTROPIC SLIP AND SHEAR TRANSFORMATION ON
HETEROGENEOUS DEFORMATION BASED UPON NANOINDENTATION, CRYSTAL

PLASTICITY MODELING, AND ARTIFICIAL NEURAL NETWORKS

By

Zhuowen Zhao

Most technological relevant structural materials are polycrystals that contain many (millions) so-

called grains. Plastic deformation in polycrystalline metallic materials is not homogeneous at the

microscale, but sometimes strongly heterogeneous among grains and varies spatially within an in-

dividual grain. The ability to predict the magnitude and spatial distribution of plastic inhomogene-

ity, particularly near grain boundaries (GBs), is crucial as it often results in a stress concentration

that could lead to nucleation of damage sites, which largely affect the lifetime of stressed com-

ponents. Accurate modeling of such inhomogeneity depends on the reliable description of basic

plastic micro-mechanisms, e.g., dislocation slip, and fine details such as interactions between slip

and GBs. This study aims to facilitate the above need by 1) establishing consistent critical resolved

shear stress (CRSS) values that form the basis of a phenomenological description of plasticity, 2)

enhancing effective metric selection for slip transfer across GBs, and 3) improving the understand-

ing of the kinematics of the phase transformation—an important thermo-mechanical treatment that

strongly influences the microstructure for many hexagonal engineering alloys such as Ti and Zr

alloys.

The first part of the present work is to quantify the uncertainty of initial CRSS values deter-

mined from Inverse indentation analysis (IIA). This approach optimizes the adjustable parame-

ters in a chosen constitutive description of crystal plasticity until the load–depth response and the

residual surface topography match between real and simulated nanoindentation(s) into a particular

grain. IIA was evaluated for hexagonal pure Ti (CP-Ti) and two Ti alloys (Ti-3Al-2.5V and Ti-

6Al-4V) at different temperatures (ambient and 523 K) and is found to produce consistent CRSS

values when the combined relative error is no more than 20 %.

A novel approach to evaluate the effectiveness of slip transfer metrics (individually) and their



iii

combinations using a double-layer artificial neural network (ANN) is presented as the second part

of the thesis. The considered metrics include the misorientation angle between two grains, m′
αβ

,

SFα + SFβ , ∆bαβ , and some of their compounds. The accuracy of binary (slip transfer or not)

classification reaches around 90 % based on data collected from pure Al oligocrystals deformed

in tension, and it is around 80 % for tensile deformed polycrystalline Ti-5Al-2.5Sn samples. This

approach extends the one- or two-dimensional projections formerly applied to analyze slip transfer

and can be implemented into crystal plasticity model as an “intelligent” decision-maker for each

individual slip–boundary interaction.

Lastly, a method to calculate orientation and deformation gradient variants resulting from phase

transformation between hexagonal α and body-centered cubic β phase is proposed based on a se-

ries of frame rotations and transformations. Furthermore, a cluster-based approach is presented to

automate point-wise reconstruction of β orientations from α orientations in a large indexed area.

This work will assist in analyzing research problems that often require historical information of

the current microstructures, for instance, understanding variant selections during the α → β → α

transformation. The proposed method will also facilitate the implementation of such transfor-

mation kinematics into continuum-based models as the deformation gradient that influences the

transformation can be conveniently computed.
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CHAPTER 1

INTRODUCTION

During plastic deformation, shear stresses are accommodated by activation and evolution of micro-

mechanisms such as dislocation slip and twinning, leading to permanent shape change and eventu-

ally failure (when shear stresses are no longer accommodated). For polycrystalline materials that

are usually used in engineering applications, plastic deformation is inhomogeneous among differ-

ent grains and varies within each individual grain. This inhomogeneity often contributes to the

formation of a stress concentration that could ultimately break material compatibility1 and facili-

tate the nucleation of critical damage sites or crack. Hence, accurate modeling of inhomogeneous

deformation is the first step to predicting failure behavior.

For engineering parts or components, models taking into account the mechanisms/physics

and/or microstructures at mesoscale (see Fig. 1.1), such as dislocation dynamics (DD) and continuum-

based models, are more meaningful (for predicting the macroscopic aggregate properties, e.g.,

service performance) than very fine scale models, e.g., ab initio methods. DD simulates the in-

Figure 1.1: Hierarchical modeling (source: Dr. Dierk Raabe)

1Arbitrary shape change that requires a minimum of five independent deformation modes ac-
cording to von Mises [122].

1
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teractions and propagation of dislocation slip, which is the most important plasticity carrier in

metallic materials at ambient temperature. However, DD still considers a relatively small volume

compared to continuum models. Two types of continuum modes, i.e., yield surface models and

crystal plasticity finite element models, have been used in the past decades [4, 8, 12, 16, 54, 57, 60,

66, 69, 92, 103] to simulate plastic deformation in polycrystals where the challenges mainly lie in

how to homogenize the anisotropic responses from individual grains to get the aggregate responses.

The early attempts used yield surface models based on rigid boundary constraints, i.e., the Taylor–

Bishop–Hill full constraints [12], assuming all grains deform in the same way. Later on, a less

strict strategy that treats each grain as if it was embedded in a homogeneous matrix was adopted to

enable capturing the anisotropic responses of each individual grain. Lebensohn and Tomé [69] first

adopted this homogenization scheme into a crystal plasticity model based on a phenomenological

description of dislocation slip, known as the viscoplastic self-consistent VPSC model. Other ho-

mogenization schemes and crystal plasticity models have been developed [4, 8, 87, 89, 103]. In

the past decade, it was realized that capturing the plastic heterogeneity within the grain near the

grain boundaries (GS) is crucial to predicting damage nucleation. Therefore, there is an increasing

demand in modeling a finer scale plastic inhomogeneity in the community.

One important aspect of modeling heterogeneous deformation is establishing critical resolved

shear stress (CRSS) values for individual slip systems as they describe the evolution of slip resis-

tance to being activated in a phenomenological description of plasticity. Experimental quantifica-

tion of individual CRSS values (for less active slip systems) by exclusive activation is challenging

because the easiest slip mode usually carries plastic flow. A popular approach to determine CRSS

ratios is through statistical analysis of surface traces. It relates the frequency of surface slip trace

observations to their theoretical propensity [74]. However, this approach does not include slip ac-

tivity beneath the surface, which could give rise to considerable estimation uncertainty [21]. An

approach to overcome this downside is to find the best match between nanoindentation responses

(surface topography/elevation and load–depth curves) and their simulation counterparts such that

the optimal CRSS values are obtained through an iterative fitting, which is known as inverse in-

2
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dentation analysis (IIA). In a reliability assessment based on synthetic data, Chakraborty et al.

[21] found that IIA has better accuracy and precision than the statistical surface trace analysis.

However, what is still missing is the evaluation of IIA against measured data because real-world

data often have noise that cannot be ignored. With such motivation, Chapter 5 quantifies the error

sources associate with IIA based on measured data of CP-Ti, Ti-3Al-2.5V, and Ti-5Al-2.5Sn at two

temperatures.

Another critical aspect of modeling heterogeneous deformation is understanding the role of

GBs and incorporating such fine-detailed physics into the existing models to improve the prediction

performance. Efforts have been made to establish metrics for slip transfer events where dislocation

shear is transferred to the receiving grain across a permeable boundary. These metrics include

criteria that consider the geometrical alignment of incoming α and outgoing β systems such as

Luster-Morris m′
αβ

; those reflecting local stress preference, e.g., Schmid factor sum SFα +SFβ ;

and the residual Burgers vector br = bβ −bα that needs to be accommodated by GB to maintain

its continuity. In the existing analyses, data is plotted with respect to a single or two metrics,

and the classification of slip transfer (or no transfer) is made through observations. This approach

cannot efficiently examine combinations of more than two metrics. To address this limitation, in

the second part of the present work (Chapter 6), an exhaustive evaluation of the effectiveness of

these metrics (individually) and their combinations using a double-layer artificial neural network

(ANN) is presented.

Other microstructure details and deformation mechanisms can also influence the development

of microstructure that affects the evolution of heterogeneous deformation. For example, phase

transformation kinematics affect the statistics of misorientations that influence slip transfer and

the resulting properties. In the last part of the present work, the thesis focuses on a particular

phase transformation between hexagonal α and body-centered cubic β crystals as it is an essen-

tial thermo-mechanical treatment for many Ti and Zr alloys.2 A major contribution regarding this

part of the work is a consistent method (Chapter 4, Section 4.3.2) to calculate the deformation

2The desired microstructures can be obtained by controlling the process parameters (tempera-
ture, cooling rate, time length above the β transus etc.).
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gradient that describes the transformation kinematics, enabling the implementation of such trans-

formation in continuum models. Furthermore, many research problems regarding hex–bcc phase

transformation, such as understanding the variant selection phenomena and slip transfer across the

boundary between α grains with a different history, require historical information of α microstruc-

tures (low temperature). Hence, an approach to efficiently reconstruct β orientations is desired in

the community. Therefore, another major contribution is an automated approach to do point-wise

β reconstruction with a good balance of efficiency and accuracy, presented in Chapter 7.

To help navigate through the thesis, an outline is given below.

• Chapter 2 gives a basic introduction to the plastic micro-mechanisms that are covered in this

thesis.

• Chapter 3 reviews the challenges that motivate the three works (respectively) presented in

this thesis.

• Chapter 4 demonstrates the details of the approaches used in the present work.

• Chapter 5 presents the first project on error quantification and establishing uncertainty of

CRSS values determined by inverse indentation analysis.

• Chapter 6 demonstrates the second project that evaluates the effectiveness of individual slip

transfer metric and their combinations with artificial neural networks.

• Chapter 7 introduces the third project that proposes an approach to automate point-wise β

reconstruction.

• Chapter 8 concludes the three projects and the future works.

4
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CHAPTER 2

PLASTIC DEFORMATION IN POLYCRYSTALLINE METALS

In this chapter, a most common plastic deformation mechanism, i.e., dislocation slip, is briefly

reviewed for face-centered cubic (fcc) and hexagonal crystals, followed by an introduction to com-

position and temperature effect on dislocation slip activity, particularly for the hexagonal lattice.

Then interactions between dislocation slip and interfaces (especially grain boundaries) are pre-

sented. Finally, the last section introduces a typical phase transformation that many hexagonal

engineering alloys undergo during thermo-mechanical treatments.

2.1 Dislocation slip in face-centered cubic and hexagonal crystals

When plastically deforming a material, shear stresses are accommodated by activation and

evolution of micro-mechanism(s), eventually resulting in permanent shape change before fracture.

⇐ ⇒

Stress

Glide Glide

Stress

Burgers
vector

b

⇐

⇐

Glide

Glide

Stress Stress

Burgers
vector

b

(b)
b

Slip plane
normal

Slip plane

Slip directionφ
λ

F
(a)

Figure 2.1: Schematic illustrations [58] of (a) shear resolved along the slip direction on the slip
plane under a longitudinal loading F, and (b) plastic deformation by edge (top row) and screw
(bottom row) dislocation slip under the stress pointed by the arrows.
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The most common mechanism in metallic materials is dislocation motion. Dislocations are line

defects due to atom displacement. They can glide inside the material as major carriers of plastic

flow at ambient temperature.1 Dislocation glide, or dislocation slip, is defined by the slip plane

normal n and the slip direction t. The slip plane is usually the close-packed plane where the atom

density is the highest, and slip direction is the direction on the slip plane that has the shortest lattice

translation vector (highest atom density along a direction) A unique combination of the above two

vectors identifies a slip system. The atom displacement caused by one full dislocation slip is called

Burgers vector b,2 as is shown in Fig. 2.1b.

The stress (τ) resolved in the dislocation slip direction on the slip plane can be calculated in

Eq. (2.1), which is illustrated in Fig. 2.1a.

τ =
F
A

cosφ cosλ (2.1)

Schmid factor m = cosφ cosλ is used to map the global stress to individual slip systems. The

threshold value, i.e., critical resolved shear stress (CRSS) or slip resistance, is defined as the min-

imum shear stress required to activate an individual slip system.

Dislocation slip in face-centered cubic crystals Many common metals, such as aluminum, cop-

per, and γ-Fe, have face-centered cubic (fcc) crystal structures. As is introduced above, dislocations

tend to glide on the highest density plane and direction. In fcc crystal, the most-packed planes are

{111} planes, and there are four of them. Each plane has three3 1
2〈110〉 directions that are the

shortest lattice vectors. Thus, there are 12 slip systems in fcc crystal structure. In reality, atoms on

{111} planes are energetically favored to glide as two partial dislocations b2, b3 (both have the

form 1
6〈112〉) to accomplish one full Burgers vector b1 due to the way atoms stack on this plane.

1At low temperatures where diffusion is difficult, and in the absence of a non-equilibrium
concentration of point defects, the movement of dislocations is restricted almost entirely to glide.
Non-conservation dislocation motions, i.e., (edge) dislocation climb, become more prevalent as
temperature increases.

2As a more accurate definition, Burgers vector is the vector required to complete the Burgers
circuit.

3Positive and negative directions for the same vector are usually not specifically distinguished.
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These dissociations are demonstrated in reaction,

b1 → b2 +b3 or
1
2
〈110〉 → 1

6
〈211〉+ 1

6
〈121〉 (2.2)

Dislocation slip in hexagonal crystals Many engineering structural metals and their alloys, such

as Ti, Zr, Mg alloys, have hexagonal crystal structures (with varying c/a ratios). In the close-packed

hexagonal structure (with c/a ratio = 1.633), the {0001} basal plane is the closed-packed plane

and the 1
3〈1120〉 a-direction is the shortest lattice vector (basal slip on {0001} 〈1210〉). How-

ever, since most hexagonal alloys have c/a ratios that deviate from the ideal value, other three types

of slip systems, i.e., prism slip on {1010} 〈1210〉, pyramidal 〈a〉 slip on {1011} 〈1210〉, and

pyramidal 〈c+a〉 slip {1011} 〈2113〉, are also observed [58] in hexagonal metals. Figure 2.2

demonstrates the four types of slip systems in hexagonal metals.

basal slip prism pyramidal 〈a〉 pyramidal 〈c+a〉

Figure 2.2: Slip system types in hexagonal crystal structure.

Basal, prism, and pyramidal 〈c+a〉 are commonly observed whereas pyramidal 〈a〉 is less

reported in Ti alloys. For CP-Ti, prism slip is generally believed to be the most facile system, and

pyramidal 〈c+a〉 is the hardest system to be activated at ambient temperature. However, the CRSS

ratios among these slip systems vary in the literature, discussed in greater details in Section 3.1.

Furthermore, composition and temperature also affect the relative order of these slip systems and

are given in Section 2.2.
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2.2 Composition and temperature influence on dislocation slip activity

Composition influence on slip activity Alloying elements can affect slip activity by altering

the c/a ratio. For instance, Li et al. [75] compared tensile deformed CP-Ti and Ti-5Al-2.5Sn and

found basal slip activity was significantly enhanced in Ti-5Al-2.5Sn, which can be explained by

the increased c/a ratio in Ti-5Al-2.5Sn. Also, dislocation core structures (energy) can be affected

by the alloying elements, e.g., Al may make dislocation cross slip more easily in some alloys [58].

Temperature influence on slip activity High temperature enables diffusion and thus, favors dis-

location climb. Increasing temperature can accelerate the dislocation motion and may eventually

affect the relative order of the easiness to activate individual slip systems. Figure 2.3 shows the

slight difference in CRSS values of Ti-6.6Al at room temperature between the basal and prism slip,

which becomes even smaller with increasing temperature [83]. A similar trend was observed in a

statistical study of CRSS values [74] that the basal slip in CP-Ti becomes more facile when tem-

perature increases from 298 K to 728 K, though it does not win over prism slip in the competition

for activation.

Figure 2.3: Temperature dependence of CRSS values of basal, prism, and pyramidal 〈c+a〉 in
single crystals of Ti-6.6Al [83].
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2.3 Slip transfer in polycrystals

Slip transfer across grain boundaries (GB) Plastic deformation in polycrystalline aggregates

is heterogeneous because it is influenced by the microstructure, i.e., individual grains and their

boundaries. At first, the Hall-Petch effect [50, 99] was discovered. It inversely correlates the yield

strength of the bulk sample to the grain size, which has been recognized as one of the strengthening

mechanisms for metallic materials. An explanation for such mechanism is that grain boundaries

(GB) block plastic flow from transferring to other grains, and a smaller average grain size results

in higher GB density, thus, leading to macroscopic strengthening of the material. Later, it was

realized that there are many types of GB that exhibit varying penetrability to dislocation slip. For

example, low angle or low Σ boundaries4 typically have less energy and are less able to absorb

dislocations compared to general boundaries. Studies [120, 121] have shown that low energy

boundaries with special polyhedral structure units are particularly favorable for slip penetration.

In contrast, one type of triple line where three boundaries intersect, i.e., U line, is usually a high-

energy hard boundary that terminates grain boundary dislocation [36]. Two nice reviews on GB

characters and their relations to nucleation of damage are given by Bieler et al. [7] and Bayerschen

et al. [6].

To summarize, there are three basic scenarios when dislocation slip encounters grain bound-

aries. 1) Some grain boundaries can serve as an impenetrable barrier that stops dislocations from

leaving the parent grain, resulting in the formation of dislocation pileups and stress concentra-

tion [34] (see Fig. 2.4a). This leads to the accumulation of geometrically necessary dislocations

(GNDs) and lattice curvature to maintain the boundary continuity [8]. 2) Some boundaries can

completely absorb dislocations and never emit them again (typically accommodated by screw dis-

location cross-slip, see Fig. 2.4c). 3) Other boundaries allow dislocations to be transferred to the

receiving grain without leaving residual Burgers vector br in the boundary (nearly transparent,

4Coincidence site lattice model demonstrates how well lattice points on the either side of
boundary align. Σ is determined by the ratio of area (2-D) or volume (3-D) of the unit cell in
coincidence site lattice to that of the unit cell in crystal lattice. Σ is always am odd number and Σ1
means boundary-free perfect crystal.
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Figure 2.4: Dislocation interactions with grain boundaries [6].
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Fig. 2.4f), partially transmitted to adjacent grain, and leaving br in the boundary (Fig. 2.4b,e), or

absorbed by the boundary at first and emitting new dislocation slip in the neighboring grain after-

ward (Fig. 2.4d). The three situations in category (c) are called slip transfer phenomena, while

the first two cases (of the three) are also referred to as slip transmission. Since the differentiation

between slip transfer and transmission in experimental characterizations is usually difficult, the

term slip transfer is used throughout the thesis to describe all the situations where the evidence

of incoming slip transferred to the receiving grain is observed. Moreover, special cases such as

two slip systems from adjacent grains are absorbed by the boundary (Fig. 2.4g) and an incoming

dislocation is reflected by the boundary (Fig. 2.4h) are also possible [6].

Investigations of conditions that enable the occurrences of slip transfer have been carried out

since the 1960s [23, 72, 80, 112]. These factors include geometrical alignment of activated slip

systems in either grain, dislocation types, and GB properties (inclination and structure). Among

all these considerations, geometrical relationships seem the most dominant [6, 47] to predict slip

transfer phenomena correctly. This is intuitive as better alignment would favor slip from either side

of the boundary to interconnect. Nevertheless, combining other criteria (e.g., maximizing resolved

shear stress on the accommodating plane [6, 72] in the neighboring grain) with geometrical metrics

seems to further improve slip transfer predictions, which indicates these additional criteria are also

critical. Detailed introduction to the prior work on finding effective criteria for predicting slip

transfer across GBs is given in Section 3.2.

Slip transfer across phase boundaries Slip transfer occurs not just between grains of the same

phase but also between different phases. Although phase boundaries are considered stronger dis-

location obstacles compared to GBs [128, 129], evidence of slip transfer across phase boundaries

has been reported. For example, in a dual-phase brass alloy that exhibits face-centered (soft) and

body-centered (hard) cubic phases, Werner and Prantl [128] discovered dislocation slip were initi-

ated only in the soft phase and transferred to the hard one. Ti alloys are other common dual-phase

alloys. Most Ti alloys have a presence of body-centered cubic β phase to some extent in addition

11
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to hexagonal α phase at ambient temperature. By examining surface slip traces, Seal et al. [110]

found incidents of slip transfer at 15 α/β boundaries in Ti-5Al-2.5Sn. They also found these in-

cidences correlate more with the high preference for slip activations, i.e., high Schmid factor, than

with good geometrical alignment of Burgers vectors in two phases. Moreover, they discovered

α/β boundaries between two phases that display Burgers orientation relationship (BOR) do not

necessarily favor the occurrence of slip transfer.

2.4 Phase transformation between hexagonal and body-centered cubic crys-
tals

For many hexagonal alloys such as Ti and Zr alloys, the transformation of body-centered cu-

bic (bcc) β phase to hexagonal α phase can happen martensitically or by nucleation and growth

process controlled by diffusion. Large amounts of martensite usually occur in pure metals, dilute

alloys, and alloys with high martensitic transformation temperatures [83]. Diffusion-based trans-

formation usually takes place at the transitioning temperature or β transus temperature (1155 K for

CP-Ti). It often results in a typical microstructure called “basket weave” structure or Widmanstät-

ten structure (shown in Fig. 2.5) [83]. Alloying elements, such as Al, B, and Ga that increases the

transitioning temperature are called α stabilizer while others (lower β transus temperature), e.g.,

Fe, Si, and Se, are referred to as β stabilizers.

During such phase transformation, α and β phases maintain a particular crystallographic ori-

entation relationship (Eq. (2.3)). This relationship is named the Burgers orientation relationship

(BOR) as it was first proposed by Burgers [17] in a study of Zr.

β{110} ‖ α{0001} and β 〈111〉 ‖ α〈2110〉 (2.3)

This BOR was later confirmed for Ti [83] as well. According to this relationship, a bcc crystal can

transform into twelve hexagonal variants, having different orientations with respect to the same

parent β crystal. The BOR is closely obeyed for both the martensite and diffusion-based transfor-

mation.
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Figure 2.5: Schematic illustration of the crystallographic relationship between α plates and β

stripes in α colonies (eventually will result in a typical “basket weave” microstructure) [83].
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CHAPTER 3

RESEARCH BACKGROUND

In this chapter, background of the three projects are given in the following order. Section 3.1 in-

troduces the existing common approaches to establish critical resolved shear stress (CRSS) values

and primarily discusses the disparity of the reported CRSS values or ratios for hexagonal CP-Ti.

Section 3.2 first outlines the mesoscale modelings of heterogeneous plastic deformation in poly-

crystalline aggregates and the challenges to include finer scale details of slip activity near grain

boundaries in Section 3.2.1. Then this section is followed by an introduction to the prior work

on establishing reliable slip transfer metrics that are intended to be implemented in crystal plas-

ticity models to facilitate the prediction of heterogeneity near grain boundaries in Section 3.2.2.

Section 3.3 talks about the current understanding of variant selections in phase transformation for

some hexagonal alloys such as Ti and Zr alloys.

3.1 Disparate critical resolved shear stress (CRSS) values by different meth-
ods

The reliable determination of adjustable parameters in the constitutive description of crystal

plasticity is still an unsettled issue, in particular for hexagonal metals for which multiple dislocation

slip families carry the plastic deformation. Strategies that have been proposed in the past to identify

critical resolved shear stress (CRSS) values of individual slip families1 yield disparate results [124,

21] and can be summarized into the following four categories.

Surface slip trace statistics The relative ease of activation of individual slip systems can be

deduced from the frequency of slip trace observations on the surface of plastically deformed poly-

crystals, which was firstly proposed by Li et al. [74]. The inherent assumption of globally homoge-

neous stress was later tested by Hémery et al. [61], who simulated the development of grain-level

1basal slip on {0001} 〈1210〉, prism slip on {1010} 〈1210〉, pyramidal 〈a〉 slip on {1011}
〈1210〉, and pyramidal 〈c+a〉 slip {1011} 〈2113〉
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stress heterogeneity based on a two-dimensional (columnar) representation of the grain structure

and interpreted observed slip traces in light of the simulated resolved stresses. While the averaged

CRSS values were not found to be substantially different than for the assumption of a homoge-

neous stress, a larger dispersion of CRSS values was observed, which may also be a consequence

of the assumption of a columnar grain structure.

Micro-pillar compression By compressing specifically oriented micro-pillars, the CRSS val-

ues of individual slip systems can be determined from the elasto-plastic transition in the load–

displacement response in connection with the occurrence of surface traces that identify the active

slip system. The main disadvantages of this technique are that the machining of micro-pillars by

focused ion beam milling is a time-consuming process, and that the results are typically affected

by size effects and uncertainty in the actual local stress state due to the sample taper and contact

alignment between the sample and the platen. Therefore, the bulk CRSS values can only be ex-

tracted by careful extrapolation using results from different micro-pillar sizes, as has been done,

for instance, for the CRSS value of basal slip for different Mg alloys by Wang et al. [123].

Grain tracking by far-field high energy X-ray diffraction microscopy (ff-HEDM) The ini-

tiation of specific lattice reorientation characteristics expected for exclusive basal or prism slip

can be interpreted as an indication of predominant activity of (basal or prism) slip in grains that

exhibit such characteristic reorientation. The corresponding CRSS values can then be directly

identified based on the grain-average lattice strain present when the reorientation starts. Wang

et al. [124, 125] tracked the evolution of lattice orientation and grain-averaged stress of hundreds

of grains in CP-Ti and a Mg-Y alloy with in situ ff-HEDM tension tests.

Adaptive crystal plasticity simulations In these approaches, optimal CRSS values are estab-

lished by finding the best match between experimental measurements and their simulated counter-

parts. For example, Baudoin et al. [5] used the stress–strain response and grain-scale slip activity

of a CP-Ti oligocrystal with columnar grains to evaluate the ratio of basal to prism CRSS. Gerday
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et al. [39] used the load–depth curves of Berkovich indentations into single grains of a Ti-5Al-

5Mo-5V-3Cr-0.5Fe (wt%) alloy as a basis for manually tweaking the CRSS values of basal, prism,

and pyramidal 〈c+a〉 slip systems. Similarly, Sánchez-Martín et al. [118] were able to estab-

lish initial and saturated CRSS values of all four slip families and the hardening slope (h0) for

a Mg-1Mn-1Nd (wt%) alloy by matching the hardness values across a range of inclination an-

gles between the indentation axis and the 〈c〉 lattice direction. Approaches that involve a guided

optimization strategy, in contrast to the manual searches utilized in above studies, have the po-

tential to more robustly identify the optimal constitutive parameters. For instance, Hama et al.

[51] used the stress–strain curve, the evolution of the Lankford (r) value, and the texture evolution

along multiple deformation paths of polycrystalline CP-Ti samples to optimize the initial and sat-

urated CRSS values and hardening slope h0. Gong et al. [44] optimized the initial CRSS values

in a dislocation density-based model of CP-Ti by matching simulated load–displacement curves

of micro-cantilever bending tests to measured ones. Zambaldi et al. [136] established initial and

final CRSS values of all four slip families in CP-Ti through Nelder–Mead optimization of the sim-

ulated load–depth curves and surface topographies resulting from conospherical indentations into

two separate grains.

As the CRSS values reported for CP-Ti differ among the above mentioned methods (Fig-

ure 3.1), the question about their intrinsic reliability arises. Based on synthetic reference data,

Chakraborty et al. [21] comprehensively analyzed the accuracy and precision of three specific in-

stances of the above listed methods, namely, (i) surface slip trace statistics, (ii) inverse indentation

analysis (IIA), and (iii) grain tracking with ff-HEDM. While IIA was not as precise nor accurate

as the lattice orientation method, the IIA method does not require the extensive analysis required

for synchrotron X-ray data and is, hence, simpler and more practical. However, an evaluation of

IIA based on measured data that is expected to have more noises is missing, which motivates the

work in Chapter 5.
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Figure 3.1: Disparate CRSS values of CP-Ti reported in the literature [21].

3.2 Establishing slip transfer parameters for crystal plasticity models

3.2.1 Modeling plastic deformation in polycrystals

Most engineering components made of metallic materials are polycrystals that consist of many

(usually million) grains. Two approaches to computationally simulate plastic deformation in these

aggregates are yield surface models and crystal plasticity models. The former approach relies on

a stress plane yield function (Cauchy stress tensor formulation) to describe anisotropic deforma-

tion that satisfies yield surface evolution [4]. Clearly, this approach does not differentiate plastic

micro-mechanism(s). It is limited to predicting macroscopic responses, for instance, texture evo-

lution and stress-strain behavior. On the other hand, crystal plasticity models consider cumulative

contributions of active micro-mechanisms, such as dislocation slip activity and twining, and allow

other fine details to be included.
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Using both approaches in a continuum framework requires inter-grain compatibility and global

equilibrium states, which also ensures local compatibility and equilibrium conditions at individual

material points. To meet the former (global) requirements, homogenization schemes at different

levels are used to tackle grain interactions with its surroundings. The most simple homogeniza-

tion is to assume all grains deform uniformly, called Taylor–Bishop–Hill full constraints [12].

While this assumption conveniently guarantees compatibility at all scales, it averages anisotropic

responses of individual grains such that any local heterogeneity is diminished. A less strict strategy,

i.e., self-consistent method, is to treat each grain as if it was embedded in a homogeneous “effec-

tive” matrix with the average properties of such an arrangement. The condition that the average of

state variables (e.g., stress and strain rate) over all grains has to be consistent with the magnitude

of the corresponding macroscopic quantities [69] renders self-consistent solutions throughout the

matrix. Models adopting this homogenization scheme are called self-consistent models. For in-

stance, Kröner [66] and Budiansky and Wu [16] proposed the first models of this kind that reach

plastic compatibility by fully elastic accommodation. However, when plastic deformation largely

exceeds the elasticity, the matrix can be seen as a rigid body, which is essentially the same as the

full constraints condition [69]. Another approach to accommodate plastic mismatch by an elaso-

plastic decomposition was reported by Hill [57]. It was later implemented by Hutchinson [60] to

simulate the stress-strain behavior of face-centered polycrystals. To solve large-strain deforma-

tion, Nemat-Nasser and Obata [92], Harren [54] developed a rate-dependent elasto-plastic model

(elasto-viscoplastic, EVP) based on the Hutchinson [60] approach. In contrast to the above im-

plementations that used yield surface models, Lebensohn and Tomé [69] proposed a viscoplastic

self-consistent (VPSC) crystal plasticity model that neglects the elastic effect and only considers

viscoplastic formulations [98] for stress calculations. Meanwhile, other homogenization schemes

such as Mori–Tanaka [89], Mercier and Molinari [87], and mean-filed homogenization (MFH)

[30] have been developed to handle different material configurations, e.g., composite materials

with different phases.

With the help of characterization tools such as electron backscatter microscope (EBSD) and
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3D synchrotron X-ray diffraction, large orientation gradients are often observed inside grains.

This leads to the realization that plastic inhomogeneity not only happens between grains but also

within each grain. To capture intragranular plastic inhomogeneity in crystal plasticity models, the

homogenization scheme should be brought down to smaller scales than the average grain size (in

other words, as fine-scale as it needs.). A different strategy is to calculate local Taylor factors

based on the local kinematics [8, 103]. Local Taylor factors have also been used to explain pore

nucleation: pores are more likely to happen at locations between hard and soft orientations where

compatible shape change is difficult to maintain under stress [10].

Following these strategies, existing crystal plasticity models can capture intragranular plastic

inhomogeneity to some extent. However, the most significant deviations between simulation and

experimental characterization are often found in the vicinity of grain boundaries [9, 76, 77, 78],

which are also locations where nucleation of damage sites or critical crack spots are usually ob-

served. One possible reason is that these models do not use the actual grain (or boundary) ge-

ometries. Since each grain deforms differently according to the plastic strain within itself and the

neighborhood grains, the deformation process is also dynamically evolving with the actual com-

plex boundary conditions. A study by Zhang et al. [138] suggests that input geometry of grains

and boundary conditions have a bigger impact than fine-tuning the constitutive parameters on sim-

ulating plastic inhomogeneity in polycrystals. They compared crystal plasticity modeling results

of columnar grain geometry determined from surface EBSD and a more realistic 3D geometry

with additional information from non-destructive differential aperture X-ray microscopy (DAXM).

They found that a phenomenological model with the latter conditions could capture a fair amount

of heterogeneity below the grain level. Another missing aspect in these models is the fine-scaled

GB physics, for example, slip interactions with GBs. As introduced in Section 2.3, slip–GB inter-

actions are complicated and primarily associated with stress concentration and size effects. Since

there are no explicit boundary properties (layers) included in the current finite element models,

the “boundaries” among grains are intrinsically transparent to all slip activity. Haouala et al. [53]

compared simulated bi-crystals deformed in tension with fully transparent, partially transparent,
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Figure 3.2: Geometrical relationship between slip in the incoming grain (blue) and receiving grain
(orange) transmitting across the grain boundary. κ is the angle between incoming and outgoing
slip directions, ψ is the angle between plane norms, and θ is the angle between the plane traces on
the boundary [52].

and opaque boundaries to test how boundary transparency affects the modeling results. Increasing

stress concentration was found to correlate with decreasing boundary transparency. A comparison

between simulation and experiments that also suggests the mismatch is caused by lacking slip–GBs

physics in the models was in bi-crystal nanoindentations[116]. In that work, CPFEM simulation

was found to consistently overestimate the elevations in the receiving grain. Therefore, introduc-

ing these slip–GBs features to the existing modes is necessary to further improve the prediction of

inhomogeneous deformation—especially spatially near GBs—in polycrystalline metals.

3.2.2 Prior work on establishing effective slip transfer metrics

Characterization by surface trace analysis Most of the slip transfer mechanisms described in

Section 2.3 were studied/confirmed by transmission electron microscopy (TEM) or high-resolution

TEM [72, 73, 80, 82, 93, 114] images that reflect the nature of dislocation via contrast analysis.

However, TEM is limited to a small volume and is typically destructive to the sample (also difficult

sample preparation). An alternate approach is electron channeling contrast imaging (ECCI) that is

also based on the diffraction contrast analysis [24, 86, 90, 113, 133]. It is basically non-destructive
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Figure 3.3: Continuity and discontinuity of slip transfer surface traces [6].

and can scan over a large volume that allows the dislocation nature to be determined. Nevertheless,

it still requires meticulous surface preparation and good channeling conditions to get high-quality

images.

Some other experimental techniques have been developed to characterize slip activities near

GBs over the years [52, 72, 73, 79, 80, 82, 93, 114, 115, 116]. For instance, Su et al. [117]

used atomic force microscopy (AFM) to measure surface traces on both sides of GBs that also

contain Z-displacement components, which led to the quantification of br magnitude in CP-Ti.

The recent development of digital image correlation (DIC) [79, 115] enables high-resolution strain

mapping (full-scale) of samples at different deforming stages (strain levels). With the help of DIC,

Linne et al. [79] investigated relationships between slip transfer and grain boundary sliding (GBS)

in high purity aluminum. Another emerging technique that can provide similar information is

high resolution electron backscatter diffraction (HR-EBSD) or cross-correlation EBSD [47, 68].

Using this approach, Guo et al. [47] studied slip–GB activities and their correlation with stress

concentration in CP-Ti deformed at low strain level.

A direct method for characterizing slip–GB interactions is by observing surface slip traces on
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a b

Figure 3.4: Some slip transfer and blocking cases in tensioned oligo pure Al sample [9].

both sides of grain boundaries by optical microscope or scanning electron microscopy (SEM) [67,

110, 130]. Incoming and outgoing slip traces across grain boundaries can appear in varying shapes

and different degrees of continuity due to free surface effects and constraining characterization to

a 2D plane. For instance, Fig. 3.3b and Figure 3.3c demonstrate the continuous slip transfer cases

where the outgoing slip traces differ in length. In contrast, Fig. 3.3a shows a slip blocked case,

and Fig. 3.3d shows a discontinuous case of slip transfer event where the trace of the outgoing slip

starts a distance from the boundary. While clear slip trace continuity across GBs is strong evidence

for slip transfer events (the boundary between grain 8 and 11 in Fig. 3.4a), it makes identification of

slip blocking events dubious (discontinuous case) that require careful judgments. Some additional

aspects of assisting identification of slip blocking are checking boundary topography and Schmid

factor of potential slip systems in either grain. For example, slip lines parallel to slip system 6
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(dashed green line in Fig. 3.4b, grain 12 and grain 16) are slip blocking cases because both traces

fade away near the boundary, and system 6 has a low-rank Schmid factor in the system. Grain

boundary 9 in Fig. 3.4a also shows slip blocking events as slip traces suddenly stop at the boundary

where a ledge can also be clearly observed.

Slip transfer parameters and conditions As motivated by the aforementioned need discussed

in Section 3.2.1, efforts have been made to understand slip transfer occurrences across grain bound-

aries. These works suggest slip transfer across GBs depend on factors including local stress states,

geometric alignment of incoming and outgoing slip systems, their types (edge or screw), inclina-

tion of boundary, and boundary properties (type, energy, structure etc.) [6, 7, 8, 47, 72]. However,

most widely investigated metrics are geometrical metrics that take into account grain boundary

inclination and slip system orientations and these factors seem to be dominant [47] in slip transfer

phenomena. Geometrical metrics are illustrated as follows:

Criterion by Livingston and Chalmers Livingston and Chalmers [80] were among the first to

study slip transfer. Their metric (N) only considers the geometrical alignment of the slip systems

in the adjacent grains that is given by,

N = (nα ·nβ )(bα ·bβ )+(nα ·bβ )(bα ·nβ ) (3.1)

with bα ,bβ the slip directions of incoming and outgoing slip system, respectively, and nα ,nβ the

slip plane normal, see Fig. 3.2. However, this metric does not account for boundary inclination.

Lee–Robertson–Birnbaum (LRB) Another metric (M) proposed by Shen et al. [112], Lee et al.

[72], Clark et al. [23] not only considers alignment of slip, but also accounts for grain boundary

inclination,

M = (tα · tβ )(bα ·bβ ) (3.2)

= cosθ cosκ (3.3)
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where tα , tβ are slip plane intersections with the grain boundary plane, and θ is the angle between

them. κ is the angle between two slip directions. Information about the inclination of the grain

boundary can be obtained by focused ion beams (destructive).

Luster and Morris [82] A similar effort metric m′ (or m′
αβ

) was later proposed by Luster and

Morris [82] and the formula to calculate it is as follows,

m′ = (nα ·nβ )(bα ·bβ ) (3.4)

= cosψ cosκ (3.5)

where ψ is the angle between slip plane norm. Larger values of m′ indicate the better geometrical

alignment of the two systems on their slip planes in the adjacent grains, which is also a simplified

version of Livingston–Chalmers N. As m′ can be computed with surface orientation information

(in contrast to LRB criterion), it has been widely adopted in the later slip transfer studies.

Although geometrical metrics are dominant factors, additional metrics reflecting resolved stress

states and the difficulty of maintaining boundary continuity are also essential for slip transfer pre-

diction. For example, Lee et al. [72] suggest that the resolved shear stress on the receiving side

of grain should be maximized and that the magnitude of residual Burgers vector ∆bαβ has to be

minimized. In the spirit of these suggestions, simultaneously considering or compounding multi-

ple slip metrics that account for many possible aspects is a meaningful direction to explore. Bieler

et al. [8] have given some pioneering work in this regard, and they are summarized as follows.

Metric considering slip system activity and slip transparency This metric (m′
3m) accounts for

both geometrical relationships and resolved stress. Based on the assumption that no more than

three slip system pairs are likely to be dominant in a given grain and involved in slip transfer, it

considers the average of top three m′ values of the incoming and outgoing slip system pairs whose

average Schmid factor values are also highest (all the considered slip systems should have Schmid

factor values exceed a meaningful threshold, e.g., 0.35). High geometrically necessary dislocation

(GND) contents were found to correlate with lower m′
3m in a four-point bending test of tantalum
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sample by Bieler et al. [8]. However, this method may have uncertainty arising from 1) local stress

may deviate from the uniaxial stress tensor, and 2) orientations close to grain boundaries may

deviate from the average grain orientation.

Metrics considering weighted sum of geometric factors Three formulations that combine the

geometrical metrics (m′
αβ

, LRBαβ , all three cosines Sαβ ) with accumulated shear and m′
αβ

with

weighted Schmid factor m are presented by Bieler et al. [8].

m′
γ =

∑α ∑β m′
αβ

(γαγβ )

∑α ∑β (γ
αγβ )

=
∑α ∑β cosκ cosψ(γαγβ )

∑α ∑β (γ
αγβ )

LRBγ =
∑α ∑β LRBαβ (γ

αγβ )

∑α ∑β (γ
αγβ )

=
∑α ∑β cosκ cosθ(γαγβ )

∑α ∑β (γ
αγβ )

Sγ =
∑α ∑β Sαβ (γ

αγβ )

∑α ∑β (γ
αγβ )

=
∑α ∑β cosκ cosψ cosθ(γαγβ )

∑α ∑β (γ
αγβ )

m′
m =

∑α ∑β m′
αβ

(mαmβ )

∑α ∑β (mαmβ )
=

∑α ∑β cosκ cosψ(mαmβ )

∑α ∑β (mαmβ )

However, assessing all four parameters based on the Ti-5Al-2.5Sn sample shows that they

contain irrelevant information, which requires filtering this noisy information by some measures.

Slip transfer metrics in Al oligocrystals In recent works by [2, 9], four slip transfer metrics, i.e.,

misorientation angle, m′
αβ

, SFα +SFβ , ∆bαβ , and several of their combinations were investigated

based on two pieces of tensioned oligo Al samples (cube and rotated-cube texture, respectively).

A total of 222 boundaries were carefully assessed and labeled based on the observation of slip
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Figure 3.5: Separating slip transfer and no transfer cases by line drawing in 2D plotting [2].

transfer evidence (“transfer”, ”no transfer”, or ”not sure”). Slip transfer metrics were evaluated by

manually classifying “transfer” data in a 2D plot2, as shown in Fig. 3.5.

With the help of manual approach, slip transfer was found to occur at low-angle GBs when

m′
αβ

> 0.97 [9] or m′
αβ

> 0.9 [2] together with normalized residual Burgers vector magnitude

2Labeled data were plotted in a 2D figure with respect to a combination of two metrics (x and y
axis respectively) and a line to separate the “transfer” and “no transfer” data were manually drawn.
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∆bαβ < 0.35. Nevertheless, since this approach is limited to 2D plotting, it cannot be used to

further investigate the inter-relationship between more than two metrics and whether a combination

of three or more metrics can improve the separability (prediction) of slip transfer data. In addition,

this approach may not reach the maximum accuracy because it relies on human observation, and

the results vary with different analyzers. To overcome human limitations, a novel approach based

on artificial neural networks (ANN) is adopted in this study to further assess the same dataset from

a data-driven perspective, which is also able to extend the dimension to six. Details of this work

are given in Section 4.2 and Chapter 6.

3.3 Variant selections in transformation between hexagonal α and body-
centered cubic β phase

The solid-state transformation between hexagonal (α phase at low temperature) and body-

centered cubic (bcc) phase (β phase at high temperature) is commonly observed in titanium, zir-

conium, and “shape memory” alloys such as Ni-Ti [40, 63, 100, 137]. It is an essential thermo-

mechanical processing technique to enhance the mechanical properties by altering the texture or

the second phase precipitate distribution of the alloys [40, 95, 139]. Due to crystal symmetry

(both hexagonal and cubic) and lattice rotations associated with the transformation processes, the

orientation relationship of the original and resulting hexagonal lattice (or two resulting hexagonal

lattices) is not uniquely determined. Thus, investigating all the possible variants is vital to establish

an understanding of such phase transformation mechanism.

In a study of β → α transformation in Zr, Burgers [17] proposed an orientation relationship

from parent β to product α as β{110} ‖ α{0001} and β 〈111〉 ‖ α〈2110〉, which is often re-

ferred to as the Burgers orientation relationship (BOR). Based on this BOR, a given β orientation

is associated with 12 possible α orientations (a summary of these variants can be found in Wang

et al. [126]). However, only 6 possible β orientations correspond to a given α orientation in the

reversed transformation. The BOR obedience in α → β transformation was later confirmed in

commercially pure Ti [111]. Furthermore, Glen and Pugh [43], Karthikeyan et al. [63] identified
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57 distinct orientation relationships among α variants (including the invariant/unchanged case)

from α → β → α transformation by checking a total of 72 possible cases.

Many experimental works have reported the sharpening of product α texture [26, 40, 81, 127,

139] or texture memory effects [95, 104, 127] (the original α textures are maintained either per-

fectly or to some extent), which are believed to be indications of variant selection. There is a

debate on which step in α → β → α has the most considerable influence on the variant selections.

Romero et al. [104] reported no variant selection in the heating (α → β ) process but significant

selection in the cooling (β → α) process, while Daymond et al. [26] showed that there is much

stronger variant selection in the α → β process than the β → α process. In fact, the majority of the

papers on variant selection are focused on the β → α process [40, 81, 127, 95, 104, 127, 139]. For

instance, precipitates showing three or four α variants are often observed in Zr and Ni-Ti alloys

after the completion of β → α transformation at low temperature [38, 40, 41, 88].

The mechanism(s) and factors contributing to the variant selections in this phase transformation

are not fully established yet. One explanation is that variant selections are driven by the system try-

ing to minimize the average shape strain during the transformation, known as self-accommodation

[126]. This is supported by a work presented by Wang et al. [126], who were able to identify

two clusters of three α variants from β → α transformation with smallest average shape strain

using lattice correspondence approach—calculation based on two sets of three non-coplanar axes

in before- and after-transformed configurations respectively. Other aspects such as external de-

formation conditions [55, 127] and surface effects [127, 132] are also possible contributors to the

variant selections.

Although in-situ observation of phases in the transformation can be realized by neutron diffrac-

tion [26, 81, 127], most papers discussing variant selections depend on the reconstructed β texture

from product α due to the limitation of the operating temperature and facility availability. Despite

there being much discussion about the influence of β phase texture on product α texture, no one

has shown the influence of the initial α texture on the product α texture while considering the

complete α → β → α process. For such studies, challenges are mainly due to a lack of historical
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information at each transformation process step. Hence, an approach that enables the reconstruc-

tion of historical information at a particular step will be helpful to facilitate the studies on variant

selections.
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CHAPTER 4

METHODOLOGY

In this chapter, detailed explanations of 1) inverse indentation analysis (IIA) to establish consistent

critical resolved shear stress (CRSS) values, particularly for hexagonal crystals, 2) a novel ap-

proach to evaluate slip transfer metrics by artificial neural network analysis of surface observations

of slip transfer traces, and 3) a method to calculate kinematics of phase transformation between

hexagonal α and body-centered cubic β crystals, are presented in the following three sections in

the respective order.

4.1 Inverse indentation analysis (IIA)

The basis of the inverse IIA method is the comparison of simulated and actual crystal in-

dentations in terms of the load–depth response and resulting (pile-up) surface topography, which

was firstly introduced by Zambaldi and Raabe [135]. The optimal constitutive parameters are ob-

tained by iteratively updating the parameters until minimum deviation (fitness) between the simu-

lated and experimental responses (of one or multiple orientations) is achieved (shown in Fig. 4.1).

Chakraborty and Eisenlohr [19] reported that optimization of single crystallography orientation

indentation is sufficient based on synthetic cubic crystal data. They applied the same analysis to

hexagonal crystal (synthetic data as well) and found that the conclusion also holds for the selected

orientations having good sensitivity to all considered slip systems [21].

The work in this thesis adopts most of the machinery from the former papers to actual measured

data with several improvements summarized in this section.
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Figure 4.1: Schematic of establishing constitutive parameters from inverse indentation optimiza-
tion.

4.1.1 Nanoindentation

Indentation is an important mechanical test widely used for characterizing mechanical properties

of materials due to its easy operation, less destructive nature (small deformation volume), and

simple sample preparation. With the advancement in precise control systems, an indentation can

be conducted at the nano- to micrometer scale, which is known as nanoindentation or instrumented

indentation testing (IIT) [97]. This technique enables indentation(s) into a single grain (away from

the boundary vicinity) such that the intrinsic single crystal properties can be studied conveniently.

For example, hardness values and elastic moduli can be obtained by analyzing load-depth curves
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based on the Oliver and Pharr [96] method.

Orientation informed nanoindentation A cono-spherical diamond tip (Fig. 4.2 right) with a

radius of 1 µm and a cone angle of 90° inside the nanoTest Alpha (Fig. 4.2 leftmost) machine was

used in this study. To extend its application to high temperatures, the machine employs horizontal

direction as the indenting direction due to thermal noise is usually the smallest along this direction.

A grid of indents is performed into the flat surface of a well-polished polycrystalline sample.

Then, an EBSD orientation map of the region is superimposed with the corresponding optical or

SEM image that shows these indents. Figure 4.3 presents an example of such an overlay image.

Indents with desired orientations are selected, and their surface topography is measured by atomic

force microscopy (AFM).

Figure 4.2: Leftmost: nanoTest Alpha, Micro Materials Ltd. Right two: SEM images of the
diamond indenter tip with 1 µm radius and 90° cone angle before and after 90° rotation.
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Figure 4.3: Orientation informed nanoindentation in polycrystalline CP-Ti.

4.1.2 Crystal plasticity finite element simulation

Indentation mesh discretization Each indented grain was modeled as a cylindrical deformable

body and discretized with a mesh (Fig. 4.4, C3D8 element) that transitions from square-shaped at

the center to radially symmetric at the perimeter. The optimal height to width ratio of the elements

beneath the center where initial contact takes place is found to be around 2. The displacements of

all outside nodes were fixed except on the indented (top) surface. Coulomb friction with a coeffi-

cient of 0.1 was assumed between the rigid conospherical indenter and the indented single crystal.

Similar to prior work [19], the phenomenological power-law [98] implemented in the Düsseldorf

Advanced Material Simulation Kit (DAMASK) [106] was used as crystal plasticity constitutive
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+70 nm +8 nm

-8 nm-70 nm

Figure 4.4: Finite element discretization of a cylindrical single crystal with 4 µm radius and 3 µm
thickness used in the indentation simulations (only half of the total of 1008 C3D8 elements is
shown). Conospherical indenter is modelled as a rigid analytical surface with 90° cone angle. Top-
down views after 200 nm (left) and 50 nm (right) deep indentation illustrate examples of resulting
simulated surface topography for two distinct crystal orientations.
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description and installed as a user subroutine within the finite element software ABAQUS 2017.

Simulations used adaptive time stepping and typically finished successful indentations in about

1000 to 4000 increments.

Kinematic description The current model is based on the multiplicative decomposition of the

total deformation gradient F into plastic and elastic components for describing the kinematics

under a large strain framework [71, 107],

F = FeFp (4.1)

where Fe is the elastic deformation gradient and Fp is the plastic deformation gradient. The

elastic part is resolved by Hooke’s law and the plastic deformation Fp is related to plastic velocity

gradient Lp,

Ḟp = LpFp (4.2)

The plastic velocity gradient is additively composed from slip rates on individual slip systems,

Lp := ∑
α

γ̇
αsα ⊗nα (4.3)

where the unit vectors sα and nα are the slip direction and slip plane normal for slip system

α = 1,2,3, ...,k. The shear rate γ̇α due to individual slip system is driven by the resolved shear

stress,

τ
α = C(FT

e Fe − I)/2 : sα ⊗nα (4.4)

Phenomenological power-law description Shear rate is governed by resolved shear stress τα

and slip resistance ξ α of individual slip system α .

γ̇
α = γ̇0

∣∣∣∣ τα

ξ α

∣∣∣∣n sgn
(
τ

α
)

(4.5)

The evolution of slip resistance is related to the sum of the shear on all other slip systems,

ξ̇
α = ∑

β

hβ qαβ
∣∣∣γ̇β

∣∣∣ , (4.6)
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where qαβ is the cross-hardening matrix, hβ is the hardening factor and is expressed as below.

hβ = hβ

0

1−
ξ

β

0

ξ
β
∞

a

(4.7)

In this study, the initial slip resistance for basal ξ basal
0 , prism ξ

prism
0 , and pyramidal 〈c+a〉 slip

ξ
pyr〈c+a〉
0 are of primary interest as they establish the initial yielding and their saturation levels are

not necessarily achieved. Other parameters are fixed values that are shown in Table 5.1.

4.1.3 Non-convex optimization

As proposed by Chakraborty et al. [21], the optimal parameters are achieved by a two-step opti-

mization process, i.e., particle swarm optimization (PSO) followed by Nelder–Mead optimization,

to render a most efficient performance. Since PSO supports simultaneous exploits within each

iteration that can be realized by parallel execution, the first step ensures a fast and exhaustive ex-

ploration of the parameter space as the computational capacity allows. Then the particles with the

best fitness values (parameter space dimension+1) are used as the initial simplex for the Nelder-

Mead optimization to get more deterministic results.

Nelder–Mead (N–M) simplex optimization The Nelder–Mead simplex algorithm was initially

proposed by Nelder and Mead [91] in 1965. It has been one of the best-known algorithms to solve

various unconstrained optimization problems due to its simplicity and ease of implementation.

The standard N–M simplex algorithm constructs a simplex having N+1 vertices and iteratively

relocates the worst vertex until the simplex has moved and shrunk to an optimum location in the N-

dimensional parameter space. Given that the N–M simplex algorithm does not depend on gradient

information, it can be applied to solve non-convex optimization problems. Implementation details

for IIA can be found in Chakraborty and Eisenlohr [19].

Particle swarm optimization (PSO) The particle swarm optimizer was firstly introduced by

[31, 64]. This optimizer mimics the unpredictable choreography of a bird flock and is further
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developed for multi-dimensional searches with acceleration by distance [32]. In this study, 20

particles (potential solutions) are used to explore a normalized parameter space with the dimension

of three (the number of parameters). Particles are initialized at random locations and assigned

random initial velocities. Each particle is attracted by two types of “attractors” that are at history

global best (g) and self best locations (pi, with i the index for the particle), see Eq. (4.8). The

maximum magnitude of velocity for each particle is limited to a cut-off value, vmax. Each particle

also has a random inertial factor (wi) that carries the momentum from the previous motion, and

it will be updated to a new location after each generation. Figure 4.5 shows how PSO algorithm

works in an example to find a minimum of Himmelblau’s function within 25 iterations.

vi = wi vi +(c1 rnd1)pi

+(c2 rnd2)g (4.8)

xi = xi +vi (4.9)

The parameters for the PSO used are c1 = c2 = 1.5, suggested by Eberhart and Shi [32]. pi and

g are all initialized with infinity at the beginning of the optimization. It is expected that indentation

simulation cannot completely converge with some “bad” parameter sets. A simple modification to

address such issues is proposed that the particle’s pbest attractor is no longer considered for the

regions where no viable solution to the fitness function can be found.

In contrast to N–M, PSO supports parallel execution for particles, which can significantly expe-

dite the optimization process by the magnitude of the number (Nparticle) of particles (Nparticle = 20

in this study).
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Figure 4.5: Top row: Himmelblau’s function has 4 identical local minima shown in contour plots.
Bottom row: schematics of finding one of the local minima of Himmelblau’s function (top right
one in contour plots, see red square in bottom figures which is the global best solution) using
Particle Swarm Optimization in 25 iterations (Nparticle = 20, Niteration = 0, 10, 25 from left to right,
bounds are [-10,10] for both dimensions).
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4.1.4 Surface topography upscaling

To minimize the influence of surface roughness on measured surface topography, the surface needs

to be as clean as possible and an adequately deep indentation is preferred. However, the cost to

run a single indentation simulation is high (usually 1000 to 4000 iterations in our simulations), let

alone doing hundreds of them that are typically required for the parameter optimization problems.

Given that the phenomenological description used in this study does not have size influence, a

method to reduce the computational cost is to upscale the simulated surface topography from a

small indentation depth (source depth) to the actual measured indentation depth (target depth) in

two directions, i.e., radial and Z displacement directions (Fig. 4.6 leftmost).
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Figure 4.6: Optimal scaling factors (middle) to upscale simulated indentation surface topography in
Z displacement and radial direction (left). Relative deviations (errors) between simulated upscaled
topography and the (simulated) topography at the target depth (right).

The ratio of the target depth to source depth is called the indentation depth ratio, which means

how many times the indentation will be upscaled later. For each indentation depth ratio in Fig. 4.6

middle plot, the optimal scaling factors ( fz, fr) for both directions are established by minimizing

the deviations (errors) between simulated upscaled topography and the (simulated) topography at

the target depth by Nelder–Mead optimization. The optimal scaling factors are found to closely

follow a power-law relationship with respect to the indentation depth ratio for either direction.

The minimum errors associated with the proposed surface topography extrapolation are shown in

Fig. 4.6 rightmost plot, which are discussed in depth in Section 5.5. This upscaling strategy is

essentially reducing the mesh resolution, thus, leading to more simulation uncertainty. The level
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of such uncertainty and whether it will dominate the uncertainty of the determined parameters are

some of the questions this study aims to investigate.

4.1.5 Comparison between simulation and experiment

Quantification of the deviation between a measured and simulated indentation response follows

the same strategy as outlined in Chakraborty and Eisenlohr [19], with a few adjustments. The

topographic mismatch εtopo only considers areas that show pile-ups, i.e., any negative elevation

values are ignored. Moreover, two topography maps are radially shifted relative to each other until

the global minimum of εtopo is identified. The errors between pairs of topographies and pairs (A

and B) of load–depth (LD) curves,

εtopo = 2
∫
|zA − zB|dA∫
|zA + zB|dA

and εLD = 2
∫
|LA −LB|dD∫
|LA +LB|dD

, (4.10)

with z the surface elevation, L the indentation load, and D the indentation depth, are combined with

equal weights, such that the total mismatch between two indentation responses results as

ε =
1
2

(
εtopo + εLD

)
. (4.11)

4.1.6 Single orientation approach

Zambaldi et al. [136] were among the first to consider both measured load–depth and surface to-

pography to optimize constitutive parameters based upon distinct single-crystal indentations into

two grains. In an assessment of CRSS sensitivity relying on synthetic data, Chakraborty and Eisen-

lohr [19] found that choosing only one indentation in any crystallography orientation is sufficient

for IIA to determine CRSS values for cubic crystals. Since indentation simulation is generally

costly, computational efforts can be reduced by considering only a single indentation in the op-

timization process. In a continuous effort to explore a complicated crystal lattice, Chakraborty

et al. [21] demonstrated that the single approach also works for hexagonal (Ti) crystals when the

selected indentation orientation is a “good” one that has a relatively high sensitivity to every slip
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basal
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Figure 4.7: Average sensitivity of CRSS value of basal, prism, and pyramidal 〈c+a〉 system at
different crystallographic orientations [21].

system. Figure 4.7 shows the average sensitivity at different crystallographic orientations with re-

spect to individual slip systems. Larger circles represent higher sensitivity. They proposed that the

orientation should be chosen from regions where circles of all three colors are big (orientations

away from {0001}).

To test the single orientation approach for hexagonal crystals, Chakraborty et al. [21] used two

sets of CRSS values (different ratios) of basal, prism, and pyramidal 〈c+a〉 to create synthetic

indentations for five sensitive orientations and one insensitive orientation. Figure 4.8 presents the

optimal CRSS values based upon these synthetic data. The sensitive orientations produce correct

CRSS values whereas the insensitive ones generate wrong results. Therefore, a way proposed by

the authors to find credible CRSS values is to incrementally collect results from highly sensitive

orientations until the median CRSS values stabilize.
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Figure 4.8: Reproducibility evaluation of IIA [21] based on two sets of synthetic CRSS values
(left column). Right column presents the determined CRSS values using the synthetic indentation
responses at 5 sensitive orientations (dark) and 1 insensitive orientation (light) .
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4.1.7 Relationship between the total indentation mismatch and CRSS uncertainty

Understanding the relationship between parameters and the total mismatch between load-depth

curves (LD) and surface topography (topo) enables predicting the uncertainty of the determined

parameters before performing the optimization, thus, guiding experiment preparation and simu-

lation setups. This section aims at quantifying the change in simulated surface topography or

load-depth curve response as a result of a change in each individual slip resistance/CRSS (simula-

tion input). As local sensitivity can reflect subtle changes that are often observed in the last steps

of CRSS optimization, a short-range sensitivity calculation is proposed below,

SSTLD/topo =

∣∣∣ε+LD/topo

∣∣∣+ ∣∣∣ε−LD/topo

∣∣∣∣∣∣∣∣ln CRSS+neighbor
CRSSbase

∣∣∣∣∣+
∣∣∣∣∣ln CRSS−neighbor

CRSSbase

∣∣∣∣∣
(4.12)

,where CRSSbase is the base slip resistance, CRSS+neighbor =(1+0.1) CRSSbase and CRSS−neighbor =

(1−0.1) CRSSbase.

27 combinations of basal, prism, and pyramidal 〈c+a〉 slip resistances (basal = [30, 60,120],

prism = [20, 40, 80], pyrc+a = [90,180, 360] MPa) were used as base parameters to form a 3-

dimensional parameter domain. Figure 4.9 shows SSTLD/topo for basal, prism, 〈c+a〉 systems for

orientation 8 in the IPF triangle. The Larger ball represents a larger SSTLD/topo for the parameter

set. Basal and prism slip have roughly the same magnitude of sensitivity (their balls are roughly the

same sizes), and pyramidal 〈c+a〉 slip show almost zero sensitivity (barely observable) for either

load-displacement curve or surface topography. Pyramidal 〈c+a〉 slip is considered the most

difficult slip system in Ti alloys. It usually does not contribute to the deformation responses; thus,

its sensitivity is poor. This study also shows the CRSS values have similar sensitivity between both

responses (load-displacement curves or surface topography), which motivates the usage of equal

weight for εLD and εtopo to calculate the total mismatch between simulation and measurement by

Eq. (4.11).

The average results from Fig. 4.9 establish SSTLD/topo ≈ 0.3.
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Figure 4.9: Short-range sensitivity (in a cubic parameter domain consists 27 parameter sets, the x,
y, and z-axis indicate the CRSS ranges for basal, prism, and pyramidal 〈c+a〉 respectively) of load-
displacement in left column and surface topography in right column for orientation 8 (highlighted
in red circle) in the IPF triangle.
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4.2 Evaluation of slip transfer metrics with artificial neural network (ANN)

To extend the reported analysis of slip transfer data [9, 2] beyond the 2-D limitation, this study

adopts a machine learning analysis, i.e., artificial neural networks (ANN), that is good at solving

hierarchical problems and dealing with data of high dimensions [109].
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fi-
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n

Ninput Nhidden

Figure 4.10: Architecture of the artificial neural network used for binary classification (green, red)
with Ninput nodes in the input layer and Nhidden nodes in each of the two hidden layers.

ANN is essentially a guided nonlinear mapping of input data to the output data through mul-

tiple layers of neurons (or nodes, see circles in Fig. 4.10), which mimics the structure of brains.
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Figure 4.11: Left: gradient descent optimization for L2-norm as loss function. Right: rectified
linear unit (ReLU) and hyperbolic tangent (tanh) are two commonly used activation functions in
ANN.
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Classification is made based upon data in the output layer, e.g., the probability of each class. Each

node in ANN represents a linear operation followed by a nonlinear operation using an activation

function. The two most commonly used activation functions are rectified linear unit (ReLU) and

hyperbolic tangent (tanh) functions (Fig. 4.11). One approach to establishing meaningful param-

eters for individual linear operations (in each layer) is through an iterative optimization process

based on informed data (also labeled or training data). This is called supervised learning. A pop-

ular optimization strategy is to find the minimum value of a convex loss function, i.e., a formula

(L2-norm in this study) to calculate the total deviation between predictions and real values, by gra-

dient descent (Fig. 4.11 left). For each iteration, the parameters are slowly (a small learning rate

is usually adopted to avoid overshooting) updated by feedforward and backpropagation processes,

which is explained in a simple (one hidden layer) ANN example below.

Assume the input layer has p features (dimension of input data or slip transfer metrics in this

study), x1,x2, ...,xp, for binary classification (two output nodes). The feedforward process goes as

follows.

• In the (first) hidden layer, linear operations are given by,

z1 = xW1 +b1,

where W1 ∈Rp×N1 and b1 ∈RN1 are the parameter matrix, N1 is number of neurons in this

hidden layer, z1 ∈ RN1 . Hyperbolic tangent tanh is used as activation function to include

nonlinearity.

f1 = tanh(z1),

with f1 ∈ RN1 the result vector that goes to the nodes in next layer.

• Output layer uses one-hot-encoder1to describe classification results.

z2 = f1W2 +b2,

with W2 ∈ RN1×2,b2 ∈ R2, z2 ∈ R2.

1Use 1 to specify which category and 0s as other entries in a vector that has length of number
of categories.
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• Softmax function is used to get probability for each category/entry in the z2 vector after the

one-hot-encoder conversion,

ŷ = softmax(z2), softmax(z) j =
exp

(
z j
)

∑

k
exp

(
zk
) ,

where j means the j-th category, and ∑
k

exp(zk) sums probability of all categories.

L2-norm is used as loss function: L = ∑
j

1
2(ŷ j − y j)

2, with y j the true category value (during the

training process) in the one-hot-encoder form. Backpropagation process updates each parameter

with the corresponding loss function derivative (with respect to the parameter). Since the value

in each node is the convolution of the operations from previous layers, the derivatives must be

calculated by a chain rule.

• Applying chain rule

∂L
∂W2

=
∂L
∂ ŷ

· ∂ ŷ
∂ z2

· ∂ z2
∂W2

= (ŷ− y)×1× f1 = f1
T (ŷ− y)

∂L
∂b2

=
∂L
∂ ŷ

· ∂ ŷ
∂ z2

· ∂ z2
∂b2

= ŷ− y

∂L
∂W1

=
∂L
∂ ŷ

· ∂ ŷ
∂ z2

· ∂ z2
∂ f1

· ∂ f1
∂ z1

· ∂ z1
∂W1

= xT
[(

1− f 2
1

)
(ŷ− y)W2

T
]

∂L
∂b1

=
∂L
∂ ŷ

· ∂ ŷ
∂ z2

· ∂ z2
∂ f1

· ∂ f1
∂ z1

· ∂ z1
∂b1

=
(

1− f 2
1

)
(ŷ− y)W2

T

• Update parameters in each layer by a small coefficient αlr (learning rate),

W1,b1,W2,b2 += αlr ×
∂L

∂W1
,

∂L
∂b1

,
∂L

∂W2
,

∂L
∂b2

More layers can be added to the above formulations, mainly by modifying the chain rule in

the backpropagation. To date, software like TensorFlow and Keras hide these detailed implemen-

tations in the backend and allow users to easily build and adjust (customized) networks by tuning

specification parameters.

The training process can be stopped at a small loss function value or after a certain number

of iterations. Then the trained ANN can be used for classifying new (or unlabeled) data. To

evaluation the performance of the trained ANN, another set of labeled data is used to calculate
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the classification accuracy, e.g., the fraction of correct classifications. The training and testing

processes are expected to repeat until stable classification accuracy is reached. If the dataset is

small, training and testing data (non-overlapping) are usually obtained from a portion of the whole

dataset by a random sampling strategy.

ANN and its variations can be used to deal with complicated hierarchical problems such as text

mining, image recognition as well as segmentation (convolutional neural network), and speech

recognition (recurrent neural network) [109]. Although ANN has been used in some research

studies related to metallurgy, e.g., processing microstructure images [27] and predicting materials

properties from compositions [25, 48], applications of machine learning techniques are generally

not widespread in materials science research because these researches typically do not deal with

the massive amount of data2. However, with advances in characterization techniques and compu-

tational capability, an increasing amount of data will be generated in materials science research,

and there will be a growing need to use these tools.

2For small dataset, simple (typically one or two hidden layer) ANN should be used to avoid
overfitting or memorizing the training data.
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4.3 Transformation between hexagonal α and body-centered cubic β crys-
tals
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Figure 4.12: Schematics of hcp lattice (Euler angles φ1 = 0°,Φ = 0°,φ2 = 0°) transforming to bcc
lattice (one scenario, θ =±5.26°).

The transformation from close-packed hexagonal (hcp) to body-centered cubic (bcc) crystal

structure is accommodated by modulating atoms on the basal plane to reach the stacking of bcc

{110} planes such that the original basal plane transforms to one of the {110} planes in bcc
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structure. The height of the hexagonal cell remains constant, and each of the three intermediate

atoms rearranges its position slightly to become the center atom in the bcc unit cell. This process

comprises a 5.26° rotation (either clockwise or counterclockwise) Ra/Rb (a,b means the rotation

in the 1st and 2nd step, respectively) around the basal plane normal, i.e., 〈c〉 direction, to align the

long diagonal of the hexagon (〈2110〉 direction) with bcc 〈111〉 direction, and a stretch of hcp

〈1210〉 and a contraction along 〈1010〉, see Fig. 4.12. The transformation from bcc to hcp is a

reversal of the above process. In contrast, there are six equivalent {110} planes to choose to form

the new basal plane in the hcp unit cell according to bcc symmetries.

To demonstrate the approach to calculate the kinematics of such phase transformation, two

specific calculations, e.g., lattice orientation and deformation gradient (shape change) involving

hcp-bcc-hcp phase transformation, are presented in this section.3 The calculation of lattice orien-

tation only involves frame rotations, whereas the transformation matrix calculation also requires

shape change (stretches and contractions) besides frame rotations.

4.3.1 Orientation calculation

The orientation calculation in hcp-bcc-hcp transformation follows a series of rotational and frame

transformations, which was first introduced by Humbert et al. [59].

• Convert original Euler angles4 to the orientation matrix (lab to crystal frame), hex
lab G.

• Apply hexagonal symmetry operators (see Table .1) in the hexagonal frame Shex.

• Apply rotation Ra around 〈c〉 (clockwise “−” and counter clockwise “+”) to align the hcp

〈2110〉 direction of the hcp basal plane with the corresponding bcc 〈111〉 direction (bcc

{110} plane diagonal), which essentially transforms the hexagonal frame to the bcc {110}

plane frame.

3Since α phase typically dominates the microstructure at ambient temperature, comparisons
among different α grains undergone hcp-bcc-hcp phase transformation are of great interest.

4Quaternions or any other conventions to represent crystal orientation in the lab frame.
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• Convert from the bcc {110} plane frame to the default bcc frame, bcc
110R.

• Apply cubic symmetry operators Sbcc (see Table .2) in the bcc frame.

• Convert from the bcc frame back to the bcc {110} plane frame, bcc
110RT

(equivalent to 110
bcc R).

• To start the bcc-hcp transformation, apply in-plane rotation Rb to align the bcc 〈111〉 di-

rection with the hcp 〈2110〉 direction, which essentially transforms the bcc {110} plane

frame back to the hexagonal frame. The new orientation matrix
new
G expressed in the lab

coordinates after the hcp-bcc-hcp transformation is calculated as follows.

new
G := hex

lab G
T

Rb
bcc
110RT Sbcc

bcc
110R Ra Shex

hex
lab G

4.3.2 Deformation gradient calculation

A method to calculate the deformation gradient in the hcp-bcc-hcp phase transformation (similar to

the orientation calculation) is proposed in this section, which will facilitate the implementation of

such transformation into continuum models. The deformation gradient calculations are essentially

doing two shape changes in the correct frames. The two steps are summarized as follows:

• hcp→bcc: the first shape change Ra
T U is composed of an active plane rotation Ra

T and an

active plane stretch U to transform from the hcp basal plane to the bcc {110} plane in the

standard hexagonal frame Rfr1.

F1 := hex
lab G

T
Shex

T︸ ︷︷ ︸
Rfr1

T

Ra
TU Shex

hex
lab G︸ ︷︷ ︸

Rfr1

(4.13)

• bcc→hcp: the second shape change Rb
T U−1 includes an active plane rotation Rb

T and an

operation to undo the stretch that transforms the bcc {110} plane back to the hcp basal plane

shape in the transformed bcc frame Rfr2.

F2 := hex
lab G

T
Shex

T Ra
T bcc

110R
T

Sbcc
T 110

bcc RT︸ ︷︷ ︸
Rfr2

T

Rb
TU−1 110

bcc R Sbcc
bcc
110R Ra Shex

hex
lab G︸ ︷︷ ︸

Rfr2

(4.14)
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The combined calculations of the deformation gradient F are as follows.

F := F2 F1 (4.15)

F has different values with a different initial orientation and by applying different symmetry

operators. Note the rotation matrix Ra/Rb and the shape change operator U in Fig. 4.12 are

determined based on the hcp crystal. For alloys with varying alloying compositions, a specific c/a

ratio should be applied to ensure more accurate orientation and deformation gradient calculations.

4.3.3 Variants in hcp–bcc (α–β ) phase transformation

α → β → α transformation There are 6 equivalent {110} planes (symmetry) in bcc and 4

possible combinations of rotations in the hex-bcc-hex transformation. However, for the symmetry

that corresponds to invariant transformation (identity matrix), there are only 3 resulting variants

because the combination of a positive rotation in the first step and negative rotation in the second

step would be equal to the combination of the two rotations in a reversed order. Therefore, there

are a total of 57 distinct variants of the hcp-bcc-hcp transformation. This also means there are

theoretically 57 distinct variants of hcp crystals resulting from bcc parent crystals (β -Ti) of the

same orientation.

Table 4.1: Statistics of random distribution of variants (1152 explorations in total) from a common
initial hcp lattice in the hcp-bcc-hcp transformation.

misorienation angle (°) counts fraction

0 96 1/12
10.53 96 1/2

60 192 1/6
60.83 384 1/3
63.26 192 1/6

90 192 1/6

The misorientation angle between each variant and the parent/original hcp orientation and prob-

ability of observing the angle is shown in Table 4.1. Only 6 disorientation angles (0°, 10.53°, 60°,
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60.83°, 63.26° and 90°) between the parent hcp crystal and the transformed hcp crystal are pos-

sible. This is consistent with the report by Karthikeyan et al. [63] that shows all of the possible

misorientations between two random transformed hex crystals from the same bcc parent crystal

based on a different approach.

Misorientation angles of 60° and 63.26° are only possible by opposite sign rotations in the hcp-

bcc and bcc-hcp transformation steps, while a misorientation angle of 60.83° is only possible by the

same sign rotations in those two transformation steps. Table 4.2 summarizes the orientations and

shape changes (leftmost cubes) of these 57 variants. The top three rows show the transformations

with the unit symmetry operation in both steps, resulting in an invariant case and essentially pure

rotations in two different directions.

Table 4.2 : List of 57 possible variants in hcp-bcc-hcp phase transformation. bi is the bcc symmetry

operator in Table .2, and hi is the hexagonal symmetry operator in Table .1. “+” and “−” denote

clockwise and counterclockwise rotation, respectively. The cubes in the rightmost column show

the transformed cubic volume (the original shape is the same as the first cube).

hex Ra bcc Rb ∆θ (°) new orientation shape

+ − 0.00

h1
+

b1
+ 10.53

− − 10.53

+ − 90.00

h1
+

b2
+ 90.00

− − 90.00

− + 90.00
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Table 4.2 (cont’d)

hex Ra bcc Rb ∆θ (°) new orientation shape

+ − 60.00

h1
+

b3
+ 60.83

− − 60.83

− + 63.26

+ − 63.26

h1
+

b4
+ 60.83

− − 60.83

− + 60.00

+ − 60.00

h1
+

b9
+ 60.83

− − 60.83

− + 63.26

+ − 63.26

h1
+

b10
+ 60.83

− − 60.83

− + 60.00

+ − 90.00

h2
+

b2
+ 90.00

− − 90.00

− + 90.00
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Table 4.2 (cont’d)

hex Ra bcc Rb ∆θ (°) new orientation shape

+ − 60.00

h2
+

b3
+ 60.83

− − 60.83

− + 63.26

+ − 63.26

h2
+

b4
+ 60.83

− − 60.83

+ − 60.00

h2
+

b9
+ 60.83

− − 60.83

− + 63.26

+ − 63.26

h2
+

b10
+ 60.83

− − 60.83

+ − 90.00

h3
+

b2
+ 90.00

− − 90.00

− + 90.00
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Table 4.2 (cont’d)

hex Ra bcc Rb ∆θ (°) new orientation shape

+ + 60.83

h3
−

b3
− 60.83

− + 63.26

+ − 63.26

h3
+

b4
+ 60.83

− − 60.83

+ + 60.83

h3
−

b9
− 60.83

− + 63.26

+ − 63.26

h3
+

b10
+ 60.83

− − 60.83
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β → α → β transformation Similarly, the misorientation angle between β variants in the β →

α → β transformation can be calculated and summarized in Table 4.3.

Table 4.3: Misorientation angle between two β variants from the same parent alpha grain.

misorientation angle (°)

0
10.53
60.00
60.00
60.00
49.47
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CHAPTER 5

QUANTIFYING UNCERTAINTIES OF CRSS VALUES OF HEXAGONAL TI ALLOYS
DERIVED FROM NANO-INDENTATION

This chapter is adapted from a manuscript by Zhao et al. 2021.

5.1 Introduction and motivation

As discussed in Section 3.1, the reported CRSS values for CP-Ti varies with different meth-

ods, which calls for evaluations of the intrinsic uncertainty associated with each method. Based

on synthetic reference data, Chakraborty et al. [21] comprehensively analyzed the accuracy and

precision of inverse indentation analysis (IIA). They found IIA produces consistent CRSS values

that are close to the true values used to create the synthetic reference with selective orientations

having high sensitivity to all three considered slip systems, i.e., basal, prism, and pyramidal 〈c+a〉

slip. The goal of the present contribution is to more deeply assess the IIA method using measured

(instead of synthetic) topography and load–depth data sets that were acquired for three different Ti

alloys at ambient and elevated temperature.

5.2 Materials and Methods

Materials Polycrystalline samples of commercially pure Ti (CP-Ti), Ti-3Al-2.5V, and Ti-6Al-

4V (with compositions in wt%) were cut from larger pieces. The CP-Ti sample had an average

grain size of 60 µm as determined by the line intercept method. The two alloys were annealed

at 1173 K (900 °C) for 14 h to homogenize the microstructures, which resulted in grain sizes of

10 µm.

Experiment procedures Following mechanical grinding with SiC paper down to grit 4000, sam-

ple surfaces were mechanically polished with diamond paste sizes down to 0.10 µm before a final

polishing step using a 95 % / 5 % mixture of 0.04 µm OPS suspension (Buehler) and hydrogen per-

oxide to reach a surface quality that gives high indexing quality for electron backscattered diffrac-
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tion (EBSD, Tescan MIRA 3). Nanoindentations (NanoTest Alpha, Micro Materials Ltd.) using

a conospherical diamond tip with a cone angle of 90° and a tip radius of 1 µm were placed on the

polished surfaces in square grids that each covers an area containing tens of grains. To consistently

obtain indentation depths in the range of 0.30 µm to 0.60 µm, the maximum load was 10 mN for

all three alloys at ambient temperature and 4 mN (6 mN) for CP-Ti (Ti-6Al-4V) at 523 K.1 In the

ambient temperature indentations, the load was increased up to the prescribed maximum in 10 s

followed by an immediate unload in 2 s. The high temperature indentations in CP-Ti and Ti-6Al-

4V were carried out under flowing Argon, using the same loading and unloading times, but with an

additional 2 s of dwell at maximum load. The resulting surface topographies were measured using

atomic force microscopy (AFM, Bruker Veeco Icon) that typically mapped an area of 10×10µm2

at a resolution of 256×256. Figures 5.1 and 5.2 assemble the surface topographies and load–depth

responses collected across the three alloys at ambient temperature and 523 K.

5.3 Indentation measurements

Ambient temperature indentation measurements for Ti alloys The indent surface topography

was measured over a number of distinct orientations for CP-Ti, Ti-3Al-2.5V, and Ti-6Al-4V using

atomic force microscopy (AFM). These indents are plotted on an inverse pole figure map (Fig. 5.1)

of the indentation axis in a convention following Zambaldi and Raabe [135], which is an invariant

presentation of equivalent relations of indentation axis and crystallographic orientation.

Some general trends are observed for all Ti alloys. Within each material, the surface topog-

raphy possesses a nominally two-fold symmetry for most selected orientations and the maximum

elevation becomes larger toward the outer perimeter. This feature is most likely an indication of

dominant prismatic slip during deformation in these orientations. However, a few orientations

close to c-axis show more circular features, which suggest complicated deformation modes. Also,

the maximum pile-ups elevation is much smaller for orientations close to the c-axis, indicating

that these are harder orientations. These general trends may indicate CP-Ti, Ti-3Al-2.5V, and

1No elevated-temperature indentation was performed for Ti-3Al-2.5V.
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Figure 5.1: Surface topographies resulting from indentations at ambient temperature (left) and el-
evated temperature (right) for the three investigated Ti alloys (rows). Location of each topography
on the inverse pole figure indicates the crystallographic indentation direction; in-plane rotation fol-
lows the convention of Zambaldi and Raabe [135]. For each material–temperature combination,
all indents labeled in black were individually subjected to inverse indentation analysis to establish
CRSS values of basal, prismatic, and pyramidal 〈c+a〉 slip families.
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Figure 5.2: Increase of indenter force with depth up to maximum load (4, 6, or 10 mN) for all
crystallographic indentation directions shown in Fig. 5.1.
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Ti-6Al-4V are likely to share similar deformation modes for the corresponding crystallographic

orientations, which means that the alloying elements may not strongly affect the slip mode for

these alloys.

On the other hand, indents and their surface topographies are much smaller for Ti-3Al-2.5V

and Ti-6Al-4V compared to CP-Ti even though the same loading conditions were used. This is a

result of alloy strengthening.

The load-displacement data are plotted in Fig. 5.2. The CP-Ti and Ti-6Al-4V samples exhibit

two groups—curves with steeper slopes are those harder orientations and the other group con-

tains softer orientations (two-fold features). Interestingly, the Ti-3Al-2.5V sample does not show

obvious slope separations.

High temperature (HT) indentation measurements for CP-Ti and Ti-3Al-2.5V The sizes

of measured indentation surface topography are comparable to RT indents under a smaller inden-

tation load (6 mN) as materials become softer at higher temperatures. These HT indents exhibit

similar trends to RT indentation. This indicates that the deformation modes do not change when

temperature is increased to 250 °C. The load-displacement curves show two groups reflecting hard

and soft orientations, respectively.

5.4 Simulation and optimization set-ups

Indentation simulation Similar to prior work [19], the phenomenological power-law [98] im-

plemented in the Düsseldorf Advanced Material Simulation Kit (DAMASK) [106] was used as

crystal plasticity constitutive description and installed as a user subroutine within the finite ele-

ment software ABAQUS 2017. Details about mesh discretization and phenomenological power-

law model are introduced in Section 4.1.2.

As the numerical effort for each simulation grows substantially with increasing indentation

depth, one possible strategy to reduce the computational effort is to terminate simulations at a

relatively shallow depth and extrapolate their results to larger indentation depths, which would

then be compared to the actually measured results. To test the viability of such an extrapolation
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scheme, one deep (expensive) indentation simulation was performed. With this dataset, surface

topographies at early simulation stages were scaled in radial direction by a factor fr as well as

normal to the surface by a factor fz to minimize their deviation from simulation results at larger

depths. The optimal values of fr and fz vary with the indentation depth ratio, i.e., the ratio between

the larger depth and the smaller depth from which the extrapolation was done, and are presented

in the top left panel of Fig. 5.4 (other parts of the figure are discussed later). Within the range

illustrated, both factors can be consistently approximated by a power law with exponents of 0.48

and 1.22, respectively.

In contrast to the viable extrapolation of the topography, there is no clear way to extrapolate the

simulated load–depth response. Hence, the experimental load–depth response needs to be cropped

in order to compare to the simulated load–depth response when the latter only reaches a smaller

depth.

Optimization of adjustable constitutive parameters Following the same rationale as Chakraborty

et al. [21], the constitutive parameters to be optimized are restricted to the initial slip resistance val-

ues ξ0 of basal, prismatic, and pyramidal 〈c+a〉 slip. This choice results in a (computationally

tractable) three-dimensional parameter space and encompasses the most sensitive parameters that

determine the indentation response. All other constitutive parameters were taken from [136], as-

sumed to be valid for all three alloys, and are listed in Table 5.1.

The optimization strategy is largely similar to the one used by Chakraborty et al. [21], i.e.,

initial particle swarm optimization (PSO [32]) followed by a Nelder–Mead (N–M [91]) simplex

search. Notable differences to this prior approach are: (i) the swarm is comprised of 20 instead

of 10 particles, (ii) transition to N–M occurs after a maximum of 25 instead of 10 PSO iterations,

(iii) the N–M simplex is constructed considering the four particles with highest fitness instead of

four random particles. Contrary to the findings by Chakraborty et al. [21], in the present study

neither the fitness nor the associated CRSS values changed significantly during subsequent N–M

optimization but remained at similar levels as observed by the end of PSO.
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Table 5.1: Constitutive parameters of the phenomenological power-law (see [106] for details) used
in the indentation simulations as adopted from [136]. Sole values in a row reflect published data
of CP-Ti but are used for all three materials, as differences are assumed to be trivial.

Parameter Value Unit

CP-Ti Ti-3Al-2.5V Ti-6Al-4V

c/a 1.59

C11 160 GPa

C12 90 GPa

C13 66 GPa

C33 181.70 GPa

C44 46.50 GPa

ξ basal
0 0.01–0.5 0.01–1 0.01–1 GPa

ξ
prism
0 0.01–0.5 0.01–1 0.01–1 GPa

ξ
pyr〈c+a〉
0 0.01–2 0.01–4 0.01–4 GPa

ξ basal
∞ 0.57 GPa

ξ
prism
∞ 1.50 GPa

ξ
pyr〈c+a〉
∞ 3.40 GPa

h0(298K) 0.20 GPa

h0(523K) 0.16 GPa

qξ ζ 1

a 2

γ̇0 0.00 s−1

n 20
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Figure 5.3: Exemplary deviations between the measured topographies (top left) and load–depth
responses (bottom left) of two nominally identical indentations. Distributions of εtopo (top right)
and εLD (bottom right) resulting between indentation experiments with either nominally identical
(solid) or closely agreeing (dashed) crystallographic indentation directions for the different (color-
coded) material–temperature combinations.

5.5 Quantification of errors

Quantification of the deviation between a measured and simulated indentation response follows

the same strategy as outlined in Chakraborty and Eisenlohr [19] with a few adjustments, which is

introduced in Section 4.1.5. Three distinct sources of uncertainty contribute to the error ε as

summarized in Figs. 5.3 and 5.4.

Measurement uncertainty The uncertainty inherent in the indentation experiments was quan-

tified by establishing εtopo and εLD errors between multiple identical indentations and between

multiple closely agreeing2 crystallographic indentation directions. The distributions of both errors

2Pairs of indentations were selected for which the crystallographic indentation direction differs
by no more than 7° (7 out of the 12 selected pairs have misorientation less than 2°). To account for
the deviation in orientation of the paired grains, one of the two indentation surface topographies
was rotated about the sample normal to consistently align with the other. The in-plane rotation an-
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Figure 5.4: Example of (typically minor) deviations between simulated load–depth responses (bot-
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εLD expected from differing FE mesh alignments. Optimal factors to upscale simulated topogra-
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indentation depth ratio (target/simulated depth, top left). Topography deviations due to such up-
scaling increase systematically with increasing depth ratio (top center) and result in the color-coded
εtopo distributions (top right). Similarly, the scatter in εLD ratios increases with decreasing depth
fraction (evaluated/experimental target depth, bottom center); each group of ratios observed within
one (color-coded) range of indentation depths applicable to that material–temperature combination
is used to scale the mesh rotation-induced εLD distribution (black, bottom right) to estimate the un-
certainty (color-coded, bottom right) associated with simulating only up to a limited indentation
depth. Indentation depth fraction in bottom center is arranged in a reversed order to have the same
colored bands as indentation depth ratio in top center.
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are, respectively, presented in the upper and lower row of Fig. 5.3 (right) together with one ex-

emplary pair of nominally identical indentations (left). The εtopo values between indentations for

which the crystallographic surface normal directions closely agree (dashed lines in Fig. 5.3) are

systematically larger—by a factor of two or more—than between nominally identical indentations

(solid lines). Overall, εtopo scatters within a range of 0.10 to 1 while εLD values are generally

smaller by about an order of magnitude than εtopo.

Mesh alignment relative to in-plane crystallographic orientation An in-plane rotational de-

gree of freedom exists when only the crystallographic indentation direction (parallel to z) is fixed.

Thus, the alignment of the chosen finite element mesh (Fig. 4.4) relative to the developing in-

dentation topography is essentially random.3 To quantify the associated ranges of εtopo and εLD,

deviations between multiple simulations with different in-plane rotations of the mesh (0° to 15°)

were calculated and their distributions plotted in Fig. 5.4 (right, black curves labeled “FE mesh ro-

tation”). Similar to what was observed above regarding the experimental reproducibility, resulting

values of εtopo are about an order of magnitude larger than those of εLD.

Upscaling of simulated topography The upscaling strategy introduced in Section 5.4 has the

potential to introduce εtopo and εLD deviations. Figure 5.4 (top center) presents the values of

εtopo resulting from the collection of upscaled simulations shown in Fig. 5.4 (top left). Since the

range of indentation depth ratios between experiment and simulation is different for each material,

the distribution of εtopo values plotted in Fig. 5.4 (top right) represents only those values that fall

within the color-coded band of that respective material. For instance, the simulated indentation of

CP-Ti at elevated temperature (orange) was scaled up to about twice its indentation depth, which

corresponds to εtopo values of around 0.10 to 0.20, while the ambient temperature indentation

gle is obtained by adding the difference of the 3rd Euler angle following Zambaldi and Raabe [135]
convention and the difference of azimuthal angle between the two indents, detailed calculations of
which can be found in [20].

3This concern disappears with finer mesh resolutions, but the chosen mesh used in this study is
coarse to increase the affordability.
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of Ti-6Al-4V (blue) was scaled up to about seven times the depth, corresponding to topography

deviations εtopo ≈ 0.3.

Truncation of measured load–depth response As mentioned before, the simulated load–depth

response cannot be meaningfully extrapolated to the larger experimental indentation depth. There-

fore, the ratio ε trunc
LD /ε0

LD, where ε trunc
LD is the error between a shallower simulation and the cor-

respondingly cropped measurement and ε0
LD is the error between the measured response and the

corresponding (full depth) simulation, quantifies the uncertainty associated with capturing εLD at

shallower simulated indentation depths. A total of six comparisons (between one simulation with

fixed set of constitutive parameters, which reflect ambient temperature properties, and six distinct

indents at both temperatures) are presented in Fig. 5.4 (bottom center). Each case (necessarily)

agrees at the target depth, i.e., at an indentation depth fraction of one, but increasingly deviates

when εLD is assessed at decreasing simulated depths (or decreasing indentation depth fraction, i.

e., to the right in Fig. 5.4 bottom center). The deviation from unity correlates with how closely

the chosen (and fixed) set of constitutive parameters approximates the experimentally probed con-

ditions. In the plot, indentations performed at ambient temperature result in the three curves that

are consistently around a ratio of one, while the other three correspond to elevated temperature

indentations, for which the constitutive parameters were not optimized.

The anticipated overall distributions of εLD are generated by convolution of the εLD distribution

resulting from the mesh rotation uncertainty (black curve) with the linearly interpolated distribu-

tions of the (small) population of εLD ratios within each of the color-coded bands representing a

material–temperature combination. The convolution results are plotted in Fig. 5.4 (bottom right)

and fall into a range of about 2 ·10−3 to 4 ·10−2.

Overall reliability limits for CRSS value identification The uncertainty caused by combin-

ing deviations in topography and load–depth response was established by randomly sampling the

respective distributions (right-hand side of Figs. 5.3 and 5.4) multiple times and combining the
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Figure 5.5: Distributions of expected overall uncertainty (Eq. (4.11)) caused by measurement and
simulation limitations for each of the five material–temperature combinations.

distinct error contributions according to Eq. (4.11).4 Figure 5.5 presents the resulting error dis-

tributions expected for each material–temperature combination. The range of each distribution

constrains the reliability of CRSS values identified by IIA, as any error values that fall below the

low end of such ranges do not provide a more reliable estimate of CRSS values than results falling

within the uncertainty range.

5.6 CRSS values identified by inverse indentation analysis

For each of the five investigated material–temperature combinations, a subset of three to six

crystallographic indentation directions that are expected to be of high sensitivity [21] was chosen

from the pool of all indentations. Each of these selected indentations (labeled in black in Fig. 5.1)

was subjected to inverse indentation analysis, i.e., iterative adjustment of the CRSS values of basal,

4Repeat measurements along nominally identical directions are lacking for Ti-3Al-2.5V and Ti-
6Al-4V (see Fig. 5.3 top right). Therefore, these missing distributions of εtopo and εLD in Fig. 5.3
were estimated by shifting the distributions resulting from closely agreeing indentation directions
(dashed lines) to lower values by factors consistent with those observed for CP-Ti.
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prismatic, and pyramidal 〈c+a〉 slip to minimize the deviation between simulated and measured

load–depth curves and (piled-up) surface topography.

The resulting sets of three CRSS values are plotted in Fig. 5.6, together with the corresponding

ε (right axis) reached during IIA. The degree of consistency among the CRSS sets varies notably

between the five material–temperature combinations, with CP-Ti at ambient temperature (top left)

being the most self consistent. When comparing the degree of consistency to the respective mag-

nitude of the final IIA error (open circles in Fig. 5.6), a clear correlation becomes apparent. For

instance, all three CRSS value sets of CP-Ti at ambient temperature reach error values slightly

above 0.2, which coincides with the lower end of the expected uncertainty (vertical red line). In

contrast, all other cases exhibit ε values that do not cluster near the bottom of the uncertainty range

but are spread out with values frequently exceeding 0.4. Thus, we conclude that consistent iden-

tification of CRSS values by IIA cannot be expected unless the overall uncertainty ε (Eq. (4.11))

introduced through experiment and simulation stays below about 0.2. The dominant contribu-

tion to the overall uncertainty is, in general, from εtopo as demonstrated by the results shown in

Figs. 5.3 and 5.4 (right). Most critically, the indentation simulations were expedited by upscaling

them to the experimental depths. However, to keep the associated εtopo below 0.2 (see Fig. 5.4

top center), the indentation depth ratio between both should be less than 3, which was not the case

for Ti-3Al-2.5V and Ti-6Al-4V. Other considerations to keep εtopo within the acceptable range in-

clude adopting good surface preparation (for instance, prevention of surface oxidation at elevated

temperature) and having a large grain size to reduce heterogeneity below the surface.

For the most reliable case of CP-Ti at ambient temperature (Fig. 5.6 top left), the CRSS values

could be established to within about 20 % uncertainty. Those values agree closely with the findings

in the originally proposed IIA [136], which optimized the CRSS values concurrently against two

indentations. An analysis of the IIA methodology applied to face-centered cubic materials [19]

indicated that the use of two indentations was not necessary, as it provided no additional accuracy

or precision. Following [21], our use of a single (strategically chosen) orientation with high sensi-

tivity for identifying CRSS values reproduced the results of [136], which again confirms that one
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indent is sufficient for hexagonal metals.

Despite being not as reliable as the ambient temperature evaluation, the IIA results for CP-Ti at

elevated temperature (Fig. 5.6 top right) suggest that the resistance of basal slip is reduced at 523 K

compared to ambient temperature. In contrast, the outcome of the IIA for both alloys (Ti-3Al-2.5V

and Ti-6Al-4V) exhibits even less certainty such that there is little confidence to extract reliable

CRSS values from them.

5.7 Summary

Inverse indentation analysis (IIA) performed to establish initial CRSS values relies on the com-

parison of experimental and simulated load–depth curves and residual surface topography. Both

metrics carry uncertainties that can be quantified, for instance by repeated nominally identical in-

dentations. A quantitative error analysis was conducted in the context of IIA seeking initial CRSS

values of basal, prism, and pyramidal 〈c+a〉 in CP-Ti, Ti-3Al-2.5V, and Ti-6Al-4V at two tem-

peratures. Generally, the uncertainty in the surface topography is greater than in the load–depth

response. The IIA method shows good reproducibility of identified CRSS values when the errors

associated with simulation and experimental uncertainty are less than about 20 %.
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CHAPTER 6

GRAIN BOUNDARY SLIP TRANSFER CLASSIFICATION AND METRIC SELECTION

This chapter is an expanded version from Zhao et al. [140].

6.1 Introduction and motivation

The deformation of polycrystalline materials is heterogeneous because the local stress states are

constrained by complex evolving boundary conditions associated with the deformation in neigh-

boring grains [8, 28, 35, 62]. Grain boundaries (GBs) are often considered as strong barriers to

dislocations, which lead to the formation of dislocation pile-ups [6]. However, it is also possi-

ble that slip by an incoming dislocation can be transferred into the neighboring grain by passing

through the boundary or by absorbing it into the GB and re-emitting a dislocation on a simi-

larly oriented slip system in the receiving grain [6, 85]. This process could reduce the buildup of

local stress, or weaken the GB by accumulation of residual Burgers vector content that could

facilitate crack nucleation at GBs [7, 13, 105, 108]. Comparisons of crystal plasticity simu-

lations of carefully characterized experiments demonstrate the greatest disagreement in regions

near grain boundaries, implying that introducing GB properties into crystal plasticity models is

needed to improve the ability to predict the evolution of local stress and strain near boundaries

[9, 14, 15, 29, 45, 46, 61, 76, 77, 78, 101]. Nevertheless, reliable metrics that describe slip transfer

occurrence at GBs are not well established [2, 9, 56], and they are critical for implementing this

phenomenon into standard crystal plasticity simulations of polycrystals [9, 53].

Some frequently discussed metrics relevant to slip transfer from slip system α to slip system

β in the neighboring grain include the misorientation between the two neighboring grains (dis-

orientation angle), Luster–Morris parameter (m′
αβ

), and the magnitude of the normalized residual

Burgers vector (∆bαβ ) [9, 72, 82, 110]. Recent experimental quantification of slip transfer metrics

in pure aluminum reported by Bieler et al. [9] and Alizadeh et al. [2] indicate that slip transfer was

observed at low-angle boundaries when m′
αβ

> 0.97 or m′
αβ

> 0.9 together with ∆bαβ < 0.35.
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Bieler et al. [9] also suggested there might exist two “composite” metrics, namely m′
αβ

either

multiplied by the sum SFα +SFβ of Schmid factors of the observed slip systems or divided by

∆bαβ . The effectiveness of these metrics and their relative importance is presented graphically

and assessed with simple statistical comparisons. An assessment of the interrelationship of three

or more metrics is difficult when limited to human perception that most easily detects relationships

in a (two-dimensional) space spanned by two metrics.

In this chapter, an exhaustive evaluation of the aforementioned metrics and their combinations

are performed based on the oligo pure Al data of Bieler et al. [9] and Alizadeh et al. [2] using ar-

tificial neural network (ANN) as classifier for slip transfer in order to take advantage of its ability

to solve hierarchical problems in multidimensional space by mimicking the behavior of the brain

[70, 102, 131]. Furthermore, same evaluations were performed for an alloy with a less symmetric

crystal structure, i.e., hexagonal Ti-5Al-2.5Sn, using a simple ANN architecture that was previ-

ously established in the Al study. This sample also has more complicated sub-surface neighboring

grain and grain boundary geometries as oppose to nominally columnar grain boundaries between

large grains presented in the Al samples. In addition to the metrics used in the previous study, an

extra slip transfer metric, i.e., the significance of ledge observations, was considered in the Ti alloy

study.

6.2 Slip transfer dataset

6.2.1 Al oligocrystals dataset

Observations of slip transfer, possible slip transfer, and no slip transfer were collected from 222

GBs across two oligocrystalline Al foils with either a near-cube texture (84 GBs) or a rotated-cube

texture (138 GBs) deformed 4 % in tension at ambient temperature [2, 9]. The criteria used to make

these observations are discussed at length in [9] and are briefly noted here: Convincing instances of

slip transfer occurred when there was highly apparent continuity of slip traces (microshear bands)

from one grain to the other grain, with little topography other than slip traces along the grain bound-

ary, implying that the boundary did not cause a significant disruption of slip (the surface between
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Figure 6.1: Distributions of metric values classified as either definite, likely, or no slip transfer
(green, gray, red) based upon oligo Al data. The underlying population of near-cube texture,
rotated-cube texture, and their union are indicated by light, intermediate, and dark color shade,
respectively.

slip bands going across the boundary was smooth). Instances of no slip transfer were indicated

by a lack of continuity of slip across the boundary, but slip bands were still clearly visible in the

grain on either side of the boundary; such grains often had significant topographic features along

the GB such as a ledge that indicated a discontinuity in strain. Cases with less certainty about slip

transfer, where evidence of contiguous slip was present together with heterogeneous strain along

the boundary, were put in the ‘possible slip transfer’ category, representing about 15 % of the ob-

servations. The clearest identification of metrics for the activity of slip transfer emerged when

non-slip transfer cases were assessed using only the observed slip systems within the neighboring

grains (recognizing that some slip systems in neighboring grains had well aligned slip systems, but
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no slip activity was observed on these systems). For each observation, there are four “direct” met-

rics, namely the disorientation angle, Luster–Morris parameter m′
αβ

, normalized residual Burgers

vector magnitude ∆bαβ = 2‖bα −bβ‖/
(
‖bα‖+‖bβ‖

)
, and the sum SFα +SFβ of Schmid fac-

tors of the observed slip systems, and two “composite” features, namely m′
αβ

(SFα + SFβ ) and

log(m′
αβ

/∆bαβ ).

Figure 6.1 compares for each of the six metrics, the cumulative fraction of observations of

slip transfer, possible slip transfer, and blocked slip (green, gray, and red, respectively) for both

textures individually (two lighter shades) as well as for their combination (darkest shade), resulting

in nine populations per metric. Two observations can be made: First, the (gray) populations of

possible slip transfer are smaller than either of the other sets, and they are consistently close to

those of actual slip transfer (green). Second, except for ∆bαβ , both textures result in similar

distributions. Therefore, only the categories of slip transfer and no slip transfer are considered

in the subsequent assessment using the combined texture data (i.e., the dark green and dark red

distributions, constituting 194 out of the 222 data).

6.2.2 Polycrystalline Ti-5Al-2.5Sn dataset

A total of 158 GBs in a tensioned Ti-5Al-2.5Sn sample (up to 13 % elongation at 728 °C) were

analyzed and categorized as either slip transfer or no transfer for each boundary by Edge [33]. In

addition to the six slip transfer metrics that were considered in Al study, another direct metric, i.

e., the significance of ledge observations (based on human observations), were also included for

Ti-5Al-2.5Sn. Distributions of slip transfer activity based on each metric are plotted in Fig. 6.2,

with green represents slip transfer and red reflects no transfer events.

6.3 Double-layer ANN architecture

The biggest problem with applying machine learning on a small training set is a higher risk

of overfitting or, equivalently, of poor generalization. Feng et al. [37] showed that an ANN with

a simple network structure containing only a few hidden layers is potentially effective with small
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Figure 6.2: Distributions of metric values classified as either definite (green) or no slip transfer
(red) based on Ti-5Al-2.5Sn data (tensile deformed at 728 K).
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training sets that are quite common for materials science research. They also demonstrated that

a simple ANN does an incrementally better job than a support vector machine (SVM), another

commonly used machine learning tool. This motivated our use of an ANN with two hidden lay-

ers (Fig. 4.10). The appropriateness of using this network is validated in the rightmost plots in

Fig. 6.3—no apparent overfitting is observed in our case when training with more than about 40

data sets.

The complete architecture of the network used in this study is shown in Fig. 4.10 and has an

input layer with Ninput nodes, two hidden layers containing Nhidden nodes each, and a two-node

output layer to classify the input data into either slip transfer being observed or not. Every edge

linearly maps the source node value to the target node. All edge values are summed and modified

by either the (local) rectified linear units (“ReLU”) function within the hidden layer or the (non-

local) softmax function at the output layer. The ultimate classification is based on which of the two

output node values is larger.

One training cycle of the ANN consists of forward-feeding all data sets and reducing the value

of the loss function (squared L2 norms of the respective differences between predicted and cor-

rect classification) by gradient descent, i.e., updating all edge mapping functions through back-

propagation (with a learning rate of 10−4). Training is terminated when changes to the edge

mapping stabilize, which corresponds to roughly 2000 cycles (epochs). The computation work

was supported in part by Michigan State University through computational resources provided by

the Institute for Cyber-Enabled Research.

6.4 Classifying slip transfer in Al oligocrystals

6.4.1 Results

The major question addressed in this study is how accurately an ANN can classify slip transfer

across GBs based on six metrics related to the crystallography at the boundary and an assumed

uniaxial stress state that provides Schmid factor values for each slip system (a measure of the

resolved shear stress acting on each slip systems). Each individual metric and all their various
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combinations have been tested. Moreover, the influence of the ANN architecture (Nhidden) and

of the amount of training data (Ntraining) has been examined. To investigate the architecture, the

number of hidden layer nodes was varied as Nhidden = 1, 2, 5, 10, 25, 50 and 100. To establish how

much training data is necessary, two non-overlapping subsets, each containing Ntraining = 2, 5, 10,

20, 40, 80 and 97 data points, are randomly selected from the overall data (194 observations). The

first set is used for training, while the first or the second are utilized to evaluate the classification

performance of the trained ANN. Systematic differences in classification performance obtained

using the test data or the training data indicates overfitting (i.e., memorization) of the training data.

Figure 6.3 presents the classification accuracy (reflecting the average of 20 independently trained

ANN instances) resulting from varying Ninput, Nhidden, as well as Ntraining.
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Figure 6.3: Classification accuracy as function of hidden layer node count Nhidden for different Ninput of compounded slip transfer
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Table 6.1: F-scores of metric value distributions shown in Fig. 6.1.

metric F-score

m′
αβ

(SFα +SFβ ) 1.0
disorientation angle 0.97

m′
αβ

0.96
∆bαβ 0.84

log(m′
αβ

/∆bαβ ) 0.75
SFα +SFβ 0.063

6.4.2 Discussion

Classification based on single metric These accuracies should reflect the distinctiveness (or

separability) of the metric distributions plotted in Fig. 6.1. The quantity

F =

(
〈x(+)〉−〈x〉

)2
+
(
〈x(−)〉−〈x〉

)2

σ(+)
2 +σ(−)

2 , (6.1)

termed F-score [22], is one method to quantify the ability to discriminate two sets x(+)∪ x(−) = x

of real numbers having unbiased variances of σ(+)
2 and σ(−)

2 and average values of 〈x(+)〉 and

〈x(−)〉. Here, x(+) and x(−) correspond to observations of slip transfer and blocked slip, i.e., green

and red distributions in Fig. 6.1, respectively. An F-score of zero is interpreted as x(+) being

inseparable from x(−) and separability increases with increasing F-score. Table 6.1 collects the

F-scores of all six metrics sorted from large (easily separable) to small (not easily separated).

Surprisingly, the relative ranking of the F-scores and the ANN ranking are nearly in the opposite

order when only a single metric is used for classification (i.e. Ninput = 1 in Fig. 6.3 left). However,

the exceptionally low accuracy resulting from the SFα +SFβ metric is consistent with its F-score

being almost zero.

Classification based on more than one metric Compounding more than one metric as ANN

classification inputs results in a slight but notable increase in the observed accuracy compared to

the classification based on only a single metric. The attainable accuracy does not improve after

compounding more than two metrics, i.e. for Ninput > 2, but the resulting variation decreases
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with increasing the number of input metrics. If the metric SFα + SFβ is part of the input, the

accuracy is systematically worse than without (orange curves in Fig. 6.3). This effect diminishes

with increasing Ninput, in line with the overall decrease of the variance.

Influence of ANN architecture The attainable classification accuracy saturates at a hidden layer

size of 10 nodes and does not change meaningfully up to the maximum investigated Nhidden = 100.

This indicates that the complexity of the binary slip transfer classification based on one (or more)

metrics is low and can be mapped as accurately as possible with an ANN containing a hidden

bi-layer of no more than 2×10 nodes.

Influence of input data size When using subsets with less than 40 data sets to train the ANN, the

accuracy of the classification resulting from the (unseen) testing data are distinctly lower than those

resulting from reclassifying the (already seen) training data. This discrepancy between lines and

circles in Fig. 6.3 (right) is indicative of memorization—in contrast to the desired generalization—

by the ANN and becomes more pronounced with lower ratios of Ntraining/Nhidden. This is evi-

denced by (i) the growing deviation between lines and circles with increasing Nhidden, and (ii) the

systematically larger deviation with decreasing Ntraining (lighter shades).

6.4.3 Summary

Prior work has identified m′
αβ

and the disorientation angle between grains as metrics that are

correlated with observations of slip transfer. An open question addressed with this study is whether

a better slip transfer predictor can be extracted from simultaneously considering multiple metrics

using an ANN as classifier, thus avoiding projections to lower dimensions.

The current ANN-based analysis indicates that no new insights emerge from an objective as-

sessment of interrelationships between multiple metrics. Compared to using a single metric, com-

pounding two (or more) metrics as ANN inputs slightly raises the attainable classification accuracy

from 87 % to about 90 %. The highest accuracy results from considering metrics that reflect the

geometrical relationship between the two grains, i.e. the disorientation angle and m′
αβ

, a widely
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used metric that encodes geometrical information of slip systems in neighboring grains. Neverthe-

less, these two metrics are scalar representations of three-dimensional geometric relationships, so

they may have lost information critical to predicting slip transfer more effectively.

Because the accuracy could not be systematically improved by adding more than two input

dimensions, these six metrics do not provide sufficient information to enable better prediction.

Nevertheless, increasing the input dimension improves the “robustness” of the trained ANN as

reflected by the diminishing “worsening effect” of the SFα + SFβ contribution and the smaller

variance of resulting accuracy.

The low accuracy resulting from the SFα + SFβ metric indicates that high global resolved

shear stress is insufficient to cause slip transfer. This also suggests that use of the global stress

state cannot predict the driving forces that actually influence slip transfer at the scale of the grain

boundary. At that scale, the local stress state is highly variable along the boundary, as shear bands

periodically impose large local shear strains that are superimposed by far-field stress states, which

evolve in a complex way as influenced by the changing boundary conditions that each grain im-

poses on its neighbor. Consequently, knowing the evolution of the local stress state may enable

better assessments of driving forces for slip across the length of a particular boundary. However,

this is difficult to discern, as prior efforts to identify correlations between local stress states and

strain evolution near boundaries have not yielded lucid understanding [29, 45, 46, 101], suggesting

that the history of activated slip systems imposes significant latent hardening effects that could pre-

vent activation of additional slip systems with high resolved shear stresses. If so, then commonly

used assumptions of plentiful dislocation sources may not be appropriate for predicting the local

evolution of strain. Hence, an incremental approach of installing simple slip transfer mechanisms

[1, 14, 53, 84] with strong latent hardening rules into crystal plasticity models to identify how

they alter the evolution of the local stress state may provide insights about causes of the complex

evolution of local stresses. If models of characterized experiments, such as those behind the data

used here, are used to identify local stress states, locally informed Schmid factors may identify

more convincingly conditions where slip transfer did and did not occur. With such improvements,
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Figure 6.4: Average slip transfer classification accuracy of Ti-5Al-2.5Sn with double hidden layer
ANN (Nhidden = 20) based on different combinations of metrics.

it may be possible to reduce the uncertainty in identifying a criterion for slip transfer.

6.5 Classifying slip transfer in polycrystalline Ti-5Al-2.5Sn

6.5.1 Results & discussion

According to Section 6.4.2, a double-layer ANN architecture with 20 nodes per hidden layer is

sufficient for classifying GBs slip transfer and thus it was fixed for all analyses for Ti-5Al-2.5Sn.

Since known ineffective metrics can negatively affect the classification performance, only com-
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binations of effective metrics are considered for Ninput > 1. For each metric or combination, the

average classification accuracy was obtained from 20 independently trained ANNs with each run

using non-overlapping Ntraining = 111 and Ntesting = 47 (to “test” classification accuracy) from

random sampling of the 158 GB dataset. These accuracies are plotted as circles in Fig. 6.4.

Similar to Al study, the best classification accuracy for Ti-5Al-2.5Sn is achieved by consid-

ering two metrics and it cannot be further improved by adding more metrics. This suggests that

there is no further insight into interrelationships among these metrics for hexagonal Ti-5Al-2.5Sn

as well. On the other hand, different observations are noted in several aspects. First, the maximum

attainable accuracy is between 75 % and 80 % for a single metric or a combination of multiple

metrics, which is about 10 % smaller than that in the Al study. This might indicate that slip transfer

phenomena are more complicated situations in hexagonal crystals than in cubic crystals. Further-

more, in contrast to Al study where disorientation angle is among the most effective slip transfer

metrics, it is the most ineffective one for Ti-5Al-2.5Sn whereas m′
αβ

remains one of the most ef-

fective metrics. This is likely due to the potential slip systems present in hexagonal crystals are

less abundant and homogenous than in cubic crystals such that the alignment of slip systems be-

comes way more important than grain boundary inclination. Moreover, as there are four families

of slip systems with different CRSS thresholds for slip behavior, there are many more conditions

where a high misorientation between two grains leads to well aligned slip planes and Burgers vec-

tors than is the case for cubic slip systems. For example a 45° misorientation about an 〈a〉-axis

leads to perfect slip alignment between basal and pyramidal 〈a〉 slip systems, and similarly, a 90°

misorientation about an 〈a〉-axis leads to perfect alignment of prism and basal slip systems. In

addition, the more complicated 3-D nominally equiaxed grain geometries beneath the surface in

Ti-5Al-2.5Sn—rather than nominally columnar boundaries between large grains with free surfaces

on both sides of the samples in the Al study—leads to more constraint and hence, complex states

of stress than is present in the grains of the oligocrystals where most of the grain has a free surface.
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6.5.2 Summary

Slip transfer phenomena in hexagonal Ti-5Al-2.5Sn are more complicated situations than in the Al

oligocrystal as the maximum classification accuracy obtained by ANN is consistently about 10 %

smaller in the polycrystalline Ti alloy. The disorientation angle is not an effective metric in Ti-5Al-

2.5Sn, which may be a result of less available slip systems present in hexagonal crystals as well

as possible sub-surface neighbor grain and grain boundary influences. Similar to Al, classification

accuracy for hexagonal Ti-5Al-2.5Sn cannot be improved with more than two slip transfer metrics.
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CHAPTER 7

AUTOMATED BODY-CENTERED CUBIC β RECONSTRUCTION

7.1 Introduction and motivation

β reconstruction is needed for studying Ti and Zr alloys when the historical information of

the current microstructures is required. Automated tools to generate reconstructed β orientation

maps from output files of a commercial tool to identify orientations, i.e., EBSD mapping (a.k.a.,

Orientation Imaging MicroscopyTM, or OIM), is in great demand. A number of methods have been

reported in the last 20 years [11, 18, 42, 49, 65, 94, 134]. These methods mainly deviate in how

to group α grains resulting from the same parent β grain. They are summarized into the following

two categories.

The first category is grouping the reconstructed β orientations shared by the α grains resulting

from the same parent grain. The existing methods in this category are listed below.

• The Monte Carlo method [42] This method randomly selects pairs of points and finds the

transformed β orientations by first minimizing the misorientation angle between the two

points and followed by a global minimization of the sum of the misorientation angle. This

method gives accurate results but is computationally costly because the back-transformation

calculation (the most expensive part) needs to be performed beforehand.

• Summation of mutual misorientation angle (SMMA) method [119] The SMMA method

is similar to the Monte Carlo method. The difference is that the SMMA method identifies

the set of parent β orientations with just one step (by minimizing the sum of misorientation

angles between the β members). Likewise, this method generates accurate results but is

computationally expensive.

• Image segmentation method [134] This method uses the variational model of Mumford-

Shah for computer vision image segmentation to cluster distinct β orientations. This method
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depends on a clustering algorithm and does not need to calculate misorientation angles.

Since it uses a “powerful” clustering algorithm, it can also be applied to non-Burgers orien-

tation relation microstructures.

The second category is grouping α orientations resulting from the same parent grain. Since

the back-transformation calculations are not needed for the grouping, methods in this category are

generally less expensive than those in the previous category.

• The groupoid method [18] or the triplet method [65] This method first identifies triplets

of grains (“nucleus”) with a low tolerance angle. Then it grows the triplets with relaxed

tolerance until grouping the whole map. This is a non-iterative and quick method, but it may

not group all of the grains.

• The clustering method [49] This method is a more efficient version of the SMMA method.

It tries to cluster the alpha grains instead of reconstructed β orientations to avoid massive

back-transformation calculations. However, similar to the groupoid method, it is less accu-

rate (may not group island grains within larger grains or small groups of child grains).

• The Markov Cluster Algorithm (MCL) method [11, 94] The MCL method also uses a

computer vision tool designed to discover natural groups in graphs. Like other methods in

this category, it is less accurate because it may add parent grain orientations if too many

clusters are identified.

To summarize, β reconstruction is a competition between efficiency and accuracy: methods

grouping α grains are more efficient but less accurate than those grouping reconstructed β orien-

tations.

This chapter presents a β cluster-averaging approach to facilitate automated β reconstruction

from EBSD mapping in Section 7.3 and validation of the approach based on synthetic and mea-

sured data in Sections 7.3.2 and 7.3.3. Since the new approach works by grouping β orientations,

it should be an accurate method. On the other hand, this new approach uses a window searching
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algorithm to pre-select spatially-close α grains (candidates) likely coming from the same parent

grain. The window searching algorithm narrows down the α population per reconstruction unit

and inherently supports parallel execution, which can greatly accelerate the β reconstruction of the

whole map. Therefore, the new cluster-averaging approach has a good balance of accuracy and

efficiency.

7.2 The unique determination rule
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Figure 7.1: The “parent” beta orientation is uniquely determined when Ncombo ≥ 4.

During the phase transformation, a large β grain can dissociate into several child α grains as

due to the variant selections. As discussed in Section 4.3, each child α has 6 possible parent β

orientations according to the BORs. Therefore, to reconstruct the parent orientation, one must find

a uniquely determined β orientation shared by all child α variants.

To understand how many α variants are needed to determine a unique β orientation and

whether the determined β orientation is correct: a synthetic β is used to produce 12 α orienta-

tions; then the possible parent β orientations shared by a group (Ncombo = 2,3,4, ..,12) of these

12 α orientations are calculated and compared to the original β orientation. Figure 7.1 shows

the number of possible parent β orientations determined from varying α group sizes, and it is
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found that the parent β orientation is uniquely determined when Ncombo ≥ 4. It is also found that

the uniquely determined β orientation is always correct. Thus, a strategy to do β reconstruction is

finding the unique β orientation shared by the largest α group size, called the unique determination

rule.

7.3 Automated bcc reconstruction

Window searching

alpha

STEP1: figure out reconstructed beta
(averaged from cluster) based on the
unique alphas inside the window

STEP2: “fill” alpha grains that shares
the reconstructed beta orientation
with the beta orientation

alpha

beta

STEP3: move to the next alpha pixel
that needs to do beta reconstruction

Figure 7.2: Schematic of reconstructing “parent” beta grains by a window searching algorithm.

A window searching algorithm is adopted to do β orientations reconstruction from known α

orientation groups. Figure 7.2 shows an illustration of the algorithm. To minimize the orientation

variations in the measurement, averaged orientations of pixels belong to the same α group (distinct)

are needed as the first step. The following procedures establish this information:

1. Pixels that belong to the same grain are identified using the floodfill algorithm. Then the

average orientation of each grain is calculated.

90



91

2. A sort-and-compare algorithm determines distinct α groups: grains are classified to the same

group when the misorientation angle is smaller than 5°. Then average orientation for each α

group is computed.

7.3.1 Determining the parent bcc orientation by a cluster-averaging algorithm

A window search approach is used to consider distinct α orientation groups within an area (a

square region with the seed pixel being the centroid) comparable to the average grain size of the

parent β grains for each examination. The reconstructed β orientation cluster is achieved by three

steps (using a case of 5 distinct α orientations as an example):

1. Calculate six beta orientations for all of the five α orientations. Then pick one α as the

“seed” and check the misorientation angle between each of the six β orientations of the seed

and each β orientation of the other four α orientations, see Fig. 7.3.
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Figure 7.3: The first step: dynamically adding β orientations to the cluster by checking each β

orientation of the “seed” against the β orientation of the other α orientations (columns).

If the misorientation angle is smaller than the tolerance (5° in this work), add that β orien-

tation to the cluster. Then check the newly added β orientation against the β orientations in

each column and repeat the same checking until no new β is added to the cluster. This step
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establishes the β orientation clusters/clouds shared by different combinations of distinct α

grains.

2. The second step establishes legitimate β clusters by excluding the members violating the

unique determination rule. For example, alpha #4 (column 4 in Fig. 7.4) has two identified β

orientations (magenta and green β orientation), which is not a uniquely determined situation.
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Figure 7.4: The second step excludes the members violating the unique determination rule.

3. The third step finds the β cluster shared by the largest number of α orientations. Figure 7.5

shows that the magenta β cloud is the “longest” shared cluster (shared by the seed, alpha #1,

and alpha #2).

Once the longest shared β orientation cluster is established, the average orientation of the

cluster is used as the reconstructed β orientation for the grains (within the window) having these

α orientations (seed, alpha #1, and alpha #2). A Python implementation of the cluster-averaging

approach can be found in Appendix A.3.
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Figure 7.5: The third step finds the longest shared β cluster (mageta).

7.3.2 Validation of bcc reconstruction based on synthetic data

parent β orientations children α orientations reconstructed β orientations

Figure 7.6: Correct β reconstruction results based upon synthetic data.

The above implementation was first tested with synthetic data made with four blocks of random

parent β orientations for each, as shown in Fig. 7.6 left. Stripe-shape1 child α grains (Fig. 7.6

middle) were then generated to mimic the secondary alpha grains commonly observed in many

Ti alloys, such as Ti-6Al-2Sn-4Zr-6Mo (w.t.%) as a result of variant selections. Figure 7.6 right

shows the reconstructed orientations for β grains. They are consistent with the actual parent β

orientations in Fig. 7.6 left.

1Note that the reconstruction is based on the distinct hexagonal orientations found within the
window. The grain geometry, however, does not directly influence the results.
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7.3.3 Validation of bcc reconstruction based on measured data

measured α IPF001 reconstructed β of secondary α IPF001

Figure 7.7: β reconstruction (200 x 200) of lamella α phase in Ti-6Al-2Sn-4Zr-6Mo using window
size of 71 (α data provided by [3]).

A measured orientation map of the α phase in a Ti-6Al-2Sn-4Zr-6Mo (w.t.%) sample measured

by electron backscattered diffraction (EBSD) was used to test the robustness of the automated β

reconstruction implementation. The sample has near-equiaxed primary alpha grains and plate-

like secondary α grains that form a typical “basket weave” microstructure resulting from variant

selections in the β → α transformation (left in Fig. 7.7).

The reconstructed β orientations for lamella α grains are presented in Fig. 7.7 right. The inter-

woven grains from the same β parent grain show the same orientation color in the reconstruction

results.
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7.4 Summary

A cluster-averaging approach to automate reconstruct β orientations from α orientations was

proposed. It was used to successfully reconstruct β orientation map from lamella microstructure

of α phase in a Ti-6Al-2Sn-4Zr-6Mo sample.
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CHAPTER 8

CONCLUSIONS AND FUTURE WORK

8.1 Conclusions

Motivated by the common goal that is to improve the prediction of heterogeneous plastic defor-

mation in polycrystalline metallic materials, this thesis presents three projects that aim to establish

a reliable approach to obtain constitutive parameters (the first project) and gain understandings of

micro-mechanics such as slip interactions with grain boundaries (the second project) and phase

transformation kinematics and slip behavior of the transformed microstructure (the third project).

The first project quantifies the uncertainty of initial slip resistance or critical resolved shear

stress (CRSS) values of hexagonal crystals determined from inverse indentation analysis (IIA),

which can be found in Chapter 5. The IIA method generates consistent results when the combined

error from experimental measurements and simulation constraints is less than 20 %.

The second project evaluates the effectiveness of several slip transfer metrics and their combi-

nations with artificial neural network (ANN) based on the data obtained from two tensile deformed

Al oligocrystals and a tensile deformed polycrystalline Ti-5Al-2.5Sn sample (Chapter 6). This ap-

proach extends the one- or two-dimensional projection that was formerly applied to analyze slip

transfer data. The maximum classification accuracy reaches around 90 % in the Al study whereas it

is about 10 % less for Ti-5Al-2.5Sn. No further insight into the interrelationships among multiple

slip transfer metrics is found for both materials as the attainable classification accuracy cannot be

noticeably improved with more than two metrics.

The last project proposes a method to calculate orientation and deformation gradient variants

in phase transformation between hexagonal α and body-centered cubic β through a series of frame

rotation and transformation. Based on this method, an approach to automate point-wise reconstruc-

tion of β orientations from known α orientations is presented in Chapter 7. The implementation

of this approach shows convincing results based upon synthetic data and measured data of a Ti-
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6Al-2Sn-4Zr-6Mo sample that exhibits typical “basket weave” microstructure as a result of variant

selections during the thermo-mechanical treatment.

8.2 Future work

Possible future work in these three projects are summarized below:

• IIA can be extended to metals or alloys having a crystal structure whose slip behavior is not

well understood. For example, tin (Sn) has a body-centered tetragonal (bct) crystal structure

that is more anisotropic than cubic or hexagonal structure.

• The ANN approach can be applied to study slip transfer metrics in other engineering poly-

crystalline metals or alloys such as Mg and its alloys.

• ANN can be implemented into the existing crystal plasticity models as an intelligent "decision-

maker" to determine whether slip transfer happens or not for each individual slip–GB inter-

action. It would be interesting to compare simulation results of models having the ANN

implementation with those using a rigid slip transfer threshold for all slip.

• The method to calculate deformation gradient that describes the kinematics of α −β phase

transformation can be included into continuum based models.

• The automated β reconstruction tool can be used to study research problems that need histor-

ical information of the current structures, for example, variant selections during the thermo-

mechanical treatment of Ti alloys.
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APPENDIX

SOFTWARE DEVELOPED AS PART OF THE THESIS

A.1 Scripts for inverse indentation analysis using ABAQUS software

The scripts to use inverse indentation analysis with ABAQUS software are stored in an open

repository at https://github.com/zhuowenzhao/Optimizer.

A.2 Python code for slip transfer classification

The Python code to do artificial neural network analysis of surface observations of slip trans-

fer traces can be accessed at a GitHub repository https://github.com/zhuowenzhao/ANN_feature_

evaluation.

A.3 Python code for automated β phase reconstruction

The Python implementation for doing automated β phase reconstruction from OIM ang files

are kept and updated at https://github.com/zhuowenzhao/BetaReconstruction.
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APPENDIX

SYMMETRY OPERATORS

The 12 hexagonal lattice symmetry operators are listed in Table .1 and the 24 cubic lattice symme-

try operators are in Table .2 below in groups of equivalent {110} symmetries.

Table .1: List of 12 hexagonal lattice symmetry operators used in the thesis (a =
√

3
2 )

h1

1 0 0
0 1 0
0 0 1

 h2

−0.5 a 0
−a −0.5 0
0 0 1

 h3

−0.5 −a 0
a −0.5 0
0 0 1



h4

0.5 a 0
−a 0.5 0
0 0 1

 h5

−1 0 0
0 −1 0
0 0 1

 h6

0.5 −a 0
a 0.5 0
0 0 1



h7

−0.5 −a 0
−a 0.5 0
0 0 1

 h8

−1 0 0
0 −1 0
0 0 1

 h9

0.5 −a 0
a 0.5 0
0 0 1



h10

0.5 a 0
a −0.5 0
0 0 −1

 h11

−1 0 0
0 1 0
0 0 −1

 h12

0.5 −a 0
−a −0.5 0
0 0 −1
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Table .2: List of 24 cubic lattice symmetry operators used in the thesis.

b1

1 0 0
0 1 0
0 0 1

 b2

−1 0 0
0 −1 0
0 0 1

 b3

 0 −1 0
−1 0 0
0 0 −1

 b4

0 1 0
1 1 0
0 0 −1



b5

1 0 0
0 −1 0
0 0 −1

 b6

−1 0 0
0 1 0
0 0 −1

 b7

 0 1 0
−1 0 0
0 0 1

 b8

0 −1 0
1 0 0
0 0 1



b9

0 0 −1
1 0 0
0 −1 0

 b10

 0 0 1
−1 0 0
0 −1 0

 b11

1 0 0
0 0 −1
0 1 0

 b12

−1 0 0
0 0 1
0 1 0



b13

 0 0 −1
−1 0 0
0 1 0

 b14

0 0 1
1 0 0
0 1 0

 b15

−1 0 0
0 0 −1
0 −1 0

 b16

1 0 0
0 0 1
0 −1 0



b17

0 1 0
0 0 1
1 0 0

 b18

0 −1 0
0 0 −1
1 0 0

 b19

 0 0 −1
0 −1 0
−1 0 0

 b20

 0 0 1
0 1 0
−1 0 0



b21

 0 1 0
0 0 −1
−1 0 0

 b22

0 −1 0
0 0 −1
1 0 0

 b23

0 0 1
0 −1 0
1 0 0

 b24

0 0 −1
0 1 0
1 0 0
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