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ABSTRACT

COMPUTATIONAL THERMOCHEMISTRY FOR HEAVY ELEMENTS AND METHOD
DEVELOPMENT IN QUANTUM ELECTRON-NUCLEAR DYNAMICS

By
Lucas Aebersold

The focus of this thesis is in two main areas: computational approaches to heavy element
thermochemistry and development of quantum electron-nuclear dynamic methods. Computational
chemistry is important because it can be used to describe time-independent phenomena such as
enthalpies of formation, geometries, activation energies, andmuchmore. Furthermore, computational
chemistry can describe many time-dependent phenomena as well such as electron-transfer rates,
ionization effects, and ultrafast phenomena.

Methodologies for time-independent phenomena are well-developed, though there is still more
that needs to be understood about lower parts of the periodic table. Existing methods often miss an
important aspect for the description of these elements; ranging from the incorporation of certain
relativistic effects to the treatment of static and dynamic correlation. For time-dependent phenomena
that involve strong electron-nuclear coupling, methods are much less developed and restricted to
two-electron systems. Including a quantum treatment of both the nuclei and electrons is an immense
challenge for larger systems. Developing a general and efficient method is of great interest as it
would provide more theoretical insight in the growing attosecond science field. In this dissertation,
time-independent methods for heavy elements, namely the actinides and lanthanides are investigated.
As well, the development of a time-dependent method with a quantum description of electron-nuclear
dynamics is presented.

The overview is as follows, in Chapter 3 the performance of commonly used density functional
theory (DFT) approaches are analyzed for a select set of lanthanide containing molecules. 22 differ-
ent functionals were considered to gain insight on performance for prediction of thermochemical
properties compared to experiment. for the prediction of enthalpies of formation and bond dissoci-
ation energies. The focus is specifically on determining the accuracy of relativistic effective core



potentials for these lanthanide species. The set of lanthanides, termed Ln54 set, includes lanthanide
oxides, fluorides, and chlorides with the lanthanide formally in the +1, +2, and +3 oxidation state.
In Chapter 4, a similar analysis as for the lanthanides was done for a series of actinide compounds.
A dataset for enthalpies of formation from experiment encompassing a set of 66 actinide species
consisting of Th, U, Np, Pu, or Am with oxide, halide or both ligands was compiled and used as a
gauge. The study was expanded to include a variety of approach that account for relativistic effects,
which are important for heavy element species. In Chapter 5 the impact of spin-orbit effects on
DFT calculations was considered for the lanthanide oxide subset of the Ln54 dataset (along with
YbF and LuF). A number of methods are considered, including spin-orbit DFT (SO-DFT) and full
four-component Diract-Hartree-Fock calculations for spin–orbit coupling.

The following chapters 6, 7, and 8, development towards the multiconfigurational electron-
nuclear dynamics (MCEND) method and subsequent analysis of electron-nuclear dynamic effects.
In Chapter 6 an overview of the motivation and methods for a quantum mechanical method for both
electrons and nuclei is presented along with initial efforts on the method development. In Chapter 7
the first published work of our recent MCEND work is detailed. In this chapter, the dynamics of H2
and LiH in strong laser fields is studied and insight is gained about how the electron and nuclear
motion are coupled. Analysis is done of excitation spectra and coherence properties of the electronic
and nuclear wavefunctions. In Chapter 8 the performance of the MCEND method is detailed for
the diatomics: H2, HeH+, BeH+, LiH, Li2, and N2. The ground-state equilibrium bond lengths and
dipole moments, and time-dependent properties (electronic, vibrational, and high-harmonic spectra)
are obtained with MCEND. The viability of MCEND is demonstrated, as well as the observation
of nonadiabatic effects that arise in high-harmonic spectra, where electronic excitation displaces
nuclear motion from equilibrium position. Isotope effects for H2 are also analyzed for the spectra.
Lastly, the future directions of the research are discussed in Chapter 9.
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CHAPTER 1

OVERVIEW OF RESEARCH

This thesis is comprised of two main areas: computational approaches to heavy element thermo-
chemistry and development of quantum electron-nuclear dynamic methods. Computational chemistry
is important because it can be used to describe time-independent phenomena such enthalpies of
formation, geometries, activation energies, and much more. Furthermore, computational chemistry
can describe many time-dependent phenomena as well, such as: electron-transfer rates, ionization
effects, laser research. Computation is especially useful here, as it can guide experiments where it is
difficult to study the molecules directly due to a wide number of reasons, from short-lived states to
radioactivity.

Methodologies for time-independent phenomena are well-developed, but there is still more that
needs to be understood about lower parts of the periodic table. Existing methods often miss an
important aspect for the description of these elements; ranging from the incorporation of certain
relativistic effects to the treatment of static and dynamic correlation. For time-dependent phenomena
that involve strong electron-nuclear coupling, methods are much less developed and restricted to
two-electron systems. Including a quantum treatment of both the nuclei and electrons is an immense
challenge for larger systems. Developing a general and efficient method is of great interest as it would
provide more theoretical insight in the growing attosecond science field. In this dissertation, time-
independent methods for heavy elements, namely the actinides and lanthanides are investigated. Then,
work on the development of a time-dependent method with a quantum description of electron-nuclear
dynamics is presented.

In Chapter 3 the performance of density functional theory (DFT) approaches—some of the most
widely used quantum mechanical approaches—are analyzed for a select set of lanthanide containing
molecules. 22 different functionals were considered to gain insight about their performance and
how it compares to experiment for the prediction of enthalpies of formation and bond dissociation
energies. This study focused on determining the accuracy of relativistic effective core potentials
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for these lanthanide species. The set of lanthanides, termed Ln54 set, includes lanthanide oxides,
fluorides, and chlorides with the lanthanide formally in the +1, +2, and +3 oxidation state.

In Chapter 4, a similar analysis was done for a series of actinide compounds. Until now, there
has been limited evaluation on the performance of DFT for actinide compounds. However, DFT use
for actinide calculations is common, thus it is important to give a broad analysis on the performance.
A dataset for enthalpies of formation from experiment encompassing a set of 66 actinide species
consisting of Th, U, Np, Pu, or Am with oxide, halide or both ligands was compiled and used as a
gauge. The study was expanded to include a variety of approach that account for relativistic effects,
which are important for heavy element species. In Chapter 5 the impact of spin-orbit effects on DFT
calculations was considered for the lanthanide oxide subset of the Ln54 dataset. Without spin-orbit
correction, the errors for all density functionals (Chapter 3) are large. Here, a number of methods
are considered, including spin-orbit DFT (SO-DFT) and full four-component Diract-Hartree-Fock
calculations for spin–orbit coupling.

The following chapters 6, 7, and 8, development towards the multiconfigurational electron-
nuclear dynamics (MCEND) method and subsequent analysis of electron-nuclear dynamic effects.
In Chapter 6 an overview of the motivation and methods for a quantum mechanical method for both
electrons and nuclei is presented along with initial efforts on the method development. In Chapter 7
the first published work of our recent MCEND work is detailed. In this chapter, the dynamics of H2
and LiH in strong laser fields is studied and insight is gained about how the electron and nuclear
motion are coupled. Analysis is done of excitation spectra and coherence properties of the electronic
and nuclear wavefunctions.

Chapter 8 details the performance of the MCEND method for the diatomics: H2, HeH+, BeH+,
LiH, Li2, and N2. With this method, ground-state equilibrium bond lengths and dipole moments,
and time-dependent properties (electronic, vibrational, and high-harmonic spectra) are obtained. The
viability of the new method is demonstrated. The nonadiabatic effects that arise in high-harmonic
spectra, where electronic excitation displaces nuclear motion from equilibrium position, are observed.
Isotope effects for H2 are also analyzed for the spectra. Lastly, the future directions of the research
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are discussed in Chapter 9.
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CHAPTER 2

MOTIVATION AND METHODS FOR HEAVY ELEMENT THERMOCHEMISTRY

2.1 The f -block

2.1.1 Introduction

Located at the bottom of the periodic table are the f -elements, composed of the lanthanide and
actinide series. These are some of the most difficult elements to address, both experimentally and
theoretically. Motivations for work on the actinide and lanthanide compounds arise from their key
role in catalysis, energy production, medicine, lighting materials, high-performance alloys, magnets
and military applications.1 Another area where 5 -element species play a vital role is in the nuclear
fuel industry. Here, the treatment of nuclear waste produced from power plants, for example, is an
ongoing area of importance by the Department of Energy. This spent nuclear fuel contains a variety
of radiotoxic elements, which can have half-lives of up to hundreds of thousands of years.2

Understanding the thermochemistry of the heavy elements is important in making processes such
as nuclear waste separation more efficient and safe, improving existing and developing new catalysts,
and better modes of recycling the critical elements (most of which are lanthanides) from consumer
products including cars, cell phones, and display devices. Experimental work with compounds
containing these heavy elements can be difficult and expensive due to a number of reasons, including
the danger of radioactivity and short half-lives for some of these species. Thus, understanding these
compounds via computation has become a major focus of research.

There are many theoretical challenges in heavy element chemistry. The complexity in modeling
heavy elements arises from a number of factors, including the high number of core electrons, the
multireference character of the partially filled f -orbitals, and increasingly significant relativistic
effects. As well, identifying a methodology that can address these challenges without becoming cost
prohibitive (in terms of computational cost) is also important.
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2.2 Density Functional Theory

2.2.1 Basics of Density Functional Theory

One of the most popular electronic structure methods in use for the f -elements is density
functional theory (DFT), due to its efficiency. For larger molecular systems, often it is the only
feasible quantum mechanical calculation that can be performed. In Hartree-Fock and post-HF
methods, electronic properties are derived from the wavefunction. However, in DFT, the ground-
state electronic energy is fully determined from the electron density. That is, there is a one-to-one
mapping from the ground-state electron density of a system to its energy.3 This is advantageous over
wavefunction theory because the electron density is the square of the wavefunction, integrated over
# − 1 electron coordinates, where each spin density depends on just the three spatial coordinates,
independent of the number of electrons. Thus, as thewavefunction complexity increases exponentially
with the number of electrons, the electron density remains independent. The challenge is that the
functional connecting the density to the ground state energy is of an unknown form. The goal of DFT
methods is to design functionals that approximate the functional connecting the electron density to
the energy.4

DFT methods are based on the work of Kohn and Sham5, where they proposed adding orbitals to
the scheme. The basic idea in the Kohn-Sham formalism is to separate the kinetic energy functional
into two parts: an exact term and a more approximate term. This exact term corresponds to a fictional
non-interacting system of a uniform electron gas. The approximate term corresponds to a real
interacting system. When this separation is done, the exchange-correlation (EC) and kinetic energy
terms only make up a small portion of the total energy, which becomes the unknown function.
Mathematically, if we express the Hamiltonian operator in the form operator of the form

�_ = ) ++ext (_) + _+ee (2.1)

where the external potential operator +ext is equal to +ne for _ = 1. For an intermediate form of _,
an assumption is made that +ext (_) will give the same density as the real system, where _ equals
1. The fictional non-interacting (_ = 0) system, will result in the exact solution to the Schrödinger
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equation equation, with a Slater determinant made of molecular orbitals (MOs). Note, however, that
this Slater determinant is not equivalent to the one in Hartree-Fock theory. The exact kinetic energy
will be given by

)( =

#elec∑
8=1

〈
q8

��−1
2∇

2��i8〉 (2.2)

Another approach to get the exact kinetic energy is to consider natural orbitals (NOs), the eigenvectors
of the density matrix. The exact kinetic energy can be calculated from these NOs when they come
from the exact density matrix. The NO approach is very similar to the Hartree-Fock scheme, however
there is not an exact cancellation of the exchange term with the Coulomb term, in DFT. This is a
result of the exchange term having a different functional form than the Coulomb term.4

The difference between the exact kinetic energy and the one calculated by assuming non-
interacting orbitals is small. The remaining kinetic energy is absorbed into the EC term and a general
DFT energy expression can be written as

�xc [d] =
(
) [d] − )

(
[d]

)
+

(
�ee [d] − � [d]

) (2.3)

The first term in eq. (2.3) is the classical kinetic correlation energy, while the last contains both
potential correlation and exchange energy. Since the exchange-correlation energy is roughly a
factor of ten smaller than the kinetic energy, the accuracy of Kohn-Sham theory is much more
resilient to functional inaccuracies than an orbital-free version of the theory. However, by introducing
orbitals into the KS scheme, it no longer retains the three variable dependence and while it now
an independent particle model of 3# variables, it will still be less complicated than many-body
wavefunction methods. In terms of accuracy, DFT performs much better than Hartree-Fock theory,
but unlike post-HF methods, more complex functionals do not systematically improve results—a
major issue in modern DFT methods. Furthermore, DFT methods fail to describe many important
phenomena, like van der Waals interactions and H2 dissociation.4
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2.2.2 Functional Taxonomy

Approximations. For the remaining �xc(d) term and its functional derivative, there is still no
explicit form of the expression that is known. Thus, methods for approximating this energy term are
required. The first approximation to this energy, discussed previously, was purposed by Kohn and
Sham, and is the local spin-density approximation (LSDA).5 The �xc(d) term takes the form

�LDA
xc =

∫
YUEGxc (d) (2.4)

where YUEGxc (d) is the exchange-correlation (EC) energy per unit volume of a uniform electron gas,
having the local value d(A) of the density. This is the simplest functional and results in approximately
the right answer to the property of interest (e.g. energy or geometry) but not accurate enough
to describe properties to be within experimental uncertainties. The next DFT advance was the
introduction of generalized gradient approximations (GGAs), which use both the density and the
gradient of the density.6 GGAs greatly improve bond dissociation energies and generally improve
transition-state barriers. However, there is not a single universal form of the GGA, unlike the LSDA,
giving rise to many varieties including BLYP, BP86, and PBE. Along similar lines, to improve upon
the Kohn-Sham kinetic energy density a Laplacian can be incorporated, giving rise to the meta
GGAs (mGGAs). The next level of functionals are the hybrid GGAs (HGGAs), which include a
fraction of exact exchange analogous to the way the exchange in HF theory is removed, though
it should be clarified that it is not the Hartree-Fock exchange itself that is being removed, but an
analogous term.

The principal behind HGGAs, is that if only a small fraction of the exact exchange is included,
then static correlation can be mimicked, increasing the accuracy. The increase in accuracy is possible
because the EC term is non-local, depending not only on the electron density but also on the density
matrix. The non-local nature of the EC term has implications for other approximations used in
modern DFT—implications such as the reduced effectiveness of density fitting approximation. This
reduction of effectiveness provided the motivation for developing the mGGAs, which was to achieve
similar accuracy as for the hybrid functionals while bypassing this penalty.7
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Parameterization. All density functional approximations include some degree of parameteriza-
tion, either to other theoretical calculations or to experimental results. Common functionals that
contain no empirical parameterization include LSDA, PBE, TPSS and TPSSH. These are not fit to
any molecule properties and will therefore meet as many exact conditions as possible. Fit parameters
are based on theoretical methods, such as Quantum Monte Carlo simulations. In general, this allows
functionals to have rather systematic errors, such as for the overbinding in the LSDA. For entirely
new systems, this systematic nature is actually desirable, as results from these functionals can be
considered as controlled extrapolations from the known systems. This allows their reliability to be
at the very least understood, if not predicted, beforehand.7

For the functionals that include a few empirical parameters, such as BLYP, B3LYP, BP86, and
the Minnesota class of functionals. The empirical parameters employed in these functionals result
in drastically reduced the errors for similar systems as to the systems to which the parameters were
fit. This fitting to parameters can allow DFT to reach levels of thermochemical accuracy for many
early main group systems. The downside to parameter fitting, however, is that errors are no longer
systematic. Thus, for new systems, these functionals may be far less reliable and predictable in the
prediction of electronic properties.7

In practical DFT calculations, the EC functional is not the only approximation used, in fact there
are several more that are of concern. Most DFT calculations are performed with finite basis sets
and discrete integration grids for numerical evaluation of EC contributions, which can confound
the determination of error sources in the method.7 Errors of approximate functionals can actually
be partially negated by disregarding relativistic effects. In the heavier elements, bond strengths are
stronger, for example in the 5d metals, bond are 10 kcal mol−1 stronger.8 When these effects are
neglected, the overestimation of bond strength that is typical in the LSDA and GGA functionals is
offset by some amount.9 This can give the impression of enhanced performance but for the wrong
reasons.

Other properties in transition metals, like the ground state, spin-state splittings, and exchange
couplings can also be severely affected by the type of EC functional. For functionals with no EC term,
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low-spin states are stabilized substantially, while the Hybrid functionals and HF theory will favor
the higher spin states. The increase in energy difference between the high spin and low spin energy
states has been found to increase linearly with the amount of exact-exchange in hybrid functionals.
An optimum range for mixing has even been suggested to be around 10 to 15% for certain transition
metal complexes.8

2.2.3 DFT and the f -block

There are some advantages of the Kohn-Sham DFT approach for the f -elements. In LSDA
especially, since the electronic structure problem is reduced to single particle-like equations, the
Coulomb and kinetic energy terms are much easier to evaluate. LSDA in particular can work quite
well for strongly inhomogeneous systems, which may be due to the Coulomb interaction being much
larger, so the EC functional only has to account for a minor amount of energy in comparison. LSDA,
however, neglects the nonlocality of the true EC functional, which puts a limit on the accuracy of the
results that can be obtained.7 In the LSDA, when the problem is reduced to a set of single-particle-
like equations, the kinetic energy and Coulomb interaction are easily evaluated. In particular, LSDA
works fairly well for 3d transition metals like Fe, Co, and Ni. However, for the f -block, LSDA
does not fare as well, due to the orbital degrees of freedom and multiplet configurations.4,8,10 To
summarize, the main issues with LSDA are the less valid approximations made to EC term and the
lack of a description for spatially localized electrons. Also, it is important to state that there are no
widely implemented DFT functionals (if any at all) adjusted to the f -block.

2.2.4 Overview of Relativistic Effects

The Schrödinger equation is a nonrelativistic formulation and will yield inaccurate properties,
like energies, from the wavefunction for elements that show significant relativistic effects. Relativistic
effects have an impact on all of the elements, though for the first two rows, the effects are usually
small enough to disregard. From the third row and beyond, however, the effects become increasingly
important and for the f -series, accounting for relativity is essential for any electronic structure
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calculation. For an understanding, let us first briefly discuss Einstein’s theory of special relativity.
Special relativity requires that all fundamental laws of physics be the same in all inertial reference
frames. This requires that the speed of light remain the same in all inertial reference frames, which
leads to the counter-intuitive phenomenon of length contraction, mass-velocity dependence, and
time-dilation, the latter of which is important in time-dependent phenomena.11

For atoms, the mass-velocity dependence will have a major impact on its electronic properties,
such as the energy and geometry, for example. Considering an electron, the relativistic mass increase
can be written as11

< = <0/
(1 − (a/2))1/2 (2.5)

where <0 is the rest mass and a the speed of the electron, the effective Bohr radius,

00 = (4cY0) (ℏ2/<42) (2.6)

will decrease for inner electrons with large average speeds. For example, in a 1s shell at the nonrela-
tivistic limit, the electron will have an average speed of about / (nuclear charge) au. For a heavy
element like mercury, the 1s electron will have a E/2 of 80/137 = 0.58. This corresponds to a
decrease in the radial extent of 23%. Because all s-shells must remain orthogonal to each other, this
forces them to experience a similar contraction. In fact, it is even possible for higher s-shells to have
a larger percentage of relativistic effects than the 1s shell. The 6s-shell in the gold atom is a good
example of this, where the overall percent contraction of the 6s is greater than the 1s.12 Similar but
smaller contraction also occur for p electrons, though for the heaviest ?-block this effect reverses
and little to no contraction is present.11 Additional relativistic effects include the orbital angular
momentum quantum number ; > 0 (?, 3, 5 ) experiencing the spin-orbit splitting into13

j = l + s (2.7)
9 = ; ± 1/2 (2.8)

Also, the effective potential for the d and f electrons, which usually do not come close enough to
the nucleus, will be more efficiently screened as an additional effect of the contraction of the s
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and p shells. This screening of the potential reduces the pull on the electrons, causing an increase
in the radial extent and overall energy, leading to a more distributed radial wavefunction over a
longer region. The main effects of relativity on the atomic orbital can be summarized into: (1)
direct relativistic effects—the contraction of the s and p shells, (2) indirect relativistic effects—the
expansion of the f and d shells, and (3) spin-orbit (SO) coupling. All three of these effects are
approximately on the same order of magnitude and scale in proportion to /2.13,14

2.2.5 Properties of f -elements

Relativity plays a big part in understanding the chemistry of the f -block elements, as the effects
on the orbitals dictate much of their chemistry. Both the lanthanide and actinide series contain open
f -shell configurations and possess unique qualities as a result. Furthermore, it must also be noted
that comparing the lanthanide series with the actinide series is not as straightforward as it is with
the main group series and even transition metal series. The lanthanides exhibit the “lanthanide
contraction”.11,15 This term specifically refers to the lower than expected decrease in atomic radii
of the lanthanide elements. All the lanthanides have very similar atomic radii, which is especially
true in their +3 oxidation state, leading to very similar chemical behavior.

This is a result of the destabilization of the 4f -orbital due to increased screening of nuclear
charge by the s- and p- orbitals. Note, this is mainly a result of the nature of the 4f -orbital itself,
and relativity only accounts for about 10% of this contraction.11 However, the 4f -orbital is still
not thought to extend far enough from the core to participate in covalent bonding interactions with
other ligands directly. As a result, the interactions that lanthanides have with other ligands are
usually assumed to be ionic in nature. There are cases where this might not necessarily hold true,
but for the majority of lanthanide compounds, the ionic description is widely supported.15 A major
consequence of this ionic picture and similar radial extent is that lanthanides are very difficult to
separate from each other. Because the lanthanides have widespread use and importance, there is a
significant scientific focus on effective methods of separation.

Beyond the non-scalar effects, vector effects also have a large effect on the electronic properties,
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with spin-orbit (SO) coupling being the most important. SO coupling will raise the spin and orbital
degeneracy of any open-shell electronic states, leading to a large number of low-lying electronic
states. The interactions of the increased electron correlation, scalar, and vector relativistic effects
will increase the multireference nature of the atoms and molecules, making conventional electronic
structure methods inadequate to describe these compounds.16

Lanthanides. The chemistry of lanthanides deviates from the d-block metals in quite a few ways.
Most chemistry of the lanthanides will generally occur in the (+3) oxidation state, though +2 and
+4 states are common among a few lanthanide species. In transition metals, crystal field effects
play a dominant role in describing the coordination geometry, however, in lanthanides ligand
steric effects are far more influential on the coordination geometry.15 Compared to other d-block
metals, the lanthanides have very small crystal-field splittings and very sharp electronic spectra.
As for ligand binding, lanthanides tend to bind with anionic ligands whose donor atoms have
high electronegativity (e.g. O, F).15 Interactions between lanthanide and oxygen or lanthanide and
nitrogen are quite different from oxygen and nitrogen interactions with transition metals. Transition
metals and early actinides will form strong double and triple bonds with O and N, however, the
lanthanides will not form these strong bonds with O and N.15 Another impact on the properties
of lanthanide compounds results from the reduced participation of the 4f -orbital in bonding. This
results in any bound ligands having minimal effect on the spectroscopic and magnetic properties,
enabling a variety of unique applications, for example in development of strong magnets.

Actinides. Directly below the lanthanides, the actinides consist of elements 89–103, and only
the first few are naturally occurring and elements heavier than Pu must be artificially synthesized.
The valence shells occupied at this point are the 5f, 6d, 7s, 7p, all of which are separated very
well in space, yet energetically remain very close. This spatial separation can account for some of
the unique chemical properties of the actinides; uranium serves as a good example. Specifically,
the ground state for uranium which has the configuration of 5f 36d17s2, some of which are very
close energetically. This causes complications when describing chemical bonding, as several of
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these states will be competing to contribute to the bonding picture. Describing this with electronic
structure methods then becomes extremely difficult. Furthermore, SO coupling will confound the
chemical picture, as it impacts the degeneracy of shells with angular momentum number greater
than zero. This leads to energetically lower and higher sub-shells, which alter the possible occupied
states.13,16 As previously mentioned, the lanthanide 4f -shell does not have enough radial extent to
contribute much to chemical bonding, however in actinides the indirect effects cause the 5f -shell
and 6d-shell to have enough radial extent to form stable covalent interactions. This results in a much
higher range of possible oxidation states than for the lanthanides, with +4 and +6 being the most
common.

2.3 Relativistic Quantum Mechanics

2.3.1 Dirac Equation and Relativistic Hamiltonians

The standard equation in the formulation of quantum mechanics is the Schrödinger equation,
which in the time-independent domain can be expressed as

HΨ = �Ψ (2.9)

Where H is the molecular Hamiltonian, that describes the total energy, and Ψ is the wavefunction
of the system. In the nonrelavistic formulation it broken up into five terms:

H = �̂mol = )̂= + )̂4 ++nn ++en ++ee (2.10)

which include the kinetic energy operators )̂ for electrons and nuclei, potential terms (+), for electron-
electron repulsion, nuclear-nuclear repulsion and electron-nuclear attraction. A time-dependent
variant also exist and is discussed in depth in Chapter 6.

In considering special relativity, the Dirac equation for a single electron is the equivalent
of the Schrödinger equation in nonrelativistic quantum mechanics. The Dirac equation includes
scalar-relativistic and SO coupling effects, requiring four coordinates—one time and three spatial
coordinates—and has solutions that are wavefunctions with four components (bispinors). Any
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method that incorporates the Dirac equation in some way is usually referred to as a 4-component (4c)
method. However, for many electron systems there is not a direct analogue of the Dirac equation;
instead, there is an approximately relativistic many-electron equation, the Dirac-Coulomb-Breit
equation.16 This equation resembles the Schrödinger equation equation, and is usually expressed
as17

HR = HNR −
?4
8

8<322︸  ︷︷  ︸
mass-velocity

+ 1
4<222� · [(∇+) × p8]︸                       ︷︷                       ︸

spin-orbit

+ 1
8<222 (∇

2+)︸           ︷︷           ︸
Darwin

(2.11)

Here, the one-electron part of the Hamiltonian is replaced by Dirac operators and a retardation
term (the Darwin term) is added to the two-electron part. Taking out the Darwin term gives the
Dirac-Coulomb equation, but the wavefunction solutions will still retain all 4 components from the
Dirac equation.16

Implementing these equations is not straightforward, as the energy spectrum of the Dirac and
the Dirac-Breit equation spans a continuum at negative energies that extends to −∞, making them
unsuitable to variational schemes. Practical implementations invoke a ‘no-pair approximation’ and
implicitly project out the negative-continuum states. This leads to a 4c Hamiltonian bound from
below. Current implementations of 4c methods are based on Hartree-Fock (termed Dirac-Fock),
configuration interaction (CI), multiconfigurational self-consistent field (MCSCF), coupled cluster
(CC), and density functional theory (DFT) methods. In practice, however, the 1- and #-particle
basis set requirements restrict the highly accurate, generally applicable 4c multireference electron
correlation methods (MRCI and MRCC) to molecules with only a few atoms.16

There are a number of transformation and elimination techniques that alter the Hamiltonian to
project out the negative energy solutions, reducing the number of components in the wavefunction to
two (spinors). In common use are the Douglas-Kroll-Hess18 (DKH) Hamiltonian, and the zero/first-
order regular approximations (ZORA/FORA). The resulting methods are called 2-component (2c)
electronic structure methods. The 2c methods include any spin-dependent terms, and will exactly
reproduce the positive energy spectrum of the Dirac-Breit equation in the limit of an infinite-order
unitary transformation. There are implementations of 2c SCF, CI, MCSCF, and CC as well as 2c
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DFT for ground state energies and gradients and 2c TD-DFT for the calculation of excited states
including SO coupling.

Removing vector effects by not including the SO coupling term results in the scalar-relativistic
Hamiltonians, (such as the scalar DKH approximation) where the wavefunctions include only a single
component, thus called 1c methods. Another economical alternative are relativistic effective core
potentials (RECPs) with and without SO coupling terms. They constitute parameterized potentials
which reproduce either experimental or computed data.19 Scalar-relativistic electronic structure
methods are usually implemented as extensions to nonrelativistic quantum chemistry software
packages.

Because 1c methods are unable to describe SO-coupling and 4c methods are computationally
limited by their high cost, 2c methods are often the method of choice. 2c methods can be further
divided into methods that incorporate SO coupling in the orbital optimization step and methods that
use a basis of real, spin-averaged MOs which address SO coupling effects during the treatment of
correlation. Both methods are equivalent in the limit of full CI, however, the latter method is more
approximate for treatments that have incomplete electron correlation. This treatment of electronic
correlation can be described in an MO-based formalism, where spin polarization is not present at
the MO optimization stage. This must be recovered in a correlation step by use of a singly excited
configuration state function (CSF) for a wavefunction expansion. That said, a MO-basis still works
well across the periodic table.16

2.3.2 Computational Methods

Douglas-Kroll-Hess The most popular all-electron method in computational use is the DKH
method, generally the second and third order expansions.20 In this formalism, the Dirac Hamiltonian
is utilized, and the four components are decoupled into two sets of two components by means of a
unitary transformation

�DKH = *��*
−1 =

[
�+ 0
0 �−

]
(2.12)
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The element H+ relates to the electronic energies and the H– element relates to the positronic
energies. The positronic energies are disregarded and only the H+ is used without affecting the
electronic energies. Further approximations can be made by removing spin components, but this will
neglect spin-orbit effects.16,19 In computational implementations, this is usually the route taken,
and the transformation of the two-electron interaction and often the SO-coupling terms are not
included. Advantages of the DKH method are that it is variationally stable, and often gives better
results than Breit-Pauli based methods. As for disadvantages, the operators are very complicated,
and matrix elements cannot be computed analytically and must rely on numerical methods, which
can be particularly problematic in the calculation of higher-order derivatives.21,22

Pseudopotentials There exists another popular method that is used extensively in relativistic cases
that uses a valence only approach as opposed to the previously discussed all-electron methods. These
methods treat the core and valence electrons distinctly and at various levels. One such way is to
use atomic orbitals for the core electrons, known as the frozen core approach, then model the core
electrons with one of the many possible potentials. The effective core potential (ECP) is the most
frequently used computational chemistry approach to account for relativistic effects. In the creation
of the ECP, nodeless pseudo-orbitals that resemble the true valence orbitals in the bonding region
are made.

kE (r) → k̃E (r) =
{
kE (A) (A ≥ A�) original orbital in outer region
5E (A) (A < A�) smooth polynomial in inner region (2.13)

The idea behind RECPs is that the core electrons do not have much effect on the chemistry of the
atom and can be replaced by a simple one-electron operator. The valence electrons are explicitly
treated in the calculation. To account for relativity, these potentials are parameterized, usually
from all-electron calculations with the DHF method or to experimental values for properties like
enthalpies, dissociation energies, or geometries, to name a few. The Fock operator is split into two
terms, one that accounts for the valence electrons and the other that represents the effective core
potential. ECP’s are useful in calculations, as they can reproduce intermolecular overlap integrals
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very well and can result in accurate structures. The absolute correlation energy may be overestimated,
however, relative to correlation calculations done with orbitals not modified for an RECP.

Approaches for the creation of the potentials include using standard non-relativistic quantum
chemistry techniques, where the effects of the relativistic core are projected to the valence region by
the pseudopotential. Another important method is to fit matrix elements of the valence Hamiltonian,
which attempts to reproduce the low-energy atomic spectrum using correlated calculations. This
approach is used by the German School23–25 of pseudopotential developers, whose models see
extensive use in the literature, providing very good accuracy. For actinide and lanthanide calculations,
these particular potentials have largely become the most commonly used approach.19
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CHAPTER 3

EFFICACY OF DENSITY FUNCTIONALS AND RELATIVISTIC EFFECTIVE CORE
POTENTIALS FOR LANTHANIDE-CONTAINING SPECIES: THE LN54 MOLECULE

SET

The following is a reprint of the journal article26 taken with permission from ACS. The majority
of the calculations and analysis in this project were done by Lucas Aebersold. Stephen Yuwono aided
in calculations, and discussions. The B1 diagnostic calculations were done by George Schoendorff.

3.1 Introduction

The accurate prediction of the thermodynamic properties for lanthanide-containing species is
of great importance due to the use of lanthanide-containing species in many fields such as nuclear
energy, national defense, electronic industries, and catalysis. However, the electronic structure
of lanthanides and lanthanide-containing compounds makes the effective computational study of
such species difficult. In particular, complexities arise from the high number of core electrons, the
multireference character of the partially filled f -orbitals, and increasingly significant relativistic
effects. These complexities limit any quantum chemical methods that rely on all electron approaches,
as the computational cost quickly becomes prohibitive for many practical applications involving the
lanthanides.

The large number of electrons in lanthanides makes computationally efficient methods, such
as density functional theory (DFT), of significant interest. DFT is a common choice across the
periodic table, generally known for its lower computational scaling in comparison to ab initio
correlated methods, typical ability to predict ground state structures, and, overall, ability to predict
energetic properties with qualitative accuracy (though there are numerous exceptions), and is widely
used even for d-block27–29 and f -block species.30–32 However, an important and often overlooked
potential problem with DFT is that many of the density functionals are parameterized with respect
to properties of main group elements, with very little, if any, parameterization based on d-block or
f -block molecules.4 This naturally raises questions as to the efficacy of the utilization of DFT for
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lanthanides.
Another important concern with the use of DFT for lanthanide-containing species arises due to

the multireference character of the partially filled f -orbitals in lanthanides. For example, the low-lying
excited states of NdF have been shown to have multiple crossing points with the ground state near the
equilibrium geometry.33 DFT approaches are largely implemented as single-reference methods, and
in molecules like NdF it is very likely that DFT calculations may converge to one of the low-lying
excited states rather than to the ground state.34 This problem can be alleviated by usingmultireference
methods such as complete active space SCF (CASSCF),35 but multireference methods usually scale
combinatorially with the size of the active space making them generally more computationally
demanding than many wave function based single reference approaches. Because DFT ultimately
depends upon the total electronic density rather than orbitals, static correlation effects can be captured
though in an unpredictable manner.4 For the lanthanides, a treatment of relativistic effects is essential
due to the high nuclear charges. This can be done using a number of different approaches explicitly
using a Douglas-Kroll approximation-based method,18,21,36 zeroth-order relativistic approximation
(ZORA),37,38 or infinite order two component approach,39,40 etc. Alternatively, relativistic effects
can be incorporated implicitly via the use of a relativistic pseudopotential such as a model potential
or a relativistic effective core potential (RECP).41 RECPs treat a pre-defined number of the core
electrons using a pseudopotential while simultaneously accounting for the scalar and sometimes even
vector relativistic effects as the potentials as fit to high level relativistic calculations. This allows the
use of an RECP to lower the computational cost dramatically in contrast to the use of an all-electron
basis set because of the reduced number of electrons to be addressed explicitly within calculations.
The efficacy of using ECP on d-block transition metals in combination with an all-electron basis has
been shown in a previous study.42 Consequently, RECPs also have been a popular choice for the
calculation of lanthanide-containing molecules.43–48 However, a question regarding the accuracy of
calculations utilizing RECPs naturally arises because even though 4 5 orbitals are treated as a part
of the valence region, the radial extent of the 4 5 orbitals makes them more core-like in nature. The
fact that the 5B and 5? outer core orbitals have a larger radial expectation value than the 4 5 orbitals
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indicates the importance of core-valence correlation which can be lost if the outer core electrons are
treated with a pseudopotential.

In this study, the performance of DFT used in conjunction RECPs for the prediction of thermo-
dynamic properties of lanthanide-containing molecules was assessed with respect to experimental
data.49–54 The average experimental uncertainties of the Ln54 set are 2.0 kcal mol−1, 4.9 kcal mol−1,
and 4.7 kcal mol−1 for the Ln54HFa, Ln54HFb, and Ln54D0 subsets, respectively. Of particular
interest is the performance of RECPs in comparison to all-electron methods. The performance of
DFT for the prediction of thermodynamic properties for a set of 54 lanthanide-containing species,
called the Ln54 set, has been evaluated in a previous study.55 The study provided insight as to
functional performance when combined with the third-order Douglas-Kroll (DK3) treatment of
all-electron basis sets. However, all-electron calculations of lanthanide-containing species can be of
limited use as compared to RECP in larger molecules. Herein, the calculated results using DFT and
RECPs are reported and compared to both experiment and to the results from the prior study that
used all-electron basis sets with explicit treatment of relativistic effects.55

3.2 Computational Methods

Density functional calculations were performed with the NWChem software package.56 The
Stuttgart relativistic small core (RSC) segmented/ECP set was used for lanthanide atoms (La-
Lu)24,57. The cc-pVTZ correlation consistent basis set was utilized for O and F,58 whereas the DK
recontracted set, cc-pV(T+d)Z-DK, was utilized for Cl59–62 as this allows for a direct comparison
with the prior study that used all electron basis55. Single point calculations were performed using
geometries and thermal corrections obtained from the prior study to further aid a direct comparison
to quantify the effects of using a relativistic pseudopotential as opposed to an all electron basis set
with explicit relativistic corrections.49 The enthalpies of formation were then calculated using the
atomistic approach.55 The geometries used correspond to the PBE0 optimized geometries from
the prior all electron study as this functional provides reasonable agreement with the experimental
geometries63. The relatively flat potential energy surfaces of the molecules in the Ln54 set results in
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computed thermodynamic properties that are relatively insensitive to small variations (see Tables A.9-
A.12 in the supplementary material). The functionals considered span different levels of complexity:
the local density approximation (LDA), of which the SVWN functional was utilized;64,65 generalized
gradient approximations (GGAs) including the BP86,66,67 BLYP,66,68 PW9169 PBE,70 B97-D,71
and SSB-D functionals;72,73 meta-GGAs (mGGA) including the TPSS74 and M06-L functionals;75
hybrid GGAs (HGGA) consisting of the PBE0,76 B3LYP,64,68,77 BHLYP,68,78, B3P86,67,77 B97-
1,79,80 MPW1K,81 and X3LYP functionals;65,66,68,69 hybrid meta-GGA (HmGGAs) including
the TPSSH,82 M06, and M06-2X;83 range-separated hybrids (RSH) including CAM-B3LYP84

and M11;85 and double hybrids (DH) in which B2PLYP functional was the chosen.71,86 All
calculations were done using restricted open-shell DFT except for B2PLYP in order to allow for a
direct comparison with prior work. Unrestricted open-shell DFT was instead used for B2PLYP due
to the unavailability of restricted open-shell MP2 in NWChem.

The energies were calculated for the experimentally determined ground state configurations of
the lanthanide species. For molecules where the experimental ground state configuration data is
unavailable, an ionic assumption of the molecules was used as a starting guess, where the anions were
treated as closed shells and the spin density was associated with the lanthanide cations. For example,
NdF was assumed to be Nd+F– , thus the unpaired electrons are localized on the neodymium
atom.87,88 However, if lower energy configurations corresponding to a non-ionic view were found
for a molecule, than that value was used, rather than forcing an ionic state.

The molecule set used in this study is referred to as the Ln54 set and has 54 lanthanide-containing
molecules with known enthalpies of formation or bond dissociation energies.55 There are three
subsets within the Ln54 set: Ln54HFa consisting of 15 molecules containing formally Ln(III) with
known experimental Δ�◦f values. Ln54HFb consisting of 31 molecules containing formally Ln(I)
and Ln(II) with known experimental values; and Ln54D0 consisting of 25 diatomic molecules with
experimentally known �0 values. The data is compared by evaluating the mean signed deviation
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(MSD) and mean absolute deviation (MAD), defined as,

MSD =
1
#

#∑
8

Gcalc
8 − Gexp

8
(3.1)

MAD =
1
#

#∑
8

���Gcalc
8 − Gexp

8

��� (3.2)

It should be noted that in reference 32, all MSD signs were reversed as a result from subtracting
G

exp
8

from Gcalc
8

. When comparing data from this previous study, all MSDs are updated to reflect the
proper definition.

Another definition that will be used as a benchmark throughout this paper is the lanthanide
chemical accuracy, defined as 5.0 kcal mol−1 in the all-electron study. This was established as the
target accuracy for thermochemical calculations of lanthanide-containing compounds to account for
the average experimental uncertainty for the Ln54 set.

3.3 Results and Discussion

3.3.1 Ln54HFa Set.

The Ln54HFa subset of molecules includes lanthanide atoms formally in the +3 oxidation state.
The mean absolute deviation (MAD) and mean signed deviation (MSD) from experiment of the
Ln54HFa set were plotted for each functional (Figure 3.1). Overall, the MSDs are equal in sign
and magnitude to the MADs, showing that the functionals generally predict a higher Δ�◦f than
experiment. The functionals with the lowest MADs are SVWN (26.5 kcal mol−1), M06-L (26.2
kcal mol−1), and BHLYP (26.0 kcal mol−1). The MSDs for these same functionals are 24.1, 23.5,
and 22.7 kcal mol−1, respectively. The GGA functionals result in the poorest predictions in terms of
MAD, ranging from PW91 (37.9 kcal mol−1) to SSB-D (49.6 kcal mol−1). Despite the high MADs,
it is important to note that the GGA functionals, particularly those without dispersion corrections,
predict enthalpies of formation that are higher than experiment. However, it is also noteworthy
that the MADs of the Ln54HFa set using the tested functionals are always above the lanthanide
chemical accuracy. The relative magnitudes of the MSDs compared with the MADs indicate that
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this is systematic behavior. On the other hand, the range separated hybrid M11 and the double hybrid
B2PLYP have low MSD-to-MAD ratios, indicating their predications are not systematic. A high
MSD-to-MAD ratio indicates that there is a systematic deviation in the calculated enthalpies of
formation. This is the definition of systematic deviation referred to for the rest of this study. On the
contrary, a low MSD-to-MAD ratio means that some of the calculated data points are higher and
some of the data points are lower than experimental values throughout the subset. This indicates
that the deviation is not systematic, thereby decreasing the predictive power of the tested method
outside the test set.
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Figure 3.1: MSD (left blue bars) and MAD (right orange bars) values of Δ�◦f (kcal mol−1) with
respect to experimental values for the Ln54HFa subset containing Ln in the +3 formal oxidation
state. Functionals are listed in order of increasing complexity from the local density approximation
(SVWN) to a double hybrid (B2PLYP).

With the Ln54HFa set, the most extreme deviations occurred for lanthanides with significant
multireference character, i.e., when the lanthanide is neither in a closed-shell nor half-filled configu-
ration ([Xe], [Xe]4 5 7, and [Xe]4 5 14). To show this behavior explicitly, the computed enthalpies of
formation were plotted along with the experimental values for the species that comprise the Ln54HFa
set (LnF3 and LnCl3). The plot for LnF3 is shown in Figure 3.2 and a similar plot for LnCl3 is
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provided in the supplementary materials (Figure ??) as well as values for each of the computed
enthalpies of formation. The average enthalpies of formation for each functional class are used to
clarify the distinction between the different types of functionals. The accuracy achieved using the
DFT functionals decreases drastically for compounds that possess multireference character due to
the partially filled f shell. While common implementations of density functional theory are single
determinant methods, some degree of static correlation is accounted for by pure functionals albeit in
an unpredictable manner.89 This likely contributes large variations in MSD and MAD among the
functionals for the species with multireference character. Furthermore, the values predicted with the
DFT functionals deviate highly from each other as can be seen in Figure 3.2. When looking at the
predicted values for La to Gd, all of the functionals produce deviations that are all in a similar range,
i.e., the predicted values are more precise in that the different functionals predict similar values
though computed enthalpies of formation also become less accurate with respect to the experimental
values as the 5 -shell is filled. Then, for Gd and Ho, the functionals predict vastly different enthalpies.
There also seems to be a relationship between error prediction and exact exchange – predicted
errors are higher among functionals containing more exact exchange. This effect of exact exchange
continues to be prevalent in the later subsets.
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Figure 3.2: Comparison of average predicted Δ�◦f enthalpies of formation of each functional class
and experimental Δ�◦f for LnF3. Experimental values are depicted as black squares connected with
a solid line. Functional classes are connected with dashed lines, with values corresponding to the
colored markers depicted in the legend.

3.3.2 Ln54HFb Set.

The results for the Ln54HFb subset are provided in Figure 3.3. The Ln54HFb consists of
molecules with the lanthanide formally in the +1 and +2 oxidation states. In contrast to the Ln54HFa
set, the MADs for the Ln54HFb subset are smaller and range from 20 to 30 kcal mol−1. The best
performing functionals are SVWN, TPSS, and TPSSH each with MADs of 20.8, 21.9, and 21.6
kcal mol−1, respectively. The poorest performance is for the M06-2X functional with an MAD
of 31.9 kcal mol−1. The lanthanide chemical accuracy is not achieved in the Ln54HFb set, just
as observed in the Ln54HFa set. Furthermore, of note is that GGA functionals no longer predict
consistently higher MADs than other functional classes as was observed with the Ln54HFa set.
Although the reduction in error compared with the Ln54HFa subset is most prominent for the GGA,
all of the MADs are lower by some extent. This indicates that the formal oxidation state of the
lanthanide must be considered before selecting an appropriate functional. However, the performance
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of the various functionals in the Ln54HFb subset is not better than with the Ln54HFa subset. The
MSDs of the Ln54HFb subset were noticeably smaller in magnitude than the corresponding MADs.
This indicates that the functionals do not produce a systematic error when computing enthalpies of
formation. So, despite the increase in accuracy in the Ln54HFb set compared to the Ln54HFa set,
there is a loss in precision.
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Figure 3.3: MSD (left blue bars) and MAD (right orange bars) of Δ�◦f (kcal mol−1) with respect to
experimental values for Ln54HFb subset containing Ln in the +1 and +2 formal oxidation states.

To highlight the differences in signed error that occur for the Ln54HFb set, plots of calculated
and experimental enthalpies of formation of LnCl2 and LnO are shown in Figures 3.4 and 3.5,
respectively. Though it appears from the signed errors that most functionals predict enthalpies of
formation that are higher than experiment, there are two notable exceptions. The errors obtained
with the BHLYP and MPW1K functionals indicate that they predict enthalpies of formation that are
lower than experiment for both GdO and GdCl2 (see supplemental Tables A4-A7). In both figures,
the same trend in accuracy and precision occurs around the Ln species dominated by single-reference
character as was shown with the Ln54Ha subset.

26



3.3.3 Ln54D0 Set.

The Ln54D0 subset consists of diatomic molecules with experimentally known bond dissociation
energies. The MADs and MSDs for the calculated bond dissociation energies of the LnO and LnF
diatomics are shown in Figure 3.6. The best performing functionals are SVWN, PBE, and PW91 with
MADs of 21.0, 22.9, and 23.5 kcal mol−1, respectively. In the previous subsets, the top performing
functionals are within 1 kcal mol−1 difference of MAD from each other. Yet, in the Ln54D0 subset,
this difference is larger, as the MAD of SVWN is approximately 2 kcal mol−1 lower than PBE.
Additionally, SVWN is the only functional that retains a positive MSD, whereas the rest of the
functionals have negative MSDs that are typically much smaller in magnitude than the MADs.
This indicates that SVWN systematically predicts overbinding, which is consistent with previous
observations for LDA calculations.90 Additionally, the same trends in the accuracy of the computed
bond dissociation energies with respect to experiment and the precision of the computed bond
dissociation energies with respect to the other functionals are present. These same trends were also
present for both of Ln54HFa/b subsets (Figure 3.7), i.e. the best agreement with experiment occurs
for molecules that can be described with single determinant.
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Figure 3.4: Average predicted Δ�◦f (kcal mol−1) of each functional class and experimental Δ�◦f for
LnCl2. Experimental values are depicted as black squares connected with a solid line. Functional
classes are connected with dashed lines, with values corresponding to the colored markers depicted
in the legend.
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Figure 3.5: Average predicted Δ�◦f of each functional class and experimental Δ�◦f for LnO. Ex-
perimental values are depicted as black squares connected with a solid line. Functional classes
are connected with dashed lines, with values corresponding to the colored markers depicted in the
legend.
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Among all three sets, a correlation between exact exchange and a subsequent increase in error
is present. To show this trend, the MADs for each Ln54 subset of the M06-L, M06, and M06-2X
functionals are compared in Table 3.1. These particular functionals differ only in the amount of
exact exchange used allowing for a direct comparison of the effects of exact exchange to be made.
From the table, there is indeed a clear increase in MAD error as the percentage of exact exchange is
increased, which is in line with previous observations from the all-electron DFT study.49 Further
supporting this correlation is the fact that both the 4 5 orbitals and the outer core electrons that are
treated explicitly with the small core ECP are highly localized on the lanthanide in the molecules.
The inclusion of exact exchange introduces non-locality in the functional. It is also shown that the
effect is more significant in the Ln54HFa set than in the Ln54HFb subset. The correlation with exact
exchange was observed with the all electron calculations, but it is less pronounced when the core
electrons are removed with the ECP.
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Figure 3.6: Ln54D0 subset MSD (left blue bars) and MAD (right orange bars), in kcal mol−1, for
the calculated bond dissociation energies taken with respect to experimental values reported for
each of the 25 lanthanide-containing diatomics composing the Ln54D0 set.
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Figure 3.7: Averaged predicted �0 (kcal mol−1) or in the case of LDA and DH average predicted
of each functional class and experimental D0 for LnO. Experimental values are depicted as black
squares connected with a solid line. Functional classes are connected with dashed lines, with values
corresponding to the colored markers depicted in the legend.

�1 Diagnostic. The �1 diagnostic is a DFT-based multireference diagnostic that relies on the
energies obtained with the BLYP and B1LYP functionals (Eq. 3.3).9

�1 =
BEBLYP − BEB1LYP/BLYP

=
(3.3)

Table 3.1: MAD (kcal mol−1) values for the three Ln54 subsets computed with the Minnesota
functionals: M06-L, M06, and M06-2X, which have increasing percentages of exact exchange,
respectively.

Functional exact exchange Ln54 Subset
Ln54HFa Ln54HFb Ln54D0

M06-L 0.00% 26.2 26.7 31.1
M06 27.00% 32.9 28.2 35

M06-2X 54.00% 38.9 31 40.8

In equation 3.3, the �1 value is a difference in bond energies (BE) obtained with the BLYP
functional and the B1LYP functional at the BLYP geometry while = is the number of bonds
being broken. Thus, the �1 diagnostic is scaled to be the energy difference per bond. It has been
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suggested that a 10 kcal mol−1 threshold could be used to determine if a molecule has significant
multireference character, but it is at best simply a guideline. Lanthanide containing molecules often
exhibit significant multireference character that is largely due to the incomplete occupation of the 4 5
shells that occurs for species that do not have a 4 5 0, 4 5 7, or 4 5 14 occupation. This is often the cause
of multireference character arising in lanthanide complexes where the lanthanide is formally in the
+3 oxidation state as the 53 and 6B orbitals remain unoccupied as is the case with the molecules in
the Ln54HFa set. The �1 values for each molecule in the Ln54 set are shown in Table 3.2. It can
clearly be seen that the trihalide species with lanthanides near the ends or middle of the series have
low �1 diagnostic values while those in the intermediate regions of the lanthanide series tend to have
the largest �1 values that exceed the 10 kcal mol−1 guideline. Additional static correlation effects
arise when the lanthanide is in a low formal oxidation state. In the +2 and +1 oxidation states, the
53 and 6s orbitals can be occupied. This leads to covalent bonds as well as near degeneracies due to
the partially filled 53 and 4 5 shells. Despite this, the dihalide species tend to have low �1 diagnostic
values with only two exceptions – SmCl2 and TbCl2. The lanthanide monoxides, however, have far
higher �1 diagnostic values suggesting significant multireference character particularly for the latter
half of the lanthanide series. The lanthanide monofluorides typically have �1 values that exceed
10 kcal mol−1 as well with the exceptions being LaF, EuF, GdF, TbF, TmF, and YbF. This can be
rationalized based on the electronic configurations of the Ln+ species. La+ has a 532 ground state,
so the static correlation arises primarily from the incomplete 53 shell, though some of this should
be alleviated due to ligand field splitting. Eu+ has a 4 5 7 6B1 ground state so that both the 4 5 and 6B
shells remain half-filled. Likewise, the remaining species—Gd+, Tb+, Tm+, and Yb+—all either
preferentially populate the 6B orbital over the 53 in the ground state, or population of the 6B orbital
corresponds to a low-lying excited state that may be significant in a molecular environment.
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Table 3.2: Values for the �1 diagnostic for multireference character using B1LYP/BLYP.
Ln LnF3 LnCl3 LnF2 LnCl2 LnF LnO
La 7.4 1.2 8.7 2.2 9.8 16.3
Ce 4 2.2 0.4 11.2
Pr 20.2 29.4 2.9 10.7 8.6
Nd 24.9 49.6 2.1 39.8 10.3
Sm 4 97.8 14.5
Eu 7.1 0.3 7.3 21.6
Gd 1.2 2.4 0.4 6.1 13.4
Tb 5.5 158.4 4.6 17.5
Dy 15.2 195.7 36.6
Ho 0.4 0.1 11.2 23.3
Er 20.3 1.6 51.2 65.1
Tm 4.7 115.6
Yb 8.4 318.3
Lu 5.7 26.3 18.5

3.3.4 Ln54 Set.

For the overall Ln54 set, the choice of an RECP to treat relativity for lanthanide compounds,
as opposed to an all-electron approach that still considers every single electron, is examined. To
show the comparison between the predictions made using RECPs versus those made using all-
electron basis sets and the third-order Douglas-Kroll approach, MADs obtained from the RECP
and the previous all electron study55 were plotted for each Ln54 subset (Figure 3.8). Each subset
comparison is depicted in Figures 3.8a–c, with Ln54HFa (top), Ln54HFb (center), and Ln54D0
(bottom), respectively. For LDA (SVWN), both methods give approximately the same MADs of
20 kcal mol−1. However, for the GGA functional class there is a clear increase in the RECP MAD
predictions compared to those of the all-electron basis set. This difference is most pronounced in
the Ln54HFa and Ln54HFb subsets where the RECP MADs are 7.6 to 13.6 kcal mol−1 larger than
the results obtained previously with all-electron basis sets and an explicit treatment of relativistic
effects.55 The significant differences between the RECP and all-electron energies may result from the

32



replacement of the core electrons with a smooth polynomial and the nuclear charge with an effective
nuclear charge in the ECP. This effectively results in the loss of most of the highly localized core
leading to the most notable decreased performance with the semi-local GGA functionals. Another
notable observation is that the difference in MADs are consistently more than 10 kcal mol−1 in
all subsets for B97-D and SSB-D, which could be attributed to the empirical dispersion correction
utilized in the functional.
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Figure 3.8: Comparison of the MADs (kcal mol−1) for the (a) Ln54HFa, (b) Ln54HFb, and (c)
Ln54D0 subsets of both the RECP calculations (red circles) and the all-electron calculations from
the prior study55 (blue triangles) for all 22 tested density functionals.

The superior performance of the all-electron approach over the RECP treatment is less pro-
nounced when increasing the functional complexity beyond the GGAs. The differences between
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the MADs does not favor either approach over the other. Often, the MAD values are nearly the
same for some functionals, e.g. TPSSH, where the values are within 2 kcal mol−1 for each subset.
In other cases, a functional will perform better with an RECP in one subset, but in another it will
perform better with an all electron basis set. A good illustration of this occurs in the B3P86 where
the MAD value obtained with an RECP for the Ln54HFa subset is 5 kcal mol−1 lower than the MAD
obtained with an all electron basis set with explicit treatment of relativistic effects. However, the
opposite trend is observed for the Ln54b subset. As for the Ln54D0 subset, the MADs are within 0.1
kcal mol−1 of each other between the two approaches preventing a definitive conclusion. The only
difference between the two approaches is how the core electrons and relativistic effects are handled.
The scalar relativistic effects affect the core directly while the valence orbitals are mostly affected
indirectly in response to the changes in the core. To illustrate the effect of relativistic treatment,
consider the 6B orbital since it is the most diffuse valence orbital and as an s orbital the valence
orbital most affected by relativistic effects. With the PBE functional the radial expectation value,〈'〉,
of the 6B orbital for Yb is 3.6598 au with the all electron set and 3.5858 au with the RECP—a
difference of only 0.0740 au. Thus, the removal of the core electrons is by far the most significant
difference between the two approaches. It then can be seen that the change in the density has a
significant impact on the performance local and semi-local density functionals in particular. This is
to be expected as the core is highly localized and its removal results in a more delocalized density.
Yet the outer core electrons remain localized on the lanthanide resulting in improved performance
of the local and semi-local functionals when compared to the hybrid and double hybrid functionals
nonetheless.

In conclusion, the local and semi-local functionals performed best for the Ln54 set. The non-
local hybrid and double-hybrid functionals resulted in the poorest performance, and predicted the
energetic properties of the Ln54 set in an inconsistent manner, i.e. there was less systematic error
for the non-local functionals. In general, the performance of the hybrid functionals decreased as
more exact exchange was included. The general lack of systematic deviations for the hybrid and
double hybrid functionals is most notable for the lanthanide compounds known to have significant
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multireference character. Due to the difference in sign between the MSD in the Ln54HFa/b and the
Ln54D0 set the MSD of the combined Ln54 set is small relative to the MAD due to cancellations.
However, SVWN generally produces a systematic error with a positive deviation in all Ln54 subsets
in contrast to the rest of the functionals. SVWN also has the lowest overall MAD at 22.1 kcal mol−1

and a MSD of 13.5 kcal mol−1. The PBE and TPSS functional are comparable with SVWN with
MADs of 27 kcal mol−1 and 25 kcal mol−1, respectively, though the smaller MSDs in comparison
to their MADs associated with these functionals indicates less systematic energy predictions. The
computed energy could be an overestimate or underestimate from the true value without any clear
indication as to which, unlike SVWN which will in most cases overestimate energies. Finally, when
examining the performance of the functionals in each class, it is clear that the functionals with a
minimum of parameterization typically perform the best, i.e. SVWN, PBE, TPSS and TPSSH for the
LDA, GGA, mGGA, and HmGGA functionals, respectively. Parameterization appears to negatively
impact the quality of the results obtained with each functional, though this should be expected as no
functional has been parameterized for use with lanthanides.

3.3.5 Conclusions.

A range of density functionals spanning multiple functional forms has been assessed for their
ability to predict enthalpies of formation and bond dissociation energies of the Ln54 molecule set.
The effect of the use of a relativistic ECP was examined and contrasted with the results obtained
using all electron basis sets and an explicit treatment of relativistic effects.55 SVWN is shown to be
the best performing functional for the Ln54HFa, Ln54HFb, and Ln54D0 subsets and for the overall
Ln54 set. The MAD and MSD for SVWN is 22.1 kcal mol−1 and 13.5 kcal mol−1, respectively,
for the combined Ln54 molecule set. The lanthanide chemical accuracy, defined to be 5.0 kcal
mol−1, is not achieved using DFT and RECP throughout the Ln54 set. It has also been shown
that the errors obtained with the SVWN functional tend to be systematic in contrast to the errors
obtained with other functionals. The systematic deviation obtained with SVWN combined with its
relatively low MAD makes it a favorable choice to use for predictive calculations of thermodynamic
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properties of lanthanide-containing molecules. A comparison between the use of RECPs and all-
electron basis sets yields the same observation that the local functionals typically perform better
than non-local functionals for the computation of thermodynamic properties when lanthanides are
involved. However, GGAs with RECPs are the most sensitive to the removal of the core electrons
when compared with the performance of GGAs when all electrons are treated explicitly. This is
due to the loss of some of the locality of the density due to the replacement of the highly localized
core of the lanthanides. Finally, hybrid and double hybrid functionals perform roughly the same
for the prediction of thermodynamic properties when either RECPs or all electron basis sets are
used, though the non-local character of the hybrid and double hybrid functionals leads to their poor
performance overall for the Ln54 molecule set.
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CHAPTER 4

ACTINIDES

All calculations in this chapter were carried out by Lucas Aebersold.

4.1 Introduction

Actinide compounds are of interest in many applications, with the use of actinide oxides in
nuclear fuel cycles being one of the most common.20,91 Other applications in medicine, energy
production and catalysis are widespread, and include actinide use in cancer therapy, smoke detectors,
heart pacemakers, power sources, missiles, and actinide-doped materials to achieve properties
such as luminescence. While there are many uses of actinides, there are also significant ongoing
environmental challenges, in terms of the nuclear waste generated as a byproduct towards its many
applications. Transuranic elements, which contribute the most heat to underground storage facilities,
have half-lives on the order of tens-to-ten thousands of years. Separating these species from the
waste makes their transmutation into species that decay much faster more feasible and also facilitates
potential reuse.2 Thermochemistry is an essential key to the nuclear separation process, the design
of new actinide-based catalysts and applications, and improvement of existing processes.

In addressing actinide species, computational chemistry provides a vital route towards describing
their thermochemistry, in part, due to the inherent difficulties of experimental work with such
compounds.92 However, computational methods have their own challenges. Calculations on f -block
species are inherently difficult due to the preponderance of nearly-degenerate states, the influence of
relativistic effects, and the need to account for high levels of electron correlation, which all pose
significant demands on electronic structure methods. Combining the methodological requirements for
f -block species makes even small molecule calculations costly in terms of computer time, memory,
and disk space.

There are several routes that can be used to account for relativistic effects, with Hamiltonians that
incorporate various levels of relativistic effects. One of the most accurate methods for the treatment
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of relativistic effects is the four-component Dirac-Hartree-Fock (DHF) method. A drawback of the
method, however, is that it is computationally demanding, largely restricted to very small molecules,
and careful analysis is required to collect meaningful results. More approximate two-component
methods such as Douglas-Kroll-Hess (DKH) and zeroth-order regular approximation (ZORA) allow
the inclusion of effects such as scalar relativistic contraction and spin-orbit coupling, while enabling
a significant reduction of computational effort relative to DHF-based approaches.

As molecule size increases, even these approximate methods can become too computationally
costly, and instead, scalar relativistic corrections are considered in a one-component representation,
incorporating effects of relativity within relativistic effective core potentials (RECPs).93 These
Hamiltonians can be used with standard wavefunction based methods and density functional based
methods. As molecules get bigger in terms of the number of electrons, the computational cost
soars. Thus, rather than using ab initio methods (CCSD, MRCC, etc.) Kohn-Sham density function
approaches become more favorable. This is especially the case for heavy elements due to the
efficiency of DFT approaches relative to ab initio approaches, enabling molecules of larger size to
be investigated, while accounting for electron correlation.

Most density functional approaches, however, were designed for the study of main group species,
largely with parameterization based upon properties of main group species, with only a limited
number of functionals incorporating any transition metal chemistry data in their parameterization,
and, of those, very little transition metal data is used. This suggests that significant examination of
property prediction be done to help ensure the utility and relevance of the functionals in this regime
of the periodic table.

In considering a broad perspective of functional performance across the periodic table, for main
group energetics, overall, the root mean square deviation of over 1,000 energies from experiment
is ∼2–4 kcal mol−1, generally depending upon functional class.94 For 3d transition metals, this
deviation increases, overall, so that the best functionals for a set of ∼200 enthalpies of formation
different from experiment with a root mean squared deviation (RMSD) of 6–9 kcal mol−1. It is
important to note as well, however, that reported experimental uncertainties for these different energy
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sets also increase across the periodic table.26,95 Nevertheless, there is still a need to take stake of
the performance.

In recent work on the lanthanides, it was observed that overall, there is a deviation in the
enthalpies of formation and dissociation energies for the Ln54 set, a set of 54 lanthanide energies
from experiment, of ∼1 eV.26,96 This is a sizable error, especially considering the small molecules
that were investigated. While there are ab initio methods that markedly reduce this error, the
computational demands can quickly become daunting. In the present study, the impact of functional
and basis set choice, as well as the impact of spin-orbit effects, on the energy predictions for actinides,
is considered.

4.2 Computational Methods

Density functional calculations were performed on a set of actinide compounds and their con-
stituent atoms. The actinides chosen are based on our compilation of 66 actinide energies from
experiment—which we call the An66 set. 18 commonly used functionals were used, representing
several families of functionals, some of which have performed the best in prior DFT studies of
transition metal or lanthanide species, including: the local spin density approximation (LSDA)
SVWN64,65]; the generalized gradient approximations (GGA) [BP8697,98, BLYP68,97, PW9169,
and PBE99]; meta-corrected GGAs (mGGAs) [TPSS74 and M06-L75]; a variety of hybrid GGAs
with various levels of exact exchange [B3P8678,98, X3LYP65,68,69,97, B97-180,100, B3LYP68,78,
PBE0101, MPW1K81, BHLYP68,78]; meta-hybrids [TPSSH102, M0683 and M06-2X83]; and the
double hybrid functional B2PLYP.71,86 All calculations were performed with the NWChem56

computational suite of software.
The effects of all-electron methods and relativistic effective core potential methods were analyzed.

For the RECP calculations, three basis sets from the Stuttgart family of RECPs were considered
for each actinide atom. All RECP basis sets used the same small core pseudopotential fit to the
quasi-relativistic Wood-Boring results for many electrons (ECP60MWB).103–105 The first basis set,
the Stuttgart 1997 RSC (S97) is a (12B11?1038 5 )/[8B7?634 5 ] segmented contracted basis set, that
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is less demanding computationally with respect to other commonly used RECP basis.104 However,
as noted by Cao et al.104 the basis set has specific drawbacks. Thus, for geometry optimization the
(14B13?1038 5 66)/[6B6?534 5 36] segmented contracted atomic natural orbital (SEG) basis, given
by Cao and co-workers106 was used for all actinide compounds.

Additionally, the pVQZ quality (14B13?1038 5 66)/[6B6?534 5 36] general contracted atomic
natural orbital (ANO) basis104 was used for single point energies. For the lighter ligands O, F, Cl
the cc-pVTZ basis sets (cc-pV(T+d)Z for Cl) were used107,108. For the heavier ligands Br and
I, relativistic effects should be addressed, thus the small-core Stuttgart-Köln ECP10MDHF and
ECP28MDHF pseudopotentials with the cc-pVTZ-PP basis sets were employed.109

Geometry optimization was performed with the TPSS74 meta-GGA functional using the un-
restricted Kohn-Sham formalism. The TPSS functional was selected, based on its effectiveness in
systems with many degenerate states.8,74,99 The optimized structures were used in the ANO and
AE calculations. As such, optimizations with other basis sets were not considered. For molecules
that have available experimentally determined states (i.e., actinide oxides), the DFT calculations
were aligned with those states.20 To determine the ground state multiplicity of compounds with
no experimental reference, calculations were done across a range of likely multiplicities and states.
The orbital vectors were checked, and rotations done if needed to identify the lowest energy state
possible. This state was used as the ground state for all calculations. Vibrational frequencies were
calculated with NWChem’s built in numeric methods, and no imaginary frequencies were present
for the final optimized structures.

In prior studies on small lanthanides, in general, functional choice for the geometry optimiza-
tion results in small differences in the overall prediction of the computed enthalpies of formation
(considering the magnitude of error).26,96 For example, in a previous DFT study of the lanthanides,
structures optimized with SVWN, PBE, TPSS, M06-2X, and PBEO resulted in enthalpies of forma-
tion and bond dissociation energies that differed, largely by less than a single kcal mol−1.96 Thus,
the structures optimized with TPSS were utilized in single-point calculations for all of the other
functionals and basis sets for each compound.
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Spin–orbit DFT (SO-DFT) calculations were performed using NWChem’s SO-DFT method
for the SEG and ANO basis with the small-core Stuttgart RECPs. For the all-electron calculations,
the third-order Douglas-Kroll-Hess method22, as implemented in NWChem110, was used. The
cc-pVTZ-DK basis sets109,111,112 are used for of the all atoms. Third-order Douglas-Kroll-Hess
was used as it has been shown to be more accurate than second-order DKH.111,113,114 For the
all-electron calculations, DKH and ZORA are common choices. Here, the DKHmethod was selected
as prior work suggested ZORA and DKH have similar performance.115

To assess the predictive capability of the functionals, a set of experimental enthalpies of formation,
Δ�298Kf , for 66 actinide compounds was utilized (An66). The energies were taken from Nuclear
Energy Agency (NEA)116,117 data and a recent 2014 review/survey of actinide oxides53. The set of
compounds includes a variety of oxides, halides, and oxohalides for actinides Th, U, Np, Pu, and
Am. The thorium compounds included were: ThXn where X = F, Cl, or Br, and = = 1–4, as well
as ThOn (= = 1,2)53, ThOF, and ThI4. For uranium the 26 compounds included were: UXn where
X = O (= = 1–3)53, F (= = 1–6), Cl (= = 1–6), Br (= = 1–5), and I (= = 1–4). Additionally, the
oxohalides UOF4, UO2F2, and UO2Cl2 were included. For neptunium 9 compounds included were
NpXn where X = F (= = 1–4, 6), Cl (= = 3, 4), and O (= = 1, 2)53. Plutonium compounds consisted
of PuXn where X = F (= = 1–4, 6), Cl (= = 3, 4), Br (= = 3), I (= = 3), and O (= = 1–3)53. Lastly,
two Am compounds were considered AmO and AmF3.

The enthalpies were computed using a thermodynamic cycle. Linear regression analysis of
computed values versus experimental values, along with mean unsigned errors (MUE) and mean
signed errors (MSE) were used to assess the performance of the functionals.

4.3 Discussion

4.3.1 Geometries

The geometries of the compounds, the vibrational modes, and thermokinetic constants can be
found in the supplemental material in Appendix B
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4.3.2 Enthalpies of Formation

To analyze the utility of the basis sets, the all-electron DKH3 basis, the generally contracted ANO
RECP basis, the segmented contracted RECP basis, and 1997 Stuttgart RECP basis are compared
using several different metrics. The error from the experiment value, that is, the computed value
subtracted from the experimental value was taken for each compound. The mean signed errors
(MSE) and mean unsigned errors (MUE) with respect to experiment were computed for the data
set as a whole and also for subsets of the data. In addition, the minimum error (most negative),
maximum error (most positive), and standard deviation are also reported. To attain a better idea
of the overall consistency—the distribution of the error and accuracy of the energies across a span
of molecules—of the functionals, linear regression statistics, including the '2, slope and intercept
values, were utilized. The analysis here was done by considering each subset of compounds—Th, U,
and Np species, and a subset including Pu and Am compounds together due to the limited numbers
of Am species.

For the actinide subsets, the MUEs in the energies for each functional and basis set are shown in
Fig. 4.1. For the thorium compounds, the MUEs were the best overall, with values ranging from 5
to 10 kcal mol−1, with the exception of SVWN, whose error is approximately 23 kcal mol−1 for
each basis. Spin–orbit coupling does not drastically affect most of the thorium species considered,
likely due to the singlet nature of ThX2, ThX4, and ThO compounds—where X can be O, F, Cl, Br,
and I. Other molecules in the set are doublets. There is also little difference arising from energies
determined using the all-electron basis sets and the RECP basis sets.

The uranium compounds make up the majority of the An66 set and the trends exhibited are
more complicated than for the thorium compounds. As shown in the lower left panel of Fig. 4.1, the
MUEs for each functional and the respective basis set begin to diverge in the sense that there are
substantial differences in the MUEs, depending upon functional. For example, the MUE of the TPSS
functional is the highest at 19.6 kcal mol−1 for the AE basis set, yet the MUEs for the S97, SEG, and
ANO are 12.7, 12.1, and 9.9 kcal mol−1, respectively. An increase in the MUE for functionals with
higher amounts of exact exchange occurs for all basis sets, such as B3LYP (23%), PBE0 (25%), to
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MPW1K (46%), to BHLYP (50%). However, the Minnesota functionals, M06 and M06-2X—which
have 26 % and 54 % exact exchange, respectively—do not result in such an increase for uranium.
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Figure 4.1: A comparison of functionals and the four basis sets, S97, SEG, ANO, and AE. MUEs
for each actinide are given in the four panels in kcal mol−1, the upper left shows the MUEs for all
Th compounds. The lower left shows the MUEs for all U compounds, the upper right shows the
results for the Np compounds and finally the lower right shows the combined MUE for the Pu and
Am compounds.

Relative to the MUEs for uranium and thorium compounds, for neptunium compounds, there is
an increase in the MUEs for nearly all functional and basis set selections. For the HGGAs MUEs
are higher for the AE basis than for the RECP basis sets, but for the meta HGGAs this is not the
case. The TPSSH functional results in the lowest MUEs of the functionals for all basis sets, with
values of 8.1, 10.5, 7.8, and 8.7 kcal mol−1 for S97, AE, SEG, and ANO sets, respectively. The
RECP MUE values of TPPSH are similar regardless of the RECP used. The large errors in energies
for the SVWN functional observed for the uranium and thorium compounds are smaller for Np,
with MUE’s of ∼17 kcal mol−1. To note, for thorium and uranium compounds, SVWN predicted far
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more negative enthalpies of formation than the other functionals and experiment. However, for Np,
functionals other than SVWN result in MUEs that are higher than the experimental enthalpy. With
SVWN’s tendencies to predict enthalpies that are more negative than for the other functionals, the
resulting MUE is closer to experiment. The predictions arising from the Minnesota functionals, M06
and M06-2X, are not as good for the neptunium compounds as for uranium and thorium compounds,
as most MUEs range from ∼20 to 30 kcal mol−1.

For the plutonium and americium compounds, the MUE values are also large, and the differences
arising from the basis sets choice are more evident. In contrast to the Np compounds, the AE basis
set for nearly every functional results in the lowest MUE. Though the AE MUE values for Pu and
Am are actually similar to the Np values, there is a large increase in the MUEs for the RECP basis
sets. The TPSSH functional provides MUEs of 15.5, 10.3, 12.2 and 13.7 kcal mol−1 for the S97,
AE, SEG, and ANO basis sets, respectively. The TPPSH values do not show much fluctuation across
the plutonium and americium compounds, as for the SVWN and Minnesota (M06) functionals with
exact exchange. The M06 and M06-2X functionals experience a large decrease in performance,
having MUEs in the range of 40 to 50 kcal mol−1, the highest of all functionals across the actinide
series. Plutonium oxides are known to have significant multireference character118, which can be
problematic for DFT approaches, in general, and as demonstrated for actinides by a prior study on
AtO+119. This may explain the particularly high MUEs observed, especially for the functionals
with higher percentages of exact exchange. Prior studies have shown that higher percentages of
exact exchange in functionals leads to poorer predictions of energetics for systems with significant
multireference character.26,119
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Figure 4.2: Mean unsigned errors in kcal mol−1 for the 18 functionals analyzed across the four basis
sets for the overall molecule set.
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Table 4.1: Statistical properties computed for the enthalpies predicted by each functional, for the SEG, ANO, and AE basis
sets. The statistics include the mean unsigned error (MUE), mean signed error (MSE), the range of errors noted (Min and
Max), all in kcal mol−1, and finally the standard deviation f.

MUE MSE Min Max f

SEG ANO AE SEG ANO AE SEG ANO AE SEG ANO AE SEG ANO AE
SVWN 25.2 23.2 25.1 −21.0 −18.3 −21.6 −90.3 −85.4 −96.6 25.2 22.8 21.7 20.7 19.5 21.4
BP86 12.0 10.7 12.1 0.2 2.4 −0.8 −35.4 −32.4 −41.9 43.3 39.5 39.3 10.2 9.7 10.5
BLYP 11.9 12.1 12.1 6.1 8.8 5.2 −25.8 −20.3 −33.2 46.1 41.8 41.8 11.1 11.1 10.9
PW91 12.9 11.3 12.8 −3.3 −1.0 −4.7 −42.9 −38.1 −50.1 39.6 35.2 34.9 10.4 9.8 11.3
PBE 12.6 11.2 12.3 −1.3 0.9 −2.6 −39.0 −35.3 −45.6 42.6 38.7 38.1 10.4 9.9 11.0
TPSS 11.0 9.2 14.9 −4.7 −2.4 −9.0 −41.0 −36.0 −46.8 33.4 26.4 29.8 8.8 7.9 10.4
M06-L 11.6 10.9 11.4 1.7 3.3 −2.9 −32.9 −29.1 −36.1 40.1 36.5 28.5 9.6 9.5 8.5
B3P86 11.9 11.4 13.0 −2.5 −0.2 −3.9 −21.9 −19.4 −28.6 33.1 32.0 29.0 7.2 7.9 7.8
X3LYP 11.6 12.0 11.6 3.9 6.4 2.6 −20.6 −17.3 −21.0 37.5 44.0 36.8 9.2 10.7 9.2
B97-1 11.6 12.1 13.1 2.7 4.7 1.5 −22.0 −19.3 −22.6 38.9 39.9 40.6 9.3 10.7 9.4
B3LYP 11.4 12.1 11.6 4.3 6.9 2.7 −20.4 −16.7 −20.8 37.9 45.7 34.7 9.4 11.1 9.2
PBE0 11.5 11.6 12.4 −0.2 2.9 −1.5 −21.1 −18.4 −24.3 35.3 40.8 36.2 8.6 9.9 8.3
MPW1K 12.7 13.6 13.5 0.5 3.3 −0.7 −21.6 −21.7 −26.0 53.3 60.0 54.4 9.7 12.2 10.6
BHLYP 14.9 16.3 15.3 6.0 9.0 5.5 −20.3 −17.4 −22.3 64.9 72.0 73.0 13.3 16.5 15.1
TPSSH 10.7 10.4 11.9 −4.8 −2.8 −6.4 −28.4 −23.6 −35.5 31.8 26.8 27.2 7.1 6.7 8.1
M06 17.0 17.6 12.8 13.1 15.0 5.9 −18.9 −12.6 −21.3 51.0 52.9 51.7 14.2 14.4 10.6
M06-2X 17.2 20.1 17.4 10.1 10.5 10.9 −21.6 −19.8 −26.0 84.1 90.8 72.6 18.5 20.8 19.3
B2PLYP 13.4 12.7 15.4 −2.5 1.1 −4.6 −41.0 −37.7 −51.4 35.7 58.6 60.4 8.9 10.4 12.5
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To give an overall summary of performance, the total MUEs for all compounds are given in
Figure 4.2. In Table 4.1 theMUE,MSE, range (minimum andmaximum), and the standard deviations
for all of the enthalpies computed for the An66 set for each functional and the AE, SEG, and ANO
basis sets are provided.

For the AE basis set, the lowest MUE is achieved by M06-L and B97-1 with values of 11.4
and 11.6 kcal mol−1, respectively. The MSE for B97-1 was 1.5 kcal mol−1 while the MSE of
M06-L was −2.9 kcal mol−1, indicating that the enthalpy predictions did not strongly overestimate
or underestimate the experimental values.

For the SEG basis set, the lowest MUE is achieved by TPSSH and TPSS, with values of 10.8
and 11.0 kcal mol−1, respectively, and MSE values of −4.3 and −4.7 kcal mol−1, respectively. The
TPSSH value is slightly lower than what was determined using the AE basis set, (11.9 kcal mol−1).
However, the TPSS MUE is much lower than the MUE for the AE basis of 14.9 kcal mol−1. The
source of the larger MUE for the AE’s can be attributed to the uranium compounds, where the MUE
for the uranium AE was ∼20 kcal mol−1, compared to other compounds where the MUE was ∼13
kcal mol−1 (Fig. 4.2).

For the ANO basis sets, the lower MUE is achieved by TPSS and TPSSH with values of 9.2
and 10.4 kcal mol−1, respectively. The MSEs for both however, are −2.4 and -2.8 kcal mol−1,
indicating the tendency to equally predict enthalpies that are more positive or more negative than
experiment. However, the range of TPSSH is 10 kcal mol−1 lower than that of the segmented sets,
and the standard deviation is 6.7, which is the lowest SD for any of the functionals when paired with
the ANO basis set. Of all the basis sets, the meta-GGAs and the meta-hybrid TPSSH perform the
best, overall, regardless of the choice of basis. Slight improvements in MUE occur in transitioning
from AE to SEG to ANO for TPSS and TPSSH. The functionals that do the poorest are those with
the highest percentages of exact exchange (>40%), including BHLYP, MPW1K, and M06-2X; or
SVWN, the most basic functional.

The reported experimental uncertainties of theNEA andKovács et al53 recommended values have
been reported at the 95% confidence interval.53 The average of the uncertainties is approximately 4
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kcal mol−1, thus in considering thermochemical accuracy in the computationally predicted energies,
any method that can attain a MUE of ∼4 kcal mol−1 is of greatest interest.

4.3.3 Spin–Orbit Effects

SO-DFT calculations were performed on the An66 set, using the SEG and ANO basis sets from
the Stuttgart RECP family. The summary statistics are reported in the supplemental information
and in Figure 4.3, total MUEs and MSEs for DFT and SO-DFT with the SEG and ANO basis are
provided. As shoown in Figure 3, there seems to be a limited difference between the overall DFT
and SO-DFT MUE values in considering the entire set of molecules. However, in closer examination
of each actinide, more substantial changes are noted for some of the molecule types. Generally
there is an increase in the MSE for SO-DFT, however, the errors relative to experiment are more
similar from one molecule to the next than for DFT. In this sense, SO-DFT enhances the functional
reliability. In terms of basis sets, TPSSH with the ANO set had the lowest MUE of 9.8 kcal mol−1

For the thorium compounds the SO effects were not significant, and for uranium compounds, overall,
the SO effects impact the MUE by about ±1 kcal mol−1. For Np, Pu, and Am the effects of SOC
are more important, (Fig. 4.4), as demonstrated by the large reductions to the MUE that occurs for
all functionals except SVWN when SO-DFT is used. For the Am compounds, SOC is necessary
in order to achieve the lowest MUE for the functionals, with reductions in the MUE ranging from
approximately 10-30 kcal mol−1, as shown in Figure 4.4.

49



SVWN
BP86
BLYP

PW91
PBE

TPSS
M06-L
B3P86
X3LYP
B97-1
B3LYP
PBE0

MPW1K
BHLYP
TPSSH

M06
M06-2X

DFT
SEG

MUE
MSE

SODFT

-20 -10 0 10 20
Error from Experiment (kcal mol 1)

SVWN
BP86
BLYP

PW91
PBE

TPSS
M06-L
B3P86
X3LYP
B97-1
B3LYP
PBE0

MPW1K
BHLYP
TPSSH

M06
M06-2X ANO

MUE
MSE

-20 -10 0 10 20
Error from Experiment (kcal mol 1)

Figure 4.3: Comparison of the DFT and SO-DFT results for both SEG and ANO bases. MUE bars
are shown in purple and the MSE bars are shown in cyan.
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Table 4.2: Statistical properties computed for the enthalpies predicted by each functional at the
SO-DFT level, for the SEG and ANO basis sets. Similar to Table 4.1, the statistics include the mean
unsigned error (MUE), mean signed error (MSE), the range of errors noted (Min and Max), all in
kcal mol−1, and finally the standard deviation f.

MUE MSE Min Max f

SEG ANO SEG ANO SEG ANO SEG ANO SEG ANO
SVWN 27.9 23.3 −26.2 −21.3 −101.4 −87.5 16.7 18.0 22.9 20.3
BP86 12.1 9.8 −5.7 −0.8 −48.6 −39.6 29.9 32.4 10.7 9.0
BLYP 10.3 9.5 0.2 5.1 −39.2 −25.5 34.7 37.5 9.4 9.4
PW91 13.7 10.9 −9.2 −4.2 −56.3 −45.4 26.2 28.1 12.1 9.9
PBE 13.0 10.5 −7.3 −2.3 −52.2 −42.6 29.1 31.6 11.4 9.5
TPSS 13.0 9.9 −10.4 −6.3 −54.7 −41.2 21.3 20.0 10.7 8.7
M06-L 11.3 9.7 −4.7 −0.3 −47.9 −36.8 28.2 31.5 9.7 9.0
B3P86 11.6 9.9 −6.9 −1.9 −33.0 −18.8 18.4 23.6 6.7 6.3
X3LYP 9.8 10.2 −1.1 4.6 −23.0 −16.8 25.9 37.6 6.3 8.7
B97-1 10.9 10.3 −2.2 2.8 −22.7 −18.7 26.3 32.0 6.7 8.3
B3LYP 9.9 10.3 −0.5 5.0 −22.8 −16.6 26.1 45.4 6.3 9.4
PBE0 10.6 9.5 −4.2 0.6 −23.9 −18.3 24.4 32.2 6.1 7.1
MPW1K 11.6 12.7 −2.7 2.8 −23.8 −19.3 41.0 52.7 8.1 10.3
BHLYP 13.3 15.3 2.9 9.0 −21.5 −17.8 54.6 67.0 12.0 15.7
TPSSH 12.2 10.1 −9.7 −5.8 −42.9 −31.4 19.5 20.4 8.4 7.4
M06 14.0 16.0 9.4 14.1 −20.2 −14.6 41.2 42.8 10.4 10.9
M06-2X 17.1 19.1 2.7 7.6 −36.5 −31.2 67.6 80.8 13.7 17.3
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Figure 4.4: The error reduction of SO-DFT on the later actinides for the (SEG) and ANO basis.

4.3.4 Regression Analysis

Regression analysis shows the overall consistency, i.e. the distribution of the error and accuracy
of the functionals across the wide span of molecules. The combined linear regression tests for all
compounds computed with the RECP for the ANO and SEG basis sets with and without SO-DFT
are listed in Tables 4.3 and 4.4. The experimental enthalpies of formation are compared against the
computed enthalpies of formation utilizing a linear fit with least-squares regression:

Δ�exp = <Δ�calc + 1 (4.1)

where < is the slope and 1 the H-intercept. In an ideal situation the slope is 1 and the intercept 0,
with a very high '2 value (> 0.990). A functional is considered consistent if it maintains a high '2

value from one basis set to the next (e.g., for ANO and then for SEG) while having similar slopes
and intercepts. The functionals are ranked in Table 4.3 by the '2.
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Overall, TPSSH resulted in the highest '2 values for the AE and SEG basis sets, and the second
highest for the ANO basis. The highest '2 for the ANO basis set was for TPSS with a slope of
0.99354. TPSS had the second highest '2 value for the SEG basis set, however, for the AE basis set,
its ranking was seventh. M06-L had the second highest ranking for the AE basis set, and seventh for
the SEG basis. In addition to TPSSH, B3P86 had greater consistency (similar performance) across
the basis sets, evidenced by its ranking of third, fifth, and third for AE, SEG, and ANO basis sets,
respectively. The lowest scoring functional was M06-2X, which scored last for all three basis sets,
with an '2 of 0.96591 for the AE basis.

For the SO-DFT calculations, the TPSSH functional has the highest '2 values for both the
SEG and ANO basis sets, with values of 0.99460 and 0.99432, respectively. B3P86 ranked second
overall for the SEG basis and third for the ANO basis. TPSS ranked second with the ANO basis, but
only sixth for the SEG basis. For the '2 of the SEG basis, TPSS has a value of 0.99208 for DFT,
and 0.99299 for SO-DFT. Thus, the accuracy did improve with use of SO-DFT, however, for other
functions the improvements were much better. Overall, these results demonstrate the importance of
SO-DFT for most functionals.

In considering aspects beyond how well the data fits a linear trend, the intercepts should be
considered. For example, for the ANO basis, TPSSH had a slope of 0.999 and an intercept of −3.0
for DFT and a slope of 1.004 and intercept of −5.2 for SO-DFT. The negative H-intercept suggests
an additive systematic deviation, i.e., all values are shifted from experiment by about −5.2 kcal
mol−1. This implies that, considering this shift, a direct comparison with experiment and TPSSH
values can, at the very least, provide qualitative trends.
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Table 4.3: Linear regression analysis information for each functional at the two DFT/RECP levels of
theory and the DFT/AE level of theory. A rank is given based on the overall '2 in comparison to other
functionals. In the table G is used to represent Δ�exp.

'2 Δ�exp = <Δ�calc + 1 Rank
AE SEG ANO AE SEG ANO AE SEG ANO

SVWN 0.98123 0.98048 0.98250 1.081G − 9.5 1.078G − 9.4 1.080G − 6.5 16 17 16
BP86 0.98861 0.98867 0.99069 1.012G + 1.0 1.003G + 0.7 1.004G + 3.0 10 10 6
BLYP 0.98917 0.98942 0.99108 1.005G + 6.0 0.995G + 5.4 0.995G + 8.0 8 9 4
PW91 0.98858 0.98833 0.99012 1.023G − 1.3 1.014G − 1.2 1.013G + 1.0 11 12 7
PBE 0.98845 0.98803 0.98989 1.017G − 0.1 1.008G − 0.1 1.007G + 2.0 12 14 8
TPSS 0.98924 0.99208 0.99354 1.018G − 6.4 1.010G − 3.2 1.007G − 1.4 7 2 1
M06-L 0.99159 0.99006 0.99119 1.018G − 0.2 1.014G + 3.8 1.012G + 5.1 2 7 3
B3P86 0.99037 0.99121 0.99097 1.010G − 2.5 0.993G − 3.6 0.996G − 0.9 3 3 5
X3LYP 0.99018 0.99049 0.98982 1.001G + 2.8 0.983G + 1.3 0.985G + 4.2 4 5 9
B97-1 0.98793 0.99003 0.98880 0.995G + 0.8 0.983G + 0.2 0.986G + 2.6 13 8 12
B3LYP 0.99007 0.99067 0.98968 0.997G + 2.3 0.981G + 1.5 0.985G + 4.6 5 4 10
PBE0 0.98970 0.99044 0.98954 1.000G − 1.5 0.982G − 2.9 0.987G + 1.0 6 6 11
MPW1K 0.98634 0.98826 0.98494 0.998G − 1.0 0.973G − 3.5 0.978G + 0.1 14 13 15
BHLYP 0.97998 0.98332 0.97868 0.993G + 4.4 0.967G + 1.0 0.973G + 4.9 17 16 17
TPSSH 0.99245 0.99332 0.99328 1.008G − 5.2 0.996G − 5.3 0.999G − 3.0 1 1 2
M06 0.98907 0.98521 0.98631 1.009G + 7.3 0.980G + 10 0.985G + 13 9 15 14
M06-2X 0.97449 0.97537 0.96591 0.996G + 10 0.958G + 3.8 0.966G + 5.4 18 18 18
B2PLYP 0.98538 0.98867 0.98799 1.037G + 1.0 1.010G − 1.1 1.010G + 2.6 15 11 13

54



Table 4.4: Linear regression analysis information for each functional at the SO-DFT levels of theory
and the DFT/AE level of theory. A rank is given based on the overall '2 in comparison to other
functionals. In the table G is used to represent Δ�exp.

'2 Δ�exp = <Δ�calc + 1 Rank
SEG ANO SEG ANO SEG ANO

SVWN 0.98294 0.98574 1.090G − 12.9 1.080G − 9.5 16 15
BP86 0.99017 0.99197 1.019G − 2.8 1.008G + 0.3 11 10
BLYP 0.99120 0.99294 1.010G + 1.7 0.999G + 4.9 9 5
PW91 0.98988 0.99147 1.030G − 4.7 1.019G − 1.4 13 12
PBE 0.98969 0.99129 1.024G − 3.6 1.013G − 0.4 14 13
TPSS 0.99299 0.99407 1.028G − 6.2 1.011G − 4.7 6 2
M06-L 0.99219 0.99225 1.031G − 0.1 1.014G + 1.8 8 7
B3P86 0.99411 0.99371 1.012G − 5.1 0.998G − 2.2 2 3
X3LYP 0.99376 0.99260 1.000G − 1.1 0.988G + 2.9 4 6
B97-1 0.99270 0.99218 1.003G − 1.9 0.989G + 1.2 7 8
B3LYP 0.99358 0.99215 1.001G − 0.3 0.988G + 3.2 5 9
PBE0 0.99385 0.99345 1.000G − 4.1 0.989G − 1.0 3 4
MPW1K 0.99098 0.98797 0.990G − 4.3 0.974G − 1.0 10 14
BHLYP 0.98548 0.98156 0.984G + 0.5 0.969G + 4.4 15 16
TPSSH 0.99460 0.99432 1.018G − 7.1 1.004G − 5.2 1 1
M06 0.99004 0.99189 0.998G + 9.1 0.987G + 12.2 12 11
M06-2X 0.97804 0.97162 0.985G + 0.4 0.966G + 2.5 17 17

4.3.5 Summary

In conclusion, a study of the enthalpies of formation computed by a variety of DFT functionals
for different basis sets and the impact of SOC effects on the predictions is presented. In prior work
on lanthanides, the AE approaches resulted in much lower MUEs than the RECP’s,26,96 whereas in
this study, not only are the differences not as pronounced, but, AE’s do not always result in the lower
MUEs. In fact, the analysis shows the AE and RECP basis sets result in enthalpies of formation
with differences usually within ∼2-3 kcal mol−1 of one another, though largely for Np, Pu, and Am,
there are a number of functionals that result in differences of ∼5-10 kcal mol−1, depending upon
functional. The closer overall performance between AE’s and RECP’s is useful, as RECP’s are much
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more computationally efficient, which is particularly important, considering the cost of the DKH
method.

In the earlier lanthanide study, SVWN resulted in the lowest MUE in most cases and gave very
consistent deviations from experiment. The performance for the actinides was similar for SVWN
itself, but for the other functionals, significant improvements were shown for many of the molecules
with MUEs of ∼10 kcal mol−1, even without the inclusion of SOC which his less than half the
errors encountered for lanthanides, overall. With that said, the lanthanide studies differed in a
number of key ways: the availability of experimental data allowed the entire series to be detailed for
lanthanides, which was not possible for the actinides. It is established that lanthanide bonding, is
overall, more ionic in nature than early actinide bonding. As such, it is not surprising that there is
substantial improvement (though still not ideal) for actinides, with performance that is more akin to
that of transition metals. For future actinide studies utilizing DFT, this study suggests that TPSS and
TPSSH are among the better functionals for the computation of thermochemical energies. Given, the
degrading performance for B3LYP, BP86, PBE, and PBE0 for actinides beyond uranium, reliance
on these functionals is not recommended.

There is a stark increase in error for the Pu compounds for almost all of the functionals in
comparison to the other actinide compounds. However, the most consistent errors in terms of MUE,
are produced by TPSSH, where little difference in the MUE is seen among each group of actinides.
This is demonstrated by the linear regression results, where TPSSH was the most consistent across
all the compounds for RECP and AE. For the Np, Pu, and Am compounds, there is a deterioration
of performance for the more parameterized functionals and those with higher percentages of exact
exchange.
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CHAPTER 5

SPIN–ORBIT EFFECTS ON LANTHANIDES

5.1 Lanthanide Oxides

In the actinide study, it was noted that incorporating spin-orbit effects via SO-DFT can have
an impact on the accuracy of the predicted enthalpies, and should be considered. Thus, it is worth
revisiting the lanthanides to examine the impact of spin-orbit effects, particularly given the poorer
DFT predictions for lanthanides than for actinides. Furthermore, methods that go beyond SO-DFT
in terms of accounting for spin-orbit effects should also be used to ensure accuracy. To investigate
the spin–orbit impact on the lanthanides, the LnO and LnF molecules from the Ln54 dataset were
selected and calculations were done at the four-component Dirac-Hartree-Fock (4c-DHF) level with
the Dyall triple-Z basis sets120 using the DIRAC19121 software program. The 4c-DHF calculations
were compared to the spin-free variations of the calculations to determine the magnitude of the
spin–orbit coupling. For further comparison, SO-DFT calculations using TPSS optimized geometry
(without SOC) for LnO and LnF molecules using the cc-pVTZ-DK3 basis set.122 The SO-TPSS
calculations also used the cc-pVTZ-DK3 basis set, and the SOC value was obtained as the difference
between SO-TPSS and TPSS energies.
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Table 5.1: Calculated ΔSO (kcal mol−1) for LnF and LnO molecules for 4c-DHF and DFT (TPSS),
in comparison to 4c-DHF level values from prior work.123

4c-DHF V3Z SO-TPSS Lit.
LaO 0.19 0.22 0.16
CeO 0.20 0.22
PrO 0.54 0.56
NdO 1.66a 0.85
SmO 0.71 0.79
EuO 0.45 0.25
GdO 0.36 0.27
HoO 2.77
ErO 2.55
TmO 3.68
YbO 0.77 2.45
LuO 0.63 0.68 0.63
YbF 0.15 1.38
LuF 0.25 0.20 0.23
a Tentative value

The results are provided in Table 5.1. For the oxides the SO coupling results in values usually
less than a kcal mol−1, which would not account for the very large errors with respect to experiment
observed in the lanthanide DFT studies described earlier in this dissertation.26 For HoO, ErO, and
TmO, only SO-DFT values are provided for the SO coupling, though the DFT calculations have
great difficulty converging to the correct state. DFT may be unable to adequately describe the ground
state energy, if contributions from lower-lying excited states are too great. This would require a
multireference approach. Overall, for the LnO molecules, SO-DFT does result in predicted spin-orbit
effects that are mostly in agreement with the 4c DHF results, with NdO and Ybo being exceptions.
With NdO the 4c-DHF calculation had convergence issues and must be revisited to ensure it has in
the correct state. For YbO, the reason for the large difference is not clear, as both calculations appear
to be in the correct state. The ground state for YbO is also a singlet with the f-shell filled, which
DFT is adequate to describe as shown in Chapter 3. Singlets also have very little SOC contributions,
and usually SOC is not as significant
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Interestingly, SO-DFT predicts larger SO-coupling values around 2-3 kcal mol−1 for HoO-TmO.
If it is the case the SO-DFT values for the SOC are accurate, this would help with getting more
accurate energies for these species. Values for YbF and LuF are also shown for 4c-DHF and SO-DFT,
the LuF values is in agreement with the 4c-DHF with a difference of 0.05 kcal mol−1. The YbF
value for SO-DFT is, however, is about 1 kcal mol−1 larger than the 4c-DHF, similar to YbO. Thus,
further investigation on the SOC values for YbF and YbO must be carried out.
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CHAPTER 6

INTRODUCTION TO QUANTUM DYNAMICS

6.1 Motivation

The previous chapters have been focused onmethods of solving the time-independent Schrödinger
equation, where time is not a factor. However, there are many applications that require time-evolution
of the wavefunction. For example, charge transfer reactions that are initiated by light involve the
movement of electrons from one molecule or molecular site to another. These processes underlie
many important physical phenomena such as DNA repair, sensory protein activation, and photo-
synthesis.124 Being able to monitor these electronic processes in real time provides the pathway
to understand their fundamental chemistry and learn how to direct or even control chemical reac-
tions.124

Furthermore, the rise of attosecond spectroscopy has driven the need for the development of
additional theoretical methodologies. In attosecond science, there is often strong electron-nuclear
coupling that must be described at the quantum level. This encourages the development of a method
that can describe nuclear and electron dynamics at the same quantum mechanical level, as opposed
to mixed classical-quantum methods that are often used now.

6.2 Time-dependent Schrödinger Equation

In time-dependent systems, the Schrödinger equation takes a new form, where there is explicit
time-dependence, and can be written as:

8ℏ
m

mC
Ψ(r,R, C) = HΨ(r,R, C) (6.1)

where r and R are the positions of the electrons and nuclei respectively. The Hamiltonian H consists
of five terms:

H = �̂mol = )̂= + )̂4 ++nn ++en ++ee (6.2)
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where )̂= and )̂4 is the kinetic energy of the nuclei and electrons, respectively; +nn is the nuclear-
nuclear repulsion and +ee is the electron-electron repulsion. The final term is the electron-nuclear
coupling term (+en). The time-dependent Schrödinger equation with this Hamiltonian is extremely
difficult to solve and infeasible for more than two electrons. Thus, the equation is often simplified
to make it easier to solve. Because the timescale of the nuclear motion is about 100 times that
of the electron, in most cases, the electronic phenomena occurs by the time nuclear motion sets
in. This leads to one of the most common approximations used for both time-independent and
time-dependent quantum mechanics, the Born-Oppenheimer approximation (BOA). In the BOA
the nuclear and electronic motion are decoupled, leading to a parametric dependence of the nuclear
position on the wavefunction. This allows the +en term to be calculated only at any single, ' and the
)= term is removed.

The BOA has proven to be very useful, especially in the time-dependent domain, which is the
focus in the following chapters. But there are cases where the approximation breaks down, for
example in strong-laser fields, conical intersections, and generally where many electronic states
are energetically close. This is especially true in attosecond excitation, where the interaction of
the molecule with the laser pulse usually matches the interaction the strength of the electrons and
nuclei, which can lead to bond softening or hardening, Auger decay, and interatomic Coulombic
decay125–127, to name a few. In those examples, the electronic and nuclear degrees of freedom
(DOF) are coupled, and the BOA is insufficient to describe them. Electronic excitation in strong
fields, generally, can create a time-dependent potential that drives the nuclei from the equilibrium
bond length.128–130 This can also happen the other way, by initiating nuclear motion, electronic
processes can initiated and enhanced. This dual action is explored in chapters 7 and 8. Where the
multiconfigurational electron-nuclear dynamics method (MCEND), currently in development by the
Wilson group, is able to successfully describe both electronic influence of the nuclei and vice versa
for LiH and H2.
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6.2.1 Time-Dependent Methods

There have been other efforts to describe electron-nuclear coupling, many of these approaches
use a mix of classical and quantum methods. Often in dynamics, electrons are treated quantum
mechanically, but nuclei are treated classically. Other methods, like the multiconfigurational time-
dependent Hartree (MCTDH)131,132 method, use a pre-constructed electronic potential energy
surface.

A traditional way to include electron-nuclear coupling explicitly without the prior construction
of a PES, is through the Born-Huang expansion of the electron-nuclear wavefunction as a product
sum of electronic and nuclear parts. Another way is via an exact solution of the electron-nuclear
Schrödinger equation, and have been done in a few studies133–135, but computational limitations
make applications to systems with more than two-electrons unfeasible. Electron and nuclear dynam-
ics can be treated on the same footing as the END (electron-nuclear dynamics)136,137 approach.
In END the wavefunction is as a product of an electronic part (a Thouless determinant) and a
nuclear part. In the END approach, the nuclear part is approximated with classical dynamics and
extensions that incorporate higher levels of electron correlation and nuclear quantum effects have
been implemented.138,139 Density-based methods have also been proposed in the literature140–142,
but nuclei are also approximated classically.

6.2.2 Time-Independent Methods

Nuclei have previously been incorporated into the quantum picture in time-independent electronic
structure methods. An example of this is the nuclear-electronic orbital (NEO) method143, which
uses a similar Hamiltonian to the one used in MCEND, but only hydrogen nuclei are described
quantum mechanically. Several implementations of NEO have been introduced including Hartree-
Fock, MCSCF, coupled cluster, and CI variants; all of these variants use a Gaussian type orbital
representation for the nuclear orbitals. The NEO method is related to earlier work from Tachikawa
and co-workers144,145, who used smaller nuclear basis sets composed of GTOs. These nuclear
molecular orbitals were constructed similar to electronic molecular orbitals, but which can also
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describe permanents (Hartree products) for bosons in addition to the standard determinants for
fermions. Adamowicz and coworkers146–148 has similarly used explicit correlated Gaussian basis
functions in a nonadiabatic approach for calculations on H2, LiH and their isotopes.

Furthermore, Gaussian functions have not been shown to be adequate to describe translational
and rotational wavefunctions in nuclear orbital methods.149 This inadequacy results from a more
strict requirement of basis set completeness for rotational descriptions and also the lack of an
electron-nuclear cusp.150 Work from Nakai149 using nuclear GTOs, showed inaccuracies in energy
spectra resulting from contamination of the translational and rotational motions. In the same work,
however, Nakai introduced a way to remove the translational and rotational contamination using
variational techniques.

6.3 Multiconfigurational Electron Nuclear Dynamics

One of the first generalized methods to have a quantum description of both the electrons and the
nuclei was developed by Nest151 and called the multiconfigurational electron-nuclear dynamics
method (MCEND). This method is the foundation that is built upon in the work of this dissertation.
In the MCEND method, the wavefunction is written as a sum of products of determinants for the
electrons and Hartree products for the nuclei. The equations of motion (EOM) for wave functions
and coefficients are obtained through the time-dependent variational principle (TDVP). The method
is general and in theory can be implemented to any system. The theory of the MCEND method is
detailed in greater depth in Chapters 7 and 8. In summary, the method utilizes a wavefunction that is
the product sum of nuclear permanents and electronic determinants. This allows the coupling of
nuclear and electronic motion via the +en term in our Hamiltonian.

6.3.1 The Electronic Basis

The electronic basis sets used in the MCEND method must be specially constructed The details
about the construction are provided in Chapter 8 and the original MCEND paper152; however, a
brief overview is described here, with graphical aids. The 〈+en〉`a matrix elements are interpolated
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for the grid points not explicitly calculated using an Akima interpolation.153 The basis sets used in
this work are derived from correlation-consistent sets, namely the cc-pV=Z set, where = represents
the Z level (double, triple, etc.) A larger resulting molecular orbital (MO) basis set is constructed
over the grid points. The process is illustrated graphically in Fig. 6.1 for LiH.

Figure 6.1: MCEND basis construction flow example for LiH

In the construction of this larger basis, linear dependencies become an issue for code stability.
Canonical orthogonalization is used to remove these dependencies. The eigenvalues of the basis
functions formed from the overlap matrix (`a with threshold smaller than 0.1 are removed. The
reason for this strict threshold is that in real-time calculations, the numerical stability of the Runge-
Kutta integrator becomes unstable. This is a limitation of the current static basis set implementation;
alternate methods are being looked into for future use. For the current work, the static basis set do
produce meaningful and useful results.

6.3.2 Reconstruction of the MCEND Code

Initially, the original MCEND code required significant updates, as much of the base code had
been written in an older style of FORTRAN77. There were numerous issues with memory leaks
and stability that made computation with larger basis sets and longer real time runs impossible.
The code was overhauled and this fixed many memory problems, while also making it much faster.
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There were still major bottlenecks in the code, and implementation of parallelization was necessary.
OpenMP was chosen to do this, and was successfully implemented into the existing code. The result
was a dramatic speed up and allowed longer real time runs to be done in a timely manner. Specific
details of performance and speed improvements are given in Chapter 8. Furthermore, the code relied
on getting two-electron integrals from a modified version of the GAMESS computational software.
For usability and portability, this was overhauled to include an easier way to get the two-electron
integral values. The PSI4 software suite154 was selected as it could be linked and called by Python
code, which can in turn link to Fortran routines via the use of the F2Py library. This allowed for a
more user-friendly program, as numerically demanding routines written in Fortran and Python can
handle other tasks like parsing inputs and processing resulting data. This is an important step to
make the future code accessible to others when it is ready for general use.
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CHAPTER 7

COUPLED ELECTRON AND NUCLEAR MOTION IN STRONG LASER FIELDS

About this chapter: The following work is reprinted from Physical Review A155 with permission
from the American Physical Society, © 2019 American Physical Society. The calculations and
analysis for this project were done by Lucas Aebersold. Dr. Inga Ulusoy provided helpful discussions
and advice for this project. This work has been submitted for publication, though parts of the
introduction and the methods section has been omitted,d as Chapters 6 and 7 have already discussed
background and theory in depth.

7.1 Introduction

Experimental efforts to initiate and monitor electronic motion in molecules have achieved
tremendous progress in the past two decades: From the first generation of attosecond pulse trains
in 2001156,157, through the first imaging of single-electron wave functions158 and generation of
laser pulses with pulse durations of only six attoseconds159, to the observation and control of
electron migration in iodoacetylene160, and, very recently, the acceleration of chemical reactions161.
Attosecond science has begun to receive more attention from the chemistry and molecular physics
community. One pertinent goal of chemists, the control of chemical reactions, seems viable through
charge-directed chemistry. This field is inspired by early experiments of Weinkauf et al.128–130;
initially, an electronic wave packet is created either through ionization or electronic excitation. This
electronic wave packet leads to non-stationary electron dynamics through charge migration162–164,
resulting in an electron-nuclear potential that changes on a femtosecond to attosecond time scale.
Through this modulating potential, nuclear motion can be initiated and, ideally, be driven to trigger a
desired process such as a specific fragmentation of a molecule or even chemical reactions. Conversely,
the motion of the nuclei can facilitate and enhance electronic processes, such as charge-resonance
enhanced ionization (CREI)133,165–168, the generation of even harmonics for centrosymmetric
molecules169, or in chemical reactions161.
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Attosecond spectroscopy is very closely connected with strong-field physics, as attosecond
laser pulses are commonly generated through the electronic response to strong incident laser fields
(typically around 1014 W/cm2), such as in high harmonic generation (HHG). Recent combined
experimental and theoretical approaches170,171 demonstrate that the electron-nuclear dynamics
in H2 and H+2 exhibit very strong electron-nuclear coupling in electric fields. The phase of the
overlapping eigenstates that compose the initiated wave packet leads to very complex dynamics;
these can only be understood in a fully quantum mechanical description of both electronic and
nuclear degrees of freedom.

It is shown here that the molecular response to strong laser fields entails both nuclear and
electronic excitations (even on a timescale of a few tenths of fs), which can be coupled to each
other, forming molecular rather than electronic or vibrational excitations. In the spirit of vibronic
or excitonic states, these initiated wave packets generate signatures in the potential, resembling
quantum beating. Furthermore, absorption spectra are obtained in which both electronic and nuclear
transition energies are encoded, and provide excellent agreement with experimental data.

The multiconfiguration electron-nuclear dynamics method (MCEND)152,172,173 is employed,
where the electron-nuclear wave function is described as a sum of products of determinants for the
electrons and Hartree products for the nuclei. Both the determinants and the Hartree products are
time-dependent, as are the state coefficients that signify the population of each product. Similar as in
the multi-configuration time-dependent Hartree method (MCTDH)132 for nuclear dynamics, and the
multi-configuration time-dependent Hartree-Fock method (MCTDHF)174–176 for electron dynamics,
the equations of motion (EOM) for wave functions and coefficients are obtained through the time-
dependent variational principle (TDVP). This leads to a very efficient, though non-linear, description
of the time evolution of the electron-nuclear system, and allows the simulation of systems that cannot
be treated by solving the time-dependent Schrödinger equation directly. Such exact calculations have
been carried out by Bandrauk and co-workers133–135 and in the framework of exact factorization
(XF) techniques177–179. Another approach that treats electron and nuclear dynamics on the same
footing is the END (electron-nuclear dynamics)136 approach, where extensions to including electron
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correlation and nuclear quantum effects have been proposed138,139. Furthermore, there are density-
based methods available that allow a simultaneous evolution of electronic and nuclear degrees of
freedom (DOF)140–142, but these also treat the nuclei classically. Other extensions of MCTDH(F),
similar in spirit to MCEND, have been proposed,180,181 which utilize a different partitioning of
electronic and nuclear subspaces to facilitate the evaluation of the EOMs. A formulation within a
mean–field configuration interaction (CI) scheme is also available182.

7.2 Multiconfiguration Electron-nuclear Dynamics

In the MCEND method, the molecular wave function is represented as a sum over products of
determinants Φ�4 (r, C) for the electrons and Hartree products Φ�= (R, C) for the nuclei

Ψ(r,R, C) =
ord∑
�4

∑
�=

��4�= (C)Φ�4 (r, C)Φ�= (R, C) (7.1)

Φ�4 (r, C) = |i 9 41 (r1, C)i 9 42 (r2, C) . . . i 9 4
#4
(r#4 , C) | (7.2)

Φ�= (R, C) =
#:∏
:

i 9=
:
(': , C) (7.3)

with composite index �4 = ( 941 , 942 , . . . 94#4 ) and �= = ( 9=1 , 9=2 , . . . , 9=#: ). The spin orbitals (SOs) i 9 48
and single-particle functions (SPFs) i 9=

:
constitute the single-particle basis and are time-dependent,

adapting to the optimal representation at each time step. The MCEND molecular Hamiltonian is
expressed as

�̂ (r,R) = )̂4 (r) + )̂= (R) ++ee(r) ++en(r,R) ++nn(R). (7.4)

Here, �̂4 (r) = )̂4 (r) + +44 (r) is defined as the electronic Hamiltonian (where +4= (r,R) is not
contained in �̂4 (r), contrary to the usual definition), and �̂= (R) = )̂= (R) ++== (R) is the nuclear
Hamiltonian. The coupling between electronic and nuclear DOF is contained in +4= (r,R). The
time-dependence of the SOs, SPFs, and coefficients ��4�= (C) that relate the single-particle to the
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many-particle basis, are obtained from the TDVP:

8 ¤��4�= =
ord∑
!4

∑
!=

〈Φ�4Φ�= |�̂ |Φ!4Φ!=〉�!4!= (7.5)

=

ord∑
!4

〈Φ�4 |�̂4 |Φ!4 〉�!4!= +
∑
!=

〈Φ�= |�̂= |Φ!=〉�!4!=

+
ord∑
!4

∑
!=

〈Φ�4Φ�= |+en |Φ!4Φ!=〉�!4!= , (7.6)

8 ¤i 9 4
8
= (1 − %4) (d4 )−1 〈�̂4 ++en〉i 9 4

8
, (7.7)

8 ¤i 9=
:
= (1 − %=) (d=)−1 [

�̂= + 〈+en〉
]
i 9=
:
. (7.8)

The projection operators %4 and %= project onto the space spanned by the SOs and SPFs so that
%4 =

∑#4
8=1 |i 9 48 〉〈i 9 48 | and %

= =
∑#:
:=1 |i 9=: 〉〈i 9=: |. The reduced electronic and nuclear density

matrices are given by d4 and d=, and 〈�̂4 + +en〉 and 〈+en〉 are the mean fields172. No nuclear
rotational terms are included in the Hamiltonian, which is supported by the alignment of themolecular
axis in strong fields as in the applications targeted here. The MCEND wave function is very flexible,
and can be systematically improved by adding molecular orbitals (MOs) and SPFs. The naming
convention follows the one in electronic structure theory, with (number of electrons, number of
MOs, number of SPFs).

Using a wave function obtained from a propagation in imaginary time as initial state, the
absorption spectrum of a molecule can be generated with MCEND by employing a time-dependent
Hamiltonian. The electric field coupling is described in the semiclassical dipole approximation in the
length gauge. By computing the autocorrelation function, 〈Ψ(r,R, C = 0) |Ψ(r,R, C)〉, and taking its
inverse Fourier transform after the laser pulse has been switched off, the frequency components of the
time-dependent electron-nuclear wave function can be resolved. Here, the molecule is excited using
a short, non-resonant laser pulse, so that a superposition state is generated that contains components
of the accessible eigenstates of the molecule. The frequency components of the autocorrelation
function (and their weights) then provide insights into the energies of the eigenstates and transition
moments from the ground state. Such absorption spectra are computed for H2 and LiH, where the
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laser pulse takes the following form

E(C) = E0 sin2 ( cC
2f

)
cos(l0C), (7.9)

with E0 the initial pulse height for a specific orientation along the G, H, or I direction, 2f the pulse
width, and l0 the carrier frequency. For very short pulses, the vector potential would need to be
included as to avoid non-zero-area pulses.

The approach here does not describe electronic and vibrational continuum states (the primitive
basis that is used at this point does not allow a treatment of continuum states). For one, the electronic
basis is chosen as a Gaussian basis distributed on a grid; and Gaussian basis functions lead to a
trapping of charge rather than allowing charge to occupy the highly delocalized continuum states.
Furthermore, the grid basis that represents the primitive nuclear basis in principle can describe
dissociation, but would need to be extended much further in range than what is included in the
calculation (and, ideally, be capped with a complex absorbing potential). However, the laser pulse
parameters were chosen such that the intensity lies at or below 10−14 W/cm2, as this is generally
considered a threshold beyond which ionization and dissociation channels are fully accessible for
a molecular system. Below this threshold, tunnel-ionization, and similarly, dissociation, also take
place, but at a much lower percentage. For example, the possibility to generate high-harmonic
spectra necessarily implies that negative charge can be moved far away from the molecule through
tunnel-ionization. For the electron-nuclear spectra presented here, the parameters were chosen such
to minimize these effects; this becomes apparent from considering the nuclear difference density as
shown above, which is well contained on the nuclear grid, thus signifying that, if at all, dissociative
channels do not contribute significantly to the dynamics. For the electronic degrees of freedom,
such an estimate is much harder to obtain; here, due to the charge trapping, ionization would appear
as noise in the spectra. For H2, it appears that this is not the case, while for LiH, we cannot fully
exclude contributions from ionization.
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7.3 Results and Discussion

7.3.1 H2 Excitation Spectra

The absorption spectrum of H2 (laser pulse parameters: 2f = 2.8 fs, l = 0.416 �ℎ (109.5 nm),
� = 1014 W/cm2, I direction (along the molecular axis); and 2f = 1.4 fs, l = 0.555 �ℎ (80.9 nm),
� = 1014 W/cm2, G direction) is shown in Fig. 7.1 for a (221) expansion length. The laser pulse
parameters are chosen such that the frequency is off-resonant with a specific transition, while being
high enough to lie in the vicinity of the electronic excited states. Through the finite pulse length,
additional frequency components are included in the laser pulse. The expansion length signifies the
use of two time-dependent MOs (four SOs) for two electrons, and one SPF to describe the vibrational
DOF.

The computed absorption spectra for H2 are shown in Fig. 7.1
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Figure 7.1: Absorption spectra for H2 using the aug-cc-pVDZ basis set at the (221) expansion length,
for I (top) and G (bottom) polarization direction. Experimental transition frequencies183 are marked
with black lines.

There are many features that can be observed in the calculated absorption spectra, where the
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experimental peak positions are indicated with intensity set to an arbitrary height for better visibility.
For one, there is a large cluster of peaks close to the ground-state energy; and one centered around
100,000 cm−1 (I) and 120,000 cm−1 (G). The peaks at higher energies correspond to electronic
states that have been populated in the wave packet. The positioning of the peaks is in excellent
agreement with the experimental values183. However, very noticeable is that there are many smaller
peaks located around the excited electronic states at almost equidistant energies from the center
peak at E = 90,700 cm−1 (? = I), E ≈ 110,000 cm−1 (? = G), and also from the ground state peak
at E = 0.0 cm−1. These peaks result from nuclear excited states—vibrational excitations—that have
been induced in the diatomic. As H2 is a homonuclear diatomic with a zero dipole moment, these
vibrational excitations cannot be directly induced through the laser pulse. They are a consequence
of the electron-nuclear coupling and therefore induced nonadiabatically through the motion of the
electrons, through Raman or other processes. The energy spacing of the peaks is in the range of
vibrational transition frequencies, ranging from about 1000 cm−1 to ≈ 4500 cm−1.

The MOs for H2 during the excitation are shown in Fig. 7.2 and 7.3. At time C = 0 fs, the MOs
clearly resemble the f and f∗ MOs of H2. Through the laser pulse excitation, electron motion is
induced in the diatomic and the time-adaptable MOs rotate in Hilbert space, adapting to an optimal
representation at the single-particle level of the electron-nuclear wave function. As such, their shape
changes as is shown in Fig. 7.1 and 7.2, and differs for different polarization directions of the laser
pulse.

The electronic excitations that are observed in the spectrum—such as transitions to the 1Σ+D
and 1Π6 states—lead to an effective mixing of the MOs, for example, with the f?I and c?G/H
orbitals. It should be noted that these MOs are somewhat analogous to time-independent MCSCF
MOs in that they do not diagonalize the one-particle reduced density matrix (they are not natural
orbitals and as such exhibit fractional occupancies). The multiconfigurational wavefunction includes
determinants in which both electrons are in the lower-lying MO, singly excited determinants, and
the doubly-excited determinant in which both electrons are excited into the higher-lying MO. As
the MOs are time-dependent and adapt to the time-dependent Hamiltonian at each time step, their
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character changes from pure f to containing contributions of the higher-lying one-particle states
such as the c orbitals.

t = 0 fs

LUMO

HOMO

t = 30 fs t = 70 fs

Figure 7.2: Graphical representations of the MOs of H2 before and after laser-pulse excitation in
the I-polarization direction. The initial MOs resemble the f and f∗ MOs, which then adapt to the
optimal representation at each time step for the time-dependent Hamiltonian.

t = 0 fs

LUMO

HOMO

t = 30 fs t = 70 fs

Figure 7.3: Graphical representations of the MOs of H2 before and after laser-pulse excitation in the
G-polarization direction.

The detailed absorption spectrum of H2 (laser pulse parameters: 2f = 2.8 fs, l = 0.416 Eℎ
(109.5 nm), � = 1014 W/cm2, I-direction (along the molecular axis); 2f = 1.4 fs, l = 0.555 Eℎ
(80.9 nm), � = 1014 W/cm2, G-direction) is shown in Fig. 7.4 for a (221) expansion length.

73



83000 87000 91000 95000 99000 103000
0

25

50

75

100

125

150

175

200

In
te
ns
ity
 (a

rb
. u

 i
ts
)

a) 300 fs
Filtered
νSn, n= [2, 3]
0−0
νn−n, n= [0, 2]
ν0−n, n= [1, 7]
ν1−0
ν1−2

0 2000 4000 6000 8000 10000 12000 14000
E ergy (cm−1)

0

100

200

300

400

500

I 
te
 s
ity
 (a

rb
. u

 i
ts
)

b) νn+1) νn, n= [0, 5]
ν2) ν0
ν3) ν0
ν3) ν1
νS1n ) νS10 n= [1, 4]
1Π) 1Σ

Figure 7.4: Electronic and nuclear excitation peaks obtained from H2 excitation in the I-direction
run for 300 fs. The Savitzky-Golay filter (black line) is applied to the 300 fs spectrum. Experimental
transition energies (cm−1) are overlayed as vertical lines. a) Energy region around the electronic
excited states. b) Energy region close to the electronic ground state.

Different possible transitions are marked in the Figure together with reference values from the
experiment183,184. The raw spectrum from a 300 fs propagation is overlayed with a filtered spectrum,
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using a Savitzky-Golay filter with a window length of 17 points (1770 cm−1) and polynomial order
of three. Both electronic and vibrational transitions are obtained in the spectrum, although the
laser pulse frequency targets electronic excitation (UV) and, a direct excitation of vibrations in
H2 is not possible, as it has a zero dipole moment. However, vibrational transitions are induced
indirectly through Raman-type processes. In the higher-energy region, the 0-0 transition from the
X1Σ+6 ((0) ground to the first singlet excited state, B1Σ+D ((1), and from the E1 Σ+6((2) / F1Σ+6
((3)← X1Σ+6 transition is indicated by a vertical solid line in red (E0−0, B1Σ+D ← X1Σ+6) and green
(E0−0, E1Σ+6 /F1Σ+6←X1Σ+6 , denoted as a(=0−0). In the following the focus is on vibrational transitions
in the ground and B1Σ+D-state only, as the complexity increases rapidly when more electronic states
are considered. The E1−1 and E2−2 B1Σ+D ← X1Σ+6 transitions are marked with solid red lines, at
energies lower than the a0−0 transition as the vibrational energy levels are closer in energy for the
excited state (the H2 bond in this state is weaker). At all of these transition energies, peaks can
be found in the simulated spectrum, where the a0−0 transition from ground to first excited state
results in the highest intensity. Furthermore, in the simulated spectrum there are peaks occurring
at energies that correspond to a0−= transitions from electronic ground to first excited state, with
= = [1, 7] (dashed line); a peak at the a1−2 transition energy (dotted line); and a small peak at the
a1−0 transition. In the energy region close to the ground state, peaks for vibrational excitations in the
electronic ground state can be found (from the vibrational ground state a0 to vibrationally excited
states, a=). Similarly, vibrational transitions in the first electronic excited state also lie in this energy
region (from a

(10 to a(1
= ), and also transitions in higher-lying electronic states. Furthermore, there is

a peak at the C1ΠD ← B1Σ+D transition energy which does not originate from the nuclear part of the
wave function, as has been confirmed through a Fourier transform of electronic and nuclear position
expectation value (this peak is only obtained in the electronic part). The excellent agreement of peak
positions with experimental values is providing a high level of confidence for these calculations, in
that not only qualitative, but also quantitative predictions towards the electron-nuclear dynamics
can be made.

Through the laser-pulse excitation of the electrons, an electronic wave packet is generated, that
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induces a modulating potential which drives the nuclei from their equilibrium position. As such,
a nuclear wave packet is generated that is a superposition of vibrationally excited states (ground
state, first vibrational state, and higher-lying states), in the electronic ground state, and also in the
electronic excited state(s). The peaks that are observed in the spectrum originate in vibrational
transitions in the electronic ground state, and electronic excited states. The magnitude of the peaks is
related to the transition dipole moments between the electronic states, and the overlap of the nuclear
eigenstate functions in the respective vibrational states, 〈q=initial |q=final〉 (Franck-Condon factors),
and the energy difference between the electronic states.

7.3.2 LiH Excitation Spectra

As a second example, a similar calculation was carried our for LiH (l0 = 0.110 �ℎ (414
nm), � = 1.405 × 1013 W/cm2, 2f = 2.8 fs). The resulting spectra are shown in Fig. 7.5 a) and
b). Experimental electronic excitation energies183,185 are indicated with black lines. The spectra
were generated for three different expansion lengths: (421), (431), and (441). The agreement of the
(441) transition energies with the experimentally observed transitions is excellent, both for I and G
polarization direction, where, depending on the relative polarization of electric field and molecule,
different excitations can be observed. The (431) expansion length yields results in close agreement
with the experiment, and can be chosen as a compromise between accuracy and computational
demand. The (421) expansion length, in which the electron-electron interaction is represented
through mean-field interaction only with no correlation effects, the agreement with experiment is
poor as expected.

Comparing to the H2 spectra, it is very noticeable that for LiH, very little to no nuclear vibration
is initiated, neither through the laser pulse nor electronic motion.
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Figure 7.5: Absorption spectra for LiH (cc-pVDZ basis set); experimental transition frequencies are
marked with black lines183,185. a) Excitation along I polarization direction with different expansion
lengths. b) Excitation along G polarization direction with different expansion lengths.

In order to generate an electron-nuclear spectrum, a two-pulse excitation is carried out: first,
LiH is irradiated using an infrared (IR) laser pulse to initiate nuclear motion, directly followed
by the same laser pulse used prior to obtain the electronic spectrum. The resulting spectra are
shown in Fig. 7.6, for the (441) expansion length and I/G polarization direction of the second pulse
(parameters of the first pulse: l = 0.010 �ℎ (4,556 nm), � = 1.86 × 1013 W/cm2 (I − I) and � =
2.19 × 1013 W/cm2 (I − G), 2f = 60.8 fs). The agreement of the calculated excitation energies with
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experimental transition energies is excellent. Two characteristics are very noticeable: Many small
peaks at a similar energy spacing can be found in the spectra, which at least partially originate in
nuclear excitations. Secondly, for b), where the second laser pulse was polarized in G direction, we
also obtain excitation into the 1Σ+ electronic state, which did not occur without nuclear motion.
Inducing nuclear motion therefore in turn induces a population transfer into the 1Σ+ excited state.
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Figure 7.6: Absorption spectra for LiH (cc-pVDZ basis set, (441) expansion length); experimental
transition frequencies are marked with black lines183,185. The one-pulse spectrum is overlayed
for comparison. a) Excitation along I polarization direction. b) Excitation along G polarization
direction.

An in-depth analysis of the two-pulse excitation spectrum is shown in Fig. 7.7, for the (441)
expansion length and I polarization direction of both pulses. Many small peaks at a similar energy
spacing can be found in the spectrum; however for many of these it remains inconclusive if these
represent real features in the electron-nuclear dynamics. The spacing between the small peaks is
roughly 420–550 cm−1, which is in the range of the experimental vibrational transition energies
between the vibrational states in the 1Σ+ state. But, as these features are very small, only peaks are
discussed that exhibit substantial intensity and that are reproduced through different propagation
times, and Fourier transforms of electronic and nuclear expectation values.

Different experimental vibrational and electronic transition energies183,185 are marked on Figure
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7.7. In the higher energy region, the a0−0 transition energy coincides with the largest peak (∼27,000
cm−1), and several possible transitions lie around it; such as the a1−1 and a0−1 transitions. In the
lower-energy region, the vibrational transition energies in the electronic ground state and 1Σ+ excited
state are marked as a0 and a(10 to a= and a(1

= , and so on for transitions from vibrational excited states.
For LiH, no electronic transitions between the singlet excited states are observed in the spectrum
(1Π← 1Σ+) but only transitions from the electronic ground state.
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Figure 7.7: Electronic and nuclear excitation peaks obtained from the two-pulse excitation of the
(441) expansion length for LiH in the I-polarization direction overlayed with experimental transition
energies183,185. In the upper part a), the energy region around the first electronic excited state (1Σ+)
is shown. In the lower part b) the energy region close to the electronic ground state is shown.

80



7.3.3 Nuclear Vibration of H2 and LiH

The two above examples illustrate quite different electron-nuclear coupling effects. In the first
example—H2—the electronic motion leads to an uptake of nuclear motion, and to the appearance
of many electronic and vibrational transitions in the spectra. In the second example—LiH—the
induced nuclear motion influences the electronic excitations, and not only electronic and vibrational
peaks are seen in the spectra, but also transitions that were previously not observed, such as the 1Σ+

excitation for the G polarization direction. The nuclear vibration can also be visualized through the
nuclear difference density.

The nuclear difference density in the grid basis, Δd= (', C), which is the difference of the nuclear
density at time C and initial time, can be obtained from

Δd= (', C) = d= (', C) − d= (', 0), (7.10)

with the nuclear density on the grid given as

d= (', C) =
=SPF∑
:

=SPF∑
;

�max∑
9=1

q=∗
:
(', C)�∗

�, :
(C)��, ; (C)q=: (', C). (7.11)

The sums here run over all SPFs : and ;, and all their respective configurations �, : and �, ; for a
total number of configurations �max.

Such a nuclear density difference is shown in Fig. 7.8 for H2. Already from the beginning of the
propagation, just after the laser pulse has been switched off at about 3 fs, nuclear vibration sets in.
Initially, the nuclei are moved further apart and move back to the equilibrium position; but around
32 fs, the nuclei start to move also further in, resulting in a vibration that leads to a shortening and
stretching of the H2 bond. The vibrational period obtained with MCEND is 11.0 fs, which is close to
the experimental vibrational period of H2 (the fundamental vibrational excitation a0 = 4162.6 cm−1

has a vibrational period of ≈8 fs).
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Figure 7.8: Contour plot of the nuclear difference density Δd= (', C) for H2 during the excitation
with a I-polarized laser pulse. Positive values indicate a probability increase, while negative contour
values indicate a probability decrease.

The difference density for LiH after laser pulse excitation with an UV/VIS wavelength is shown
in Figure 7.9 a) and results in very little nuclear motion, thus confirming the absence of vibrational
peaks in the above spectra. For the two-pulse excitation, where an IR pulse is followed by an UV/VIS
pulse, the uptake of vibrational motion is clearly visible in the difference density, shown in Fig. 7.9
b). Here, the nuclear motion sets in around 20 fs, and quickly builds up, with the nuclei moving in
and out from the equilibrium position, resulting in a shortening and stretching of the bond and an
oscillating nuclear contribution to the dipole moment.
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Figure 7.9: Contour plot of the nuclear difference density Δd= (', C) for LiH during the a) UV/VIS-
excitation using a pulse polarized along I and b) an IR pulse followed by an UV/VIS pulse to induce
nuclear motion, both polarized along I.
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7.3.4 Born-Oppenheimer Potential and Coherence Properties
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Figure 7.10: Contour plot of the Born-Oppenheimer potential +BO during the UV-excitation of H2
using a pulse polarized along I.

Monitoring the different energy contributions to the total energy allows a reconstruction of a time-
varying “Born-Oppenheimer potential” which contains the overall potential energy contributions
that can trigger nuclear motion. The Born-Oppenheimer (BO) potential is defined here as

+BO(C) = 〈)4〉 + 〈+ee〉 + 〈+en〉 + 〈+nn〉 (7.12)

in analogy with the definition of potential energy surfaces. It should be noted at this point that the
time-dependence of the BO potential results from the implicit time-dependence of its constituent
terms; while the electronic kinetic energy, electron-electron interaction, etc., are defined as usual in
a molecular Hamiltonian, their expectation values, of course, change over time due to the explicit
time-dependence of the wave function. As such, the time-dependence of +BO(C) results from the
time-dependence of the electron-nuclear wave packet.

The time-dependent BO potential is plotted against the nuclear distance expectation value '
and time in Fig. 7.10. As the expectation values during the propagation are calculated at a time step
of 0.01 fs, it is possible to generate an interpolated surface, although technically there is only one
point for each C and '. The equilibrium bond distance before the laser pulse, which is the optimal
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bond distance for this basis set and expansion length as obtained through a propagation in imaginary
time, is '0 = 0.763 Å. Looking at the BO potential versus bond distance, the equilibrium distance
no longer corresponds to a minimum in the potential. Instead, the minimum has been shifted to
larger bond lengths at around ' = 0.84 − 0.90 Å. As the potential energy curves of the H2 excited
states are more repulsive with minimum bond lengths further out than the ground state, this overall
behaviour stems from the superposition of electronic ground and excited states that shifts the energy
landscape. Also, for the first 40 fs, the BO potential does not reach any minima as deep as around 50
fs—although the bond lengths sampled during the propagation are the same. This reflects that not
only the energetics, but also the phase of the wave packet plays a significant role in the dynamics.
Through the onset of nuclear motion, the electronic wave function loses coherence rapidly. The
continuing modulation of the electronic wave function through the nuclear vibration, however, leads
to recurrences of coherence in the electron-nuclear wave function, and, also if the electronic ground
state is significantly populated, to the reappearance of minima in the BO potential.

The time-dependent BO potential for LiH after the two-pulse excitation is shown in Fig. 7.11,
and exhibits several minima at bond lengths further out from the equilibrium bond length (around
' = 1.392 Å) and one minimum closer to the equilibrium bond length between C = 110 − 125 fs.
Again, these minima occurring at certain times during the propagation are attributed to coherence
and quantum transport effects: when the electronic part of the electron-nuclear wave packet mostly
corresponds to the electronic ground state (around the equilibrium distance) versus electronic excited
states (slightly elongated bond), and coherence is gained through the recurrence of resonances, then
the BO potential exhibits dips that appear periodically, similar to quantum beats.
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Figure 7.11: Contour plot of the Born-Oppenheimer potential +BO during the IR+VIS-excitation of
LiH using a pulse polarized along I.

The coherence of a wave packet can be quantified through the density matrix d186,187. The
density matrix contains the populations of the individual states on its diagonal, while the off-diagonal
elements signify the mixing of the states. In a coherent wave packet, the phase of the wave packet
has no destructive interference, and the trace of the density matrix squared—the purity %—is equal
to one. Decoherence of an initially coherent wave packet can be introduced through fluctuations of
the environment, through which the purity is reduced, resembling a mixed state. Another measure
of the mixture of a state is the von Neumann entropy (, given as

( = −tr [d ln d] (7.13)

If the nuclei in electron-nuclear dynamics are treated as classical particles, quantum coherence
effects as well as effects from the spatial delocalization of the nuclear wave function are not present
in the dynamics. Here however, electrons and nuclei are treated on the same footing, and the electron-
nuclear density matrix reflects the coherence and decoherence of the molecular wave packet. For
H2, initially an electronic wave packet is generated, but then the nuclear motion sets in quickly,
leading to dephasing and a fast decoherence of the electronic wave packet in a few fs (Fig. 7.12).
This is reflected in the quick rise of the entropy and lowering of the purity at the beginning of the
propagation. However, throughout the propagation, the nuclear motion continuously modulates
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the electronic wave packet, while the electron dynamics modulate the nuclear motion–leading to
recurrences of coherence as the purity increases around 38 fs and 120 fs, and the entropy decreases.
These coherence gains are also visible in the BO potential as potential wells whenever the electronic
wave packet mostly corresponds to the ground state.

For the two-pulse excitation in LiH, the underlying process is slightly different: in the first
60.8 fs, LiH is vibrationally excited with an IR laser pulse; coherence is maintained initially but then
much reduced at around 25 fs. This is when the nuclear motion sets in fully (see above), and results
from the electronic wave packet following the nuclei; though instantaneously, the following is not
necessarily coherent during the rapid change of nuclear positions. At several instances throughout
the propagation, entropy is reduced and purity gained. The change is not as dramatic as for H2, and
there are many more fluctuations obtained. The broad minimum in the BO potential around C = 110
fs coincides with one of these oscillations. So far, at this point we can conclude that several factors
play a role in the occurrence and recurrence of the "dips" in the BO potential, one of them certainly
is the coherence of the electron-nuclear wave packet, another the predominant population of one of
the electronic states, and also the position of the nuclei, as we have shown throughout the two-pulse
scheme that a small nuclear excitation can impact the electronic motion significantly.
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Figure 7.12: Entropy ( and purity % = tr[d2] of the electron-nuclear wave packet as calculated
from the density matrix. The norm tr [d] is shown as well to demonstrate the conservation of the
norm. The raw data for ( and % is overlayed with a filtered signal (Savitzky-Golay filter) for an
enhancement of the dominant peaks. a) During the laser pulse excitation of H2. b) During the
two-pulse excitation of LiH.

7.4 Summary

Simulations of the fully coupled electron-nuclear dynamics of H2 and LiH in strong laser fields
demonstrated the high level of correlation between electronic and nuclear degrees of freedom.
Excitation spectra of both diatomics contain signatures of the coupled motion, where for H2, the
electronic excitation directly initiated nuclear motion. In the case of LiH, nuclear motion was induced
using a laser pulse, and then the electronic response was probed using a second pulse. Electronic
transitions that are not observed under electronic excitation only for certain polarization directions
could be obtained as a direct consequence of electron-nuclear coupling.

The time-dependent signatures of the potential that the nuclei experience due to electronic motion
show recurring patterns that resemble quantum beating. The coherence properties of the electron-
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nuclear wave packets predominantly influence the occurence of these minima in the potential.
Further investigations toward coupled electron-nuclear dynamics are needed to investigate the

impact and magnitude of coherence effects, and their role in processes that exhibit, for example,
quantum beating, or other vibronic and excitonic states188–191. This is also important with respect to
attosecond dynamics, as the experimental driving field for the generation of high harmonic radiation
typically lies in the IR range192, and the molecular response to the driving field can entail nuclear
effects as well as the electronic motion171.
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CHAPTER 8

ELECTRON-NUCLEAR MULTICONFIGURATIONAL QUANTUM DYNAMICS OF
SEVERAL DIATOMIC MOLECULES

The calculations and analysis for this project were done by Lucas Aebersold. Dr. Inga Ulusoy
provided helpful discussions and advice for this project. Code implementation of Akima interpolation,
was done by Lucas Aebersold.

8.1 Introduction

The Born-Oppenheimer approximation (BOA)193 is fundamental to the understanding of chem-
ical processes, where the electrons are assumed to follow the nuclear motion instantaneously, thus
readily adapting to a changing environment. A deviation from the BOA, that is, nonadiabaticity,
occurs when the nuclear motion can no longer be treated separately from the electronic motion,
effectively leading to a coupling of nuclear and electronic momenta. This often happens in photo-
physical or photochemical processes, or more generally, when the electronic states lie close together,
or the electron(s) does not follow the nuclei as closely as in weak electron-nuclear interactions,
for example.194 We present here an approach, the multiconfiguration electron-nuclear dynamics
method (MCEND)152,155,172,173 that goes beyond the BOA and treats electrons and nuclei on an
equal footing. Using this methodology, we investigate the extent to which nonadiabatic effects can be
observed in optical spectra of HD, D2 and BeH+, and in high-harmonic spectra of these and several
additional diatomic molecules. The presented methodology can be used to investigate nonadiabatic
effects after strong-field excitation.

In the BOA, a potential energy surface (PES) is defined as the sum of the electronic kinetic,
electron-electron repulsion, electron-nuclear attraction and nuclear-nuclear repulsion energy terms,
and provides the multidimensional energy surface on which the nuclei reside. From this represen-
tation, additional excited-state surfaces can be included in the framework, allowing the electronic
part of the molecular wave function to change between these states, ‘switching’ fully or partially
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from one state to the other. Such ‘switching’ can either be represented through surface-hopping
approaches195–204, or coupled dynamics mediated through conical intersections205–207. Alterna-
tively, instead of a parametric dependence as in the Born-Oppenheimer approximation, a conditional
dependence of the electronic part of the wave function on the nuclear positions can be employed,
resulting in the exact factorisation (XF)177,179 or time-dependent Born-Oppenheimer approach
(TD-BOA)178.

In the following, details about the method and applications of the method to several diatomic
molecules are presented. Ground-state properties, high-harmonic spectra and absorption spectra are
described with respect to the occurrence of nonadiabatic effects and signatures.

8.1.1 Basis Representation

The primitive basis for the nuclear DOF is a grid basis with grid points {U: }, expressed in
internal coordinates; for the diatomics studied here, the interatomic distance ' is used. For the
evaluation of the electron-nuclear coupling potential, the interatomic distance needs to be converted
into Cartesian positions of the atoms �, '� (U) (see below).

As the nuclei move during the propagation, the choice of the electronic basis is not trivial. While
quantum chemistry approaches most often use an atom-centred basis such as Gaussian-type orbitals
(GTOs), explicitly time-dependent methods such as MCTDHF often utilize a grid basis. However,
an electronic grid basis is computationally more expensive than a GTO basis, and not as generalized
as standard GTO basis sets. We use a combination of both types of basis representations, namely
GTOs positioned at specified nuclear grid points. With this approach, an atom-centred travelling
basis is avoided, as this can lead to complications due to linear dependencies in the basis set, while
the computational cost is kept comparatively low. The electronic integrals for the electronic kinetic
energy, electron-electron repulsion and electron-nuclear attraction are evaluated only once in the
beginning of the calculation. Except for the electron-nuclear attraction integrals, the integrals are
independent of the nuclear position; for the latter, an interpolation routine is used and described
below.
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Linear dependencies in the GTO basis introduce numerical instabilities for larger MCEND
wave functions172. Thus, the electronic basis is orthogonalized initially, and linearly dependent
basis functions are removed from the basis, resulting in a smaller molecular basis set than the
parent GTO basis set. The number of orthogonalized basis functions =ortho, and non-orthogonal
parent basis functions =parent are denoted as (=ortho/=parent) in the following. At this point, several
calculations are carried out to ensure that the propagation is stable for the selected basis set and
MCEND expansion length. A linear dependence threshold is enforced for the orthogonalized new
basis set, for all basis sets below a threshold of 0.1 for the eigenvalue of the overlap matrix was used.

8.1.2 Electron-nuclear Coupling and Diabatic Basis

The electron-nuclear coupling occurs in the EOMs of coefficients and SOs (SPFs). In the former,
the expression that needs to be evaluated is〈

Φ�4Φ�=

��� #�,=4∑
�,8

−/�
|'� (U) − A8 |

���Φ!4Φ!=〉 =
∑
?

〈
Φ�= (U?) |Φ!= (U?)

〉
·
〈
Φ�4

��� #�,=4∑
�,8

−/�
|'� (U?) − A8 |

���Φ!4〉 (8.1)

The first term on the right-hand side of Eq. 8.1 corresponds to a weight of the particular grid point,
and the second term can be transformed into the AO basis, resulting in the familiar one-electron
integrals of the electron-nuclear attraction, 〈` | −/�

|'� (U?)−A8 |
|a〉. The evaluation of Eq. 8.1 can be

carried out under consideration of the Slater-Condon rules, which reduces the computational effort
significantly.

The EOMs for the SOs and SPFs result in a similar expression for the electron-nuclear coupling
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term. Here, the term enters in the mean-fields, i.e., for the electronic part〈
` |

〈
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with single-hole determinants Φ�SHD and Φ!SHD
152,208. Only electron 1 is included in the expres-

sion as the projector %4 eliminates all other electrons from Eq. 8.2.
A similar expression is obtained for the SPFs, however for only one nuclear DOF as is the case

here, no nuclear mean-fields need to be evaluated.The electronic basis as used here is thus a diabatic
basis, as the coupling between electrons and nuclei is included in the potential, and not the kinetic
energy term.

8.1.3 Integral Interpolation Routine

The electronic integrals are evaluated only once in the beginning of the calculation. The overlap
(S), electronic kinetic energy (T), and electronic position integrals (x, y, z), and the two-electron
integrals (Vee) are independent of the nuclear positions. Only the electron-nuclear attraction (Ven)
depends on the actual atomic positions and is evaluated at the four to six selected interatomic
distances and then interpolated on the finer nuclear grid. The selected atoms are placed at a specific
nuclear grid point and ghost atoms are placed at the other remaining 3–5 grid points. Previously, a
cubic spline interpolation was used to interpolate the Ven matrix elements onto the finer nuclear
grid (see Fig. 8.1). However, the interpolated curves for some of the matrix elements exhibited
rather high oscillations172, typical of spline interpolation methods. To improve upon this, we have
implemented the Akima method of interpolation153 which uses a piece-wise function composed
of several polynomials and applies them to successive intervals of the points. Each slope of the
curve is calculated locally with each polynomial representing a piece of the curve between two
points determined by both the points and their derivatives. In this way, no general functional form
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for the entire data set is assumed, resulting in reduced oscillations between the explicitly sampled
points. A comparison of both the cubic spline and Akima interpolation scheme is shown in Fig. 8.1
for selected diagonal Ven matrix elements. The Akima interpolation leads to a better agreement of
calculated and experimental bond lengths for the considered diatomics as compared to the spline
interpolation routine.
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Figure 8.1: Selected Ven diagonal matrix elements obtained through the cubic spline and Akima
interpolation routine. The four explicitly sampled nuclear grid points are marked on the graph.

8.1.4 Computational Details

Four nuclear grid points at which electronic basis functions are placed are used in all the
following calculations. Basis sets with more sampling grid points (resulting in more ghost atoms,
and as such, more basis functions) have also been generated but do not show large deviations for
the properties calculated here. The EOMs are solved using an eighth-order Runge-Kutta integrator
with an adaptive time step. The one- and two-electron integrals were constructed using PSI4154.
The parent basis sets used are Dunning’s correlation consistent basis sets209–211 as denoted. The
ground state electron-nuclear wave function for the different diatomics is obtained through a 10–20
fs imaginary time propagation. Ground-state properties including correlation energies, bond lengths,
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and dipole moments are obtained as expectation values of this wave function. The ground-state wave
function also serves as an initial state in the calculation of electronic, vibrational and high-harmonic
spectra. All coupled cluster results were computed with the NWCHEM software package version
6.856.

The nuclear grid range and grid spacing for all diatomics are given in Table 8.1.
Table 8.1: Nuclear grid basis spanning from 'min to 'max at a spacing of Δ' using =grid grid points,
for the different diatomics. The grid points at which electronic basis functions are placed are denoted
by 'sp,1 to 'sp,4. All values given in atomic units (00).

H2 HeH+ LiH BeH+ Li2 N2
'sp,1 0.7243 0.9520 1.5118 1.7006 3.3826 1.5000
'sp,2 1.4283 1.4800 3.0236 3.2120 5.0456 2.2000
'sp,3 3.0123 2.1840 5.2912 5.1012 7.8046 3.4000
'sp,4 4.5523 3.1520 7.5589 7.3684 10.5635 5.0500
'min 0.6803 0.7760 0.9449 0.7559 2.8346 1.4500
'max 4.7283 3.328 8.1231 7.7462 10.6592 5.2000
Δ' 0.0440 0.0440 0.1889 0.1889 0.1701 0.0500
=grid 92 58 38 38 46 75

8.2 Results and Discussion

The results for the diatomics are listed and discussed in the following, where we start with
equilibrium properties and then discuss the obtained spectra.

8.2.1 Correlation Energy

TheMCEND framework with its systematically improvable wavefunction enables the calculation
of correlation energies. The correlation energy is defined as the difference between the total energy
for a given expansion length and the smallest possible expansion (the MCEND wavefunction that
includes only one product of determinant and Hartree product). For example, for H2, this corresponds
to the ground-state energy difference for expansion length (221) relative to (211), �corr = �221−�211
(two electrons in two MOs with one SPF for the nuclei, versus the smallest possible wave function
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for this diatomic, which is two electrons in one MO with one SPF for the nuclei). The correlation
energy that is gained upon increasing the MCEND expansion length is given in Table 8.2.
Table 8.2: Correlation energy as the difference between larger wave function expansion lengths
relative to the smallest possible expansion length, in eV. The parent basis sets are given as ADZ
(aug-cc-pVDZ), ATZ (aug-cc-pVTZ), and DZ (cc-pVDZ), with the number of remaining basis
functions and number of parent basis functions in parenthesis.

Correlation energy recovery (eV)
Wave function expansion length

211 221 222
H2 (ADZ (27/72)) 0.000 0.463 0.464
H2 (ATZ (66/184)) 0.000 0.492 0.492
HeH+ (ADZ (24/72)) 0.000 0.544 0.569
HeH+ (ATZ (60/184)) 0.000 0.557 0.564

421 431 432 441 442

LiH (DZ (32/76)) 0.0 0.399 0.404 0.551 0.583
LiH (DZ (59/76)) 0.0 0.268 0.278 0.440 0.506
BeH+ (DZ (31/76)) 0.0 0.418 0.423 0.602 0.607

631 641 642 651 652

Li2 (DZ (48/112) 0.0 0.369 0.369 0.653 0.653
1471 1481 1482

N2 (DZ (56/112)) 0.0 0.990 0.990

The correlation energy can be compared to the one calculated using standard electronic-structure
methods. For this, we have computed MRCI and CCSD(T) energies at the same bond distances as
for MCEND. The correlation energy obtained with the electronic-structure methods is by a factor
of 2 (H2) to 1.3 (Li2) larger than the MCEND correlation energy; the deviation between these
two approaches decreases with increasing number of electrons. This deviation can be ascribed to
the smaller derived basis sets in MCEND that are also not optimized to reproduce wave function
properties as the standard basis sets have been.

It is noticeable that the largest correlation energy is gained upon addition of the first MO beyond
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the minimum number of MOs (i.e., (211) to (221) and (421) to (431)). Adding more MOs and thus
increasing the number of accessible configurations significantly increases correlation energy, but
not as much as for the first MO (i.e., (431) to (441) and (641) to (651)). For LiH, addition of the first
MO beyond the minimal wave function expansion length results in a correlation energy of 0.399
eV for the smaller DZ basis set. Addition of one more MO ((441) vs. (431)) leads to an additional
correlation energy gain of 0.152 eV.

The addition of SPFs to the wave function leads to minor gains in correlation energy, i.e. (221) to
(222), (431) to (432), (441) to (442), and (1481) to (1482), for the different diatomics. A comparison
of different basis sets for H2, HeH+ and LiH, and linear dependency threshold for LiH (cc-pVDZ
(56/76) basis set) shows that the correlation energy gain upon adding determinants/SPFs to the wave
function is consistent, with similar amounts of correlation energy recovered for the largest expansion
length. The higher-quality parent basis sets (ATZ vs. ADZ) and the sets using a lower linear-
dependency threshold (thus retaining more primitive basis functions) tend to recover correlation
energy more quickly.

As a compromise between accuracy and computational efficiency, expansion lengths with one or
two virtual MOs (beyond the minimal number of MOs) are recommended. The addition of virtual
SPFs does not impact the ground-state energies significantly. Higher-quality parent basis sets also
lead to a faster convergence of correlation energy while also increasing the number of primitive
basis functions in the calculation.

The computational demand of MCEND calculations is very reasonable—the timings for LiH
(cc-pVDZ (32/76)) with one OpenMP thread are: (421) 0.76 min, (431) 2.4 min, (432) 5.3 min,
(441) 12.7 min, (442) 37.7 min, which is very feasible. The relative timings, with respect to the
smallest expansion length (421) are thus (431) factor of 3.2, (432) factor of 7.0, (441) factor of 16.7,
(442) factor of 49.6. Even for N2 with 14 electrons, a 10 fs propagation for the 1471 expansion
length took 1.8 hours on 8 CPUs. The timings are obtained on Intel(R) Xeon(R) CPUs (E5-2640
(v4) at 2.40 GHz), using the Intel Fortran compiler version 17.0 with MKL and FFTW3 libraries.
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8.2.2 Equilibrium Bond Length

The equilibrium bond lengths are given in Table 8.3. Largely, the changes in the bond length
with increasing expansion length are very small, in the range of mÅ. The MCEND bond lengths,
overall, are close to the reference bond lengths that are obtained from coupled cluster theory and
experimental bond lengths.

Comparing the obtained bond lengths for different basis sets for H2 and HeH+, the triple–Z basis
set, leads to a significant improvement in comparison with the reference values. For all diatomics,
an increasing MCEND wave function expansion length does not impact the equilibrium distance
significantly.

For the lighter diatomics, such as H2 and HeH+, the grid sampling at different interatomic
distances leads to a relatively uniform positioning of both atoms. However, for heteronuclear
diatomics where the mass difference between atoms is much more significant, one of the atom types
will be positioned more closely on the nuclear grid than the other in the integral sampling, leading to
more linear dependencies in the basis functions on that atom. This results in an imbalanced removal
of basis functions, and ultimately to a poorer description of the diatomic due to the bias, such as for
LiH and BeH+. These two diatomics exhibit slightly larger deviations of the MCEND compared to
the experimental/CCSD(T) bond length, at ∼0.1–0.2 Å. Still, overall, the bond lengths for the other
diatomics are in very good agreement with the reference bond lengths.

98



Table 8.3: Equilibrium bond lengths of the different diatomics in Å. The parent basis sets are given
as ADZ (aug-cc-pVDZ), ATZ (aug-cc-pVTZ), and DZ (cc-pVDZ), with the number of remaining
basis functions and number of parent basis functions in parenthesis. For comparison, bond lengths
computed at the CCSD(T)/aug-cc-pVQZ (AQZ) level of theory are given as well (CCSD/aug-
cc-pVQZ for H2 and HeH+), along with available experimental A4 values taken from the NIST
WebBook.212

Wave function expansion length/bond length
211 221 222 CCSD/AQZ Exp.

H2 (ADZ (27/72)) 0.755 0.763 0.763 0.742 0.741
H2 (ATZ (66/184)) 0.752 0.758 0.758 0.742 0.741
HeH+ (ADZ (24/72)) 0.881 0.882 0.884 0.775
HeH+ (ATZ (60/184)) 0.782 0.785 0.786 0.775

421 431 432 441 442 CCSD(T)/AQZ Exp.
LiH (DZ (32/76)) 1.387 1.390 1.389 1.389 1.388 1.570 1.596
LiH (DZ (59/76)) 1.496 1.496 1.496 1.496 1.495 1.570 1.596
BeH+ (DZ (31/76)) 1.401 1.403 1.403 1.403 1.403 1.309

631 641 642 651 652 CCSD(T)/AQZ
Li2 (DZ (45/112) 2.628 2.628 2.628 2.628 2.628 2.622 2.673

1471 1481 1482 CCSD(T)/AQZ
N2 (DZ (56/112)) 1.137 1.137 1.137 1.096 1.098

8.2.3 Dipole Moments

The dipole moments obtained for different expansion lengths of the MCEND wave function
are given in Table 8.4. The agreement with the reference values from experiment is excellent, with
deviations in the range of mD for HeH+ and LiH. For BeH+, no experimental value is available
to our knowledge, and a comparison with coupled cluster theory (CCSD(T)) results in a deviation
of ∼0.8 D. One reason for this discrepancy lies in the slightly too long equilibrium bond length;
and it appears that the dipole moment is more sensitive to a balanced description of both atoms
in the re-orthogonalized basis. Additionally, it should be noted that the MCEND dipole moment
values are vibrationally averaged as the nuclear contribution to the molecular dipole moment is of a
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quantum-mechanical nature.
The main improvement of the MCEND dipole moment is obtained when including more spin

orbitals in the MCEND wave function, accounting for electron correlation (going from (211) to
(221) for HeH+, and from (421) to (431) for LiH). This is expected, as the impact of electron
correlation on the electronic structure is significant. The addition of further SOs does not change
the dipole-moment value significantly. Interestingly, the addition of an SPF to the wave function
affects the dipole moment for LiH, while this impact is not observed for HeH+ and BeH+.
Table 8.4: Dipole moments of the different diatomics in Debye (D). The parent basis sets are given
as ADZ (aug-cc-pVDZ), ATZ (aug-cc-pVTZ) and DZ (cc-pVDZ), with remaining and parent basis
functions as in Table 8.2. For comparison, the experimental dipole moments for HeH+213 and for
LiH214 are given. No experimental value is available for BeH+, instead a CCSD(T)/aug-cc-pVQZ
dipole moment is used for comparison. The error of the MCEND dipole moment value relative to
the reference value is given in parenthesis.

Wave function expansion length/dipole moment
211 221 222 ref.

HeH+ (ATZ) 1.806 1.729 1.735 1.709a
Δref. (0.097) (0.020) (0.026)

421 431 432 441 442 ref.
LiH (DZ) 6.197 5.872 5.872 5.997 5.996 5.880
Δref. (0.317) (−0.008) (−0.008) (0.117) (0.116)
BeH+ (DZ) 3.021 2.823 2.855 2.787 2.819 3.590
Δref. (−0.569) (−0.767) (−0.735) (−0.803) (−0.771)
a at 0.767 Å

8.2.4 High-harmonic Generation

Using the MCEND approach, high harmonic spectra can also be generated. For this, the targeted
molecule is irradiated with a strong infrared (IR) laser pulse, and the power spectrum is then
obtained from the Fourier transform of the electronic dipole moment squared. The laser pulse takes
the following form

K (C) = K0 sin2 ( cC
2f

)
cos(l0C), (8.3)
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where K0 is the initial pulse height with a specific polarization direction along the G, H, or I axis,
2f is the pulse width, and l0 is the carrier frequency.

The power spectrum for H2, HD, and D2 for different polarization directions of the laser pulse
(G: perpendicular to the molecular axis; I: parallel to the molecular axis) is shown in Fig. 8.2. The
laser pulse parameters are � = 1014 W/cm2, l0 = 1.55 eV, and laser pulse duration of 20 cycles (≈
53 fs).
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Figure 8.2: HHG spectra of H2, HD and D2 (221/ATZ), for each given (expansion length/basis set)
and I- (along molecular axis) and G- (perpendicular to molecular axis) polarization direction of the
electric field.

The high harmonic spectrum for H2 and D2 exhibits peaks at the odd harmonics, as expected for
a centrosymmetric molecule. For HD, there is no such constraint for the I-polarization direction,
and the peaks at even harmonics are clearly visible. In all spectra, the peaks flatten off around
the 25th harmonic for the I-polarization direction, and the 13th harmonic for the G-polarization
direction. For higher orders, small oscillations are obtained, which is a result of the Gaussian basis
set that does not allow for ionisation215. In the harmonic spectra especially for the I-polarization
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direction, the appearance of shoulders on the lower-energy side of the peaks is very noticeable
starting from the seventh order. These are attributed to the electron-nuclear coupling, as it has been
predicted previously that nuclear motion leads to a red-shift of the high harmonics216. For higher
harmonics, around order 20 (211)/24 (221), small peaks appear at even harmonics, which could be a
consequence of the electron-nuclear coupling169. Isotope effects are not observed in the spectra.

The HHG spectra of HeH+, LiH, and BeH+ are shown in Fig. 8.3. The laser pulse parameters for
HeH+ are � = 1014 W/cm2, l0 = 1.55 eV, and laser pulse duration of 53 fs. For LiH and BeH+, a
different laser pulse frequency was chosen, as with a frequency of 1.55 eV, no harmonic generation
was observed. The laser pulse parameters for LiH are thus l0 = 3.1 eV, � = 8.7× 1011 W/cm2, and
pulse duration of 26.7 fs. The pulse parameters for BeH+ are l0 = 3.1 eV, � = 7.9 × 1012 W/cm2,
and laser pulse duration of 26.7 fs.

For HeH+, only odd harmonics are observed for the G-polarization direction, while the even
harmonics appear in the spectrum for the I-polarization direction. Only three resonances are observed,
indicating that the electrons are tightly bound, which is expected for this cationic state. The peaks
themselves appear symmetric, and nonadiabatic effects due to nuclear motion seem to be absent.

For LiH, the high-harmonic spectra are not very smooth, with many smaller peaks in between
the even and odd harmonics. This can be attributed to electronic excitations during the HHG process,
mostly for the I-polarization direction (see Supplemental Material). Also, more harmonics can be
observed for the G-polarization direction than for the I-polarization direction. This is due to a slight
nuclear vibration, which destroys the coherence between the tightly bound part of the wave function
and the tail that has extended out (see Supplemental Material). This effect—electronic excitation and
thus induced nuclear motion uptake during the HHG process—is a manifestation of electron-nuclear
coupling that can be observed for LiH and excitation parallel to the bond.

The high-harmonic spectra for BeH+ are similar to the LiH ones, except that fewer and less
pronounced harmonics are observed, in line with the positive charge of the diatomic and the more
tightly bound electronics. Nuclear motion does not play a role in the spectra, with the I-polarization
direction leading to a smooth and regular spectrum.
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Figure 8.3: HHG spectra of HeH+ (221/ATZ), LiH (441/DZ), and BeH+ (441/DZ), for each given
(expansion length/basis set) and I- (along molecular axis) and G- (perpendicular to molecular axis)
polarization direction of the electric field.

The HHG spectra of Li2 and N2 are shown in Fig. 8.4. The laser pulse parameters for Li2 are
the same as for BeH+, and for N2, the parameters are the same as for H2 and HeH+.

For Li2, almost exclusively the odd harmonics are observed in the spectra, with some very
slight deviation around the second harmonic for the I-polarization direction. For the G-polarization
direction, there is one more harmonic that can be observed, and the intensity of the peaks is larger
than for the I-polarization direction. There are also fairly pronounced shoulders appearing at the
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lower frequency tail of the peaks for the G-polarization direction, indicating a mechanism of energy
loss during the harmonic generation. This is attributed to excitation into electronic excited states and
a resulting simultaneous increase of the internuclear distance, similar as for LiH (see Supplemental
Material).

For N2 I-direction, three peaks can be observed in the harmonic spectrum, appearing at the
odd harmonics at first, third and fifth order. Additional peaks appear at higher orders (>6) and are
attributed to electronic excitation. No nonadiabatic effects are observed for the low-order peaks.
For the G-direction, two peaks are visible. Only the (1471) expansion length is shown; for the
I-polarization direction, the obtained high-harmonic spectrum for the (1481) expansion length
is almost identical to (1471), while for the G-polarization direction the (1481) expansion length
exhibited numerical stability issues resulting in a ‘noisy’ spectrum. The peaks at higher energies
result from a similar process as the high-harmonic peaks; there is no net excitation that can be
observed in the position expectation values nor energies for N2.
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Figure 8.4: HHG spectra of Li2 (651/DZ) (top) and N2 (1471/DZ) (bottom), for each given (expansion
length/basis set) and I- (along molecular axis) and G- (perpendicular to molecular axis) polarization
direction of the electric field.
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Summarising, in some of the high-harmonic spectra, signatures of electron-nuclear coupling are
observed, either in the appearance of shoulders at the low-energy tail of the peaks due to nuclear
vibration or in the destruction of resonances due to electronic excitation (overlayed features of several
eigenstates that induce nuclear motion). Nuclear motion uptake as an excitation of vibrations only
manifests for a polarization direction parallel to the bond (I), while further electronic excitations
and the formation of a wave packet that drives the nuclei from their equilibrium position can be
observed also for the G-polarization direction. The electronic excitation can affect the electron-nuclear
interaction and result in a change of internuclear distance (as for BeH+).

8.2.5 Absorption Spectra

Using the wave functions obtained from a propagation in imaginary time as the initial state, the
absorption spectrum of a molecule can be generated with MCEND by computing the autocorrelation
function, 〈Ψ(r,R, C = 0) |Ψ(r,R, C)〉, and taking its inverse Fourier transform. Here, the molecule
is excited using a short, non-resonant laser pulse, so that a superposition state is generated which
includes components of the accessible eigenstates of the molecule. The frequency components of
the autocorrelation function (and their weights) provide insight about the energies of the eigenstates
and transition moments from the ground state.

An absorption spectrum was generated for BeH+ (DZ basis set), using the laser pulse parameters
l0 = 4.08 eV (304 nm), � = 3.16 × 1013 W/cm2 and a pulse width of 2f = 2.8 fs (Fig. 8.5).
The experimental transition is reproduced in the spectrum, albeit with a red shift of the peak. In
concordance with the calculated bond length and dipole moment, and their deviations with respect
to calculated/experimental values (bond length that is slightly too long and dipole moment that
is too small), a slightly different position of the calculated peak is expected. It is noticeable that
electron-nuclear coupling and vibrational excitation only seems to play a minor role in the spectrum,
as no ‘vibrational comb’ or other, minor peaks close to the main electronic transition are observed,
and also there is no nuclear motion uptake in the bond distance expectation value (not shown).
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Figure 8.5: Absorption spectrum for BeH+ (441/DZ) with laser pulse polarized perpendicular to the
bond. The experimental transition energy is overlayed as a vertical line.

To further investigate the role of electron-nuclear coupling in the electronic excitation spectra
of H2, we extend our previous treatment (155) to the isotopic variants HD and D2 (Fig. 8.6) with
the ADZ-derived basis set. Note that the previous H2 spectrum155 is reproduced for a simpler
comparison. The laser pulse parameters are 2f = 2.8 fs, l = 0.416 Eℎ (109.5 nm), � = 1014 W/cm2,
I-direction (along the molecular axis); 2f = 1.4 fs, l = 0.555 Eℎ (80.9 nm), � = 1014 W/cm2,
G-direction, for a (221) expansion length.

106



0

50

100

In
te

ns
ity

 (a
rb

. u
ni

ts
)

B1 +
u

E1 +
g

a) z-direction H2
HD
D2

80000 90000 100000 110000 120000
Energy (cm 1)

0

50

100

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Q1 g

I1 g

D1 u
b) x-direction

Figure 8.6: Absorption spectra of H2, HD, D2 (ADZ/221) for I-polarization direction (top) and
G-polarization direction (bottom).

A comparison of the HD and H2 spectra shows that these are very similar. There are very slight
deviations in the intensities, and all peaks are well reproduced in the HD spectrum. Some of the peaks
in HD are shifted to slightly lower frequencies (i.e. at ≈ 89, 000 cm−1 for I-polarization direction) in
comparison to H2, signifying a slight isotope effect (a slightly lower vibrational transition frequency).

The D2 spectrum however appears quite different from HD and H2, with overall lower intensities
and much broader peaks than for HD and H2. As for these diatomics with no ground-state dipole
moment, and no changing dipole moment upon vibration, a direct coupling of the nuclear part of
the wavefunction to the electric field of the laser pulse is not possible. Nuclear motion can only be
induced indirectly through electron-nuclear coupling155 (e.g., a Raman-type process). We expect
the peak intensity to be lower for the heavier nuclei, and the maxima shifted to lower energies. This
is indeed the case, and exemplifies the reduced momentum transfer from electrons to nuclei (reduced
intensity) and lower vibrational frequencies (shifted peak maxima) due to the higher nuclear mass
of the isotopic variants.
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8.3 Conclusion

The MCEND method has been applied to several closed-shell diatomics. Time-independent and
time-dependent properties are obtained including correlation energy gain, equilibrium bond lengths,
dipole moments, high-harmonic spectra, and excitation energies, and, overall, are in good up to
excellent agreement with experimental and other theoretical values.

High-harmonic spectra of the diatomics can be generated using a laser pulse. For some of the
diatomics, nonadiabatic effects could be observed (H2, HD, D2, LiH, BeH+, Li2), while others
exhibit pure electronic contributions to the spectra (HeH+, N2). The nonadiabatic effects can occur
as lower-energy shoulders in the high-harmonic spectra through excitation of nuclear motion by the
laser pulse; or through the destruction of the electronic resonances by the induced nuclear motion;
or through an electronic excitation into another electronic state, effectively driving the nuclei from
their equilibrium position.

No nonadiabatic effects were observed in the absorption spectrum of BeH+, with overall good
agreement with experimental data. Isotope effects in the absorption spectra of H2/HD/D2 were
investigated and manifest in generally lower peak intensities, and red shifts in the peak structure
(HD) and the disappearance of vibrational excitations (D2) in the spectra.

Overall, nonadiabatic effects can be observed also for heavier nuclei such as Li and Be, depending
on the driving electric field, and can manifest as different signatures in the spectra. Through carefully
tailoring the strong electric fields in an experimental set-up, we expect that these effects can be
enhanced or depleted, depending on the choice of the laser pulse parameters. Such studies could
provide insights into the mechanism and control of nuclear motion through attosecond pulses.
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CHAPTER 9

FUTURE DIRECTIONS

In terms of future investigations, for the lanthanide and actinide projects, there is further work that
can be done. A greater understanding of the impact of the spin-orbit coupling (SOC) on the energies
of the lanthanides is needed, especially for the more computationally difficult lanthanide species
Gd-Yb. In addition to the SOC effects, an investigation of the utility of multireference methods on
actinide and lanthanides is also be important These types of computations are difficult in terms of
the active space selection, as many additional states may need to be included, but computationally,
may not be feasible. Molecules including TbO, HoO, TmO, ErO, or DyO, using multireference
methods like CASPT2, CASSCF, MRCI, and their spin–orbit variants (SO-CASPT2, SO-MRCI)
would provide a natural next step. The Wilson group’s f-ccCA composite method and MRCI are
being used by the Wilson group to investigate the An66 set and lanthanide silicates and sulfides.
Thus, the oxides will provide more complete insight.

To address the clear DFT deficiencies, while there are many additional functionals that can be
examined, it is likely that most, if not all of the present generation of single-reference wavefunction-
based functionals will be deficient for the molecules studied herein, as well as similar molecules.
However, functionals that are better able to address multireference effects may result in improved
energy predictions. Recently, a multireference variant of DFT, called multiconfiguration pair-DFT
(MC-PDFT),217 was developed by the Gagliardi and Truhlar groups. The functionals include
complete/restricted active space (CAS/RAS) and density matrix renormalization group (DMRG)
variations. Considering these functionals for the actinide and lanthanide datasets would provide
an excellent challenge for these functionals; if they are accurate for the datasets, then they may be
promising for larger heavy element species (though depending upon computational cost and errors
with respect to size).

For the electron-nuclear dynamics development, there are many improvements and implementa-
tions that can be made in the future. Currently, an open-shell version is being developed to allow
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broader applicability. As well, the code is presently applicable to diatomics, and needs to be expanded
to polyatomics. Which require expanded routines to allow the positions of atoms to move in more
than one dimension. To implement this a variety of coordinate system representations, such as Jacobi,
curvilinear, or hyperbolic could be used. The choice of which coordinate representation depends on
the problem of interest, e.g. Jacobi coordinate are good when describing molecular collisions, like
H2 and H2. Implementing these coordinate systems will be straightforward, though time-consuming.
However, an issue arises with the static basis set routine. In the current implementation, additional
basis functions cause a step increase in computational time. Thus, an alternate basis set approach
must be implemented to address larger systems. This approach must not rely on the static Gaussian
basis sets, and instead would need to utilize a basis set that can evolve in time. This would reduce
the number of basis functions needed and can alleviate issues with linear dependencies that occur at
present. Implementing such an approach will be a challenge, as there is no straightforward route.

Grid type basis sets for the electrons are a possibility, though computational costs are still
high and issues with numerical stability may still be problematic. There is one interesting route,
based on a recently proposed method by White, that utilizes a hybrid grid/basis set.218 Termed
‘gausslets’, it combines advantages of both grid and basis set approaches, by being composed of a
sum of Gaussians. Diagonal approximations also introduced can reduce the computational scaling
of two-electron integrals, which would need to be recalculated when the nuclei have moved. The
current static set does not require the two-electron integrals to be recalculated after each update to
position, which is its main advantage. But if this gausslet-type of basis set description can reduce
that cost, it would be a very promising alternative. This proposed method is still new, however,
and the examples presented in the White paper were restricted to one-dimensional cases, though
progress for a three-dimensional case has been published in a newer paper.219 As noted in Chapter
6, translational and rotational terms in GTO approaches for the nuclear orbitals can lead to energy
contamination in a resulting spectrum. The MCEND method uses a grid-type of basis set for the
nuclei, rather than a GTO-based approach, thus this contamination is likely not a concern. However,
any description of the nuclei based on GTOs that may be considered, including the proposed gausslet
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approoach, should be checked for contamination of the terms.
Implementation of ionization effects have not been implemented in the code and are needed

for a more complete description of high-harmonic spectra. One extension to the code that could
enable this would be the addition of a complex absorption potential (CAP). This would allow the
absorption of the electronic wavefunction as it approaches a set distance from the nuclei, where
it essentially ‘ionizes’ and escapes the system. The CAP allows for a better description of the
continuum states, important not only for HHG but also for any process that involves electronic
excitation to the continuum, such as photoionization cross sections or above-threshold ionization
rates.

For applications of the MCENDmethod, there are many molecules that could be examined. Once
polyatomic routines are implemented, there are a few reactions to look at. Already planned are a study
of the reaction rates for the radical reaction CH4 +OH · CH3 · +H2O. This reaction is useful
for methane conversion to make methanol, and is found on photocatalytic pathways. Analyzing
reactions like the methane reaction requires the full functionality of an open-shell, polyatomic
implementation of MCEND, and likely, with a moving basis set.
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Table A.1: Calculated enthalpies of formation Δ�298Kf (kcal
mol−1) computed with each functional for the lanthanide trichlo-
rides (Ln54HFa subset) with experimental values shown for
comparison.

LaCl3 CeCl3 PrCl3 NdCl3 GdCl3
SVWN −184.2 −157.1 −154.1 −134.5 −153.0
BP86 −174.6 −148.1 −135.4 −113.9 −138.7
BLYP −168.9 −141.8 −121.3 −106.0 −133.0
PW91 −178.2 −150.9 −138.8 −117.0 −141.8
PBE −176.4 −149.7 −138.2 −116.3 −140.3
SSB-D −172.9 −134.3 −115.2 −103.6 −205.9
B97-D −170.9 −134.8 −124.2 −111.2 −110.7
TPSS −183.7 −161.0 −139.4 −123.1 −148.8
M06-L −189.3 −163.8 −151.1 −126.2 −160.3
PBE0 −174.6 −158.0 −138.6 −94.5 −137.7
B3LYP −173.0 −153.6 −134.0 −89.4 −131.1
BHLYP −177.1 −168.4 −142.7 −100.5 −153.9
B3P86 −180.3 −160.8 −142.4 −98.2 −136.2
B97-1 −173.1 −154.5 −132.9 −100.8 −165.0
MPW1K −178.3 −169.1 −144.4 −101.6 −152.3
X3LYP −168.5 −159.9 −130.1 −96.5 −128.9
TPSSH −179.3 −160.2 −130.7 −123.4 −133.1
M06 −168.1 −154.6 −147.6 −113.9 −127.1
M06-2X −167.3 −155.7 −136.8 −86.0 −135.0
M11 −181.6 −172.9 −144.6 −103.5 −187.0
CAM-B3LYP −174.3 −164.9 −135.3 −88.8 −128.3
B2PLYP −169.5 −166.6 −87.7 −46.8 −232.9
Experiment −177.0 −171.0 −175.0 −172.0 −165.0
Error −1.5 −1.5 −1.0 −1.2 −1.5
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Table A.2: Calculated enthalpies of formation Δ�298Kf (kcal mol−1)
computed with each functional for the lanthanide trifluorides (Ln54HFa
subset) with experimental values shown for comparison.

LaF3 CeF3 PrF3 NdF3 GdF3 TbF3
SVWN −317.8 −289.0 −286.9 −271.7 −281.2 −263.0
BP86 −300.1 −271.6 −261.6 −254.5 −262.9 −249.5
BLYP −294.7 −265.5 −254.9 −249.1 −258.0 −247.4
PW91 −304.1 −274.9 −265.1 −257.4 −266.4 −253.5
PBE −301.3 −272.7 −263.1 −254.9 −263.8 −252.8
SSB-D −302.3 −260.9 −247.5 −233.4 −331.4 −252.5
B97-D −300.7 −267.1 −254.4 −238.6 −268.2 −244.9
TPSS −305.5 −281.3 −268.9 −268.1 −270.7 −263.0
M06-L −314.3 −287.5 −281.6 −271.1 −284.9 −286.0
PBE0 −304.1 −285.6 −273.4 −232.1 −281.1 −290.2
B3LYP −301.5 −280.0 −268.0 −226.5 −275.8 −280.0
BHLYP −307.9 −297.0 −285.6 −240.4 −282.9 −322.1
B3P86 −309.6 −288.1 −276.3 −235.7 −291.6 −285.0
B97-1 −301.7 −281.0 −271.1 −227.3 −276.9 −280.0
MPW1K −309.9 −298.7 −286.5 −241.8 −281.8 −316.0
X3LYP −300.8 −290.2 −271.2 −226.6 −255.9 −282.0
TPSSH −305.3 −284.6 −273.4 −247.5 −315.1 −274.8
M06 −308.4 −292.5 −278.6 −254.8 −259.6 −301.1
M06-2X −301.0 −286.6 −263.8 −219.8 −266.1 −302.9
M11 −323.5 −312.5 −296.2 −254.0 −331.6 −324.4
CAM-B3LYP −310.2 −298.9 −279.6 −234.6 −309.7 −289.7
B2PLYP −301.1 −297.8 −286.0 −225.0 −361.5 −291.7
Experiment −306.9 −315.1 −308.2 −315.3 −299.9 −298.7
Error −2.3 −1.0 −1.2 −3.2 −1.2 −3.2
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Table A.3: Calculated enthalpies of formation Δ�298Kf
(kcal mol−1) computed with each functional for the
lanthanide trifluorides (Ln54HFa subset) with experi-
mental values shown for comparison.

DyF3 HoF3 ErF3 LuF3
SVWN −251.0 −254.3 −249.8 −292.3
BP86 −238.8 −226.8 −232.8 −274.5
BLYP −235.6 −221.1 −229.2 −270.4
PW91 −241.9 −230.5 −236.3 −278.4
PBE −240.4 −230.1 −234.7 −275.7
SSB-D −232.1 −219.4 −218.0 −272.7
B97-D −230.0 −230.4 −223.7 −275.9
TPSS −234.4 −247.2 −250.5 −284.1
M06-L −243.9 −243.1 −249.5 −295.9
PBE0 −221.6 −255.0 −265.5 −285.4
B3LYP −220.6 −245.9 −257.7 −282.3
BHLYP −203.2 −282.9 −300.1 −295.5
B3P86 −227.4 −252.7 −262.7 −288.8
B97-1 −216.4 −242.4 −256.3 −282.7
MPW1K −212.6 −200.9 −291.5 −295.4
X3LYP −219.0 −247.5 −259.7 −282.4
TPSSH −228.0 −252.2 −260.9 −286.3
M06 −251.7 −228.9 −241.3 −287.3
M06-2X −197.6 −256.5 −266.4 −285.3
M11 −209.7 −285.1 −277.8 −313.9
CAM-B3LYP −204.9 −254.0 −266.1 −291.9
B2PLYP −215.1 −252.2 −285.5 −288.2
Experiment −296.6 −300.5 −301.2 −298.7
Error −2.1 −2.5 −2.5 −3.2
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Table A.4: Calculated enthalpies of forma-
tion Δ�298Kf (kcal mol−1) computed with
each functional for the lanthanide difluorides
(Ln54HFb subset) with experimental values
shown for comparison.

LaF2 SmF2 EuF2
SVWN −188.7 −129.1 −180.0
BP86 −174.5 −132.6 −171.0
BLYP −171.8 −133.5 −167.3
PW91 −178.8 −134.6 −173.7
PBE −176.7 −132.2 −171.4
SSB-D −172.5 −152.6 −163.3
B97-D −162.9 −162.6 −168.4
TPSS −177.3 −141.3 −178.7
M06-L −172.6 −122.6 −183.1
PBE0 −175.6 −140.2 −174.7
B3LYP −173.8 −141.2 −172.2
BHLYP −175.6 −159.4 −178.0
B3P86 −178.5 −141.4 −179.1
B97-1 −165.5 −165.6 −172.0
MPW1K −173.4 −175.1 −181.1
X3LYP −168.8 −165.4 −171.6
TPSSH −171.6 −173.9 −178.5
M06 −165.5 −168.7 −175.1
M06-2X −165.6 −165.3 −169.9
M11 −179.8 −189.6 −197.2
CAM-B3LYP −174.2 −171.0 −177.4
B2PLYP −167.6 −170.7 −173.7
Experiment −147.0 −182.0 −187.0
Error 15.0 11.0 11.0
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Table A.5: Calculated enthalpies of formation Δ�298Kf (kcal mol−1) computed with each functional for
the lanthanide dichlorides (Ln54HFb subset) with experimental values shown for comparison.

LaCl2 CeCl2 PrCl2 NdCl2 SmCl2 EuCl2 GdCl2 TbCl2 HoCl2 ErCl2
SVWN −91.4 −77.6 −83.2 −46.6 −98.4 −105.0 −105.4 −46.4 −68.3 −83.5
BP86 −83.4 −69.2 −73.1 −44.0 −48.4 −101.9 −126.2 −43.8 −62.6 −78.0
BLYP −78.9 −64.2 −68.4 −41.3 −90.0 −97.1 −120.4 −42.5 −58.8 −72.8
PW91 −86.4 −71.9 −75.6 −45.3 −97.0 −103.9 −129.2 −45.8 −64.5 −80.2
PBE −84.9 −70.9 −74.6 −44.2 −95.5 −102.4 −127.8 −45.8 −64.2 −79.5
SSB-D −83.3 −60.3 −64.1 −60.1 −80.5 −93.4 −102.1 −42.6 −57.1 −69.8
B97-D −75.2 −56.0 −65.6 −67.3 −89.9 −97.8 −126.9 −32.7 −60.4 −75.0
TPSS −88.5 −77.4 −79.2 −55.2 −106.4 −112.3 −135.2 −54.9 −74.6 −88.8
M06-L −87.5 −75.3 −78.2 −48.4 −110.9 −116.3 −138.2 −62.0 −50.5 −91.0
PBE0 −81.9 −72.9 −70.3 −49.4 −99.1 −104.8 −115.7 −56.2 −65.7 −82.8
B3LYP −80.2 −69.2 −68.9 −48.2 −96.5 −102.6 −132.0 −53.1 −63.3 −80.8
BHLYP −81.4 −79.9 −67.8 −62.5 −103.4 −108.0 −70.5 −60.8 −69.1 −87.2
B3P86 −85.9 −74.9 −74.7 −51.1 −102.9 −109.0 −130.2 −57.0 −69.8 −86.0
B97-1 −76.9 −57.6 −67.1 −68.0 −96.3 −102.6 −130.7 −55.4 −62.5 −82.1
MPW1K −83.7 −81.7 −71.9 −75.8 −105.4 −110.3 −71.2 −64.8 −142.3 −88.9
X3LYP −77.1 −76.6 −65.7 −65.2 −93.5 −99.5 −124.0 −51.4 −60.3 −77.8
TPSSH −84.9 −73.4 −75.1 −79.5 −104.8 −110.3 −167.5 −55.7 −70.4 −87.8
M06 −70.6 −68.5 −64.7 −66.0 −90.4 −98.4 −99.9 −53.6 −46.4 −71.1
M06-2X −75.6 −73.9 −61.6 −62.8 −93.0 −98.0 −58.7 −54.3 −53.4 −73.3
M11 −84.7 −82.5 −76.5 −76.9 −110.4 −118.7 −138.0 −78.7 −57.1 −102.0
CAM-B3LYP −80.2 −79.6 −69.7 −69.6 −97.8 −104.1 −144.1 −56.2 −65.0 −82.6
B2PLYP −76.7 −76.5 −59.1 −96.1 −97.4 −101.8 −153.7 −77.1 −25.2 −82.1
Experiment −85.0 −70.0 −82.0 −85.0 −120.0 −109.0 −73.0 −73.0 −85.0 −84.0
Error 8.0 5.0 5.0 5.0 4.0 3.0 5.0 5.0 5.0 5.0
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Table A.6: Calculated enthalpies of formation
Δ�298Kf (kcal mol−1) computed with functional
for the lanthanide fluorides (Ln54HFb subset) with
experimental values shown for comparison.

LaF HoF YbF LuF
SVWN −40.4 −19.7 −63.0 −50.9
BP86 −34.8 1.7 −58.5 −42.0
BLYP −30.9 7.4 −57.1 −41.7
PW91 −37.6 −0.6 −60.2 −43.5
PBE −36.3 −1.5 −58.8 −42.7
SSB-D −39.0 −4.7 −55.0 −41.8
B97-D −23.0 −4.7 −51.3 −40.7
TPSS −37.1 −3.4 −63.1 −43.1
M06-L −27.6 25.1 −62.3 −49.2
PBE0 −35.2 0.9 −59.8 −44.6
B3LYP −31.2 6.5 −58.1 −44.5
BHLYP −31.6 10.2 −61.2 −48.2
B3P86 −36.4 −0.4 −61.4 −45.4
B97-1 −26.3 16.7 −53.5 −44.4
MPW1K −36.5 −98.1 −63.5 −46.6
X3LYP −30.6 7.2 −57.8 −44.8
TPSSH −36.0 0.7 −62.0 −43.5
M06 −21.9 2.4 −51.5 −50.2
M06-2X −24.2 −1.9 −56.1 −46.0
M11 −37.5 −20.3 −72.8 −53.4
CAM-B3LYP −32.8 4.0 −60.8 −48.3
B2PLYP −28.5 7.1 −59.0 −47.1
Experiment −21.0 −40.0 −80.0 −14.0
Error 10.0 3.0 10.0 10.0
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Table A.7: Calculated enthalpies of formation Δ�298Kf (kcal mol−1) com-
putedwith each functional for the lanthanidemonoxides (Ln54HFb subset)
with experimental values shown for comparison.

LaO CeO PrO NdO SmO EuO GdO
SVWN −47.0 −22.8 −17.3 −0.3 −3.6 −19.8 −50.1
BP86 −36.3 −12.0 −1.4 14.0 −2.4 −13.5 −63.0
BLYP −31.7 −12.1 5.0 20.2 −0.6 −9.1 −57.0
PW91 −39.0 −14.1 −3.7 12.4 −2.6 −15.0 −65.8
PBE −37.8 −13.6 −4.1 12.8 −0.8 −13.4 −64.4
SSB-D −40.1 0.3 18.1 33.7 18.5 0.6 −46.8
B97-D −24.2 19.4 24.0 41.0 35.7 −2.2 −62.8
TPSS −36.9 −17.2 −4.0 9.1 −6.4 −19.6 −68.7
M06-L −29.3 −10.3 0.9 26.6 3.7 −12.2 −62.3
PBE0 −31.0 −17.2 −3.7 14.2 4.7 −2.7 −48.1
B3LYP −27.9 −11.0 2.6 19.4 3.8 −0.9 −63.2
BHLYP −21.0 −14.3 −0.5 17.3 0.8 17.6 3.9
B3P86 −33.8 −16.8 −3.9 13.2 2.3 −7.8 −61.9
B97-1 −24.3 8.3 6.7 23.6 8.2 −0.1 −61.3
MPW1K −25.7 −18.9 −3.8 14.6 4.1 2.0 0.2
X3LYP −25.0 −19.0 4.7 21.6 6.2 2.6 −55.3
TPSSH −31.8 −15.7 −1.4 12.7 −0.2 −11.9 −18.3
M06 −23.8 −16.0 4.7 26.8 34.2 4.5 −32.1
M06-2X −20.8 −8.5 20.6 41.7 31.0 14.3 11.9
M11 −29.1 −20.2 1.8 18.8 6.7 −8.3 −64.5
CAM-B3LYP −27.6 −20.8 2.7 20.5 7.4 2.2 −72.1
B2PLYP −23.8 −21.2 −7.8 8.6 0.6 −0.9 7.1
Experiment −28.4 −31.5 −34.7 −28.7 −25.1 −13.5 −16.3
Error 2.0 2.0 2.0 2.0 2.0 2.0 2.0
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Table A.8: Calculated enthalpies of formation Δ�298Kf (kcal mol−1)
computedwith each functional for the lanthanidemonoxides (Ln54HFb
subset) with experimental values shown for comparison.

TbO DyO HoO ErO TmO YbO LuO
SVWN 16.4 17.5 38.6 17.7 1.0 −4.9 −7.7
BP86 13.5 10.7 61.7 32.7 7.5 44.1 1.8
BLYP 14.4 12.8 69.6 38.7 11.2 3.7 5.2
PW91 12.9 10.8 60.4 31.3 6.2 0.3 0.5
PBE 12.7 11.6 59.5 31.3 7.9 1.9 1.9
SSB-D 18.5 21.5 64.9 25.9 18.7 16.1 10.0
B97-D 30.6 30.9 50.4 19.1 12.2 9.5 14.6
TPSS 7.6 21.4 55.1 29.1 0.3 −5.2 −1.6
M06-L 14.0 42.3 82.5 32.2 4.3 −1.2 4.2
PBE0 23.7 35.5 73.2 27.7 15.6 15.2 6.1
B3LYP 24.0 35.7 77.4 30.2 16.9 14.1 7.6
BHLYP 40.8 59.3 93.3 40.9 24.1 27.0 12.3
B3P86 20.8 30.5 68.4 23.5 10.9 9.8 3.2
B97-1 23.8 37.7 84.6 34.0 19.5 16.1 12.7
MPW1K 34.5 49.5 −75.3 34.1 19.2 22.1 9.5
X3LYP 27.4 39.6 81.7 33.6 20.2 17.5 10.2
TPSSH 16.2 30.9 65.7 17.0 7.1 3.7 3.0
M06 38.9 33.5 71.7 51.7 24.4 21.1 15.7
M06-2X 47.8 50.3 80.7 50.8 29.8 33.8 16.1
M11 9.1 22.8 56.0 17.4 −11.5 10.4 4.0
CAM-B3LYP 27.1 39.2 81.0 34.3 −32.2 18.1 9.1
B2PLYP −45.1 −13.5 109.9 63.9 12.4 10.6 5.1
Experiment −20.2 −17.0 −13.8 −7.9 −3.3 −3.8 −0.8
Error 2.4 5.0 2.4 2.0 2.0 2.4 2.4
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Table A.9: Calculated bond dissociation energies, (�0) (kcal
mol−1) computed with each functional for the lanthanide
monofluorides (Ln54D0 subset) with experimental values used
as a reference for the MSD/MAD calculations.

LaF PrF NdF EuF GdF TbF
SVWN 181.5 154.2 152.5 149.5 158.9 193.6
BP86 163.2 130.1 125.6 131.8 169.6 184.5
BLYP 157.5 123.4 118.6 126.8 162.9 184.4
PW91 166.6 133.1 128.7 134.4 174.0 186.2
PBE 165.2 132.2 127.8 132.9 172.5 186.8
SSB-D 167.2 122.9 120.1 128.1 275.2 197.6
B97-D 150.9 117.1 117.0 117.7 167.4 183.6
TPSS 162.7 128.2 125.5 132.9 174.0 188.3
M06-L 149.6 114.5 101.5 120.8 164.1 201.8
PBE0 155.9 121.6 87.6 126.1 154.6 187.2
B3LYP 152.2 118.0 89.8 123.7 168.0 186.2
BHLYP 142.3 109.4 50.4 115.3 92.7 183.7
B3P86 159.2 125.3 97.2 129.7 167.3 187.3
B97-1 150.6 115.4 85.8 122.1 169.4 188.7
MPW1K 152.1 117.5 65.5 123.6 101.8 185.1
X3LYP 153.7 119.5 89.3 125.4 164.6 188.5
TPSSH 160.6 125.8 110.6 131.5 207.9 189.2
M06 143.5 117.8 85.0 116.3 136.7 193.9
M06-2X 144.9 114.9 39.1 118.1 92.2 185.0
M11 159.5 128.6 54.4 136.7 184.2 192.3
CAM-B3LYP 156.1 123.1 72.7 128.2 208.0 192.9
B2PLYP 149.7 120.3 76.1 123.6 219.6 228.3
Experiment 142.0 138.0 135.8 129.0 144.0 143.0
Error 10.0 11.0 3.2 4.0 7.0 10.0
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Table A.10: Calculated bond dissociation energies, (�0) (kcal
mol−1) computed with each functional for the lanthanide
monofluorides (Ln54D0 subset) with experimental values used
as a reference for the MSD/MAD calculations.

DyF HoF ErF TmF YbF LuF
SVWN 156.9 131.7 142.1 135.0 137.3 191.2
BP86 156.8 97.7 110.0 118.2 120.2 169.7
BLYP 155.5 90.2 103.4 113.7 117.0 167.5
PW91 162.4 100.6 112.7 120.6 122.5 171.7
PBE 161.1 101.2 124.3 119.1 120.9 170.8
SSB-D 163.1 103.8 119.6 115.6 116.5 169.2
B97-D 211.6 103.5 116.9 107.0 112.5 167.8
TPSS 139.2 99.9 107.7 120.4 122.0 167.9
M06-L 142.2 67.9 102.0 113.5 117.6 170.4
PBE0 141.9 90.8 117.1 115.0 113.8 164.5
B3LYP 141.7 85.5 114.6 112.6 112.5 164.8
BHLYP 129.2 71.4 107.6 107.3 105.2 158.0
B3P86 144.7 94.2 120.5 118.2 117.6 167.4
B97-1 142.3 78.5 113.8 110.3 111.1 167.9
MPW1K 134.3 184.6 115.3 114.5 112.3 161.3
X3LYP 143.5 86.9 116.3 114.2 114.2 167.1
TPSSH 138.6 94.8 90.6 119.9 119.9 167.3
M06 179.1 90.1 106.8 104.3 106.4 171.0
M06-2X 152.7 93.6 112.2 111.7 110.2 166.0
M11 158.8 113.2 118.0 239.1 128.1 174.6
CAM-B3LYP 147.7 90.3 119.3 228.5 117.5 170.8
B2PLYP 192.6 85.0 79.8 115.3 113.5 167.5
Experiment 129.0 130.0 138.0 135.0 135.0 135.0
Error 4.0 3.0 4.0 10.0 10.0 10.0
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Table A.11: Calculated bond dissociation energies, (�0 ) (kcal mol−1)
computed with each functional for the lanthanide monoxides (Ln54D0
subset) with experimental values shown for comparison.

LaO CeO PrO NdO SmO EuO GdO
SVWN 235.9 209.8 188.2 164.4 138.8 147.4 231.0
BP86 208.7 182.5 155.7 133.6 121.1 124.6 227.3
BLYP 200.7 179.3 145.9 124.1 115.9 116.8 218.0
PW91 212.1 185.4 158.8 136.1 122.0 126.8 231.0
PBE 211.1 185.1 159.4 135.8 120.5 125.5 229.8
SSB-D 214.3 172.1 138.1 115.8 102.0 112.4 213.0
B97-D 194.1 148.7 127.9 104.1 80.5 110.8 224.7
TPSS 201.9 180.3 150.9 131.2 117.7 123.3 225.7
M06-L 193.6 172.8 145.3 113.0 107.0 115.2 218.7
PBE0 194.3 178.7 148.9 124.4 104.9 104.7 203.4
B3LYP 190.8 172.0 142.2 118.8 105.3 102.4 218.0
BHLYP 171.1 162.6 132.6 108.2 95.7 71.3 138.2
B3P86 199.9 181.1 152.0 128.2 110.1 112.6 220.0
B97-1 191.4 157.0 142.4 118.8 105.3 106.0 220.4
MPW1K 182.9 174.3 143.0 117.9 99.5 94.0 149.1
X3LYP 189.9 182.0 142.1 118.6 105.0 101.0 212.2
TPSSH 195.8 177.8 147.4 126.5 110.4 114.5 174.3
M06 187.8 178.1 141.3 112.5 76.2 98.2 188.1
M06-2X 184.0 169.8 124.5 96.7 78.5 87.5 143.2
M11 192.2 181.5 143.3 119.6 102.7 110.1 219.6
CAM-B3LYP 193.0 184.4 144.6 120.2 104.4 102.0 229.6
B2PLYP 188.0 183.6 154.1 131.0 110.0 103.9 149.2
Experiment 190.3 190.0 178.6 165.4 132.9 114.2 169.7
Error −2.0 −2.0 −2.0 −2.0 −2.0 −2.0 −2.0
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Table A.12: Calculated bond dissociation energies, (�0 ) (kcal
mol−1) computed with each functional for the lanthanide monox-
ides (Ln54D0 subset) with experimental values shown for com-
parison.

TbO DyO HoO ErO YbO LuO
SVWN 162.3 137.6 121.2 123.6 127.1 195.7
BP86 148.7 127.8 81.5 92.1 61.5 169.7
BLYP 144.4 122.4 70.3 82.7 98.6 162.9
PW91 150.1 128.5 83.7 94.3 106.2 171.8
PBE 150.5 127.9 84.8 94.5 104.8 170.7
SSB-D 145.6 118.9 80.2 100.7 91.4 163.4
B97-D 129.2 105.2 90.4 103.2 93.7 154.5
TPSS 147.2 109.7 80.8 88.3 103.5 165.8
M06-L 140.2 88.2 52.7 84.6 98.8 159.3
PBE0 129.4 94.0 61.0 88.0 81.4 156.4
B3LYP 128.7 93.3 56.3 85.0 82.0 154.5
BHLYP 99.2 57.0 27.8 61.7 56.5 137.1
B3P86 135.2 101.8 68.7 95.1 89.6 162.1
B97-1 133.2 95.7 53.5 85.6 84.4 153.6
MPW1K 112.7 74.0 203.5 75.6 68.4 147.0
X3LYP 127.3 91.4 54.1 83.7 80.7 153.8
TPSSH 137.6 99.3 69.2 99.4 93.6 160.1
M06 114.9 96.7 63.2 64.7 76.2 147.5
M06-2X 105.2 79.0 53.4 64.8 62.6 146.2
M11 143.9 106.5 78.1 98.1 86.0 158.3
CAM-B3LYP 128.2 92.4 55.4 83.5 80.6 155.5
B2PLYP 199.2 144.0 25.3 52.8 87.0 158.3
Experiment 170.9 144.0 144.4 141.7 98.9 181.2
Error −2.4 −5.0 −2.4 −2.0 2.4 −2.4
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Table A.13: Experimental enthalpies of sublimation Δ�sub (298 K) used in the calculation
of the final enthalpies of formation for each lanthanide.

Δ�sub (kcal mol−1)
La 103.1
Ce 101.3
Pr 85.1
Nd 78.4
Sm 49.5
Eu 41.8
Gd 95.1
Tb 93.0
Dy 69.3
Ho 74.0
Er 75.8
Tm 55.5
Yb 36.4
Lu 102.3
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Figure A.1: The average predicted Δ�298Kf (kcal mol−1) for each functional class and the experi-
mental Δ�298Kf for LnCl3 plotted across the lanthanide series.
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Figure A.2: The average predicted �0 (kcal mol−1) of each functional class and experimental �0
for LnF plotted across the lanthanide series.
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Table A.14: Molecules where the ionic assumption re-
sults in higher energy solutions. The following molecules
have the lanthanide in the formally +2 oxidation state
with the unpaired electrons occupying orbitals localized
on the lanthanide corresponding to excited electronic
states of the Ln2+ ions.

Ln2+ configuration
Ground state Molecular environment

LaO [Xe] 53 [Xe] 6B
LaF2 [Xe] 53 [Xe] 6B
LaCl2 [Xe] 53 [Xe] 6B
CeO [Xe] 4 5 2 [Xe] 6B 4 5
CeCl2 [Xe] 4 5 2 [Xe] 6B 4 5
PrO [Xe] 4 5 3 [Xe] 6B 4 5 2
NdO [Xe] 4 5 4 [Xe] 6B 4 5 3
NdCl2 [Xe] 4 5 4 [Xe] 6B 4 5 3
SmO [Xe] 4 5 4 [Xe] 6B 4 5 5
GdO [Xe] 53 4 5 7 [Xe] 6B 4 5 7
TbOa [Xe] 4 5 9 [Xe] 6B2 4 5 7
DyO [Xe] 4 5 10 [Xe] 6B2 4 5 8

a A sextet state was computed for TbO resulting in a doubly
occupied 4 5 orbital
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Table B.1: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the Stuttgart RSC
ECP and the associated Stuttgart 1997 basis for compounds: ThO to ThBr.

ThO ThO2 ThOF ThF ThF2 ThF3 ThF4 ThCl ThCl2 ThCl3 ThCl4 ThBr
SVWN −29.6 −137.3 −160.2 −11.3 −166.3 −303.4 −443.2 41.5 −50.5 −153.6 −247.8 90.0
BP86 −15.2 −118.1 −141.4 1.7 −145.3 −280.1 −414.6 47.7 −43.2 −141.2 −231.8 71.6
BLYP −13.0 −111.5 −137.1 1.4 −144.6 −277.7 −412.1 48.9 −38.2 −136.3 −226.6 82.1
PW91 −16.5 −122.0 −145.2 −0.1 −149.0 −285.8 −421.7 46.5 −45.8 −144.5 −236.2 69.0
PBE −15.6 −120.0 −143.3 1.0 −147.2 −283.2 −418.5 47.2 −44.8 −142.8 −234.3 69.7
TPSS −12.9 −122.3 −143.0 4.6 −144.4 −283.4 −420.8 48.7 −45.8 −143.6 −236.1 63.4
M06-L −13.9 −118.1 −137.4 3.8 −146.3 −280.9 −426.5 47.0 −40.9 −145.3 −245.5 65.9
B3P86 −12.1 −114.7 −141.1 −0.9 −146.6 −286.2 −425.1 50.1 −44.7 −143.8 −236.4 70.8
X3LYP −9.1 −104.8 −134.9 −0.5 −145.3 −281.9 −420.0 51.6 −39.0 −138.2 −230.5 79.1
B97-1 −9.8 −109.4 −132.9 0.6 −143.4 −277.8 −419.2 50.9 −36.6 −138.9 −235.4 81.9
B3LYP −9.3 −105.7 −135.0 −0.4 −144.6 −281.2 −419.0 51.6 −39.0 −137.8 −229.9 78.8
PBE0 −8.6 −108.6 −137.4 0.8 −144.1 −283.8 −422.1 51.4 −44.0 −142.5 −235.1 69.8
MPW1K −4.2 −102.7 −135.1 1.8 −143.7 −287.0 −427.9 52.8 −45.4 −144.1 −237.2 68.5
BHLYP −1.5 −92.0 −129.1 1.3 −143.9 −284.7 −426.2 54.1 −39.4 −139.0 −232.5 79.2
TPSSH −9.6 −116.9 −139.8 0.6 −142.7 −282.8 −421.2 49.8 −46.8 −146.0 −240.0 69.6
M06 −16.2 −108.8 −132.7 −3.5 −149.9 −277.7 −422.7 49.9 −27.8 −130.0 −226.3 95.3
M06-2X −6.8 −97.3 −131.8 −1.7 −146.2 −283.4 −422.4 50.3 −38.7 −141.2 −233.0 79.0
B2PLYP −10.0 −103.4 −133.4 16.6 −144.6 −280.4 −419.5 52.8 −37.7 −138.3 −232.2 79.9
Experiment −6.2 −108.8 −131.4 7.2 −141.0 −278.4 −418.3 59.0 −42.8 −136.0 −227.4 87.2
Uncertainty 1.4 3.7 2.9 3.6 4.8 3.6 2.4 4.8 4.8 6.0 1.2 4.8
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Table B.2: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the Stuttgart
RSC ECP and the associated Stuttgart 1997 basis for compounds: ThBr2 to UF.

ThBr2 ThBr3 ThBr4 ThI4 UO UO2 UO3 UOF4 UO2F2 UO2Cl2 UF
SVWN −24.7 −108.8 −194.0 −130.8 −7.6 −147.0 −243.8 −483.0 −376.8 −289.6 −12.6
BP86 −13.7 −92.2 −172.4 −107.9 −4.2 −104.4 −210.2 −438.2 −338.3 −257.0 −6.8
BLYP −8.8 −83.3 −161.8 −96.1 2.6 −112.7 −193.6 −425.6 −323.8 −241.8 −5.1
PW91 −15.9 −95.9 −177.3 −112.8 6.2 −129.5 −213.4 −444.1 −342.7 −260.6 −8.0
PBE −14.7 −94.4 −175.6 −111.2 2.5 −118.1 −204.6 −434.1 −333.4 −251.7 −4.5
TPSS −12.7 −98.5 −181.9 −115.6 −4.3 −122.9 −207.2 −435.5 −335.7 −253.1 −12.3
M06-L −8.9 −88.3 −173.4 −106.6 15.3 −102.4 −190.6 −423.7 −323.0 −242.1 −4.0
B3P86 −10.6 −96.0 −179.6 −113.2 2.0 −114.5 −191.2 −424.1 −325.5 −240.5 −9.6
X3LYP −7.3 −87.5 −169.7 −102.1 9.0 −103.3 −173.2 −411.4 −310.6 −225.4 −9.7
B97-1 −9.1 −90.5 −176.4 −109.6 11.6 −104.4 −182.8 −414.9 −317.0 −234.4 −8.6
B3LYP −7.0 −87.0 −168.8 −101.3 8.5 −104.6 −174.8 −411.4 −311.1 −226.2 −9.1
PBE0 −9.1 −95.7 −179.3 −113.4 4.7 −104.5 −181.6 −416.0 −317.5 −233.3 −8.5
MPW1K −8.5 −98.3 −182.8 −116.0 9.4 −96.3 −162.8 −402.8 −304.7 −218.2 −7.4
BHLYP −6.1 −90.5 −174.6 −105.2 18.2 −82.8 −141.3 −389.7 −288.6 −200.4 −8.1
TPSSH −10.7 −97.8 −181.9 −115.2 −0.1 −114.5 −194.8 −424.9 −326.1 −244.8 −7.2
M06 −4.9 −76.2 −158.3 −91.2 21.4 −97.9 −171.6 −404.1 −307.6 −219.8 −7.8
M06-2X −11.6 −95.2 −179.7 −114.9 22.2 −95.0 −167.8 −409.6 −311.9 −225.2 −11.4
B2PLYP −9.3 −90.2 −175.3 −109.0 19.9 −124.3 −210.8 −449.3 −346.3 −263.3 2.8
Experiment 9.6 −79.8 −177.3 −110.1 8.4 −114.0 −191.0 −421.4 −323.3 −231.9 −11.2
Uncertainty 4.8 3.6 1.2 1.3 2.4 4.8 3.6 4.8 2.4 3.6 4.8
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Table B.3: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the Stuttgart
RSC ECP and the associated Stuttgart 1997 basis for compounds: UF2 to UCl6.

UF2 UF3 UF4 UF5 UF6 UCl UCl2 UCl3 UCl4 UCl5 UCl6
SVWN −147.0 −281.3 −406.9 −511.1 −597.0 34.7 −50.9 −140.7 −215.9 −264.4 −315.4
BP86 −139.0 −265.1 −382.7 −472.6 −543.9 32.9 −51.0 −136.6 −203.3 −238.9 −277.9
BLYP −134.0 −259.8 −376.2 −463.2 −531.8 34.7 −43.8 −130.5 −195.6 −227.2 −262.6
PW91 −142.4 −269.4 −387.6 −478.8 −551.4 32.4 −52.3 −139.0 −206.2 −243.0 −283.1
PBE −133.3 −259.6 −377.5 −468.4 −540.8 40.3 −44.2 −129.9 −197.0 −233.4 −273.1
TPSS −140.4 −268.5 −385.7 −473.0 −540.6 36.4 −51.0 −139.4 −202.1 −233.8 −269.7
M06-L −130.2 −266.4 −384.6 −468.0 −530.4 36.9 −42.9 −140.8 −200.2 −231.7 −267.5
B3P86 −139.9 −268.0 −389.2 −469.6 −528.4 36.4 −49.1 −137.3 −200.9 −223.6 −248.7
X3LYP −135.1 −262.0 −382.8 −460.6 −516.6 36.7 −44.9 −131.7 −194.8 −213.4 −234.7
B97-1 −130.4 −260.8 −382.3 −460.9 −518.0 36.3 −44.2 −135.3 −199.2 −220.3 −244.1
B3LYP −134.6 −261.9 −381.6 −459.6 −516.2 37.1 −44.6 −131.2 −194.1 −213.3 −235.2
PBE0 −138.7 −265.2 −386.4 −464.3 −520.1 37.1 −48.9 −136.4 −199.3 −218.9 −240.4
MPW1K −140.2 −269.0 −391.9 −461.5 −505.4 38.7 −27.5 −139.1 −199.3 −213.8 −215.5
BHLYP −135.7 −265.1 −389.5 −455.4 −493.7 39.0 −18.3 −133.8 −194.5 −195.9 −195.8
TPSSH −139.2 −267.3 −385.7 −467.9 −529.1 36.7 −52.7 −142.4 −204.4 −230.7 −260.7
M06 −127.6 −262.9 −381.8 −458.8 −506.8 35.2 −36.0 −129.5 −184.7 −212.0 −223.8
M06-2X −123.5 −243.4 −382.7 −460.9 −513.3 45.4 −41.1 −131.1 −195.3 −215.9 −225.8
B2PLYP −136.5 −264.8 −395.3 −481.6 −551.7 35.7 −46.9 −134.3 −210.0 −246.6 −289.0
Experiment −129.1 −254.5 −383.6 −457.2 −513.5 44.7 −37.0 −125.0 −194.9 −215.1 −235.5
Uncertainty 6.0 4.8 1.6 3.6 0.5 4.8 4.8 4.8 1.1 3.6 1.2
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Table B.4: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the
Stuttgart RSC ECP and the associated Stuttgart 1997 basis for compounds: UBr to NpO2.

UBr UBr2 UBr3 UBr4 UBr5 UI UI2 UI3 UI4 NpO NpO2
SVWN 52.2 −23.0 −99.7 −163.4 −182.2 66.4 8.5 −54.6 −102.0 −3.2 −126.0
BP86 54.1 −20.8 −92.0 −143.6 −150.6 65.9 10.9 −47.1 −81.5 5.2 −103.5
BLYP 57.6 −12.6 −82.0 −130.2 −132.5 69.2 19.5 −36.7 −67.3 10.5 −94.2
PW91 53.7 −23.0 −95.0 −147.0 −155.5 65.4 8.8 −50.0 −84.9 6.0 −105.7
PBE 61.5 −14.5 −86.3 −138.1 −146.2 73.2 17.2 −41.4 −76.2 7.1 −104.1
TPSS 58.4 −24.0 −100.9 −146.4 −152.4 67.6 8.6 −52.5 −82.6 5.8 −107.7
M06-L 70.0 −8.8 −88.1 −126.0 −129.9 76.6 18.8 −43.9 −62.2 13.0 −99.9
B3P86 74.7 −21.6 −96.4 −125.2 −137.2 68.9 10.8 −48.1 −60.6 9.6 −93.4
X3LYP 78.0 −15.0 −88.3 −113.4 −122.3 70.4 17.9 −39.2 −47.7 16.7 −82.9
B97-1 76.2 −14.5 −93.3 −120.4 −131.3 69.2 17.8 −44.9 −55.6 19.8 −84.1
B3LYP 76.8 −14.5 −87.5 −114.0 −121.8 70.8 18.3 −40.7 −48.4 16.3 −83.8
PBE0 79.8 −21.8 −96.8 −120.0 −133.5 69.2 10.2 −48.8 −55.7 11.9 −86.9
MPW1K 97.7 −23.8 −100.9 −104.9 −123.6 70.1 8.4 −52.1 −39.3 13.7 −77.0
BHLYP 105.9 −17.0 −93.7 −89.5 −107.6 71.6 16.4 −43.2 −21.3 22.2 −66.5
TPSSH 68.4 −23.7 −101.4 −135.8 −143.7 68.9 9.1 −54.9 −71.1 −0.1 −99.9
M06 85.2 −1.2 −78.4 −93.8 −103.5 75.1 28.6 −32.7 −28.8 27.5 −71.1
M06-2X 96.8 −9.3 −83.1 −98.8 −127.2 63.7 11.7 −46.3 −35.7 31.1 −61.2
B2PLYP 103.7 −18.2 −94.2 −154.0 −157.6 68.6 14.6 −45.2 −89.4 8.1 −111.0
Experiment 58.6 −9.6 −88.7 −144.7 −154.9 81.7 24.6 −32.7 −72.9 −4.0 −109.2
Uncertainty 3.6 3.6 4.8 1.1 3.6 6.0 6.0 6.0 1.4 2.4 4.8
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Table B.5: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the Stuttgart
RSC ECP and the associated Stuttgart 1997 basis for compounds: NpF to PuF.

NpF NpF2 NpF3 NpF4 NpF6 NpCl3 NpCl4 PuO PuO2 PuO3 PuF
SVWN −6.0 −143.3 −272.3 −379.2 −545.8 −135.8 −193.2 −10.2 −104.8 −166.4 −30.5
BP86 0.6 −129.5 −253.3 −352.1 −491.1 −128.5 −179.1 0.5 −85.4 −135.9 −24.6
BLYP 5.2 −126.5 −249.8 −348.3 −481.0 −123.3 −175.6 5.5 −77.5 −124.0 −20.5
PW91 −2.2 −132.8 −257.3 −356.6 −498.1 −130.8 −183.4 −1.0 −86.6 −137.8 −25.2
PBE −1.1 −130.7 −254.5 −353.4 −494.4 −128.9 −181.1 0.1 −84.7 −135.2 −24.0
TPSS 12.5 −137.5 −263.3 −365.4 −496.2 −138.7 −191.1 −7.3 −89.5 −142.2 −29.6
M06-L 11.0 −129.7 −264.7 −365.4 −489.6 −140.9 −192.5 13.1 −88.0 −120.5 −17.6
B3P86 −2.2 −137.5 −265.3 −363.9 −474.9 −138.4 −184.3 21.9 −85.6 −109.4 −27.2
X3LYP 3.4 −134.2 −260.6 −359.5 −464.0 −134.3 −180.2 8.1 −72.8 −94.8 −22.1
B97-1 8.3 −128.3 −258.4 −357.2 −463.5 −136.6 −182.7 12.3 −73.6 −100.7 −17.3
B3LYP 3.2 −133.4 −259.5 −358.3 −463.8 −133.3 −177.7 7.8 −69.9 −96.9 −22.2
PBE0 −2.1 −137.2 −263.3 −361.8 −465.4 −138.9 −182.0 5.6 −78.6 −99.1 −27.2
MPW1K −4.0 −145.1 −274.2 −373.3 −450.4 −147.6 −189.9 5.4 −71.8 −81.7 −29.6
BHLYP 3.1 −143.7 −273.3 −375.2 −439.5 −145.6 −189.0 9.8 −58.4 −67.2 −23.9
TPSSH −3.7 −139.0 −265.6 −366.7 −483.4 −144.6 −195.2 −2.5 −92.6 −126.7 −29.4
M06 17.4 −120.1 −255.2 −353.3 −456.7 −121.5 −167.4 24.1 −70.8 −84.1 −9.2
M06-2X 14.5 −116.8 −254.8 −341.1 −419.0 −121.9 −152.8 29.6 −54.4 −50.0 −16.9
B2PLYP 2.6 −143.3 −271.2 −379.9 −505.0 −146.4 −202.0 26.2 −90.8 −118.1 −23.7
Experiment −19.1 −137.4 −266.5 −373.1 −459.3 −140.8 −188.1 −12.4 −102.3 −135.7 −26.9
Uncertainty 6.0 7.2 6.0 5.3 4.8 2.5 1.1 3.6 4.8 3.5 2.4
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Table B.6: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the
Stuttgart RSC ECP and the associated Stuttgart 1997 basis for compounds: PuF2 to AmF3.

PuF2 PuF3 PuF4 PuF6 PuCl3 PuCl4 PuBr3 PuI3 AmO AmF3
SVWN −151.9 −261.4 −356.1 −488.0 −131.3 −172.7 −96.3 −50.7 −5.8 −232.7
BP86 −140.5 −244.3 −331.6 −435.4 −126.8 −149.5 −85.0 −39.1 2.5 −222.6
BLYP −137.8 −241.6 −329.6 −426.9 −122.5 −139.2 −77.1 −30.6 7.7 −223.5
PW91 −144.2 −248.5 −335.9 −442.5 −129.0 −152.7 −87.7 −41.8 1.0 −226.2
PBE −142.2 −245.6 −332.3 −438.4 −127.0 −150.1 −85.9 −40.1 2.3 −223.6
TPSS −147.7 −256.3 −344.2 −440.4 −134.8 −158.6 −98.5 −51.1 −2.5 −244.2
M06-L −139.7 −255.2 −339.7 −426.4 −137.6 −154.1 −87.0 −39.5 16.0 −229.7
B3P86 −144.8 −257.7 −338.9 −409.5 −132.9 −151.0 −92.7 −46.1 7.3 −230.0
X3LYP −141.2 −253.9 −336.7 −400.0 −129.1 −142.1 −85.8 −39.2 13.5 −229.4
B97-1 −136.7 −252.5 −332.9 −398.8 −131.4 −146.3 −89.3 −43.2 15.9 −227.1
B3LYP −140.8 −252.8 −335.3 −400.3 −128.2 −141.1 −85.1 −38.1 12.9 −228.7
PBE0 −143.4 −256.5 −337.1 −397.9 −133.0 −149.0 −93.4 −47.5 10.6 −228.2
MPW1K −148.2 −268.0 −345.4 −377.5 −141.3 −153.4 −103.0 −56.8 13.6 −237.2
BHLYP −147.9 −268.6 −349.9 −367.4 −140.5 −148.2 −100.0 −52.3 19.5 −240.6
TPSSH −147.3 −259.4 −343.8 −423.3 −139.5 −161.4 −99.4 −52.7 1.7 −232.3
M06 −130.9 −246.0 −323.8 −388.5 −116.1 −126.2 −68.8 −20.7 28.0 −222.6
M06-2X −127.7 −244.3 −315.5 −349.5 −118.6 −112.7 −86.1 −38.5 31.3 −221.3
B2PLYP −148.0 −265.3 −358.4 −435.9 −142.1 −165.9 −100.3 −54.4 5.7 −237.4
Experiment −146.8 −279.1 −370.0 −433.2 −154.7 −189.3 −116.6 −72.9 −3.5 −276.4
Uncertainty 1.4 0.9 5.3 4.8 0.5 2.4 3.6 3.6 12.0 4.0
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Table B.7: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the Stuttgart RSC
ECP and the associated segmented basis for compounds: ThO to ThBr.

ThO ThO2 ThOF ThF ThF2 ThF3 ThF4 ThCl ThCl2 ThCl3 ThCl4 ThBr
SVWN −29.8 −137.9 −161.1 −11.2 −167.6 −305.1 −445.6 42.6 −59.4 −153.5 −248.0 57.5
BP86 −14.1 −117.2 −140.8 0.1 −145.2 −280.4 −415.5 49.6 −45.9 −139.8 −230.7 65.7
BLYP −12.4 −111.0 −136.9 0.0 −144.8 −278.2 −412.9 50.0 −44.9 −135.5 −226.3 67.4
PW91 −15.5 −121.1 −144.6 −1.9 −148.8 −286.0 −422.4 48.5 −47.7 −143.1 −235.4 64.6
PBE −14.7 −119.2 −142.8 −0.9 −147.2 −283.5 −419.2 49.1 −46.7 −141.6 −233.6 65.1
TPSS −11.7 −121.7 −142.4 −0.3 −144.2 −283.6 −421.5 51.0 −43.7 −141.7 −234.8 65.7
M06-L −11.2 −115.5 −134.8 1.0 −144.2 −279.6 −426.1 49.6 −47.4 −141.8 −241.7 68.6
B3P86 −13.7 −116.8 −143.4 −0.9 −149.2 −289.6 −429.3 49.8 −47.2 −144.8 −237.8 65.3
X3LYP −11.8 −107.9 −138.2 −0.5 −148.9 −286.1 −424.9 50.0 −46.6 −140.4 −233.2 66.6
B97-1 −12.6 −112.7 −136.4 1.0 −147.4 −282.1 −424.4 49.2 −47.9 −141.2 −238.4 65.2
B3LYP −11.7 −108.5 −138.0 −0.2 −147.9 −285.1 −423.6 50.3 −46.0 −139.8 −232.3 66.9
PBE0 −10.8 −111.4 −140.3 0.4 −147.4 −287.8 −426.8 50.8 −45.8 −144.1 −237.3 66.1
MPW1K −7.2 −106.6 −139.1 1.4 −147.9 −292.3 −434.1 51.8 −45.0 −146.2 −239.9 66.7
BHLYP −6.1 −97.4 −134.5 1.7 −149.6 −291.2 −433.6 51.2 −45.7 −142.8 −236.8 67.0
TPSSH −10.7 −118.4 −141.4 0.1 −144.7 −285.3 −424.4 50.2 −46.1 −146.2 −240.8 65.9
M06 −16.1 −109.8 −133.2 −2.9 −150.4 −279.1 −425.2 50.3 −46.2 −128.7 −225.2 68.3
M06-2X −8.3 −99.9 −134.2 2.5 −148.8 −286.8 −427.3 50.8 −46.4 −141.7 −233.9 65.6
B2PLYP −15.8 −111.9 −140.6 2.8 −150.3 −286.9 −427.2 50.1 −49.1 −142.6 −237.2 66.0
Experiment −6.2 −108.8 −131.4 7.2 −141.0 −278.4 −418.3 59.0 −42.8 −136.0 −227.4 87.2
Uncertainty 1.4 3.7 2.9 3.6 4.8 3.6 2.4 4.8 4.8 6.0 1.2 4.8
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Table B.8: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the Stuttgart
RSC ECP and the associated segmented basis for compounds: ThBr2 to UF.

ThBr2 ThBr3 ThBr4 ThI4 UO UO2 UO3 UOF4 UO2F2 UO2Cl2 UF
SVWN −23.9 −108.4 −193.7 −130.4 −10.6 −149.0 −247.5 −487.8 −381.0 −291.8 −18.8
BP86 −9.5 −90.5 −170.8 −106.1 0.2 −121.7 −206.1 −435.1 −334.6 −251.4 −8.8
BLYP −6.4 −82.3 −160.9 −95.0 5.2 −112.6 −191.6 −424.5 −322.2 −238.2 −9.3
PW91 −11.4 −94.3 −175.9 −111.0 −1.6 −124.0 −209.9 −441.7 −339.7 −255.6 −10.1
PBE −10.5 −92.9 −174.3 −109.5 −0.5 −122.6 −208.2 −438.8 −337.4 −253.8 −9.1
TPSS −10.3 −96.3 −179.9 −113.4 12.1 −121.7 −207.7 −437.1 −336.6 −252.0 −11.3
M06-L −5.1 −84.6 −169.2 −103.0 12.7 −103.6 −192.5 −426.1 −325.1 −242.5 −8.9
B3P86 −11.0 −96.6 −180.4 −113.8 −1.7 −117.3 −195.3 −429.1 −329.9 −242.9 −14.8
X3LYP −8.9 −89.5 −171.9 −104.0 5.0 −106.4 −177.8 −416.8 −315.4 −228.2 −14.9
B97-1 −10.9 −92.5 −178.7 −111.7 7.9 −107.0 −187.0 −420.0 −321.5 −237.0 −13.9
B3LYP −8.3 −88.6 −170.7 −102.8 4.5 −107.3 −179.4 −416.8 −315.9 −229.0 −14.4
PBE0 −10.0 −96.9 −180.7 −114.5 0.4 −111.7 −186.4 −421.8 −322.6 −236.4 −14.2
MPW1K −9.8 −100.0 −184.8 −117.7 5.0 −99.9 −167.7 −408.5 −309.8 −221.0 −13.4
BHLYP −9.1 −93.8 −178.3 −108.5 13.4 −86.4 −146.2 −395.2 −293.6 −203.2 −14.1
TPSSH −10.3 −97.6 −182.0 −115.0 −2.7 −116.2 −197.7 −428.9 −329.4 −246.0 −12.3
M06 −3.9 −74.9 −157.0 −90.1 19.7 −99.2 −174.3 −406.7 −310.0 −220.2 −11.8
M06-2X −11.5 −95.5 −180.0 −115.3 8.9 −99.9 −174.9 −417.6 −319.1 −230.3 −19.7
B2PLYP −12.3 −94.0 −179.6 −112.6 2.6 −120.2 −205.0 −439.9 −338.8 −254.1 −16.1
Experiment 9.6 −79.8 −177.3 −110.1 8.4 −114.0 −191.0 −421.4 −323.3 −231.9 −11.2
Uncertainty 4.8 3.6 1.2 1.3 2.4 4.8 3.6 4.8 2.4 3.6 4.8
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Table B.9: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the Stuttgart
RSC ECP and the associated segmented basis for compounds: UF2 to UCl6.

UF2 UF3 UF4 UF5 UF6 UCl UCl2 UCl3 UCl4 UCl5 UCl6
SVWN −149.6 −285.3 −410.9 −516.0 −602.9 35.5 −51.9 −141.6 −217.0 −269.9 −316.0
BP86 −133.4 −261.3 −379.0 −469.7 −541.8 41.2 −44.5 −130.2 −196.7 −237.7 −270.8
BLYP −130.1 −258.1 −374.5 −462.3 −531.7 41.3 −40.7 −126.0 −191.0 −227.8 −257.4
PW91 −137.0 −266.1 −384.7 −476.6 −550.0 40.7 −46.7 −133.1 −200.1 −242.3 −276.5
PBE −135.1 −263.5 −381.6 −473.3 −546.5 41.4 −45.4 −131.3 −198.1 −239.9 −273.6
TPSS −141.7 −269.6 −384.9 −474.8 −543.3 39.4 −49.6 −137.7 −197.3 −238.3 −266.7
M06-L −128.2 −269.8 −387.2 −470.6 −533.3 36.8 −45.9 −145.3 −200.4 −239.9 −266.9
B3P86 −142.4 −272.1 −393.3 −474.6 −534.5 35.9 −51.3 −139.3 −202.1 −230.9 −249.4
X3LYP −137.7 −266.9 −387.4 −466.1 −523.1 36.1 −46.8 −134.3 −196.4 −220.9 −235.6
B97-1 −133.0 −265.2 −386.7 −466.1 −524.2 35.7 −44.9 −137.5 −200.6 −227.8 −244.8
B3LYP −137.3 −266.1 −386.2 −465.1 −522.6 36.4 −46.5 −133.7 −195.6 −220.8 −236.2
PBE0 −141.7 −270.1 −391.4 −470.2 −527.1 36.0 −51.4 −139.1 −201.2 −227.0 −241.6
MPW1K −143.3 −273.6 −396.8 −467.3 −512.4 37.1 −52.2 −141.2 −200.9 −215.7 −216.1
BHLYP −138.9 −269.8 −394.4 −461.0 −500.4 37.2 −47.1 −136.4 −196.2 −203.7 −196.3
TPSSH −140.3 −270.9 −389.1 −472.0 −534.2 37.3 −52.8 −142.9 −204.6 −237.6 −259.8
M06 −125.1 −265.4 −384.1 −461.3 −509.8 36.0 −34.6 −129.1 −184.2 −212.3 −222.8
M06-2X −137.5 −257.3 −388.4 −468.2 −522.4 35.3 −38.1 −119.1 −197.7 −218.9 −228.9
B2PLYP −137.7 −267.5 −392.3 −474.7 −541.4 34.2 −47.8 −136.4 −202.9 −236.6 −276.5
Experiment −129.1 −254.5 −383.6 −457.2 −513.5 44.7 −37.0 −125.0 −194.9 −215.1 −235.5
Uncertainty 6.0 4.8 1.6 3.6 0.5 4.8 4.8 4.8 1.1 3.6 1.2
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Table B.10: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the
Stuttgart RSC ECP and the associated segmented basis for compounds: UBr to NpO2.

UBr UBr2 UBr3 UBr4 UBr5 UI UI2 UI3 UI4 NpO NpO2
SVWN 55.3 −24.0 −99.4 −163.5 −202.2 66.9 7.5 −52.8 −102.6 −5.6 −124.3
BP86 66.7 −14.3 −81.8 −136.1 −163.3 73.2 18.1 −37.0 −74.4 5.1 −102.6
BLYP 69.7 −7.8 −72.9 −124.5 −146.9 74.9 24.8 −29.6 −62.2 11.1 −94.0
PW91 66.1 −16.6 −89.0 −139.9 −168.4 72.6 15.8 −41.4 −78.3 3.5 −104.2
PBE 66.4 −15.3 −83.5 −138.2 −166.2 73.1 17.1 −40.0 −76.7 4.6 −102.5
TPSS 53.0 −21.8 −88.4 −143.8 −168.4 71.0 9.6 −49.8 −82.5 3.0 −110.8
M06-L 57.5 −10.2 −74.6 −130.5 −149.1 72.2 24.4 −41.0 −69.5 17.9 −101.9
B3P86 50.2 −22.6 −97.0 −145.4 −156.9 68.4 8.8 −49.4 −79.9 6.9 −101.5
X3LYP 51.5 −16.3 −88.7 −135.6 −142.1 69.9 15.5 −40.9 −68.9 13.5 −88.8
B97-1 50.6 −15.4 −93.6 −141.2 −150.9 68.8 15.9 −46.3 −75.8 17.0 −94.0
B3LYP 51.9 −15.9 −88.0 −134.6 −141.8 70.2 16.0 −40.1 −68.0 13.1 −89.6
PBE0 50.1 −23.2 −97.5 −145.2 −153.4 68.1 7.8 −50.6 −80.2 9.0 −95.9
MPW1K 51.0 −24.9 −100.8 −146.0 −142.2 68.9 5.3 −54.4 −80.7 10.1 −93.1
BHLYP 52.0 −18.5 −93.4 −138.1 −125.6 70.5 12.6 −45.9 −69.8 17.4 −80.2
TPSSH 51.9 −23.5 −99.2 −147.0 −162.7 70.0 6.2 −52.6 −82.0 5.5 −106.4
M06 53.0 −1.1 −76.6 −115.9 −122.2 71.5 31.8 −29.5 −54.2 25.6 −87.0
M06-2X 48.7 −11.2 −98.3 −144.8 −144.9 74.3 13.7 −38.7 −73.2 22.0 −74.1
B2PLYP 49.2 −18.7 −93.5 −145.4 −167.1 67.6 12.6 −46.0 −46.2 9.3 −99.2
Experiment 58.6 −9.6 −88.7 −144.7 −154.9 81.7 24.6 −32.7 −72.9 −4.0 −109.2
Uncertainty 3.6 3.6 4.8 1.1 3.6 6.0 6.0 6.0 1.4 2.4 4.8
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Table B.11: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the Stuttgart
RSC ECP and the associated segmented basis for compounds: NpF to PuF.

NpF NpF2 NpF3 NpF4 NpF6 NpCl3 NpCl4 PuO PuO2 PuO3 PuF
SVWN −7.8 −145.8 −274.4 −382.1 −549.6 −133.5 −193.9 −11.6 −105.3 −169.2 −30.9
BP86 −1.5 −134.1 −255.1 −353.8 −494.7 −126.4 −175.9 −3.6 −86.0 −139.0 −25.0
BLYP 2.8 −131.5 −252.0 −350.6 −485.0 −122.4 −171.1 1.4 −78.4 −127.4 −20.8
PW91 −4.2 −137.4 −259.5 −358.8 −502.2 −129.0 −179.1 −5.0 −87.1 −141.0 −27.7
PBE −3.0 −135.3 −256.6 −355.4 −498.3 −127.0 −176.9 −3.7 −85.1 −138.3 −26.6
TPSS −6.3 −141.8 −265.5 −367.6 −500.3 −135.8 −186.8 −4.4 −90.0 −130.8 −30.0
M06-L 8.8 −122.9 −260.1 −369.2 −492.2 −139.4 −185.3 7.5 −89.3 −121.2 −17.9
B3P86 −4.4 −142.6 −266.8 −365.8 −478.8 −136.7 −181.1 −1.8 −88.0 −112.4 −28.0
X3LYP 0.9 −140.0 −262.7 −362.6 −468.6 −133.0 −177.6 3.6 −75.4 −98.2 −22.9
B97-1 6.1 −133.4 −260.1 −359.2 −467.5 −134.9 −180.2 7.7 −80.5 −103.5 −18.0
B3LYP 0.8 −139.1 −261.5 −360.9 −468.3 −132.0 −176.3 3.4 −76.6 −100.3 −22.9
PBE0 −4.3 −142.7 −265.6 −364.0 −469.8 −137.5 −181.2 0.4 −80.9 −100.4 −27.9
MPW1K −6.9 −152.0 −276.5 −376.5 −455.7 −147.2 −189.2 −0.4 −74.5 −84.7 −30.7
BHLYP −0.8 −152.3 −276.5 −379.8 −445.7 −146.3 −189.6 4.1 −61.6 −70.8 −25.1
TPSSH −6.1 −143.7 −267.8 −369.2 −487.7 −142.3 −191.9 −6.8 −94.8 −128.0 −29.9
M06 16.2 −124.5 −256.5 −354.4 −459.4 −114.1 −159.4 18.5 −72.8 −86.8 −9.2
M06-2X 6.7 −128.6 −250.4 −329.1 −431.6 −124.7 −156.2 20.7 −58.8 −54.4 −19.5
B2PLYP 0.6 −143.7 −267.1 −369.8 −489.6 −138.6 −186.5 −0.1 −85.2 −107.3 −22.5
Experiment −19.1 −137.4 −266.5 −373.1 −459.3 −140.8 −188.1 −12.4 −102.3 −135.7 −26.9
Uncertainty 6.0 7.2 6.0 5.3 4.8 2.5 1.1 3.6 4.8 3.5 2.4
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Table B.12: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the
Stuttgart RSC ECP and the associated segmented basis for compounds: PuF2 to AmF3.

PuF2 PuF3 PuF4 PuF6 PuCl3 PuCl4 PuBr3 PuI3 AmO AmF3
SVWN −152.7 −266.6 −358.6 −488.7 −134.1 −181.0 −95.7 −51.2 −5.2 −251.2
BP86 −139.1 −248.6 −333.7 −436.0 −127.4 −167.6 −85.2 −40.4 2.4 −233.2
BLYP −135.9 −245.2 −331.5 −427.5 −123.5 −163.6 −77.5 −32.2 7.0 −230.3
PW91 −142.6 −252.6 −338.1 −442.7 −129.8 −170.1 −87.9 −43.1 1.0 −236.8
PBE −140.6 −249.6 −334.4 −438.4 −127.7 −167.5 −86.1 −41.4 2.4 −233.8
TPSS −148.6 −259.4 −347.1 −441.8 −136.9 −176.8 −98.7 −52.4 −2.7 −243.0
M06-L −136.0 −255.9 −339.7 −426.9 −138.5 −174.6 −86.1 −32.8 16.6 −241.3
B3P86 −142.8 −260.3 −341.3 −411.3 −134.4 −165.2 −93.9 −47.0 7.7 −243.3
X3LYP −138.8 −255.9 −339.0 −401.5 −130.9 −162.2 −87.9 −40.3 13.3 −239.5
B97-1 −134.5 −253.8 −335.1 −399.9 −132.9 −163.9 −91.1 −44.1 16.2 −237.5
B3LYP −138.4 −254.8 −337.5 −401.9 −130.0 −161.4 −86.7 −39.2 12.7 −238.5
PBE0 −141.2 −258.7 −338.2 −399.5 −134.5 −162.9 −94.8 −48.3 11.0 −241.1
MPW1K −145.6 −270.4 −348.7 −380.0 −142.9 −166.6 −104.7 −57.4 14.2 −251.3
BHLYP −145.9 −270.9 −353.4 −370.1 −142.6 −167.9 −102.3 −53.1 19.6 −252.1
TPSSH −145.3 −261.6 −346.5 −424.9 −141.6 −178.1 −100.7 −53.5 1.7 −244.6
M06 −128.4 −249.3 −324.1 −389.2 −118.9 −142.0 −69.4 −21.9 29.0 −234.1
M06-2X −128.7 −245.2 −309.5 −349.1 −123.9 −134.3 −84.9 −39.1 31.6 −227.9
B2PLYP −136.6 −258.4 −342.6 −417.1 −134.3 −166.6 −93.5 −45.7 12.1 −240.7
Experiment −146.8 −279.1 −370.0 −433.2 −154.7 −189.3 −116.6 −72.9 −3.5 −276.4
Uncertainty 1.4 0.9 5.3 4.8 0.5 2.4 3.6 3.6 12.0 4.0
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Table B.13: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the Stuttgart
RSC ECP and the associated atomic natural orbital (ANO) basis for compounds: ThO to ThBr.

ThO ThO2 ThOF ThF ThF2 ThF3 ThF4 ThCl ThCl2 ThCl3 ThCl4 ThBr
SVWN −26.9 −133.3 −157.7 −8.2 −165.9 −303.4 −443.3 43.9 −57.5 −151.4 −245.3 74.2
BP86 −11.2 −112.6 −137.5 0.8 −143.5 −278.7 −413.2 50.8 −44.1 −137.6 −227.9 82.3
BLYP −9.5 −106.3 −133.5 0.8 −143.1 −276.4 −410.6 51.3 −43.0 −133.2 −223.4 83.8
PW91 −12.7 −116.6 −141.4 −1.2 −147.2 −284.3 −420.1 49.8 −46.0 −141.0 −232.7 81.3
PBE −11.9 −114.6 −139.6 −0.3 −145.5 −281.8 −417.0 50.3 −46.9 −139.4 −230.8 81.7
TPSS −8.9 −117.2 −139.2 6.9 −142.5 −281.9 −419.3 52.2 −41.9 −139.6 −231.9 80.5
M06-L −8.5 −110.8 −131.5 7.0 −142.6 −277.8 −423.9 50.7 −45.9 −139.8 −239.1 69.3
B3P86 −10.7 −112.0 −140.0 −0.2 −147.5 −287.9 −427.0 51.1 −45.4 −142.6 −234.9 78.7
X3LYP −8.7 −103.0 −134.7 0.3 −147.2 −284.3 −422.5 51.4 −44.7 −138.0 −230.2 79.3
B97-1 −9.6 −107.8 −132.9 1.8 −145.6 −280.3 −422.1 50.5 −46.0 −138.9 −235.4 78.2
B3LYP −8.6 −103.6 −134.6 0.6 −146.2 −283.3 −421.2 51.6 −44.1 −137.4 −229.3 79.9
PBE0 −7.8 −106.6 −136.9 1.2 −145.7 −286.0 −424.6 52.1 −43.9 −141.9 −234.4 78.7
MPW1K −4.2 −101.7 −135.6 2.2 −146.1 −290.5 −431.7 53.1 −43.1 −143.9 −236.9 77.8
BHLYP −2.9 −92.2 −130.9 2.6 −147.8 −289.4 −431.2 52.5 −43.7 −140.3 −233.7 77.5
TPSSH −7.8 −113.8 −138.1 3.0 −143.0 −283.6 −422.1 51.4 −44.3 −144.0 −237.9 79.2
M06 −13.5 −105.3 −130.0 −2.5 −149.0 −277.5 −423.2 51.3 −44.7 −126.8 −222.8 83.5
M06-2X −4.9 −94.6 −130.4 3.4 −146.8 −284.8 −424.7 52.1 −44.4 −139.2 −230.9 77.6
B2PLYP −12.7 −107.0 −137.1 3.6 −148.7 −285.2 −425.1 51.3 −47.4 −140.6 −234.7 66.8
Experiment −6.2 −108.8 −131.4 7.2 −141.0 −278.4 −418.3 59.0 −42.8 −136.0 −227.4 87.2
Uncertainty 1.4 3.7 2.9 3.6 4.8 3.6 2.4 4.8 4.8 6.0 1.2 4.8
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Table B.14: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the Stuttgart
RSC ECP and the associated atomic natural orbital (ANO) basis for compounds: ThBr2 to UF.

ThBr2 ThBr3 ThBr4 ThI4 UO UO2 UO3 UOF4 UO2F2 UO2Cl2 UF
SVWN −22.7 −107.3 −192.6 −129.9 −0.0 −141.7 −242.1 −483.6 −376.1 −287.6 −18.0
BP86 −8.4 −89.3 −169.7 −105.5 14.1 −114.1 −200.5 −430.8 −329.4 −247.0 −8.2
BLYP −5.3 −81.1 −159.7 −94.5 21.0 −103.9 −185.2 −419.4 −316.2 −233.0 −8.2
PW91 −10.3 −93.1 −174.7 −110.5 12.2 −117.0 −204.3 −437.3 −334.5 −251.2 −9.5
PBE −9.4 −91.7 −173.1 −109.0 13.2 −115.6 −202.6 −434.4 −332.2 −249.4 −8.5
TPSS −9.2 −95.1 −178.6 −112.8 15.6 −116.6 −201.8 −432.4 −331.2 −247.3 −11.2
M06-L −4.2 −83.6 −168.2 −102.4 16.3 −101.3 −186.6 −421.6 −319.8 −237.9 −12.7
B3P86 −9.8 −95.4 −179.1 −113.2 12.7 −106.9 −191.1 −426.2 −326.3 −240.0 −16.0
X3LYP −7.8 −88.2 −170.6 −103.3 20.9 −93.0 −173.3 −413.6 −311.3 −224.9 −16.1
B97-1 −9.7 −91.2 −177.4 −111.0 22.1 −100.7 −183.6 −417.9 −318.6 −234.8 −15.9
B3LYP −7.2 −87.4 −169.3 −102.2 20.0 −94.1 −175.0 −413.7 −312.0 −225.8 −15.7
PBE0 −8.8 −95.7 −179.4 −113.9 16.2 −100.6 −181.2 −418.0 −318.1 −232.5 −14.7
MPW1K −8.6 −98.7 −183.4 −117.0 22.9 −93.8 −162.9 −405.1 −305.6 −217.5 −14.5
BHLYP −7.8 −92.5 −176.8 −107.8 33.4 −78.7 −141.6 −391.9 −289.5 −199.8 −15.9
TPSSH −9.2 −96.4 −180.7 −114.4 15.7 −108.1 −194.0 −426.4 −326.2 −243.6 −14.7
M06 −3.0 −74.0 −156.2 −89.8 33.9 −94.7 −169.0 −402.8 −305.3 −216.2 −17.3
M06-2X −10.2 −94.1 −178.7 −114.6 9.9 −94.2 −177.1 −421.2 −321.9 −234.0 −22.9
B2PLYP −11.2 −93.0 −178.6 −112.2 6.0 −98.6 −199.0 −435.2 −333.3 −249.4 2.8
Experiment 9.6 −79.8 −177.3 −110.1 8.4 −114.0 −191.0 −421.4 −323.3 −231.9 −11.2
Uncertainty 4.8 3.6 1.2 1.3 2.4 4.8 3.6 4.8 2.4 3.6 4.8
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Table B.15: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the Stuttgart
RSC ECP and the associated atomic natural orbital (ANO) basis for compounds: UF2 to UCl6.

UF2 UF3 UF4 UF5 UF6 UCl UCl2 UCl3 UCl4 UCl5 UCl6
SVWN −148.2 −283.4 −408.3 −512.2 −597.7 42.3 −50.6 −140.0 −214.7 −267.6 −313.5
BP86 −131.9 −258.7 −375.8 −465.6 −536.3 50.1 −42.9 −128.2 −193.5 −235.1 −268.0
BLYP −128.0 −254.8 −370.6 −457.5 −525.4 51.5 −38.2 −123.2 −186.8 −224.3 −253.7
PW91 −135.5 −263.5 −381.4 −472.5 −544.6 49.6 −45.0 −131.0 −197.1 −239.7 −273.6
PBE −133.6 −260.9 −378.4 −469.3 −541.1 50.2 −43.7 −129.2 −195.2 −237.3 −270.8
TPSS −139.8 −267.0 −383.3 −456.3 −537.5 51.1 −45.8 −136.5 −194.7 −235.4 −263.6
M06-L −126.4 −265.4 −382.0 −465.7 −527.9 54.4 −41.8 −142.8 −199.0 −237.1 −263.9
B3P86 −142.3 −271.1 −391.6 −472.0 −530.5 43.9 −51.0 −138.8 −201.5 −229.7 −247.9
X3LYP −137.4 −265.4 −385.4 −463.2 −518.8 45.1 −46.0 −133.3 −195.3 −219.3 −233.8
B97-1 −133.8 −265.2 −385.8 −464.3 −521.1 43.3 −45.5 −137.7 −201.1 −227.4 −244.2
B3LYP −137.1 −264.9 −384.3 −462.3 −518.4 45.2 −46.0 −132.9 −194.7 −219.3 −234.5
PBE0 −140.7 −268.4 −388.7 −466.7 −522.1 45.1 −50.1 −137.3 −200.1 −224.9 −239.2
MPW1K −142.7 −272.2 −394.4 −464.1 −507.8 47.0 −51.2 −140.0 −201.1 −213.9 −214.2
BHLYP −138.6 −268.7 −392.2 −458.0 −496.0 48.0 −46.3 −135.3 −196.4 −202.0 −194.3
TPSSH −140.7 −270.6 −387.8 −469.9 −530.6 46.6 −53.0 −143.4 −205.4 −236.9 −259.0
M06 −123.4 −262.4 −379.6 −457.5 −504.9 47.5 −31.0 −126.8 −183.2 −209.9 −220.4
M06-2X −143.9 −261.6 −396.8 −472.1 −524.8 32.2 −50.2 −130.6 −207.5 −224.4 −234.2
B2PLYP −136.0 −265.1 −388.9 −470.4 −535.8 44.5 −45.4 −133.5 −200.7 −233.6 −273.2
Experiment −129.1 −254.5 −383.6 −457.2 −513.5 44.7 −37.0 −125.0 −194.9 −215.1 −235.5
Uncertainty 6.0 4.8 1.6 3.6 0.5 4.8 4.8 4.8 1.1 3.6 1.2
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Table B.16: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the
Stuttgart RSC ECP and the associated atomic natural orbital (ANO) basis for compounds: UBr to
NpO2.

UBr UBr2 UBr3 UBr4 UBr5 UI UI2 UI3 UI4 NpO NpO2
SVWN 49.5 −22.6 −101.1 −163.4 −202.0 67.3 7.6 −52.2 −102.8 3.3 −92.7
BP86 56.2 −12.8 −85.6 −137.4 −162.8 73.7 17.7 −37.0 −74.1 8.1 −100.1
BLYP 58.4 −5.6 −76.6 −125.4 −145.7 75.9 25.1 −27.9 −60.9 14.2 −74.7
PW91 55.6 −15.1 −88.8 −141.2 −167.8 73.1 15.5 −40.2 −77.8 6.5 −102.5
PBE 56.1 −13.8 −87.1 −139.4 −165.6 73.7 16.7 −38.8 −76.2 7.5 −101.0
TPSS 54.1 −20.1 −95.9 −145.4 −168.6 70.3 10.4 −49.3 −82.4 5.5 −106.6
M06-L 54.8 −7.9 −84.9 −130.1 −148.1 70.2 22.6 −37.6 −68.0 20.9 −97.7
B3P86 49.5 −22.9 −97.6 −146.2 −157.9 66.7 7.8 −49.9 −81.6 9.9 −96.5
X3LYP 51.0 −16.3 −89.2 −136.2 −142.8 68.2 14.8 −41.3 −70.2 16.5 −83.8
B97-1 49.0 −16.6 −95.1 −143.2 −152.6 66.2 14.0 −47.8 −78.4 20.0 −89.0
B3LYP 51.2 −16.0 −88.5 −135.3 −142.6 68.5 15.1 −40.6 −69.2 16.1 −84.5
PBE0 50.3 −22.7 −97.1 −145.1 −153.4 67.3 7.8 −50.3 −59.7 11.9 −91.0
MPW1K 50.9 −25.0 −100.8 −146.4 −142.5 67.1 5.1 −54.4 −81.2 13.0 −88.2
BHLYP 51.6 −18.8 −93.7 −138.4 −126.2 68.0 12.1 −46.3 −70.7 19.9 −75.8
TPSSH 50.7 −24.2 −100.4 −148.2 −164.0 66.4 4.9 −54.1 −83.9 7.8 −101.9
M06 53.8 1.0 −73.9 −116.9 −121.8 70.3 32.2 −28.6 −53.3 28.9 −82.4
M06-2X 49.5 −26.2 −107.0 −153.9 −152.6 72.5 6.0 −44.8 −83.7 24.9 −68.0
B2PLYP 65.3 −17.3 −92.5 −144.9 −166.3 67.2 13.7 −44.9 −76.1 12.9 −93.5
Experiment 58.6 −9.6 −88.7 −144.7 −154.9 81.7 24.6 −32.7 −72.9 −4.0 −109.2
Uncertainty 3.6 3.6 4.8 1.1 3.6 6.0 6.0 6.0 1.4 2.4 4.8
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Table B.17: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the Stuttgart
RSC ECP and the associated atomic natural orbital (ANO) basis for compounds: NpF to PuF.

NpF NpF2 NpF3 NpF4 NpF6 NpCl3 NpCl4 PuO PuO2 PuO3 PuF
SVWN −7.3 −144.8 −271.3 −380.0 −544.6 −133.0 −193.0 −8.6 −100.5 −163.3 −21.9
BP86 −0.6 −131.8 −252.5 −351.8 −489.3 −125.3 −178.0 2.3 −81.1 −133.0 −16.2
BLYP 3.7 −129.2 −250.3 −348.5 −479.6 −121.4 −173.3 7.2 −73.3 −121.2 −19.9
PW91 −3.3 −135.1 −250.0 −356.9 −496.8 −127.9 −181.0 0.8 −82.2 −135.0 −26.8
PBE −2.2 −133.0 −247.0 −353.5 −492.9 −126.0 −178.6 2.1 −80.3 −132.5 −25.8
TPSS −4.2 −139.9 −260.1 −366.0 −495.3 −135.9 −189.0 −4.5 −85.2 −139.1 −29.0
M06-L 8.7 −134.0 −258.7 −366.4 −488.4 −139.1 −193.1 13.1 −83.3 −114.8 −16.6
B3P86 −2.9 −140.3 −260.4 −363.9 −473.6 −134.5 −181.7 3.1 −82.4 −106.2 −27.1
X3LYP 2.7 −137.7 −256.2 −360.7 −463.3 −131.0 −178.4 8.6 −69.5 −91.7 −21.9
B97-1 7.5 −131.2 −254.5 −357.5 −462.3 −133.0 −180.5 12.7 −74.8 −97.3 −17.1
B3LYP 2.5 −136.7 −254.9 −359.0 −462.9 −129.9 −177.1 8.4 −70.8 −93.8 −22.0
PBE0 −2.7 −140.5 −259.9 −362.3 −464.6 −135.2 −181.3 4.4 −76.2 −94.8 −27.9
MPW1K −5.0 −149.5 −272.9 −374.7 −450.6 −144.5 −188.6 4.2 −68.9 −78.1 −29.8
BHLYP 0.8 −150.2 −273.5 −378.4 −441.1 −144.0 −189.4 9.1 −55.7 −63.7 −24.2
TPSSH −4.2 −142.0 −261.6 −368.0 −482.9 −142.0 −193.4 −2.3 −89.2 −121.9 −29.0
M06 16.9 −123.2 −248.7 −354.0 −455.1 −117.6 −164.6 21.4 −70.4 −83.9 −11.1
M06-2X 8.7 −118.4 −240.3 −338.5 −425.3 −121.9 −146.6 29.9 −51.9 −46.5 −17.2
B2PLYP 2.7 −140.4 −262.1 −366.5 −466.8 −136.1 −183.8 4.7 −79.4 −100.7 −21.6
Experiment −19.1 −137.4 −266.5 −373.1 −459.3 −140.8 −188.1 −12.4 −102.3 −135.7 −26.9
Uncertainty 6.0 7.2 6.0 5.3 4.8 2.5 1.1 3.6 4.8 3.5 2.4
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Table B.18: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the
Stuttgart RSC ECP and the associated atomic natural orbital (ANO) basis for compounds: PuF2
to AmF3.

PuF2 PuF3 PuF4 PuF6 PuCl3 PuCl4 PuBr3 PuI3 AmO AmF3
SVWN −152.6 −264.4 −355.4 −481.9 −131.9 −178.7 −95.5 −51.2 −7.3 −278.8
BP86 −137.9 −245.9 −330.4 −429.8 −125.1 −165.2 −84.4 −39.6 2.1 −259.4
BLYP −134.7 −241.6 −328.2 −421.1 −121.1 −161.1 −76.7 −31.5 5.5 −258.1
PW91 −141.5 −248.8 −334.8 −436.5 −127.5 −167.7 −87.0 −42.3 1.6 −261.7
PBE −139.7 −246.0 −331.3 −432.4 −125.6 −165.3 −85.4 −40.8 3.2 −258.4
TPSS −145.3 −255.9 −343.6 −435.4 −134.4 −174.4 −97.5 −51.9 −0.7 −268.6
M06-L −136.3 −252.0 −336.2 −421.9 −135.8 −171.9 −84.0 −36.4 19.7 −269.6
B3P86 −141.6 −256.7 −338.0 −404.8 −132.1 −162.8 −93.1 −46.7 25.1 −270.0
X3LYP −140.8 −252.3 −335.6 −394.8 −128.4 −159.6 −86.9 −38.4 31.3 −264.6
B97-1 −133.5 −245.1 −331.8 −393.4 −130.6 −161.5 −90.2 −41.8 35.2 −262.7
B3LYP −137.1 −251.2 −334.1 −395.2 −127.5 −158.8 −85.8 −27.2 29.1 −264.1
PBE0 −140.8 −255.9 −335.8 −393.9 −133.0 −161.4 −94.8 −37.4 33.9 −265.8
MPW1K −143.0 −266.5 −345.4 −373.3 −140.5 −164.2 −103.7 −57.0 53.8 −275.7
BHLYP −135.9 −266.9 −349.9 −363.2 −139.8 −165.2 −101.2 −53.0 65.5 −275.6
TPSSH −144.7 −258.3 −343.2 −418.4 −139.4 −175.7 −99.6 −52.9 12.2 −270.3
M06 −130.2 −248.6 −324.0 −386.3 −119.7 −142.8 −71.8 −22.7 49.4 −263.2
M06-2X −129.3 −240.9 −305.0 −342.4 −113.0 −130.8 −78.5 −33.8 75.8 −255.1
B2PLYP −130.8 −254.4 −339.2 −411.1 −131.9 −164.1 −92.3 −45.5 55.1 −267.9
Experiment −146.8 −279.1 −370.0 −433.2 −154.7 −189.3 −116.6 −72.9 −3.5 −276.4
Uncertainty 1.4 0.9 5.3 4.8 0.5 2.4 3.6 3.6 12.0 4.0
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Table B.19: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the SODFT
routine using the segmented Stuttgart Basis and ECP for compounds: ThO to ThBr.

ThO ThO2 ThOF ThF ThF2 ThF3 ThF4 ThCl ThCl2 ThCl3 ThCl4 ThBr
SVWN −28.6 −137.1 −160.5 −11.8 −167.6 −305.8 −446.6 42.0 −59.3 −153.9 −248.8 56.9
BP86 −13.6 −116.9 −140.9 0.3 −145.9 −281.8 −417.1 49.3 −46.5 −140.8 −232.0 65.4
BLYP −12.0 −111.0 −137.2 0.1 −145.7 −279.6 −414.8 49.7 −45.5 −136.6 −227.7 67.2
PW91 −15.1 −120.9 −144.8 −1.8 −149.7 −287.4 −424.1 48.2 −48.5 −144.3 −236.9 64.3
PBE −14.2 −118.9 −143.0 −0.8 −148.0 −284.9 −420.9 48.8 −47.4 −142.7 −235.0 64.8
TPSS −11.7 −121.6 −142.9 −0.3 −145.4 −285.3 −423.4 50.5 −44.8 −143.2 −236.4 65.4
M06-L −11.9 −115.9 −136.2 0.5 −146.3 −282.2 −428.8 48.8 −49.4 −144.2 −244.3 67.9
B3P86 −13.7 −116.8 −144.3 −0.9 −150.7 −291.7 −431.7 49.0 −48.6 −146.5 −239.9 64.5
X3LYP −11.9 −108.1 −139.2 −0.4 −150.5 −288.3 −427.4 49.2 −48.0 −142.2 −235.4 65.8
B97-1 −12.6 −112.6 −137.2 1.1 −148.8 −284.1 −426.7 48.4 −49.2 −142.9 −240.4 64.5
B3LYP −11.8 −108.7 −139.0 −0.1 −149.5 −287.2 −426.1 49.5 −47.4 −141.6 −234.5 66.1
PBE0 −10.8 −111.3 −141.1 0.4 −149.0 −289.8 −429.2 49.9 −47.2 −145.9 −239.4 65.2
MPW1K −7.4 −106.6 −140.1 1.2 −149.6 −294.5 −436.6 50.6 −46.6 −148.1 −242.3 65.3
BHLYP −6.3 −97.6 −135.8 1.6 −151.4 −293.6 −436.4 50.0 −47.3 −144.8 −239.3 65.8
TPSSH −10.8 −118.4 −142.2 −0.0 −146.3 −287.3 −426.7 49.5 −47.5 −148.0 −242.8 65.2
M06 −16.7 −109.9 −134.6 −3.9 −152.6 −281.9 −428.3 48.9 −48.2 −131.1 −228.1 67.1
M06-2X −8.0 −99.8 −135.4 2.8 −150.2 −289.1 −429.9 50.6 −47.6 −143.6 −236.1 65.4
Experiment −6.2 −108.8 −131.4 7.2 −141.0 −278.4 −418.3 59.0 −42.8 −136.0 −227.4 87.2
Uncertainty 1.4 3.7 2.9 3.6 4.8 3.6 2.4 4.8 4.8 6.0 1.2 4.8
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Table B.20: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the SODFT
routine using the segmented Stuttgart Basis and ECP for compounds: ThBr2 to UF.

ThBr2 ThBr3 ThBr4 ThI4 UO UO2 UO3 UOF4 UO2F2 UO2Cl2 UF
SVWN −23.8 −108.8 −194.6 −129.5 −16.5 −152.2 −250.8 −494.1 −385.4 −295.5 −22.1
BP86 −10.0 −91.3 −172.0 −105.8 −3.1 −127.0 −212.6 −444.7 −342.2 −258.3 −12.0
BLYP −7.1 −83.5 −162.6 −94.6 0.6 −117.6 −198.1 −433.9 −329.7 −245.0 −11.9
PW91 −12.0 −95.2 −177.1 −110.8 −5.0 −129.5 −216.5 −451.5 −347.4 −262.7 −13.4
PBE −11.0 −93.8 −175.5 −109.3 −3.9 −128.1 −214.7 −448.5 −345.1 −260.8 −12.5
TPSS −11.2 −97.5 −181.3 −113.4 9.6 −126.6 −214.4 −447.1 −344.5 −259.2 −13.2
M06-L −6.9 −86.6 −171.7 −104.1 10.6 −108.8 −199.3 −436.9 −333.5 −250.2 −11.0
B3P86 −12.2 −98.3 −182.5 −114.9 −2.1 −118.2 −198.3 −436.4 −334.5 −247.1 −14.8
X3LYP −10.2 −91.2 −173.9 −105.1 4.4 −108.1 −181.9 −424.9 −320.9 −233.4 −15.1
B97-1 −12.1 −94.1 −180.7 −112.7 6.3 −109.4 −191.4 −428.6 −327.5 −242.6 −15.1
B3LYP −9.5 −90.3 −172.7 −103.9 3.7 −109.3 −183.8 −425.2 −321.8 −234.4 −14.9
PBE0 −11.4 −98.8 −183.1 −115.8 1.1 −111.0 −187.8 −427.6 −325.7 −239.1 −13.2
MPW1K −11.7 −102.4 −187.8 −119.3 6.7 −95.0 −165.1 −410.9 −309.0 −220.0 −10.9
BHLYP −10.7 −95.9 −180.9 −110.1 15.6 −81.5 −143.8 −397.8 −292.9 −202.3 −11.0
TPSSH −11.6 −99.3 −184.0 −115.8 −3.9 −120.2 −203.8 −439.0 −337.0 −253.2 −13.4
M06 −5.6 −76.9 −159.8 −92.3 18.6 −95.0 −171.9 −409.5 −309.6 −219.5 −12.5
M06-2X −12.7 −97.5 −182.5 −116.9 6.1 −109.1 −187.8 −435.7 −333.9 −244.8 −22.1
Experiment 9.6 −79.8 −177.3 −110.1 8.4 −114.0 −191.0 −421.4 −323.3 −231.9 −11.2
Uncertainty 4.8 3.6 1.2 1.3 2.4 4.8 3.6 4.8 2.4 3.6 4.8
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Table B.21: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the SODFT
routine using the segmented Stuttgart Basis and ECP for compounds: UF2 to UCl6.

UF2 UF3 UF4 UF5 UF6 UCl UCl2 UCl3 UCl4 UCl5 UCl6
SVWN −151.3 −289.4 −417.1 −522.9 −611.0 32.1 −54.8 −145.9 −222.4 −275.7 −321.6
BP86 −136.8 −266.5 −386.6 −479.2 −553.3 38.0 −47.7 −134.8 −203.9 −245.9 −279.7
BLYP −133.1 −262.9 −381.7 −471.5 −542.9 38.7 −43.3 −130.0 −197.6 −235.5 −266.0
PW91 −140.5 −271.4 −392.4 −486.2 −561.6 37.4 −50.0 −137.8 −207.4 −250.7 −285.6
PBE −138.6 −268.9 −389.4 −482.9 −558.1 38.0 −48.7 −136.1 −205.5 −248.4 −282.8
TPSS −144.5 −273.9 −392.1 −484.3 −555.2 37.3 −52.0 −140.8 −207.2 −246.3 −276.2
M06-L −131.0 −273.4 −394.3 −480.8 −546.3 34.7 −48.5 −148.2 −207.9 −248.6 −277.3
B3P86 −141.3 −272.9 −397.2 −480.9 −543.7 35.6 −51.6 −140.3 −205.5 −235.8 −256.0
X3LYP −137.2 −268.3 −391.9 −473.2 −533.2 35.7 −47.2 −135.4 −200.4 −226.6 −243.0
B97-1 −133.2 −267.2 −391.9 −473.8 −534.8 34.2 −46.5 −139.7 −205.4 −234.2 −253.0
B3LYP −137.1 −267.9 −391.0 −472.5 −532.9 35.9 −47.2 −135.2 −199.9 −226.7 −243.8
PBE0 −139.1 −269.4 −393.7 −475.1 −534.9 36.7 −50.8 −138.6 −203.2 −230.6 −247.1
MPW1K −136.6 −269.0 −395.7 −468.6 −517.0 39.7 −49.7 −138.0 −199.4 −215.9 −218.5
BHLYP −131.7 −264.8 −393.1 −462.3 −505.2 40.1 −44.4 −132.8 −194.3 −203.8 −198.7
TPSSH −141.8 −273.9 −395.3 −481.1 −546.2 36.1 −54.4 −145.0 −210.4 −245.3 −269.4
M06 −121.3 −262.1 −384.0 −463.4 −514.9 38.5 −31.5 −126.4 −183.7 −212.9 −225.2
M06-2X −140.6 −263.4 −398.5 −482.6 −542.7 30.2 −42.5 −124.6 −209.7 −231.8 −246.5
Experiment −129.1 −254.5 −383.6 −457.2 −513.5 44.7 −37.0 −125.0 −194.9 −215.1 −235.5
Uncertainty 6.0 4.8 1.6 3.6 0.5 4.8 4.8 4.8 1.1 3.6 1.2
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Table B.22: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the
SODFT routine using the segmented Stuttgart Basis and ECP for compounds: UBr to NpO2.

UBr UBr2 UBr3 UBr4 UBr5 UI UI2 UI3 UI4 NpO NpO2
SVWN 45.9 −27.4 −104.4 −170.3 −209.3 64.4 5.2 −55.5 −107.4 −11.0 −127.7
BP86 52.8 −17.6 −90.5 −145.2 −171.9 70.9 15.2 −41.0 −80.2 0.1 −108.3
BLYP 54.8 −10.7 −81.1 −133.8 −155.6 73.3 22.7 −31.6 −67.2 6.3 −100.0
PW91 52.1 −20.0 −94.0 −149.1 −177.2 70.2 12.8 −44.4 −84.4 −1.5 −110.1
PBE 52.6 −18.8 −92.2 −147.4 −175.0 70.7 14.0 −43.0 −82.8 −0.5 −108.3
TPSS 51.4 −24.0 −99.9 −153.1 −177.8 69.8 6.7 −52.8 −87.9 −0.6 −116.7
M06-L 55.5 −12.5 −90.1 −137.1 −160.0 70.9 20.5 −44.7 −74.6 6.9 −106.1
B3P86 50.7 −23.8 −105.3 −150.0 −163.1 69.2 9.3 −49.1 −91.1 0.5 −104.0
X3LYP 51.8 −17.3 −97.6 −140.5 −148.6 70.5 15.8 −40.8 −81.7 7.3 −91.8
B97-1 49.8 −17.6 −103.3 −146.7 −158.2 68.3 15.1 −47.2 −88.4 10.6 −96.9
B3LYP 51.9 −17.0 −96.7 −139.7 −148.6 70.5 16.0 −40.4 −79.6 6.9 −92.8
PBE0 51.8 −23.5 −106.2 −148.9 −158.5 70.1 9.4 −49.2 −91.9 2.5 −98.1
MPW1K 54.3 −23.9 −112.5 −148.7 −145.0 72.7 9.5 −50.4 −96.0 3.3 −93.6
BHLYP 56.1 −16.9 −106.0 −139.6 −127.6 75.0 17.4 −41.2 −86.3 10.4 −81.1
TPSSH 51.0 −24.9 −105.1 −152.9 −170.8 69.4 5.5 −53.5 −87.0 1.3 −110.4
M06 56.0 1.4 −85.1 −118.5 −123.8 74.8 34.8 −26.0 −63.7 19.4 −88.8
M06-2X 44.9 −15.2 −125.1 −154.3 −158.5 71.3 10.6 −42.8 −93.5 17.6 −83.9
Experiment 58.6 −9.6 −88.7 −144.7 −154.9 81.7 24.6 −32.7 −72.9 −4.0 −109.2
Uncertainty 3.6 3.6 4.8 1.1 3.6 6.0 6.0 6.0 1.4 2.4 4.8
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Table B.23: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the SODFT
routine using the segmented Stuttgart Basis and ECP for compounds: NpF to PuF.

NpF NpF2 NpF3 NpF4 NpF6 NpCl3 NpCl4 PuO PuO2 PuO3 PuF
SVWN −22.4 −152.4 −280.5 −390.9 −560.7 −141.0 −204.7 −16.9 −123.8 −180.8 −35.4
BP86 −15.1 −139.3 −261.3 −363.7 −507.9 −131.8 −184.8 −8.3 −103.6 −151.0 −23.9
BLYP −15.5 −136.6 −258.3 −360.5 −498.5 −127.7 −179.9 −3.5 −87.9 −139.7 −29.1
PW91 −16.4 −142.7 −265.8 −368.8 −515.5 −134.5 −188.1 −9.7 −105.8 −153.0 −26.7
PBE −15.5 −140.6 −262.9 −365.3 −511.5 −132.5 −185.7 −8.4 −103.9 −150.3 −25.4
TPSS −17.0 −146.2 −270.9 −377.1 −514.0 −140.4 −195.1 −14.2 −99.7 −157.8 −29.8
M06-L −18.1 −134.9 −266.1 −378.6 −507.1 −146.6 −198.3 2.6 −94.3 −133.9 −17.9
B3P86 −3.3 −148.3 −272.7 −375.5 −492.2 −141.3 −190.4 −6.7 −91.5 −123.5 −26.2
X3LYP −22.1 −145.2 −268.4 −372.4 −482.3 −137.4 −186.6 −1.3 −79.7 −109.8 −21.6
B97-1 7.2 −139.0 −266.2 −369.0 −481.2 −140.0 −189.6 3.1 −84.3 −114.9 −16.4
B3LYP 1.3 −144.3 −267.3 −370.7 −482.1 −136.6 −185.4 −1.6 −80.8 −111.9 −21.7
PBE0 −2.9 −148.6 −271.5 −373.9 −483.2 −142.2 −190.8 −4.5 −84.5 −111.3 −26.0
MPW1K −4.2 −158.4 −283.0 −386.5 −468.5 −151.9 −199.9 −3.6 −77.2 −94.7 −27.7
BHLYP 2.6 −158.2 −282.9 −389.5 −458.9 −150.7 −199.6 1.1 −64.6 −81.1 −22.4
TPSSH −6.6 −148.5 −273.3 −378.3 −502.2 −147.0 −200.4 −11.6 −99.8 −140.4 −29.6
M06 17.4 −134.3 −264.2 −365.3 −472.1 −127.3 −163.3 13.5 −75.3 −97.0 −6.1
M06-2X 5.4 −133.5 −256.7 −340.5 −451.5 −129.1 −166.1 16.0 −66.2 −68.1 −20.7
Experiment −19.1 −137.4 −266.5 −373.1 −459.3 −140.8 −188.1 −12.4 −102.3 −135.7 −26.9
Uncertainty 6.0 7.2 6.0 5.3 4.8 2.5 1.1 3.6 4.8 3.5 2.4
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Table B.24: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the
SODFT routine using the segmented Stuttgart Basis and ECP for compounds: PuF2 to AmF3.

PuF2 PuF3 PuF4 PuF6 PuCl3 PuCl4 PuBr3 PuI3 AmO AmF3
SVWN −156.0 −274.5 −373.8 −508.9 −141.0 −193.6 −106.0 −56.2 −10.0 −266.7
BP86 −143.1 −257.5 −347.5 −455.4 −135.3 −179.4 −92.8 −46.6 −2.3 −246.5
BLYP −140.2 −254.2 −345.1 −447.0 −131.3 −175.3 −85.4 −38.2 2.2 −243.3
PW91 −146.5 −261.6 −351.9 −462.3 −137.6 −182.0 −95.5 −49.3 −3.7 −250.2
PBE −144.4 −258.6 −348.2 −458.1 −135.6 −179.4 −93.7 −47.7 −2.3 −247.3
TPSS −150.2 −268.2 −360.6 −461.8 −144.7 −188.7 −106.1 −58.6 −7.4 −255.1
M06-L −139.9 −265.8 −353.6 −448.4 −146.3 −186.9 −93.9 −44.7 11.6 −252.2
B3P86 −147.1 −269.5 −357.1 −432.0 −143.2 −179.2 −103.8 −54.8 2.8 −258.0
X3LYP −143.8 −265.1 −354.5 −422.4 −139.7 −176.1 −97.5 −48.0 8.2 −253.6
B97-1 −138.6 −262.9 −350.7 −420.6 −141.7 −177.9 −100.8 −51.8 11.6 −251.9
B3LYP −143.3 −263.9 −352.8 −422.6 −138.7 −175.0 −96.2 −46.8 7.6 −252.6
PBE0 −145.7 −268.0 −354.8 −420.5 −143.5 −177.8 −105.5 −56.4 6.0 −256.2
MPW1K −151.3 −279.4 −367.5 −401.9 −152.4 −184.3 −117.8 −66.3 8.8 −267.2
BHLYP −151.8 −279.6 −372.2 −392.4 −151.8 −185.7 −114.7 −62.0 13.9 −267.6
TPSSH −149.9 −270.3 −360.4 −445.5 −149.8 −190.6 −108.5 −60.3 −3.2 −256.9
M06 −132.6 −260.5 −345.1 −411.0 −129.7 −160.2 −81.7 −31.7 24.3 −250.6
M06-2X −133.0 −252.8 −321.5 −374.9 −131.3 −145.0 −90.8 −44.4 26.3 −236.8
Experiment −146.8 −279.1 −370.0 −433.2 −154.7 −189.3 −116.6 −72.9 −3.5 −276.4
Uncertainty 1.4 0.9 5.3 4.8 0.5 2.4 3.6 3.6 12.0 4.0
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Table B.25: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the SODFT
routine using the atomic natural orbital (ANO) Stuttgart Basis and ECP for compounds: ThO to ThBr.

ThO ThO2 ThOF ThF ThF2 ThF3 ThF4 ThCl ThCl2 ThCl3 ThCl4 ThBr
SVWN −24.8 −132.5 −156.2 −8.3 −163.9 −301.6 −441.6 44.2 −55.5 −149.6 −243.7 74.2
BP86 −10.6 −113.1 −137.4 1.2 −143.0 −278.3 −412.9 50.9 −43.5 −137.2 −227.6 82.0
BLYP −8.8 −107.0 −133.4 1.1 −142.5 −276.0 −410.3 51.5 −42.2 −132.8 −223.0 83.5
PW91 −12.1 −117.2 −141.3 −0.8 −146.7 −284.0 −419.8 49.8 −45.4 −140.7 −232.5 81.0
PBE −11.3 −115.2 −139.5 0.1 −145.1 −281.5 −416.7 50.3 −46.5 −139.2 −230.6 81.4
TPSS −8.8 −118.1 −139.6 0.5 −142.6 −282.1 −419.3 52.1 −41.8 −139.7 −232.1 64.4
M06-L −8.9 −112.0 −132.4 1.5 −143.2 −278.5 −424.4 50.5 −46.2 −140.4 −239.8 69.2
B3P86 −9.8 −112.2 −139.6 0.4 −146.7 −287.2 −426.2 51.2 −44.5 −141.8 −234.3 82.0
X3LYP −7.8 −103.3 −134.3 0.6 −146.3 −283.6 −421.8 51.6 −43.7 −137.2 −229.5 83.1
B97-1 −8.8 −108.1 −132.6 1.9 −144.9 −279.7 −421.4 50.7 −45.1 −138.3 −234.8 81.7
B3LYP −7.7 −104.0 −134.2 0.6 −145.4 −282.6 −420.5 51.8 −43.1 −136.7 −228.7 83.3
PBE0 −7.2 −107.2 −136.9 1.5 −145.3 −285.7 −424.1 52.0 −43.4 −141.5 −234.1 82.4
MPW1K −3.3 −102.0 −135.3 2.8 −145.4 −289.7 −430.9 53.1 −42.2 −143.2 −236.2 83.9
BHLYP −0.2 −90.8 −128.7 5.2 −145.2 −286.8 −428.6 54.2 −40.9 −137.7 −231.0 86.4
TPSSH −7.7 −114.7 −138.5 4.2 −143.1 −283.7 −422.1 51.3 −44.2 −144.1 −238.1 80.6
M06 −10.3 −103.0 −127.3 −0.9 −145.9 −274.6 −420.1 52.9 −41.4 −123.8 −219.9 89.7
M06-2X −15.7 −107.2 −142.1 −6.2 −157.8 −296.1 −435.9 42.2 −55.1 −150.4 −242.1 75.7
Experiment −6.2 −108.8 −131.4 7.2 −141.0 −278.4 −418.3 59.0 −42.8 −136.0 −227.4 87.2
Uncertainty 1.4 3.7 2.9 3.6 4.8 3.6 2.4 4.8 4.8 6.0 1.2 4.8
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Table B.26: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the SODFT
routine using the atomic natural orbital (ANO) Stuttgart Basis and ECP for compounds: ThBr2 to UF.

ThBr2 ThBr3 ThBr4 ThI4 UO UO2 UO3 UOF4 UO2F2 UO2Cl2 UF
SVWN −20.9 −105.8 −191.3 −127.0 −0.8 −144.7 −241.6 −482.4 −375.0 −286.9 −19.5
BP86 −8.1 −89.0 −169.4 −104.1 12.3 −119.5 −203.4 −433.1 −331.8 −249.8 −9.7
BLYP −4.8 −81.0 −159.7 −92.8 16.2 −109.6 −188.6 −422.1 −319.0 −236.2 −9.5
PW91 −9.9 −92.9 −174.5 −109.1 10.4 −121.9 −207.3 −439.8 −337.0 −254.1 −11.0
PBE −9.0 −91.5 −172.9 −107.7 11.4 −120.5 −205.5 −436.8 −334.7 −252.3 −10.1
TPSS −9.2 −95.3 −178.8 −111.8 14.0 −119.3 −205.4 −435.5 −334.4 −250.8 −12.0
M06-L −4.6 −84.2 −168.8 −102.1 14.8 −103.5 −190.3 −425.1 −323.2 −241.7 −13.4
B3P86 −9.3 −95.2 −178.9 −113.1 14.4 −103.3 −189.6 −424.6 −324.6 −238.9 −13.8
X3LYP −7.0 −87.8 −170.2 −103.2 22.1 −90.3 −172.6 −412.6 −310.4 −224.6 −13.9
B97-1 −9.1 −91.0 −177.1 −110.9 23.6 −97.5 −182.4 −416.6 −317.3 −234.1 −13.8
B3LYP −6.5 −87.0 −169.0 −102.0 20.9 −91.8 −174.7 −413.2 −311.5 −225.9 −13.8
PBE0 −8.7 −96.0 −179.8 −114.4 18.6 −96.0 −178.8 −415.4 −315.4 −230.6 −11.9
MPW1K −8.5 −99.1 −184.0 −117.8 27.6 −83.9 −155.3 −397.6 −298.0 −210.7 −9.0
BHLYP −5.5 −90.7 −175.0 −106.8 38.4 −68.2 −133.4 −383.8 −281.3 −192.3 −9.1
TPSSH −9.3 −96.8 −181.1 −114.3 14.5 −109.6 −197.3 −429.4 −329.2 −247.1 −14.9
M06 −0.1 −71.4 −153.6 −87.9 37.6 −86.9 −163.2 −397.3 −299.5 −211.1 −12.8
M06-2X −21.6 −106.8 −190.9 −127.9 17.8 −89.5 −174.4 −418.4 −319.1 −232.0 −14.3
Experiment 9.6 −79.8 −177.3 −110.1 8.4 −114.0 −191.0 −421.4 −323.3 −231.9 −11.2
Uncertainty 4.8 3.6 1.2 1.3 2.4 4.8 3.6 4.8 2.4 3.6 4.8

156



Table B.27: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the SODFT
routine using the atomic natural orbital (ANO) Stuttgart Basis and ECP for compounds: UF2 to UCl6.

UF2 UF3 UF4 UF5 UF6 UCl UCl2 UCl3 UCl4 UCl5 UCl6
SVWN −147.6 −284.1 −409.7 −512.1 −597.1 44.6 −51.7 −142.1 −218.2 −270.5 −317.2
BP86 −133.2 −261.1 −378.6 −468.4 −539.4 49.5 −44.7 −131.1 −197.1 −240.5 −275.1
BLYP −129.4 −257.3 −373.4 −460.5 −528.8 50.9 −40.0 −126.1 −190.4 −229.9 −261.0
PW91 −136.9 −265.9 −384.3 −475.4 −547.7 49.1 −46.9 −134.1 −200.7 −245.3 −281.0
PBE −135.0 −263.4 −381.3 −472.1 −544.2 49.7 −45.6 −132.3 −198.8 −242.9 −278.1
TPSS −141.1 −268.8 −385.8 −473.6 −541.4 45.5 −47.6 −138.9 −201.1 −241.1 −271.6
M06-L −127.7 −267.6 −384.4 −469.8 −532.3 34.8 −43.4 −144.8 −202.5 −242.9 −272.3
B3P86 −138.8 −268.9 −389.9 −470.2 −529.7 50.0 −49.5 −137.7 −199.7 −230.6 −251.3
X3LYP −134.3 −263.8 −384.1 −462.1 −518.7 50.6 −44.7 −132.3 −194.0 −220.7 −237.7
B97-1 −130.4 −263.0 −384.4 −462.9 −520.6 49.0 −44.2 −136.8 −199.6 −228.5 −247.8
B3LYP −134.4 −263.6 −383.4 −461.6 −518.7 50.2 −44.8 −132.3 −193.8 −221.1 −238.8
PBE0 −136.2 −265.1 −392.1 −464.0 −520.5 52.3 −48.3 −135.7 −197.4 −224.9 −241.8
MPW1K −133.5 −264.7 −387.9 −456.6 −501.4 59.3 −47.0 −134.9 −193.4 −209.1 −212.0
BHLYP −128.5 −260.2 −384.8 −449.8 −488.9 61.1 −41.4 −129.3 −187.7 −196.3 −191.3
TPSSH −141.1 −271.8 −389.6 −472.6 −534.5 47.6 −54.1 −145.2 −207.9 −242.2 −266.9
M06 −118.3 −257.1 −375.5 −452.0 −500.4 57.4 −28.9 −123.5 −178.2 −207.1 −220.2
M06-2X −134.4 −253.6 −389.9 −466.9 −523.1 40.6 −42.4 −123.0 −202.5 −221.8 −236.8
Experiment −129.1 −254.5 −383.6 −457.2 −513.5 44.7 −37.0 −125.0 −194.9 −215.1 −235.5
Uncertainty 6.0 4.8 1.6 3.6 0.5 4.8 4.8 4.8 1.1 3.6 1.2
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Table B.28: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the
SODFT routine using the atomic natural orbital (ANO) Stuttgart Basis and ECP for compounds:
UBr to NpO2.

UBr UBr2 UBr3 UBr4 UBr5 UI UI2 UI3 UI4 NpO NpO2
SVWN 47.8 −25.1 −103.5 −166.9 −206.6 66.0 6.9 −54.9 −105.1 −3.6 −125.3
BP86 54.7 −15.0 −88.5 −141.8 −169.1 72.4 16.2 −39.3 −79.5 4.7 −104.6
BLYP 57.0 −8.0 −79.8 −130.2 −152.7 74.8 23.8 −29.8 −66.5 10.9 −95.9
PW91 54.1 −17.3 −91.8 −145.7 −174.3 71.8 14.0 −42.6 −83.3 3.0 −107.0
PBE 54.6 −16.1 −90.2 −144.0 −172.1 72.3 15.1 −41.3 −81.7 4.1 −105.5
TPSS 53.2 −21.8 −98.2 −149.6 −175.0 69.7 8.2 −50.5 −85.6 −4.6 −110.8
M06-L 54.2 −9.6 −90.7 −134.0 −154.6 69.7 21.6 −39.0 −71.1 19.2 −100.1
B3P86 46.5 −21.4 −102.6 −152.6 −160.4 63.6 10.0 −48.6 −88.8 0.5 −97.1
X3LYP 47.7 −14.8 −94.3 −142.8 −145.5 64.9 16.9 −40.0 −78.0 12.1 −84.8
B97-1 46.0 −15.2 −100.1 −149.7 −155.2 63.0 15.9 −46.5 −85.7 15.1 −90.3
B3LYP 48.0 −14.8 −93.6 −141.9 −145.6 65.2 16.8 −39.6 −76.7 7.3 −85.8
PBE0 47.1 −20.6 −103.0 −152.0 −155.3 64.0 10.4 −48.4 −80.2 7.5 −91.1
MPW1K 47.2 −21.1 −107.3 −154.0 −140.8 64.1 10.7 −49.3 −89.3 7.5 −87.2
BHLYP 48.1 −13.6 −100.0 −145.6 −122.8 65.1 18.8 −40.0 −78.9 14.0 −75.1
TPSSH 47.6 −25.4 −105.0 −154.4 −170.1 63.5 4.4 −55.0 −90.0 4.9 −104.8
M06 50.9 4.2 −79.3 −121.9 −120.4 67.2 36.0 −24.2 −58.3 24.4 −81.8
M06-2X 61.4 −20.1 −116.8 −150.1 −151.0 74.4 14.9 −36.9 −83.4 22.3 −75.9
Experiment 58.6 −9.6 −88.7 −144.7 −154.9 81.7 24.6 −32.7 −72.9 −4.0 −109.2
Uncertainty 3.6 3.6 4.8 1.1 3.6 6.0 6.0 6.0 1.4 2.4 4.8
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Table B.29: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the SODFT
routine using the atomic natural orbital (ANO) Stuttgart Basis and ECP for compounds: NpF to PuF.

NpF NpF2 NpF3 NpF4 NpF6 NpCl3 NpCl4 PuO PuO2 PuO3 PuF
SVWN −20.3 −149.1 −275.3 −382.6 −546.8 −138.2 −197.3 −11.7 −115.9 −170.2 −31.4
BP86 −12.5 −134.4 −255.8 −355.4 −493.6 −128.7 −182.6 −0.4 −95.7 −140.4 −23.8
BLYP −12.8 −131.7 −253.0 −352.1 −484.1 −124.6 −177.7 4.4 −87.1 −128.9 −26.7
PW91 −13.9 −137.8 −257.7 −360.5 −501.2 −131.4 −185.7 −1.8 −98.0 −142.5 −25.4
PBE −12.9 −135.8 −254.8 −357.1 −497.2 −129.5 −183.3 −0.4 −96.0 −139.8 −24.2
TPSS −15.2 −142.1 −263.2 −369.2 −500.5 −138.9 −193.2 −7.2 −101.7 −147.0 −28.5
M06-L −11.8 −135.6 −260.9 −368.8 −493.2 −141.5 −198.1 10.1 −86.5 −122.7 −23.2
B3P86 −1.6 −143.0 −264.8 −366.4 −476.6 −138.2 −185.8 0.8 −83.8 −112.3 −25.0
X3LYP 4.0 −139.9 −260.9 −363.0 −466.6 −134.1 −182.1 6.2 −71.4 −98.1 −20.2
B97-1 8.4 −134.2 −258.9 −360.4 −465.9 −136.9 −185.1 10.3 −76.5 −103.7 −15.3
B3LYP 3.7 −139.0 −259.6 −361.4 −466.4 −133.0 −180.9 6.0 −72.7 −100.3 −20.3
PBE0 −1.1 −143.2 −263.9 −364.5 −467.2 −138.9 −185.6 −1.2 −80.8 −104.2 −29.0
MPW1K −2.3 −154.2 −276.9 −377.4 −452.4 −149.4 −194.0 2.6 −69.0 −83.0 −26.4
BHLYP 2.6 −155.3 −277.5 −381.0 −443.1 −148.9 −194.4 7.8 −55.8 −68.7 −21.0
TPSSH −16.2 −144.2 −264.5 −370.9 −488.1 −144.7 −197.5 −4.9 −92.7 −129.3 −28.3
M06 18.9 −129.1 −256.3 −355.5 −456.3 −123.2 −168.6 19.0 −74.6 −92.9 −11.8
M06-2X 7.3 −121.7 −241.6 −343.4 −433.0 −124.4 −150.4 28.5 −56.5 −54.9 −18.3
Experiment −19.1 −137.4 −266.5 −373.1 −459.3 −140.8 −188.1 −12.4 −102.3 −135.7 −26.9
Uncertainty 6.0 7.2 6.0 5.3 4.8 2.5 1.1 3.6 4.8 3.5 2.4
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Table B.30: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) with the
SODFT routine using the atomic natural orbital (ANO) Stuttgart Basis and ECP for compounds:
PuF2 to AmF3.

PuF2 PuF3 PuF4 PuF6 PuCl3 PuCl4 PuBr3 PuI3 AmO AmF3
SVWN −155.9 −271.3 −364.0 −493.7 −136.8 −187.6 −103.0 −58.0 −14.4 −290.1
BP86 −141.3 −251.1 −337.5 −440.6 −130.9 −173.2 −90.2 −43.8 −4.8 −270.2
BLYP −138.1 −247.5 −334.9 −431.7 −126.7 −168.8 −82.7 −35.4 −1.6 −267.1
PW91 −144.8 −252.4 −341.9 −447.4 −133.3 −175.8 −92.9 −46.6 −5.4 −272.6
PBE −142.8 −249.5 −338.3 −443.1 −131.3 −173.2 −91.2 −44.9 −3.8 −269.3
TPSS −148.2 −259.5 −350.0 −445.9 −139.3 −182.1 −103.1 −56.2 −7.8 −277.1
M06-L −138.8 −255.8 −342.6 −432.5 −141.2 −179.7 −90.2 −41.4 12.0 −277.1
B3P86 −145.7 −259.6 −346.4 −415.3 −138.5 −171.9 −99.9 −51.5 −1.1 −280.3
X3LYP −144.4 −255.3 −343.4 −405.1 −134.6 −168.4 −93.5 −44.2 3.2 −275.1
B97-1 −137.4 −256.5 −340.0 −403.7 −136.9 −170.6 −97.0 −48.0 8.1 −272.7
B3LYP −141.3 −254.1 −341.8 −405.4 −133.6 −167.5 −92.2 −27.4 2.8 −274.4
PBE0 −148.6 −262.1 −348.1 −407.8 −142.9 −174.5 −106.3 −40.7 2.9 −276.4
MPW1K −151.0 −268.3 −356.1 −383.9 −147.3 −176.1 −114.2 −63.8 4.8 −286.8
BHLYP −151.3 −268.5 −360.3 −373.8 −146.3 −176.9 −110.9 −59.3 8.6 −286.7
TPSSH −147.8 −261.6 −349.6 −428.9 −144.9 −183.4 −105.1 −57.2 −4.3 −278.6
M06 −134.6 −254.9 −341.0 −401.2 −131.9 −159.7 −85.3 −34.8 22.1 −274.9
M06-2X −131.7 −243.6 −307.3 −355.1 −116.6 −135.2 −82.2 −37.3 25.9 −259.0
Experiment −146.8 −279.1 −370.0 −433.2 −154.7 −189.3 −116.6 −72.9 −3.5 −276.4
Uncertainty 1.4 0.9 5.3 4.8 0.5 2.4 3.6 3.6 12.0 4.0
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Table B.31: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) at the third-order
Douglas-Kroll-Hess level with the all-electron cc-pVTZ-DK basis for compounds: ThO to ThBr.

ThO ThO2 ThOF ThF ThF2 ThF3 ThF4 ThCl ThCl2 ThCl3 ThCl4 ThBr
SVWN −28.7 −138.1 −160.8 −11.2 −149.9 −305.6 −446.4 42.4 −58.5 −154.1 −248.8 56.8
BP86 9.6 −116.6 −140.2 −1.1 −135.6 −280.9 −416.4 49.5 −45.6 −140.3 −231.3 65.2
BLYP −11.0 −110.2 −136.2 −1.9 −133.2 −278.7 −413.9 50.1 −44.4 −135.6 −226.4 67.0
PW91 −14.0 −120.4 −143.9 10.7 −139.6 −286.5 −423.3 48.6 −49.7 −143.5 −235.8 64.3
PBE −13.3 −118.7 −142.3 8.1 −138.0 −284.0 −420.3 49.1 −46.1 −141.9 −234.0 64.7
TPSS −10.2 −121.5 −141.9 0.2 −146.2 −283.9 −422.3 49.8 −45.9 −146.1 −240.6 65.3
M06-L −9.7 −116.4 −135.2 −0.1 −140.3 −280.3 −427.6 49.7 −46.5 −142.8 −243.9 68.5
B3P86 −12.7 −116.4 −143.1 6.7 −141.3 −290.3 −430.3 49.7 −47.3 −145.6 −238.9 64.8
X3LYP −10.7 −107.3 −137.8 12.4 −138.0 −286.8 −426.0 50.0 −46.8 −140.8 −233.8 66.2
B97-1 −11.8 −112.9 −136.5 −2.0 −132.2 −283.0 −425.7 49.0 −48.1 −141.9 −239.2 64.7
B3LYP −10.6 −107.9 −137.6 −2.4 −137.5 −285.8 −424.7 50.2 −46.2 −140.2 −232.9 66.5
PBE0 −9.7 −111.1 −140.1 5.9 −140.5 −288.6 −428.1 50.8 −45.7 −144.9 −238.2 65.7
MPW1K −6.1 −106.2 −138.8 4.2 −143.1 −293.1 −435.2 51.7 −47.7 −147.3 −241.2 66.1
BHLYP −5.1 −96.9 −134.2 −2.5 −140.7 −292.0 −434.8 51.1 −46.2 −143.5 −237.7 66.6
TPSSH −9.4 −118.3 −141.1 8.2 −138.7 −285.8 −425.3 50.1 −46.7 −147.0 −241.8 65.4
M06 −15.1 −112.2 −134.8 −3.1 −147.4 −282.5 −429.9 50.5 −46.6 −131.9 −229.7 68.5
M06-2X −5.5 −96.3 −132.1 17.9 −145.1 −286.8 −427.4 51.2 −52.8 −141.6 −234.2 65.5
B2PLYP −16.0 −114.7 −142.5 12.0 −139.1 −290.1 −431.8 61.2 −43.9 −146.4 −242.3 64.3
Experiment −6.2 −108.8 −131.4 7.2 −141.0 −278.4 −418.3 59.0 −42.8 −136.0 −227.4 87.2
Uncertainty 1.4 3.7 2.9 3.6 4.8 3.6 2.4 4.8 4.8 6.0 1.2 4.8
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Table B.32: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) at the third-order
Douglas-Kroll-Hess level with the all-electron cc-pVTZ-DK basis for compounds: ThBr2 to UF.

ThBr2 ThBr3 ThBr4 ThI4 UO UO2 UO3 UOF4 UO2F2 UO2Cl2 UF
SVWN −25.3 −110.6 −196.6 −132.0 −10.3 −134.0 −247.4 −488.2 −382.1 −292.3 −18.3
BP86 −12.8 −92.1 −173.1 −107.4 −0.4 −110.4 −211.2 −438.5 −338.0 −254.0 −9.3
BLYP −8.6 −83.8 −163.1 −96.0 5.2 −99.4 −198.8 −428.2 −325.6 −240.6 −9.5
PW91 −14.8 −95.6 −177.8 −112.0 −2.6 −114.0 −215.1 −445.9 −343.8 −258.6 −10.9
PBE −13.8 −94.3 −176.3 −110.7 −1.3 −112.0 −212.9 −442.4 −341.0 −256.4 −9.7
TPSS −15.4 −97.8 −182.2 −114.5 −10.6 −122.8 −218.1 −445.7 −345.7 −263.0 −16.6
M06-L −6.0 −85.9 −171.7 −105.9 −0.7 −115.9 −195.7 −429.8 −329.4 −246.2 −23.2
B3P86 −15.1 −98.5 −182.9 −115.1 5.2 −114.8 −199.5 −436.1 −336.9 −249.2 −17.8
X3LYP −11.1 −90.8 −173.8 −104.9 2.3 −101.1 −184.0 −424.3 −322.7 −234.5 −17.7
B97-1 −13.1 −94.0 −180.9 −112.9 3.9 −109.0 −192.4 −426.9 −328.6 −243.2 −17.6
B3LYP −10.6 −90.0 −172.7 −103.9 1.6 −102.2 −186.0 −424.3 −323.2 −235.3 −17.4
PBE0 −14.7 −98.7 −183.2 −115.7 −2.5 −109.4 −189.7 −429.0 −329.8 −242.7 −16.9
MPW1K −16.4 −102.2 −187.7 −118.8 12.9 −103.0 −169.7 −417.7 −318.7 −229.3 −16.4
BHLYP −12.7 −95.3 −180.3 −109.4 10.5 −87.5 −149.8 −405.0 −303.0 −211.7 −16.9
TPSSH −15.8 −99.4 −184.5 −116.2 −6.8 −117.4 −204.5 −436.1 −336.9 −253.0 −15.7
M06 −4.8 −77.9 −161.8 −95.3 7.7 −107.0 −176.7 −416.0 −318.1 −227.0 −23.8
M06-2X −16.4 −96.7 −182.4 −116.3 25.3 −85.5 −172.0 −422.3 −321.6 −231.9 −1.2
B2PLYP 1.9 −99.5 −187.0 −120.2 6.8 −110.5 −215.9 −448.9 −347.5 −262.5 −18.7
Experiment 9.6 −79.8 −177.3 −110.1 8.4 −114.0 −191.0 −421.4 −323.3 −231.9 −11.2
Uncertainty 4.8 3.6 1.2 1.3 2.4 4.8 3.6 4.8 2.4 3.6 4.8
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Table B.33: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) at the third-order
Douglas-Kroll-Hess level with the all-electron cc-pVTZ-DK basis for compounds: UF2 to UCl6.

UF2 UF3 UF4 UF5 UF6 UCl UCl2 UCl3 UCl4 UCl5 UCl6
SVWN −146.5 −285.5 −408.1 −516.5 −603.5 34.6 −49.9 −140.8 −215.6 −269.5 −316.1
BP86 −131.5 −262.4 −378.1 −472.5 −545.7 40.1 −42.7 −130.1 −195.2 −239.1 −273.3
BLYP −127.8 −259.1 −374.2 −465.3 −535.9 40.8 −38.1 −125.1 −188.5 −228.7 −259.5
PW91 −135.6 −267.8 −384.3 −480.2 −554.7 39.3 −45.3 −133.2 −198.8 −244.1 −279.3
PBE −133.4 −264.8 −380.9 −476.4 −550.6 40.2 −43.6 −131.2 −196.4 −241.2 −275.9
TPSS −142.7 −276.6 −392.9 −482.8 −551.9 31.4 −56.2 −147.1 −206.3 −251.7 −282.3
M06-L −139.2 −280.1 −388.3 −475.4 −537.0 30.7 −54.6 −152.0 −198.2 −237.4 −268.7
B3P86 −143.3 −276.0 −394.5 −480.7 −542.1 32.9 −52.5 −141.8 −206.6 −228.9 −255.4
X3LYP −134.9 −270.8 −389.3 −472.6 −531.3 33.5 −47.4 −136.1 −200.2 −219.9 −241.5
B97-1 −131.5 −269.8 −388.6 −472.4 −531.4 32.0 −46.9 −140.5 −205.2 −225.7 −250.4
B3LYP −138.1 −270.1 −388.2 −471.6 −530.7 33.7 −47.3 −135.7 −199.6 −219.8 −242.2
PBE0 −137.7 −273.9 −392.3 −476.4 −534.9 33.6 −52.4 −141.1 −205.8 −225.0 −247.3
MPW1K −135.0 −277.6 −398.2 −475.0 −522.3 34.5 −53.8 −143.2 −206.7 −216.3 −223.9
BHLYP −125.2 −273.8 −396.2 −469.1 −511.0 34.9 −48.2 −137.7 −201.8 −204.1 −204.3
TPSSH −142.3 −276.0 −391.2 −478.4 −541.4 32.7 −55.3 −146.0 −195.0 −236.7 −266.2
M06 −122.0 −275.9 −387.9 −470.0 −520.4 34.5 −41.8 −135.7 −196.5 −211.3 −228.4
M06-2X −132.3 −252.6 −390.1 −471.9 −530.0 38.4 −35.3 −121.2 −196.9 −216.1 −232.0
B2PLYP −128.0 −273.2 −394.9 −482.8 −551.6 31.7 −49.8 −139.9 −209.1 −238.6 −287.0
Experiment −129.1 −254.5 −383.6 −457.2 −513.5 44.7 −37.0 −125.0 −194.9 −215.1 −235.5
Uncertainty 6.0 4.8 1.6 3.6 0.5 4.8 4.8 4.8 1.1 3.6 1.2

163



Table B.34: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) at the
third-order Douglas-Kroll-Hess level with the all-electron cc-pVTZ-DK basis for compounds:
UBr to NpO2.

UBr UBr2 UBr3 UBr4 UBr5 UI UI2 UI3 UI4 NpO NpO2
SVWN 48.8 −23.5 −100.4 −164.7 −204.5 67.1 9.6 −53.0 −102.3 −7.9 −121.4
BP86 55.5 −12.4 −82.9 −138.1 −166.7 73.5 20.5 −39.5 −74.8 3.4 −105.8
BLYP 57.4 −5.1 −73.7 −126.3 −150.5 75.7 28.4 −27.6 −62.0 8.7 −97.5
PW91 54.6 −15.1 −86.4 −142.0 −172.0 72.7 17.9 −40.5 −78.9 1.7 −107.9
PBE 55.5 −13.7 −84.6 −139.9 −169.3 73.5 19.1 −38.9 −77.1 3.0 −106.0
TPSS 46.7 −24.2 −97.0 −151.3 −178.5 65.0 9.3 −53.5 −87.9 0.4 −91.7
M06-L 49.3 −7.8 −84.3 −132.9 −154.0 67.3 24.4 −47.5 −76.0 11.3 −95.2
B3P86 47.6 −21.1 −100.4 −150.2 −163.4 66.1 12.7 −50.4 −83.0 19.6 −96.9
X3LYP 49.2 −13.5 −91.5 −139.7 −148.2 67.9 20.7 −41.2 −71.6 26.8 −85.0
B97-1 47.3 −14.7 −97.3 −145.7 −156.9 65.8 18.8 −47.9 −79.2 31.6 −88.6
B3LYP 49.4 −13.5 −91.0 −138.9 −148.0 68.0 20.7 −40.7 −70.9 25.2 −85.5
PBE0 48.1 −20.8 −100.6 −149.5 −159.6 66.5 12.8 −51.2 −77.8 25.3 −92.1
MPW1K 48.4 −21.6 −104.5 −152.6 −150.2 66.8 12.4 −54.8 −84.3 38.7 −90.1
BHLYP 49.7 −13.3 −96.1 −143.3 −132.9 68.5 21.5 −45.4 −73.0 50.1 −78.4
TPSSH 47.6 −22.5 −88.3 −152.3 −169.8 66.1 11.4 −53.8 −85.7 8.5 −102.6
M06 52.0 1.9 −84.1 −127.8 −129.1 70.3 35.2 −33.4 −60.9 36.3 −87.0
M06-2X 52.1 −11.2 −89.7 −140.9 −151.6 69.8 20.8 −39.8 −75.5 68.7 −79.5
B2PLYP 46.4 −17.1 −99.6 −153.5 −178.3 64.9 16.7 −50.1 −87.9 46.5 −95.2
Experiment 58.6 −9.6 −88.7 −144.7 −154.9 81.7 24.6 −32.7 −72.9 −4.0 −109.2
Uncertainty 3.6 3.6 4.8 1.1 3.6 6.0 6.0 6.0 1.4 2.4 4.8
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Table B.35: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) at the third-order
Douglas-Kroll-Hess level with the all-electron cc-pVTZ-DK basis for compounds: NpF to PuF.

NpF NpF2 NpF3 NpF4 NpF6 NpCl3 NpCl4 PuO PuO2 PuO3 PuF
SVWN −12.2 −149.4 −277.9 −384.3 −555.8 −137.2 −191.5 −12.9 −110.2 −174.0 −33.1
BP86 −0.2 −135.1 −257.0 −356.4 −501.2 −128.1 −174.0 −3.1 −91.6 −144.4 −27.3
BLYP 19.6 −132.4 −254.2 −352.9 −492.5 −123.8 −168.6 2.3 −84.4 −133.3 −20.2
PW91 −5.9 −138.8 −261.9 −362.0 −509.4 −130.8 −177.1 −4.7 −93.2 −146.9 −30.1
PBE −4.8 −136.7 −258.9 −359.2 −504.9 −128.7 −174.7 −3.4 −90.9 −143.8 −29.0
TPSS −4.8 −141.9 −267.5 −367.6 −505.9 −141.8 −195.8 −5.9 −85.6 −152.1 −29.1
M06-L 2.8 −140.4 −272.0 −378.1 −495.4 −149.2 −183.6 13.3 −94.4 −130.5 −18.4
B3P86 −5.9 −143.1 −269.3 −369.6 −487.8 −137.6 −160.7 16.7 −95.5 −120.7 −28.2
X3LYP −0.8 −140.5 −265.6 −366.3 −478.5 −133.8 −155.0 24.4 −83.3 −106.9 −23.1
B97-1 4.8 −132.4 −261.1 −360.6 −473.5 −134.0 −155.9 28.2 −87.0 −108.8 −17.8
B3LYP −0.8 −139.5 −264.3 −364.4 −477.9 −132.7 −155.3 22.3 −84.4 −108.8 −23.2
PBE0 −6.1 −143.5 −268.6 −368.8 −479.7 −138.4 −156.2 23.9 −88.9 −109.0 −28.0
MPW1K −8.8 −152.6 −280.1 −383.0 −468.6 −148.3 −147.8 42.0 −82.8 −94.0 −29.8
BHLYP −3.1 −153.1 −280.7 −386.5 −460.2 −147.4 −140.4 55.2 −69.9 −62.7 −23.7
TPSSH −8.0 −144.5 −270.3 −370.9 −494.8 −144.2 −176.1 5.2 −102.0 −134.9 −29.9
M06 8.9 −138.0 −271.8 −376.5 −477.8 −135.9 −147.7 39.4 −86.3 −109.6 −15.6
M06-2X 8.0 −128.6 −258.2 −367.1 −455.3 −126.3 −118.9 57.9 −65.1 −64.2 −9.8
B2PLYP −0.4 −142.0 −268.8 −371.5 −499.0 −138.9 −190.1 48.0 −93.1 −132.6 −22.2
Experiment −19.1 −137.4 −266.5 −373.1 −459.3 −140.8 −188.1 −12.4 −102.3 −135.7 −26.9
Uncertainty 6.0 7.2 6.0 5.3 4.8 2.5 1.1 3.6 4.8 3.5 2.4
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Table B.36: Density Functional computed enthalpies of formation Δ�◦f,298 (kcal mol−1) at the
third-order Douglas-Kroll-Hess level with the all-electron cc-pVTZ-DK basis for compounds:
PuF2 to AmF3.

PuF2 PuF3 PuF4 PuF6 PuCl3 PuCl4 PuBr3 PuI3 AmO AmF3
SVWN −156.4 −270.8 −361.5 −498.1 −134.5 −182.1 −98.1 −52.8 −6.9 −254.7
BP86 −142.3 −252.1 −337.4 −447.7 −128.1 −169.9 −87.5 −41.7 0.5 −237.1
BLYP −139.2 −249.1 −335.4 −440.3 −124.0 −165.8 −80.1 −33.4 5.1 −234.7
PW91 −146.2 −256.6 −342.6 −455.2 −130.6 −172.6 −90.3 −44.8 −1.1 −241.5
PBE −144.1 −253.5 −338.7 −450.3 −128.4 −169.8 −88.4 −42.9 0.3 −238.3
TPSS −149.3 −261.2 −349.2 −451.1 −140.3 −181.8 −100.2 −52.6 −4.2 −246.6
M06-L −142.5 −265.6 −353.6 −438.8 −144.2 −180.0 −94.2 −46.1 14.0 −247.9
B3P86 −147.5 −264.6 −347.4 −426.9 −136.9 −165.4 −98.2 −49.1 5.1 −249.0
X3LYP −143.6 −260.7 −345.2 −418.2 −133.2 −167.1 −91.8 −42.3 10.7 −245.3
B97-1 −138.8 −256.3 −338.0 −412.0 −133.4 −165.1 −93.0 −44.2 14.7 −241.8
B3LYP −142.6 −259.4 −343.4 −418.3 −132.3 −161.6 −90.7 −41.5 10.1 −244.2
PBE0 −146.1 −263.4 −345.5 −415.9 −137.1 −165.3 −99.2 −50.6 8.2 −247.6
MPW1K −146.9 −274.6 −357.5 −398.6 −145.7 −172.0 −109.3 −59.8 10.6 −258.6
BHLYP −145.0 −275.0 −361.7 −389.7 −145.0 −173.4 −106.1 −55.2 15.8 −259.1
TPSSH −150.0 −265.1 −349.4 −437.3 −143.4 −180.7 −103.7 −55.6 −0.2 −249.2
M06 −140.3 −267.3 −355.9 −418.0 −133.3 −165.1 −87.6 −37.9 20.2 −250.7
M06-2X −133.9 −248.9 −318.6 −373.5 −119.8 −143.3 −79.4 −38.5 27.4 −235.9
B2PLYP −135.3 −262.4 −347.4 −434.5 −136.4 −168.2 −97.6 −49.1 10.6 −245.3
Experiment −146.8 −279.1 −370.0 −433.2 −154.7 −189.3 −116.6 −72.9 −3.5 −276.4
Uncertainty 1.4 0.9 5.3 4.8 0.5 2.4 3.6 3.6 12.0 4.0
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Table B.37: Zero-point energies from TPSS geometry optimization and determined multi-
plicity. Compounds ThO–UF2

ZPVE (au) Multiplicity
ThO 0.005397 1
ThO2 0.007575 1
ThOF 0.007233 2
ThF 0.003798 2
ThF2 0.006639 1
ThF3 0.010026 2
ThF4 0.013386 1
ThCl 0.003493 2
ThCl2 0.005076 1
ThCl3 0.009078 2
ThCl4 0.012137 1
ThBr 0.003387 2
ThBr2 0.005827 1
ThBr3 0.008756 2
ThBr4 0.011692 1
ThI4 0.011549 1
UO 0.004365 5
UO2 0.008075 3
UO3 0.011678 1
UOF4 0.01774 1
UO2F2 0.014947 1
UO2Cl2 0.014272 1
UF 0.003902 4
UF2 0.006714 5
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Table B.38: Zero-point energies from TPSS geometry optimization and determined multi-
plicity. Compounds UF3 –UI4

ZPVE (au) Multiplicity
UF3 0.010089 4
UF4 0.013708 3
UF5 0.01713 2
UF6 0.020738 1
UCl 0.003499 4
UCl2 0.006028 5
UCl3 0.009049 4
UCl4 0.012157 3
UCl5 0.015253 2
UCl6 0.018345 1
UBr 0.003388 4
UBr2 0.005823 5
UBr3 0.008745 4
UBr4 0.0117 3
UBr5 0.014631 2
UI 0.003352 4
UI2 0.005758 5
UI3 0.008643 4
UI4 0.009658 3
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Table B.39: Zero-point vibrational energies (ZPVE) from TPSS geometry optimization
and determined multiplicity. Compounds NpO–AmF3

ZPVE (au) Multiplicity
NpO 0.004391 6
NpO2 0.008041 4
NpF 0.003772 7
NpF2 0.006701 6
NpF3 0.010095 5
NpF4 0.012591 4
NpF6 0.020816 2
NpCl3 0.009055 5
NpCl4 0.012148 4
PuO 0.004036 7
PuO2 0.00779 5
PuO3 0.011523 3
PuF 0.003777 8
PuF2 0.006683 7
PuF3 0.009978 6
PuF4 0.013476 5
PuF6 0.020487 3
PuCl3 0.009102 6
PuCl4 0.012108 5
PuBr3 0.008735 6
PuI3 0.008661 6
AmO 0.004278 8
AmF3 0.009892 7
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Table B.40: Experimental sublimation (vaporization for Br2) values for atoms and di-
atomics used (Data from NIST and NEA).

Δf�◦m (kcal/mol)
Th 143.9
U 127.4
Np 111.2
Pu 83.4
Am 67.8
Br2 7.388
I2 14.919
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