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ABSTRACT

DEVELOPMENT OF FIBER-OPTIC BOLOMETER BASED ON A SILICON FABRY-PEROT
INTERFEROMETER

By

Qiwen Sheng

In magnetically confined fusion (MCF), resistive bolometers are conventionally used for the detec-

tion of the plasma radiation helping to understand heat exhaust scenarios. However, the performance

of resistive bolometer experiences unavoidable degradation in the practical applications due to the

strong electromagnetic interference present in MCF systems. The limitations of the resistive

bolometer motivate us to develop a novel fiber-optic bolometer instead of the original resistive

bolometer due to the inherent immunity of optical fiber to the electromagnetic interference.

To develop a fiber-optic bolometer, we first theoretically study the spectral characteristics and

noise performance of wavelength-interrogated fiber-optic sensors based on an extrinsic Fabry-Perot

(FP) interferometer formed by thin metal mirrors. The fiber-optic bolometer is indeed a fiber-optic

extrinsic FP interferometric temperature sensor. We develop a model and use it to analyze the

effect of key sensor parameters, including the beam width of the incident light, the metal coating

film thickness, the FP cavity length, and the wedge angle of the two mirrors, on the visibility

and spectral width of the sensors. Through Monte Carlo simulations, we obtain an empirical

equation that can be used to estimate the wavelength resolution from the visibility and bandwidth

of reflection fringes. The work provides a useful tool for designing, constructing, and interrogating

high-resolution fiber-optic extrinsic FP interferometric sensors with metal mirrors.

Based on the theoretical analysis mentioned above, we demonstrated a low-finesse fiber-optic

silicon FP temperature sensor with high speed by considering the end-conduction effect, which

refers to the unwanted heat transfer between the sensing element and the fiber stub delaying the

sensor to reach thermal equilibrium with the ambient environment. Compared with the sensor of

traditional design, the sensor of the new design shortened the characteristic response time in still

air from 83 ms to 13 ms and improved the sensor resolution by a factor of 12, from 0.15 K to 0.012



K. Wavelength tracking method is commonly used for low finesse fiber-optic FP interferometric

sensors due to its high resolution and straightforward implementation. We report the observation

of random spurious jumps in a commonly used wavelength tracking method based on curve fitting.

We analyze the origin of the spurious jumps through Monte Carlo simulations.The simulation

results show that the spurious jumps arise mainly from the systematic errors of the curve fitting

function for modeling the sensor spectrum and manifested by the changes in the pixel set for curve

fitting. To eliminate these jumps, we propose a modified correlation demodulation method. The

simulation and experimental results show that the modified correlation method can eliminate the

spurious jumps encountered in the regular wavelength tracking.

In addition to the low-finesse fiber-optic bolometer, we demonstrate a fiber-optic bolometer

based on a high-finesse silicon FP interferometer. The FP interferometer is a silicon pillar with one

side coated with a high-reflectivity dielectric mirror and the other side coated with a gold mirror. A

reference bolometer was used to effectively reduce the common noises from the laser drift and the

ambient temperature variations. Experimental results show that our new fiber-optic bolometer has

a noise equivalent power density of 0.27 W/m2, which is comparable with the conventional resistive

bolometer.Taking advantage of this new fiber-optic bolometer, we then carefully study the influences

of mechanical vibration and static or quasi-static magnetic field, which can present in the practical

applications, on the noise performance of bolometer. It is found that both the vibration and the

magnetic field could cause large fluctuations in the demodulation results of bolometer measured

in a stable environment due to the birefringence of the silicon FP interferometer. To mitigate

the birefringence effects, we demonstrated two effective methods: polarization maintaining fiber

replace the single-mode fiber, and polarization scrambling. Experimental results show that these

two methods have a good performance in mitigating the birefringence effects.
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CHAPTER 1

INTRODUCTION

1.1 Research Background

As environment changes, scientists are trying to find environmentally friendly energy sources to

meet our long-term needs instead of the fossil fuels. Magnetically confined fusion (MCF) using

strong magnetic fields to confine high temperature MCF plasma is an important option [1]. In recent

a few decades, the US and the nations around the world are working to harness this thermonuclear

fusion. Although several megawatts fusion power have been produced, the generated power is still

less than the injection power used for heating the fusion fuel, therefore a MCF reactor with higher

performance is required. One of the major challenges in the design and operation of the MCF

reactor is to control the excessive heat exhaust from the MCF plasma to make the plasma have a

constant temperature. The exhausted heat is directed into the narrow boundary layers of the MCF

with heat flux power density exceed 100 MW/m2 well beyond the upper limit of the layers that can

handle with a number of 10 MW/m2.

To reduce the heat flux for the plasma-facing components to 10 MW/m2, a conventional method

is to introduce controlled amounts of impurities into the plasma converting exhaust power to the

short wavelength photon radiation with wavelength range from soft x-ray to ultraviolet [2, 3]. The

reduced plasma distributes more homogeneous heat flux reaching the plasma facing components.

Despite extensive work has been reported [4–6], this method is not that straightforward. The too

little impurities risks the overheating of plasma facing components, while the excessive impurities

will reduce the activity of the plasma reaction, even cause a plasma reaction extinction.

To overcome these limits, research work has been carried out to understand the physics basis

of the plasma radiation based on the state-of-the-art simulation techniques, and then the obtained

simulation results need to be further verified and improved based on the feedback of the detected

plasma radiation. The plasma radiation are usually obtained by using a cost-effective sensor with
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compatibility of high temperature and high vacuum. In addition, to obtain the spatial distribution of

the plasma radiation, a large number of the compacted sensors need to be deployed for the radiation

detection. Generally, the sensors are installed in a pinhole camera as shown in Fig. 1.1. It is seen

that the spatial resolution is dependent on the distance of L between the aperture of the pinhole

camera and the sensor. To improve the spatial resolution, the distance of L needs to be increased

leading to a reduction of the plasma radiation power, therefore a cost-effective sensor with a low

noise equivalent power density, defined as the power flux into the bolometer when the signal to noise

ratio equals unity, will be desired, and the noise equivalent power density is also a key parameter

to characterize the performance of sensor in MCF. The resistive bolometers are conventionally

Figure 1.1: Layout of a pinhole camera showing how the distance of L influences on the resolution
and the intensity of signal.

deployed in the most of the MCF reactors to measure the plasma radiation. For the resistive

bolometers, the radiation is absorbed by a thin metal film (usually Au or Pt) and converted into

temperature variation, which is then sensed by a meander resistor as shown in Fig. 1.2(a) (side view)

and (b)(back view) [7, 8]. Taking advantage of the AC-driven Wheatstone bridge, high-precision

measurement of the resistance of the meander resistor can be realized and thus high-resolution

detection of electromagnetic radiation is obtained. A resistive bolometer using Pt absorbers on

SiN membranes with a noise equivalent power density value of 0.2 W/m2 has been reported [8].

While the resistive bolometers can achieve a low noise equivalent power density, they encounter

the potential problems associated with extensive electric cabling and drift due to mismatching

characteristics of the reference and sensing resistors. As an alternative, an infrared camera to
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record the temperature variation of a thin metal foil that absorbs the incident electromagnetic

radiations [9, 10]. This has the benefit of being resistant to electromagnetic interference and

allowing 2D imaging of plasma radiation. Exploiting improvements in infrared cameras, a noise

equivalent power density as low as 0.23 W/m2 in a laboratory environment has been reported,

but generally is limited to > 1 W/m2 for reasonable spatio-temporal resolution [9]. Although the

performance of resistive bolometer and the infrared video bolometer have been improved, they

ultimately encounter the challenge when integrated into the plasma environment, leading to an

unavoidable degradation in performance or limitations in where they can be deployed.

Figure 1.2: Schematic of a resistive bolometer from side view (a) and back view (b), respectively.

The challenges encountering from the resistive bolometers motivated us to develop a fiber-

optic bolometer due to the unique advantages of the fiber-optic sensors. First, the optical fiber is

made from the dielectric material endowing the fiber-optic sensor with inherent immunity to the

electromagnetic interference. Second, the measuring point could locate at a long distance from the

light source and the sensor demodulators achieving the remote sensing. Third, the fiber-optic sensor

has a small size and light weight allowing large number of fiber-optic sensors integrated together

to obtain a compact structure achieving a relative high spatial resolution. Due to these advantages,

the special designed radiation-hardened optical fiber has been successfully applied into the MCF

system for data transmission and sensing. In addition, the fiber-optic grating sensors have been

successfully used for the measurements of strain and temperature in a MCF system. Although,

extensive work related to the radiation-hardened fiber used for data transmission or fiber-optic

grating sensors used for temperature or strain measurements in MCF has been reported [10–12],
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there is no fiber-optic bolometer being reported limited from the relative long time constant and

low resolution of regular fiber-optic sensors.

In order to develop a fiber-optic bolometer, the development of fiber-optic sensors turned

our attention from the fiber-optic grating sensors to the fiber-optic extrinsic Fabry-Perot (FP)

interferometric sensors, which is one of the main types of the fiber-optic sensors. The fiber-

optic extrinsic FP interferometric sensor consisting of FP cavities fabricated at the tips of the

lead-in fiber has received increasing interest in measuring a wide range of parameters, such as

temperature [13–15], pressure [16], acoustic and ultrasonic waves [17,18], flow [19,20], refractive

index [21], and biochemical specifications [22, 23]. Figure 1.3(a) shows a basic structure of a

low-finesse fiber-optic extrinsic FP interferometric sensor where the interrogation light output from

the lead-in fiber propagates into the FP cavity, and then the light reflected from the front mirror

and the back mirror are coupled back into the core of lead-in fiber to form interference fringes.

Figure1.3 (b) shows a simulated reflection spectrum (red curve) of a low-finesse fiber-optic silicon

FP interferometric sensor [25]. The silicon has a cavity length of 100 𝜇m and refractive index

of 3.4 at infrared wavelength range. If both surfaces of the FP cavity have a higher reflectivity,

multiple reflections can be happened in the FP cavity giving rise to narrower reflection fringes

and higher demodulation resolution comparing with the low-finesse fiber-optic FP interferometric

sensor. Figure 1.3(b) also shows the reflection spectrum (blue curve) of a gold-mirrored high-finesse

fiber-optic silicon FP interferometric sensor where the asymmetric of the reflection spectrum is

caused by the absorption of the front gold mirror to the interrogation light [30]. More details could

be found in Chapter 2 and Chapter 4.

The measured parameters of a fiber-optic FP interferometric sensor could be obtained by

encoding the wavelength shifts of the sensor reflection fringes, which are typically obtained using

one of the three schemes: a laser whose wavelength is at the slope of the fringes along with a

photodetector (intensity interrogation) as shown in Fig.1.4, a broadband source plus a spectrometer

(angular interrogation) as shown in Fig.1.5, and a wavelength-scanning laser and a photodetector

(wavelength interrogation) as shown in Fig.1.6. For the intensity interrogation, the conventional
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Figure 1.3: (a) Schematic of a low-finesse fiber-optic extrinsic Fabry-Perot interferometric sensor.
(b) The reflection spectra of a low-finesse (red curve) and high-finesse (blue curve) fiber-optic
silicon FP interferometric sensor.

demodulation system is showed in Fig.1.4 (a). The light output from the laser is delivered into

the sensor head first, and then the reflection light is directed into a photodetector via a fiber-optic

circulator. In the demodulation, the laser wavelength needs to be tuned to the slope of the sensor

reflection fringes. When the sensor wavelength shifts, the measured parameter could be obtained

by detecting the reflection signal intensity as shown in Fig.1.4 (b). For the angular interrogation, the

demodulation system is similar with the intensity interrogation where the laser and the photodetector

are, respectively, replaced by a white light source and a spectrometer as shown in Fig.1.5 (a). A

wavelength tracking method based on curve fitting is usually used for the sensor demodulation

due to the high demodulation resolution and simple demodulation algorithm. The curve fitting is

applied to the data points around the valley or peak to find the wavelength position of the valley or

peak of the reflection fringes. Figure 1.5 (b) shows an example of the sensor demodulation based

on wavelength tracking method where the data points around the valley are used for the curve fitting

to find the wavelength position. The wavelength interrogation method uses a scanning laser to scan

the sensor to obtain the reflection spectrum by measuring the reflection signal intensity through

a photodetector as shown in Fig.1.6. The measured signal is usually demodulated by using the

wavelength tracking method as shown in Fig.1.5 (b).

Compared with other types of fiber-optic sensors, such as the fiber-optic distributed sensors [24],

and fiber-optic grating sensors [11], in which most of the reported sensors use optical fiber itself
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Figure 1.4: (a) schematically shows a intensity demodulation system for a fiber-optic FP inter-
ferometric sensor. (b) Wavelength shifts of sensor leads to a variation of the PD signal. PD:
photodetector.

Figure 1.5: (a) schematically shows the angular interrogation system for a fiber-optic FP interfero-
metric sensor. (b) Wavelength tracking demodulation method based on curve fitting.
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Figure 1.6: schematically shows the wavelength interrogation system for a fiber-optic FP interfer-
ometric sensor.

(or silica) as the sensing material, the FP cavities at the tip of the lead-in fiber could choose various

of materials, such as silicon, graphene, and so on. Some kinds of materials will provide the sensor

with extraordinary performance in the sense of resolution, and response time of sensor or some new

functions such as refractive index of solution, and humidity. Recently, Han group demonstrated

a high resolution and fast response fiber-optic temperature sensor based on a low-finesse silicon

FP interferometer. The sensor consisted of a 200 𝜇m silicon pillar attached to the end face of a

single-mode fiber showed a response time of 150 ms in air, and 0.7 ms in water, and resolution of

0.6 mK [25]. Reinke et al. took advantage of this extraordinary sensor demonstrated a fiber-optic

bolometer [26]. During the tests, the silicon pillar attached to the end of the lead-in fiber absorbs

the incident radiation, and then converts radiation into temperature variation. The power density of

the incident radiation was deduced by interrogating the wavelength shifts of the reflection fringes.

Initial benchtop tests showed a noise equivalent power density of 5-10 W/m2 which was about

5 times larger than the regular resistive bolometers indicating that more work is needed before a

fiber-optic bolometer with comparable or better performance can be obtained comparing with a

resistive bolometer.

In this dissertation, our work mainly focused on the development of fiber-optic bolometer based

on a silicon FP interferometer to achieve a low noise equivalent power density. Again, the noise

equivalent power density is a key metric to characterize the performance of bolometer. We first

constructed a simulation model to study the structure parameters of FP cavity influences on the
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sensor resolution by using Monte Carlo simulations. Then we respectively studied the fiber-optic

bolometer based on a low-finesse and a high-finesse silicon FP interferometer. For the low finesse

fiber-optic bolometer, we first demonstrated a fast response and high resolution fiber-optic silicon

sensor with reduced end conduction effect. Compared with the regular silicon sensor, the response

time has an improvement about 6 times. Then we proposed a novel signal processing method based

on a modified correlation method to eliminate the spurious jumps encountering in the wavelength

tracking demodulation method. This demodulation method showed a very high accuracy in the

sensor measurements. For the high-finesse fiber-optic silicon sensor, we first demonstrated a fiber-

optic bolometer based on a high-finesse silicon FP cavity. Both of the surfaces of the cavity are

coated with high reflection mirrors. The initial benchtop tests showed a noise equivalent power

density value of 0.27 W/m2, which is comparable with the conventional resistive bolometer. Then

we studied the mechanical vibration and the magnetic field influences on the resolution of the

bolometer, both of which can present in a MCF system. To mitigate the influences of vibration

and magnetic field,two effective methods were proposed including using bending insensitive fiber

to replace the original single-mode fiber, and using the polarization scrambler to randomize the

polarization states of the light propagated in the fiber. Finally, we have a short discussion of the

future work and make a summary of this dissertation.

1.2 Outline of Dissertation

Due to the unique advantages of fiber-optic bolometers, this dissertation mainly focused on how to

improve the performance of fiber-optic bolometer including the bolometer theoretical analysis from

optics, the bolometer design and fabrication, and the bolometer signal processing. The outline of

this dissertation is briefly described and listed below.

Chapter 2 provides a useful tool to design, fabrication, and interrogating fiber-optic extrinsic

FP interferometric sensor, which could also be applied to other kinds of fiber-optic extrinsic FP

interferometric sensors. We constructed a simulation model to analyze fiber-optic extrinsic FP

interferometric sensor based on polynomial curve fitting and Monte Carlo simulations. In this
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simulation, we assumed that the whole sensor system worked in a white-noise-limited regime.

We respectively studied the structure parameters of FP cavity influences on the sensor resolution

including the metal mirror thickness, cavity length, beam width, and wedge angle. Based on

the simulation results, we can conveniently change the parameters of a fiber-optic extrinsic FP

interferometric sensor to obtained a desired resolution at certain conditions. We also provided a

empirical equation which can be used for the resolution estimation just based on the visibility and

the bandwidth obtained from the reflection fringes of sensor.

Chapter 3 focuses on the development of fiber-optic bolometer based on a low-finesse silicon

FP interferometer. Time constant is a key parameter to determine the temporal resolution of

bolometer. In this chapter, we first demonstrated a high resolution and fast response fiber-optic

temperature sensor with reduced end conduction effect. A hollow core microtube was used to cut

off the heat transition path from the silicon sensor head to the substrate. The experimental results

showed that this new temperature sensor had a response time of 13 ms, which was more than 6 times

faster than the regular sensor (13 vs. 83 ms). Then we studied the spurious jumps encountered

in the demodulation of fiber-optic bolometer by using the Monte Carlo simulation method. The

simulation results show that the spurious jumps arise mainly from the systematic errors of the curve

fitting function for modeling the sensor spectrum and manifested by the changes in the pixel set for

curve fitting. To overcome this challenge, we proposed a novel signal processing method by using

a modified correlation method. Both the simulation and experimental results showed that our new

demodulation method had a high accuracy in sensor reading, and the spurious jumps were well

eliminated.

Chapter 4 pays attention to the development of high-finesse fiber-optic bolometers. We initially

presents a novel fiber-optic bolometer design and fabrication method. Compared with previously

reported fiber-optic bolometer with low finesse silicon pillar, we reduce the cavity length, enlarge

the diameter of silicon pillar, and introduce the gold mirror to increase the radiation responsivity

of bolometer. In addition to the gold mirror on the top surface of silicon FP interferometer, we

introduce multilayer dielectric coating to increase the finesse of the silicon FP interferometer to
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reduce the noise level of the whole demodulation system. In the experiments, to reduce the common

noises from the interrogation light source and the ambient temperature fluctuations, a reference

bolometer was introduced into the system. The experimental results show that this novel fiber-

optic bolometer has a noise equivalent power density of 0.27 W/m2, which is comparable with

the conventional resistive bolometer. Then we demonstrates two methods to mitigate degradation

of fiber-optic bolometer in the practical applications. We introduce mechanical vibration and

static or quasi-static magnetic field into the fiber-optic bolometer system, which can present in

the practical applications. Through the analysis and the experimental results, we find that both

the vibration and the magnetic field have strong influences on the noise performance of bolometer

attributing to the birefringence of silicon FP interferometer. To mitigate the birefringence effects,

we proposed two methods including: polarization maintaining fiber replacing single-mode fiber

and polarization scrambling. Experimental results showed that both methods could effectively

mitigate the influences from the vibration and the magnetic field showing a promising prospect in

the practical application of fiber-optic bolometer.

Chapter 5 briefly summarizes the work demonstrated in this dissertation and discusses the

future work in the development of fiber-optic bolometer.
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CHAPTER 2

ANALYSIS OF SINGLE-MODE FIBER-OPTIC EXTRINSIC FP INTERFEROMETRIC
SENSORS WITH PLANAR METAL MIRRORS

Contents of this chapter have been submitted to Applied Optics and accepted. Currently, it is in the

process of production

• Q. Sheng, G. Liu, N. Uddin, and M. Han, “Analysis of single-mode fiber-optic extrinsic

Fabry-Perot interferometric sensors with planar metal mirrors," Applied Optics, vol.60, no.

24, 2021.

The fiber-optic bolometer based on a silicon FP interferometer is actually a fiber-optic temper-

ature sensor consisting of a silicon FP interferometer fabricated at the tips of the single-mode fiber,

therefore, in this chapter, we present a model to describe a fiber-optic extrinsic FP interferometric

sensor formed by two planar gold films and analyze the effect of key sensor parameters, including

the beam width of the incident light, the metal coating film thickness, the FP cavity length, and

the wedge angle of the two mirrors, on the visibility and spectral width of the sensors. Due to

its superior performance, wavelength interrogation is employed for the sensor where spectrum is

measured by a wavelength-scanning laser and the wavelength position of a fringe valley is found by

polynomial fitting of the data points around the valley. Through Monte Carlo simulations, we have

obtained an empirical equation for estimating the wavelength resolution from the fringe visibility

and spectral width for a system with given noise level. The results separate the contributions to the

measurement resolution from the system noise and from the sensor structure, which allow to define

a figure-of-merit that is inherent to the sensor and independent on the system noises. The model

provides a useful tool for the design and fabrication of such sensors. In our analysis, metal films are

selected as the mirrors for the FP cavity as opposed to dielectric coatings with both practical and

theoretical considerations. On the practical aspect, dielectric mirrors require complicated mirror

design, has more stringent requirements on the coating substrate, are much thicker than metal

coatings, and have a higher fabrication cost. On the theoretical aspect, the refractive indices of
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metals are complex numbers. The model for an FP cavity with metal mirrors is more general with

consideration of complex reflection and transmission coefficients of the mirrors and can be easily

adapted to analyze an FP cavity with dielectric coatings.

2.1 Wavelength resolution of extrinsic FP interferometric sensors with Lorentzian
lines

We start with a high-finesse extrinsic FP interferometric sensor formed by lossless mirrors, whose

reflection spectrum can be approximated by a Lorentzian function (narrow-peak approximation)

[27]. Intuitively, the inherent noise performance of the sensor is dependent on the fringe visibility

and the spectral width, and a large visibility and a narrower fringe width favor a higher resolution.

Analysis of how fringe visibility and width affect the resolution in such a sensor with well-defined

spectral shape can provide useful insight on the metal mirrored extrinsic FP interferometric sensors

with more complex spectral shapes. Figure 2.1 (a) shows a notch in the reflection spectrum, 𝐼𝐿 (𝜆),

where the maximum reflectivity is normalized to unity, 𝐼𝑑 is the depth of the valley related to the

fringe visibility of the sensor, 𝛿𝜆 is the 3-dB spectral width counting from the peak to the valley,

and 𝜆 denotes wavelength. With noise, the measured spectrum is given by

𝐼𝑟𝑛 (𝜆) = 𝐼𝐿 (𝜆) + 𝛿𝐼 (2.1)

where 𝛿𝐼 is the relative intensity noise following the normal distribution arising from the sensor

system. In practice, the spectrum is sampled and digitalized. Assume the data points are evenly

distributed along the notch at a wavelength interval of 1.2 pm (600 pm over 500 data points). For

simplicity, we further assume that the noise of any data point is independent, and the noise level

(standard deviation) is uniform for all data points. A second-order polynomial function was applied

to fit the data points around the valley to obtain the valley position. The data points were chosen by

setting a threshold, and those below the threshold were chosen for curve fitting as shown in Fig. 2.1

(a). The threshold defined as the level at one fifth of the peak to valley value (𝐼𝑑/5) above the valley.

Monte Carlo simulations were carried out to obtain the standard deviation of the obtained fringe

valley position for a given sensor spectrum and noise level, which is defined as the wavelength
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resolution of the sensor system [28]. We first analyzed the effect of 3-dB spectral width on the

Figure 2.1: Analysis of how fringe visibility and bandwidth influences on the sensor resolution.
(a) Simulated reflection notch of sensor. (b) Sensor wavelength resolution vs. 3-dB spectral width
(𝛿𝜆) when the fringe visibility is set at 0.8. (c) Sensor wavelength resolution vs.(1 + 1/V)/2 when
the 3-dB spectral width is set 0.5 nm. (d) Sensor wavelength resolution vs. relative intensity noise.

sensor resolution. Figure 2.1 (b) shows the sensor resolution as function of the 3-dB spectral width

at three different noise levels when the fringe visibility is fixed to 0.8 on the logarithmic scale.

The linear fittings of the data points on the logarithmic scale for the three different noise levels

show similar slopes close to 0.5, indicating that wavelength resolution is proportional to the square

root of the bandwidth
√
𝛿𝜆. We then obtained the sensor resolution as function of valley depth

(𝐼𝑑) for different noise levels when 𝛿𝜆 was fixed at 0.5 nm, and the result is plot in Fig. 2.1 (c).

The linear fittings of data for the three different noise levels show similar slopes close to 1, which

reveals that the value of wavelength resolution scales with 1/𝐼𝑑 . In practice, fringe visibility, 𝑉 , is
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more commonly used for characterizing the fringes of an extrinsic FP interferometric sensor, and

1/𝐼𝑑 = (1 + 1/𝑉)/2. Summarizing the results shown in Fig. 2.1 (b) and (c), we have found that

the sensor resolution is proportion to
√
𝛿𝜆(1 + 1/𝑉), which can be used as an figure-of-merit of

the sensor. Figure 2.1 (d) shows the sensor wavelength resolution as a function of noise level with

different bandwidth (𝛿𝜆) and depth (𝐼𝑑). As expected, the resolution increases linearly with the

relative intensity noise with given bandwidth and depth.

It is worth reminding that the results are obtained for high-finesse extrinsic FP interferometric

sensors whose spectrum can be approximated by Lorentzian functions. The spectrum from extrinsic

FP interferometric sensors with metal mirrors may be more complex and have large deviations from

a Lorentzian shape. Nevertheless, the results indicate that spectral width and fringe visibility are the

major parameters that determine the noise performance of an extrinsic FP interferometric sensor.

2.2 Optical model of extrinsic FP interferometric sensors with planar metal
mirrors

The fiber-optic extrinsic FP interferometric sensor with planar metal mirrors under analysis is

schematically shown in Fig. 2.2. Light from an single-mode fiber is expanded by a collimator

before illuminating an FP cavity formed by two metal films on both sides of a substrate with

thickness of 𝑑3 and refractive index of 𝑛3. In practice, the collimator can be made from a short

section of graded-index multimode fiber [29], whose refractive index can be considered as a

constant, 𝑛1, for the purpose of calculating the reflection and transmission coefficients of the meal

film. The thicknesses of the metal films on the front side (𝑀1) and the far side (𝑀2) of the substrate

are, respectively, 𝑑2 and 𝑑4, and their complex refractive indices are, respectively, 𝑛2 and 𝑛4. For

simplicity, we assume the same metals are used for both mirrors, thus 𝑛2 = 𝑛4. The external

medium surrounding the sensor is assumed to be air with refractive index of 𝑛5 ≈ 1. The light

beam at the exit of the collimator can be approximated as a Gaussian beam with a plane wavefront

whose electric field is given by 𝐸 (𝜌) = 𝐸0𝑒𝑥𝑝(−𝜌2/𝜔2
0), where 𝐸0 is the maximum amplitude,

𝜔0 is the waist radius of the Gaussian beam, and 𝜌 is the radial distance from the center axial of the
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Figure 2.2: Schematic of a fiber-optic extrinsic FP interferometric sensor with planar metal mirrors

Gaussian beam. After transmitting through the metal mirror (𝑀1) into the FP cavity, the electric

field of the Gaussian beam travels back and forth between the two mirrors. For each round trip, due

to the diffraction of beam that leads to the mismatch from the original Gaussian field, only a part

of the backward travelling light can be coupled into the same mode of the collimator that matches

the fundamental mode of the lead-in single-mode fiber [30]. The total reflected field coupled into

the fundamental mode of the lead-in SMF from the FP cavity is given by

𝐸𝑟 = 𝑟13𝐸 (𝜌) +
∞∑︁
𝑚=2

𝑡13 (𝑟35)𝑚−1 (𝑟31)𝑚−2 𝑡31𝜂𝑚𝐸 (𝜌) (2.2)

where 𝑟13 ( 𝑟31 ) and 𝑡13 ( 𝑡31 ) are, respectively, the reflection and transmission coefficients of

metal mirror 𝑀1 calculated from the extracavity (intracavity) side of the mirror, 𝑟35 is the reflection

coefficient of𝑀2 calculated from the intracavity side of the mirror, and 𝜂𝑚 is the coupling coefficient

of the Gaussian beam after the 𝑚𝑡ℎ round trip in the cavity to the Gaussian beam of the collimator

that matches the fundamental mode of the single-mode fiber [31, 32], which is given by

𝜂𝑚 =
2

𝜔0𝜔
′
𝑚𝑞
𝑒𝑥𝑝 (𝑖𝜙𝑚) , (2.3)

where 𝜔′
𝑚 is the spherical wavefront radius of the Gaussian beam after the 𝑚𝑡ℎ round trip in the

cavity, 𝜙𝑚 = 2𝑘𝑚𝑑3 − 𝑡𝑎𝑛−1 (2𝑚𝑑3/𝑧0) is the phase shift due to wave propagation of the Gaussian

beam ( 𝑧0 = 𝜋𝜔2
0𝑛3/𝜆0 is the Rayleigh range of the beam at free-space wavelength 𝜆0), and 𝑞 is a

complex number given by 𝑞 = 1
𝜔2

0
+ 1
𝜔′
𝑚

2 + 𝑖 𝑘
2𝑅′

𝑚
, where 𝑘 = 2𝜋𝑛3/𝜆0 is the wave number, and 𝑅′

𝑚

15



is the spherical wavefront radius curvature after the 𝑚𝑡ℎ round trip in the cavity of the beam. The

details could be found in the Appendix.

The reflection and transmission coefficients of the metal mirror, 𝑀1, can be deduced using the

transfer matrix method [33, 34]. The mirror coated on the end of fiber is sandwiched between the

collimator and the FP interferometer. Thus, the transfer matrix of this metal layer can be obtained

from


𝑀11 𝑀12

𝑀21 𝑀22

 =
1
𝑡
′
12


1 𝑟

′

12

𝑟
′

12 1

 ·

𝑒𝑥𝑝(−𝑖𝛽2) 0

0 𝑒𝑥𝑝(𝑖𝛽2)

 ·
1
𝑡
′23


1 𝑟

′

23

𝑟
′

23 1

 (2.4)

where 𝛽2 = 2𝜋
𝜆0
𝑛2𝑑3, 𝑟 ′12 and 𝑟 ′23 are the reflection coefficients defined by the Fresnel reflection

arising from the refractive index mismatch of two adjacent layers: fiber and metal film, and 𝑡 ′12 and

𝑡
′

23 are the transmission coefficients. Then the reflection coefficient 𝑟13 and transmission coefficient

𝑡13 of metal mirror are

𝑟13 =
𝑀21
𝑀11

=
𝑟
′

12 + 𝑟
′

23𝑒𝑥𝑝 (2𝑖𝛽2)
1 + 𝑟 ′12𝑟

′
23𝑒𝑥𝑝 (2𝑖𝛽2)

, (2.5)

𝑡13 =
1
𝑀11

=
𝑡
′

12𝑡
′

23𝑒𝑥𝑝 (𝑖𝛽2)
1 + 𝑟 ′12𝑟

′
23𝑒𝑥𝑝 (2𝑖𝛽2)

, (2.6)

Using the same method, the other three reflection or transmission coefficients, 𝑟31, 𝑡31 and 𝑟35 are

obtained and given by

𝑟31 =
𝑟
′

32 + 𝑟
′

21𝑒𝑥𝑝 (2𝑖𝛽2)
1 + 𝑟 ′32𝑟

′
21𝑒𝑥𝑝 (2𝑖𝛽2)

, (2.7)

𝑡31 =
𝑡
′

32𝑡
′

21𝑒𝑥𝑝 (𝑖𝛽2)
1 + 𝑟 ′12𝑟

′
23𝑒𝑥𝑝 (2𝑖𝛽2)

, (2.8)

𝑟35 =
𝑟
′

34 + 𝑟
′

45𝑒𝑥𝑝 (2𝑖𝛽4)
1 + 𝑟 ′34𝑟

′
45𝑒𝑥𝑝 (2𝑖𝛽4)

. (2.9)

where 𝛽4 = 2𝜋
𝜆0
𝑛4𝑑4. The reflection coefficients and transmission coefficients at the interface of two

adjacent layers 𝑟′
𝑙𝑚

and 𝑡′
𝑙𝑚

(𝑙 = 1, · · · , 5;𝑚 = 1, · · · , 5), in Eqs. (2.4-2.9) can be calculated using

the Fresnel equations given by
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𝑟′𝑙𝑚 =
𝑛𝑙 − 𝑛𝑚
𝑛𝑙 + 𝑛𝑚

, (2.10)

𝑡′𝑙𝑚 =
2𝑛𝑙

𝑛𝑙 + 𝑛𝑚
. (2.11)

Substituting Eqs. (2.3) and (2.5-2.9) into Eq. (2.2), the total reflected intensity coupled into the

fiber can be obtained by

𝐼𝑟0 ∝ 𝐸𝑟 · (𝐸𝑟)∗ . (2.12)

where “*” denotes complex conjugate.

2.3 Simulation

2.3.1 Simulation methodology

We investigated the noise performance of the sensor system following the method described in

Section 2.1. The reflection fringes in the absence of the noise can be directly obtained by using Eq.

(2.12). A noise term is added to find the wavelength resolution through Monte-Carlo simulations.

We validated our model and simulation method by implementing them on a fiber-optic extrinsic

FP interferometric sensor and comparing its reflection spectrum and noise performance obtained

from simulation and from experimental measurement. The sensor, which has a similar structure

as that shown in Fig. 2.2, consists of a gold mirrored silicon pillar attached to the end face of a

short section of graded-index multimode fiber that is connected to a lead-in single-mode fiber. The

graded-index multimode fiber, when its length is controlled, functions as a collimator to expand the

light beam guided by the single-mode fiber. The fabrication processes are similar to those detailed in

Ref. [25] and briefly described as follows. A graded-index multimode fiber with a core-diameter of

60 µm was spliced to an single-mode fiber using a fiber fusion splicer. The graded-index multimode

fiber was then cleaved to the desirable length using a fiber cleaver with the help of a microscope.

Gold coatings were deposited onto both sides of a 100 µm thick silicon wafer by sputtering with

estimated coating thickness of 25 nm on the front side (𝑀1) and 100 nm on the far side (𝑀2).
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A small fragment of the coated silicon wafer was glued to the cleaved end of the graded-index

multimode fiber to complete the fabrication. The red curve in Fig. 2.3 (a) is a single reflection

notch of the fabricated silicon extrinsic FP interferometric sensor measured by an optical sensing

interrogator (Model: sm125, Micron Optics) based on a wavelength-swept fiber laser. Due to the

Figure 2.3: (a) A reflection spectral notch of a sensor obtained from the experiment (red) and from
the simulation (blue). (b) Standard deviation of the fringe valley position (wavelength resolution)
of sensor obtained from the experiment (upper) and the simulation (lower). Std: standard deviation.

limited accuracy in characterization and fabrication of the sensor components, fine adjustments of

the simulation parameters of the extrinsic FP interferometric sensor are necessary to get similar

reflection fringes with the fabricated silicon extrinsic FP interferometric sensor including the gold

mirror thickness, cavity length, refractive index of silicon, wedge angle, and beam width. Note

that the wedge angle refers to the angle formed by the two planar surfaces of FP cavity (see Section

2.3.2.3). These parameters used in the simulation are listed in Table 1 and the resulting simulated

spectral notch is shown in Fig. 2.3 (a) (blue curve). It is seen that the reflection notches obtained

experimentally and from the simulation have similar visibility of 0.46 and similar FWHM of 380

pm.

Table 2.1: Silicon Extrinsic FP Interferometer Parameters Used in the Simulation

Parameters 2𝜔0(𝜇m) 𝑑2(nm) 𝑑3(𝜇m) 𝑑4(nm) 𝑛1 𝑛2 𝑛3 𝛼(◦)
20 22.5 100 200 1.45 0.52+i10.74 3.4115 0.008
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The noise performance of the sensor was studied experimentally and compared with the sim-

ulation results. Experimentally, the sensor was placed in the lab environment with a constant

temperature and its reflection spectra were obtained continuously using the optical sensing inter-

rogator with a frame rate of 1 Hz and wavelength interval between two neighboring data points

was 5 pm. For each spectrum, a second-order polynomial function was used to fit the spectrum

around a fringe valley and find the wavelength position of the valley. The upper panel of Fig. 2.3

(b) shows the relative fluctuation of the wavelength position for 100 continuous spectral frames

obtained from the experiment with a standard deviation of 0.76 pm. For simulation, noise needs

to be added to the simulated spectrum of the sensor. With the assumption of an intensity noise

with Gaussian distribution, we first needed to determine the standard deviation of the noise used in

simulation that should be close to the experimental condition for comparison. Therefore, the fitting

errors in the experiment are considered as the relative intensity noise (relative to the intensity of the

light at the threshold used for selection of the data for curve fitting) of the system and its standard

deviation is calculated to be 6.1 × 10−3. In the simulation, independent Gaussian noises with the

same standard deviation were added to each data point in each of the spectral frames. After a

spectral valley with noise was obtained, polynomial curve fitting was used to find the wavelength

position of the fringe valley. The lower panel of Fig. 2.3 (b) shows the relative wavelength obtained

from a simulation of 100 iterations. The standard deviation of the result is 0.80 pm, which agree

well with the experimental results (0.76 vs. 0.80 pm). The reasonably good agreement between the

experimental and simulation results validates the theoretical model and simulation methodology.

2.3.2 Simulation results and discussion

As shown in Section 2.1, the resolution is largely determined by the fringe visibility and spectral

width of the fiber-optic extrinsic FP interferometric sensor. These characteristics are affected by

sensor structural parameters such as the thickness of the front gold mirror (𝑑2) beam width (2𝜔0),

cavity length(𝑑3), and wedge angle (𝜃). In this subsection, we systematically investigate effects of

these parameters on the spectral characteristics and measurement resolution of the sensor by using
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Monte Carlo simulation method with a given relative intensity noise of 1.8×10−4. In the simulation,

the data points are evenly distributed along the fringes with a separate distance of 1.2pm.

2.3.2.1 Beam width and thickness of the front gold mirror

We first study the influence of the beam width of the illuminating light on the reflection spectrum

of the sensor. We use a silicon extrinsic FP interferometric sensor with a cavity length of 100 µm

and a gold film thickness of 30 nm for the front mirror as an example (the thickness of the back

gold mirror is kept at 200 nm throughout the simulation). Fig. 2.4 (a) shows the simulated fringes

obtained when the sensor is illuminated by Gaussian beams of different beam widths. When the

beam width is small (e.g., 10 µm corresponding to a beam width of the mode in a regular single-

mode fiber), the reflection spectrum shows a relatively broad and shallow notch, partially due to the

diffraction of the beam inside the cavity that reduces both the finesse and the fringe visibility of the

FP interferometer. As the beam width increase, the diffraction is reduced, leading to higher finesse

and increased visibility. It is seen that as the beam width is larger than 60 µm, the spectral shape

of the FP interferometer shows little changes with the beam width, indicating that the diffraction

due to the finite beam width can be ignored and the spectral width and visibility approaches to the

case where the FP interferometer is illuminated by a plane wave.

Next, we study the effect of the gold film thickness of the front mirror on the reflection spectrum

of the sensor with a 100-µm silicon cavity length. We demonstrate how the film thickness affects

the shape of the sensor spectrum. For this purpose, we simulate the reflection spectrum of sensors

with different gold film thicknesses as shown in Fig. 2.4 (b), assuming that they are probed by a

laser with a beam width of 60 µm, which, as discussed above, is sufficiently large to ignore the

diffraction of the laser inside the cavity. It shows that both the spectral width and the visibility of the

fringes are sensitive to the film thickness. Specifically, the spectral width seems to monotonically

decrease as the film thickness increases, whereas the fringe visibility reaches its maximum value

close to unity at a specific film thickness around 20 nm. These observations are confirmed in Figs.

2.4 (c) and (d) that show, respectively, the spectral width and fringe visibility as a function of film
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thickness probed with lasers of different beam widths. Again, the results show that when the beam

width reaches 60 µm, the spectral characteristics are largely independent on the beam width. It is

also noted that, from Fig. 2.4 (c), larger gold film thickness results in narrower spectral width of the

fringes. This is reasonable because larger gold film thickness yields a higher reflection and better

energy confinement of the light field inside the cavity for a narrower resonant notch. However, the

larger gold film thickness also results in a larger transmission loss of the front mirror, and, toward

the thick gold film end, causing a low visibility due to the large mismatch between the beam powers

directly reflected from the front mirror and the beam that is transmitted back to the fiber through

the film.

It is intuitive that a narrower spectral width and a larger visibility will, in general, favor a better

measurement resolution. We use the Monte Carlo simulation to find how the gold film thickness

and beam width affect the measurement resolution for silicon FP interferometric sensor with the

same cavity length of 100 µm at a given noise level. As an example, we assume that the sensor

system noise are white Gaussian noises. Figure 2.4 (e) shows the simulated wavelength resolution

as a function of the gold film thickness when the beam widths are 10, 20, 40, 60, and 80 µm. It is

seen that the changes of resolution with different beam widths follow a similar trend in the sense

that an optimized gold film thickness is found that results in the highest resolution (the value for

the resolution is minimum) for a given beam width. When the beam width is larger than 60 µm, the

resolution vs. metal film curves largely overlap, another indication that the diffraction due to the

finite beam width becomes negligible. In this case, the optimal thickness for the gold film is 23

nm. When the beam width is smaller, the highest resolution occurs at a thinner thickness of gold

film. For example, when the beam width is 20 µm, the optimal thickness of the gold film is 12 nm.

In general, a larger beam width favors a higher resolution. It is worth noting that when the beam

width is 40 µm, the sensor achieves similar resolution as the cases where the beam widths are larger

(60 and 80 µm) until the gold film thickness reaches its optimal value around 20 nm. However, as

the gold film thick continues to increase from its optimal value, the resolution for the 40 µm beam

width starts to get lower than for the cases of 60 and 80 µm beam widths.
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Figure 2.4: Effect of the front gold mirror thickness and illuminating light beam width on the
visibility, bandwidth, and resolution of extrinsic FP interferometric sensor. (a) and (b) respectively
show the beam width and mirror thickness influence on the reflection spectrum of sensor. (c)-(d)
show the sensor bandwidth (c), visibility (d), and resolution (e) as function of mirror thickness with
different beam width.

2.3.2.2 Cavity length

We then characterized effect of the length of the FP cavity on the fringe visibility, spectral widths

of the fringes, and the wavelength resolution of the sensor system. We set the beam widths to

be 60 µm, for which case the beam diffraction can be ignored for a cavity length of 100 µm, as

discussed in Section 2.3.2.1. Figure 2.5 (a) shows the FWHM width of the reflection spectral fringes

as a function of the silicon cavity length for different gold film thicknesses. The spectral width

monotonically decreases as the cavity length increases, which is expected because the free-spectral

range is inversely proportional to the cavity length. As discussed in Section 2.3.2.1, a thicker gold

film always leads to a narrower spectral notch at a given cavity length. Figure 2.5 (b) shows the

fringe visibility as a function of cavity length for different gold film thicknesses. In general, the

visibility does not vary significantly over the range of simulation (10-200 µm). For a 10 nm thick

gold film, the visibility shows a slight increase with the cavity length, while for other thicknesses
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of simulation, the visibility decreases slightly with the cavity length. When the gold film thickness

is 20 nm, the visibility is > 95% over the cavity length range. Figure 2.5 (c) shows the wavelength

resolution as a function of cavity length, assuming the same noise characteristics as used in Section

2.3.2.1. It is seen that the case of 20 nm gold film thickness has a similar resolution with the case

of 30 nm gold film thickness for the cavity length below 110 µm. With increase of the cavity length

(> 110 µm), the values of wavelength resolution of sensor with the 30 nm gold film become larger

than that with the 20 nm gold film. Again, the wavelength resolution is dependent on both the

spectral width and the visibility of fringes and a narrower spectral width and higher visibility favor

a higher resolution. As shown in Figs. 2.5 (a) and (b), for the case of 20 nm gold film thickness, the

spectral width continuously decreases as the cavity length increases and is approximately inversely

proportional to the cavity length, the visibility shows an approximately linear decrease with the

cavity length. Comparing with the visibility of the 20 nm gold film, the 30 nm film shows a larger

decrease of the visibility. In addition to the cases of 20 nm and 30 nm gold film thickness, the

similar variation happens to the cases of 10 nm and 40 nm gold film thickness as shown in Fig.

2.5 (c). We also noticed small fluctuations in Fig. 2.5 (c), which are attributed to the variations

of the pixel distribution relative to the fringe valley position. Measurement resolution decreases

monotonically as the cavity length increases. In practical applications, the maximum cavity length

is limited by many factors such as required spatial resolution, required sensor size, and fabrication

capability. The simulation has a maximum length of 200 µm for the silicon FP cavity, corresponding

to an optical length of almost 700 𝜇m, which is above the typical cavity length used for a fiber-optic

extrinsic FP interferometric sensor.

2.3.2.3 Wedge angle

In practice, due to the limited fabrication accuracy, the two surfaces of FP interferometer may not

be perfectly parallel and they may form a wedge angle. It is important to understand the effect of

the deviation from the ideal parallelism on the sensor performance. As shown in Fig. 2.6 (a), we

assume that the front mirror is perpendicular to the fiber axis (z-axis) of the lead-in fiber and the
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Figure 2.5: The sensor bandwidth (a), visibility (b), and resolution (c) as function of cavity length
with different mirror thickness.

mirror at the far end has an angle of 𝛼 with respect to the x-axis. The wedge results in a lateral

and angle mismatch between the intracavity light beam and the optical mode of the fiber at the

coupling plane. For the light beam after m round trips in the cavity, the angle and lateral mismatch

are 𝜃𝑚 = 2𝑚𝛼 and 𝑑𝑚 = 2𝑚2𝑑3𝛼 [31], respectively and the coupling coefficient is given by

𝜂𝑚 =
2

𝜔0𝜔
′
𝑚𝑞
𝑒
−𝑝𝑑2

𝑚

(
1− 𝑝

𝑞

)
𝑒
− 𝑘2 𝜃2

𝑚
4𝑞 𝑒

−𝑖𝑘𝑑𝑚𝜃𝑚
(
1− 𝑝

𝑞

)
𝑒𝑖𝜙𝑚 , (2.13)

where 𝑝 = 𝑞 − 1/𝜔2
0 and 𝜙𝑚 = 2𝑚𝑘𝑑3 − 𝑡𝑎𝑛−1 (2𝑚𝑑3/𝑧0) is the phase due to wave propagation.

Substituting 𝜂𝑚 into Eq. (2.2) and using Eq. (2.12), the reflection spectrum of the sensor is

obtained. The details could be found in the Appendix.

In the simulation, we assume that the beam width is 60 µm and the cavity length is 100 µm.

Fig. 2.6 (b) shows the spectral width of the fringes as a function of the wedge angle in the range

of 0-0.3◦ for different gold film thicknesses. For larger thicknesses (>30 nm) of the gold film, the

spectral width increases rapidly with the wedge angle when the wedge angle is less than 0.2◦. For

smaller thicknesses of the gold film, the spectral width shows little increase with the wedge angle

for small wedge angles and large changes when the wedge angle becomes larger (<0.2◦). When the

wedge angle is increased to 0.2◦ or larger, the spectral width is independent on the film thickness.

The effect of the wedge angle on the fringe visibility is also dependent on the gold film thickness,

as shown in Fig. 2.6 (c). For larger thicknesses (⩾ 20 nm), the fringe visibility monotonically

decreases as the wedge angle increases. For smaller film thicknesses, as the wedge angle increases,
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the fringe visibility increases first, reaches its maximum value, then start to decrease. This behavior

is expected because a very thin gold film for the front mirror has a smaller reflection compared

with the thick gold film for the back mirror. As the wedge angle increases, it reduces the coupling

efficiency of the light reflected from the back mirror to the fiber and the light beams coupled back

to the fiber from both mirrors become more balanced, resulting in a larger visibility. The visibility

reaches its maximum value when the two beams are balanced and starts to decrease as the wedge

angle continue to increase when the beam coupled to the fiber from the back mirror is weaker than

from the front mirror. The simulated wavelength resolution as a function of wedge angle is shown in

Fig. 2.6 (d) using the same noise characteristics as in Section 2.3.2.1. For large gold film thickness

(⩾ 20 nm), the value of the wavelength resolution rapidly increases as the wedge angle increases.

For example, the resolutions are worsened by more than 10 times when the wedge increases to 0.2◦

from 0 for all three cases with gold film thickness ⩾ 20 nm. For the two small gold film thicknesses

(5 and 10 nm), as the wedge angle increases, the value of wavelength resolution decreases initially

due to the increased fringe visibility before reaching its minimum value and starting to increase.

2.3.2.4 Resolution estimation

The above analysis shows that the suite of sensor structural parameters including the gold film

thickness, cavity length, and wedge angles, as well as the beam size of the interrogation light have a

compounding effect on the spectral shapes and the wave resolution of the sensors. It is challenging

to analytically relate the structural parameters to the resolution performance of sensors. Enlightened

by the analysis and results obtained for sensors with simple Lorentzian spectral shapes in Section

2.1, we can obtain an empirical equation relating these two spectral parameters with wavelength

resolution which will provide a valuable guideline in the sensor design. Toward this end, we analyze

the simulation results obtained in Section 2.3.2 to relate the wavelength resolution with the spectral

width and fringe visibility at a given noise level without considering the sensor structures and beam

size of the probe light. First, we group the data according to the fringe visibility, which allows us to

plot the resolution as a function of 𝛿𝜆 at different levels of fringe visibility on the logarithmic scale,
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Figure 2.6: The wedge angle influences on the sensor visibility, bandwidth, and resolution with
different front mirror thickness. (a) Schematic of a fiber-optic extrinsic FP interferometric sensor
with the two gold mirrors forming a wedge angle. (b-d) show the sensor bandwidth (b), visibility
(c), and resolution (d) as function of wedge angle for different thickness of the front gold mirror.

as shown in Fig. 2.7 (a). The linear fittings of the data for the three different fringe visibilities show

similar slopes close to an average of 0.57. Similarly, we group the data according to the spectral

width and scales with (1 + 1/𝑉)/2 for a given spectral width as shown in Fig. 2.7 (b).

Combining the observations above, we obtain an empirical equation for estimating the wave-

length resolution from the fringe visibility and the spectral width of the reflection fringes:

𝑅𝑒𝑠 = 𝛾

0.57√
𝛿𝜆

2

(
1 + 1

𝑉

)
, (2.14)

where 𝛾 is a coefficient determined by the noise level. This empirical equation separates the

contributions to the sensor resolution from the system noise (𝛾) and from the sensor itself ( 0.57√
𝛿𝜆(1+
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Figure 2.7: (a) Sensor resolution vs. spectral width of the reflection notches with different fringe
visibilities. (b) Sensor resolution variation as function of visibility with different bandwidth.

1/𝑉)/2). As a result, we can use 0.57√
𝛿𝜆(1 + 1/𝑉)/2 as an figure-of-merit for the sensor, which is

inherent to the sensor and independent on the system noise. To test the validity of the empirical

function, we obtained a set of spectral frames with different combinations of spectral width and

fringe visibility randomly adjusted the parameters of the sensor. We then obtained the wavelength

resolution of the sensor through Monte Carlo simulations for two different noise levels, which is

plotted against 0.57√
𝛿𝜆(1 + 1/𝑉)/2, as shown in Fig. 2.8. It is seen that the data points form two

clusters according to the noise level and, for each cluster, the data points are distributed along a

line, indicating the reliability of the empirical equation in predicting the noise performance of the

sensor from the spectral width and the visibility of its reflection fringes.

2.4 Conclusion

We presented a model to study the noise performance of fiber-optic extrinsic FP interferometric

sensors with planar metal mirrors. In this model, we assumed the sensor is operated in a white

noise limited regime, and wavelength interrogation method is applied for the sensor demodula-

tion. To validate our model and simulation method, we use a metal mirrored silicon extrinsic

FP interferometric sensor as an example. The simulation and experimental results of the silicon

extrinsic FP interferometric sensor agree with each other reasonably well, indicating the validity of

the simulation model in the analysis of the noise performance of the extrinsic FP interferometric
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Figure 2.8: Simulated sensor resolution vs. 0.57√
𝛿𝜆(1 + 1/𝑉)2 for two different noise levels.

sensor with metal mirrors. Taking advantage of this model, we theoretically studied the effects of

key parameters of FP cavity, including the metal mirror thickness, beam width, cavity length, and

wedge angle, on the sensor noise performance. Based on the simulation results, we find that the

wavelength resolution of the extrinsic FP interferometric sensor is highly dependent on the visibility

and the bandwidth of the reflection fringes. We propose an empirical equation for estimating the

noise of the sensor system and a formula involving visibility and bandwidth of the reflection notches

that can be used as the figure-of-merit to characterize the inherent sensor noise performance. Our

work provides a useful tool for designing, constructing, and interrogating fiber-optic extrinsic FP

interferometric sensors with metal mirrors.
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CHAPTER 3

DEVELOPMENT OF FIBER-OPTIC BOLOMETER BASED ON A LOW-FINESSE
SILICON FP INTERFEROMETER

Contents of this chapter have been published in

• Q. Sheng, B. Li, N. Uddin, A.F. Mitul, Y. Zhu, Z. Qiu, and M. Han, "High resolution, fast

response fiber-optic temperature sensor with reduced end-conduction effect," Optics Letters,

vol. 45, pp. 6094-6097, 2020.

• Q. Sheng, N. Uddin, and M. Han, "Spurious jumps in wavelength tracking of fiber-optic

Fabry-Perot interferometric sensor," which is currently submitted to Journal of the Optical

Society of America B and in the process of peer review.

Compared with the high-finesse fiber-optic extrinsic FP interferometric sensor, although the

bandwidth of the low-finesse fiber-optic FP interferometric sensor shows a wider bandwidth at

FWHM of reflection fringes, the low-finesse fiber-optic FP interferometric sensor is much easier

to be fabricated and demodulated, and has lower cost indicating favorable practical application

potentials. In this chapter, we mainly focused on the development of fiber-optic bolometer based

on a low-finesse silicon FP interferometer.

We first studied the end conduction effect in fiber-optic extrinsic FP interferometric temperature

sensors by comparing the performance of two sensor designs. Note that the end-conduction effect

has been well studied in the electrical anemometer, but there is no any work being reported in the

fiber-optic sensors. In the traditional design, a silicon plate is directly attached to the fiber end face

on the large plate surface. We report a new design that has a thin silicon plate with its narrow edge

surface standing on the edge of a microtube. Such a design minimizes the heat transfer path to

the fiber stub and achieves a long optical path length of the FP cavity while maintaining the small

size of the sensing element, resulting in significantly improved measurement speed and resolution.

Then we studied the spurious jumps encountering in the wavelength tracking demodulation method.
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We report the observation that wavelength-tracking method based on curve fitting and centroid can

suffer from random spurious jumps leading to measurement errors in certain conditions. Unlike in

the methods to obtain the absolute optical cavity lengths [35,36], these spurious jumps in wavelength

tracking are unrelated to the phase ambiguity when the changes of the fringe phase exceed 2𝜋 and

little work has been reported to study this research issue. We analyze the origin of the spurious

jumps observed in regular wavelength tracking method using Monte Carlo simulations. We show

that the jumps are due to the inaccuracy of the fitting function for modeling the measured sensor

spectrum and the jumps occur when the pixel set in the spectrum for curve fitting changes. We find

that a simple modification of the pixel set for curve fitting can significantly reduce the spurious

jumps although it cannot eliminate them. We also show that increasing the density of the pixels for

curve fitting can effectively reduce the jumps although this strategy may be impractical in practice

as the pixel density is limited in available spectrometers. However, such observation leads us to a

modified correlation demodulation method that can effectively remove the spurious jumps without

the need to increasing the pixel density. In this method, we calculate the correlation coefficients

between the measurement spectral frame and a set of calibration spectral frame, then find the value

of the measurand by curve fitting of the correlation coefficients. The calibration frame can be

obtained with a high density without much difficulty in practice to remove the spurious jumps from

curve fitting. The simulation results and experimental results show that the modified correlation

method can effectively eliminate the spurious jumps so that the sensor accuracy is improved.

3.1 High resolution, fast response fiber-optic temperature sensor with re-
duced end conduction effect

3.1.1 Sensor simulation and fabrication

An example of the traditional design [25, 37] and the new design of the fiber-optic silicon FP

temperature sensors are schematically shown in Fig. 3.1(a) and (b), respectively. In Fig. 3.1(a), a

thin silicon plate is directly bonded to the end face of a single-mode fiber. The two large surfaces of

the silicon plate form an FP cavity whose cavity length is the thickness of plate. The physical contact
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between the large plate surface and fiber end face forms an effective heat transfer path between

them, resulting in significant end conduction effect. The small cavity length determined by the

thickness of the plate leads to coarse spectral fringes of the FP cavity and reduced measurement

resolution. Both challenges are addressed in the design in Fig. 3.1(b) where a short section of

a fused-silica microtube is sandwiched between the thin silicon plate and the fiber. The silicon

plate stands on the edge surface of the microtube with the contact area being the narrow edge

surface of the plate. The two opposite narrow edge surfaces of the plate form the FP cavity and the

cavity length is the width of the plate, which is much larger than its thickness. The contact area of

the silicon plate and the tube in the new design is determined by the thicknesses of the plate and

the tube wall, which is significantly smaller than that between the plate and the fiber stub in Fig.

3.1(a) (assuming the plates in both designs are identical), thus effectively reducing the unwanted

thermal conduction and suppressing the end conduction effect. The advantage of the new design is

further explained through numerical simulation using COMSOL software. We consider identical

130×25×5 𝜇m3 silicon plates for the structures shown in Fig. 3.1(a) and (b). The diameter of

the solid silica optical fiber is 125 𝜇m and the inner and outer diameter of the silica tube are 150

and 115 𝜇m, resulting in contact areas of 3250 and 75 𝜇m2, respectively, for the two designs.

Additionally, we consider the case where the plate is directly glued to the fiber on the thin edge

with a contact area of 650 𝜇m2. In all cases, the sensor is placed in air and the silicon plate is

heated on the top surface with a 2 mW radiation starting at time t=0. The normalized time history

of the volume average temperature of the plate is obtained and shown in Fig. 3.1(c). As expected,

the new design with the silica tube shows the fast response with a time constant of 19 ms and the

traditional design has the slowest response with a time constant of 122 ms, while the case with

intermediate contact area shows an intermediate time constant of 103 ms. The simulation proves

the importance of minimizing the contact area to reduce end conduction for improved sensor speed

and the effectiveness of the new design in achieving this. Besides, using the two edge surfaces of

the plate to form the FP cavity also leads to significantly larger cavity length than the traditional

design without increasing the overall size of the sensing element, resulting in denser spectral fringes
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and improved measurement resolution. Note that, in this new design, the plate may be considered

as a slab waveguide with lateral confinement to the optical field in one dimension. It is further

noted that, another air FP cavity is formed by the end face of the lead-in fiber and the bottom edge

surface of the thin silicon plate separated by the fused-silica microtube. As a result, the reflection

spectrum of the sensor with the standing plate may have a complicated pattern. However, due to

the small thermal expansion coefficient (5.5× 10−7𝐾−1) of fused silica, the temperature sensitivity

of the air FP cavity is negligible compared with the silicon FP cavity (0.85 pm/K vs. 85 pm/K at

1550 nm). Therefore, the fringes from the air cavity can be considered as a static background of

the fringes from the silicon FP cavity. It is worth noting that the sensor of the new design may

not be suitable for application in liquid environment as the optical signal and thermal transfer may

be affected by the liquid trapped in the tube. We fabricated sensors of both designs and compared

their performances. The fabrication steps for the new design are outlined in Fig. 3.2 (a)-(f). The

fabrication started with the preparation of the silicon comb-teeth by using the deep ion reactive

etching. The comb-teeth consist of multiple identical thin silicon cantilevers as shown in Fig. 3.2

(a). Each of the teeth (plates) has a length of 130 𝜇m, a width of 25 𝜇m, and a thickness of 5 𝜇m.

An SEM image of multiple successfully etched silicon comb-teeth is shown in the inset of Fig. 3.2

(a). A fused-silica microtube with an outside diameter of 150 𝜇m and a wall thickness of 35 𝜇m

was spliced to the end face of a SMF; then the microtube was cleaved using a fiber cleaver under

a microscope to a short length (110 𝜇m in this case), resulting a structure as shown in Fig. 3.2

(b). Next, a thin layer of UV glue was spin-coated on a glass slide and a small amount of glue

was transferred to the cleaved end face of the microtube by pressing the microtube to the thin glue

layer on the glass slide. Note that only half of the end face of microtube was pressed to the glue to

prevent the glue from flowing into the microtube, as shown in Fig. 3.2 (c). Next, with the help of

a microscope, the end face of microtube with the glue was pressed onto the edge surface of one of

the silicon plates shown in Fig. 3.2 (a). In the meantime, the reflection spectrum from the silicon

plate was monitored in real time using a broadband light source and a spectrometer. The relative

position between the microtube and the silicon plate was carefully adjusted until good fringes from

32



Figure 3.1: Schematics of two FP temperature sensor designs. (a) Traditional design with the
silicon plate lying on the fiber end face; (b) new design with the silicon plate standing on the edge
of a fused-silica microtube to minimize end conduction and increase the FP cavity length. (c)
Numerical result of normalized volume average temperature versus time for three sensor structures
with different contact areas.

the silicon plate were obtained by the white light system. The UV glue was cured by applying UV

light as shown in Fig. 3.2 (e). After the glue was fully cured, the optical fiber was slowly pressed

down to break the suspended silicon cantilever off from its substrate, as shown in Fig. 3.2 (f), to

complete the fabrication. An SEM image of a fabricated sensor of the new design is shown in

Fig. 3.2(g). For the sensor of the traditional design, several silicon cantilevers shown in Fig. 3.2

(a) were broken off from the substrate. Using similar approaches described above, UV glue was

transferred to the end face of the fiber and one of the plates was glued to the fiber end face. An

SEM image of the fabricated senor of the traditional design is shown in Fig. 3.2(h).
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The red curve in Fig. 3.2 (i) is the measured reflection spectrum of the silicon FP sensor with

reduced end conduction, which is a superimposition of the spectra from the cascaded FP cavities

of the air gap and the silicon plate. In practice, ultra-short tubes or angle-polished fiber end could

be used to reduce the effect on the spectrum from the air gap. The reduced tube length will have

additional benefit of increasing the optical coupling between the fiber and the silicon plate. To

distinguish the reflection fringes from the silicon FP cavity and the air FP cavity corresponding to

the microtube, after the fabrication step shown in Fig. 3.2 (b), we obtained the reflection spectrum

of only the air cavity by pressing the end face of the microtube onto a silver mirror and the fringes

are shown as the black curve in Fig. 3.2 (i). Note these fringes were being used only for identifying

the positions of the valleys and peaks from the air cavity of the sensor. By comparing the fringes

of the air FP cavity and the fringes from the overall sensor structure, we can identify fringe features

(valleys or peaks) attributed only to the silicon FP cavity for wavelength tracking. We notice the

reflection notch closed to the wavelength of 1545 nm on the black curve in Fig. 3.2 (i) (indicated as

the “tracking notch”) whose shape is largely unaffected by the microtube air cavity. In addition, we

notice that the reflection spectrum of the silicon FP cavity has a distortion from the sinusoidal shape,

which is attributed to the multimode interference of the silicon FP cavity as the plate functions as

a multimode slab waveguide. Such distortion has also been observed in interferometers formed by

multimode fibers [38]. The blue curve of Fig. 3.2 (i) is the reflection spectrum of the sensor with

the traditional design. Only one broad spectral valley is observed in the measurement wavelength

range between 1510-1590 nm due to the small cavity length and this valley was used for wavelength

tracking.

3.1.2 Sensor response time measurements

We used a high-speed white light system, as shown in Fig. 3.3, to study the step responses and

measurement resolutions of the sensors. Through an optical fiber circulator, the light from a

superluminescent diode was sent to the sensor and the reflected light was directed to a spectrometer

with a frame rate of 3 kHz. Because of the challenges in generating a fast change of the ambient
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Figure 3.2: (a) – (e) Fabrication processes for the silicon sensor with a standing silicon plate on the
microtube. (g) and (h) SEM images of a fabricated silicon FP sensor of the new design (g) and a
fabricated traditional silicon FP sensor (h). (i) the reflection spectra of the two sensors and the FP
cavity corresponding to the microtube.FP: Fabry-Perot.

temperature in a controllable way for sensor testing, we simulated the step changes in the ambient

temperature by heating the sensor with modulated laser radiation. A fiber-pigtailed 980 nm diode

laser was used for this purpose to illuminate the sensor head that was placed at a distance of 2

mm to the exit of the fiber. The sensor was heated by the optical absorption of silicon to the

laser. For each of the sensors, the position of the fringe valley used for analysis was found by a

2nd-order polynomial fitting. Wavelength shift was transformed to temperature variation using a

sensor sensitivity of 84.6 pm/K [25].

Figure 3.4 (a) shows the time history of the step responses for both sensors to the laser radiation
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Figure 3.3: Experimental setup to characterize the step responses and measurement resolutions of
the silicon FP temperature sensors. FP: Fabry-Perot

modulated with a 0.25 Hz square wave. The laser beam was pointed to the silicon plate of the

traditional design at an angle to achieve similar acceptance areas for both sensors; as a result,

their temperature rises were similar after reaching thermal equilibrium. To compare the transient

response of the two sensor designs, we obtain the normalized signals around the falling edges of

step responses and the results are shown in Fig. 3.4 (b). It is seen that the sensor of the new design

drops much faster than the sensor of the traditional design due to the reduced end conduction effect.

However, the end conduction has not been completely removed in the sensor of the new design as

evidenced by the long tail of its step response, which we attribute to the end conduction from the

fiber stub that has a much slower thermal response. Although these sensors may not be considered

as a simple first order linear system, to numerically compare the speed of the two sensors, we define

the characteristic response time as the time needed to reach 63% of the overall signal change. The

characteristic response time for the sensor with reduced end conduction is 13 ms, which is more

than 6 times faster than the sensor of traditional design (83 ms), proving that the reducing end

conduction is critical in improvement of the sensor speed.

Besides faster response, the sensor of the new design is expected to have improved measurement

resolution due to its larger FP cavity length. We characterized the noise performance of the sensors

by placing the sensors in a sealed box at room temperature and continuously measuring the

temperature over a period of 10 s at sampling rate of 3 kHz. The results are shown in Fig. 3.4 (b).

The sensor of the traditional design shows a standard deviation value of 0.15 K, while the value for
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the sensor of the new design is 0.012 K, representing 12 times improvement.

Figure 3.4: (a) Step responses of the two sensors with different designs to the laser radiation
modulated by a square wave. (b) Normalized signals of the sensors around the falling edge of the
step responses in (a). (c) Noise performance of the sensors.

3.1.3 Frequency response measurements

Finally, we characterized the transfer function of the sensors by exciting the sensors with sinusoidally-

modulated laser radiation at different frequencies and obtaining the time response of the sensors.

Because the limitation in the frame rate of the white light system, intensity interrogation based on

a laser and a photodetector, shown in Fig. 3.5, was implemented. We tuned the wavelength of a

tunable laser to the spectral slope of the spectral fringes of the sensors. The same reflection notches

used in the wavelength interrogation as shown in the inset of Fig. 3.5 were selected. The wavelength

shift of the reflection notch caused by the temperature variations of the sensor was converted to

intensity variations that were captured by the photodetector. Comparing the modulation signal and
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the output signal of the system, both the amplitude and the phase of the transfer function of the

sensors were obtained. The Bode plot of the transfer function is shown in Fig. 3.6 (a) for amplitude

and Fig. 3.6 (b) for phase. The sensor with the reduced end conduction shows a broader bandwidth

than the one of the traditional design. Notes that the transfer functions of both sensors differ from

those of first order linear systems, indicating that end conduction cannot be ignored even for the

sensor of the new design.

Figure 3.5: Experimental setup to characterize the transfer functions of the sensors. The inset
shows the wavelength of the tunable laser relative to the fringes of the sensor with reduced end
conduction.

Figure 3.6: (a) Amplitude and (b) phase of the transfer functions of both sensors.

3.1.4 Conclusion

In summary, we report a silicon FP temperature sensor with fast response and high resolution by

reducing the end conduction and increasing the FP cavity length while maintaining the small size
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of the sensing element. The sensor is constructed by connecting the narrow edge surface of the

silicon plate to the edge of the microtube attached to the fiber tip. Compared to the traditional

design where the plate is attached to the fiber end face on its large plate surface, the new sensor

minimizes the heat transfer path to the fiber stub and increases the cavity length for improved sensor

speed and resolution. Sensors of both designs were fabricated using identical silicon plates, and

their performances were compared. We show that, compared to the traditional design, the new

design has a characteristic response time that is more than six times faster (13 ms versus 83 ms)

and a measurement resolution more than 12 times better (0.012 K versus 0.15 K). Our results show

that the end conduction effect, which has not been considered in fiber-optic temperature sensors, is

important in the design and application of such sensors for high-speed measurement of temperature.

3.2 Spurious jumps in wavelength tracking of fiber-optic FP interferometric
sensor

3.2.1 Simulation and analysis of demodulation jumps in wavelength tracking method

3.2.1.1 Simulation of reflection spectrum

We consider a low-finesse FP interferometric sensor with a cavity length L and cavity refractive index

n interrogated by an incoherent light source, such as a superluminescent diode or a fiber amplified

spontaneous emission source, along with a spectrometer consisting of a diffraction grating and a

linear photodiode array. Assuming the photodiode array has N pixels and the output from each of

the pixels can be expressed as

𝐹 (𝜆𝑖) = (𝐼0 + Δ𝐼) [1 + 𝜈 · 𝑠𝑖𝑛
(
4𝜋𝑛𝐿
𝜆𝑖

)
], 𝑖 = 1, 2, · · · , 𝑁, (3.1)

where 𝐼0 is proportional to the power spectral density of the light source, Δ𝐼 represents the noise,

𝜆𝑖 is the optical wavelength of light illuminating the 𝑖𝑡ℎ pixel, and 𝜈 refers to the visibility of

reflection fringes of the FP sensor. For convenience, we assume that the light source has a uniform

spectral profile so that 𝐼0 is a constant. The noise properties of superluminescent diode and the fiber

amplified spontaneous emission source resemble those of a thermal source and the noise of the
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photodiode output, Δ𝐼𝑖 can be modeled by a white Gaussian random process with zero mean [39].

In the simulation, the values of the parameters in the model were set to be consistent with those

observed in experiment. Specifically, the spectrometer (Model: I-MON 512 USB, Ibsen Photonics)

used in the experiment has 𝑁 = 512 pixels approximately evenly distributed over the wavelength

range from 1510-1595 nm; the standard deviation of Δ𝐼𝑖/𝐼0 is set to 1.1 × 10−3; and the FP sensor

is a silicon pillar with 𝑛 = 3.4 and 𝐿 = 40𝜇𝑚 (𝑛𝐿 = 136𝜇𝑚) attached to the end of a fiber.

3.2.1.2 Spurious jumps analysis

For simulation of the regular wavelength tracking method, the wavelength position of a fringe

valley is obtained by fitting the measured spectrum. Note that, although a sinusoidal function with

a constant amplitude [Eq. (3.1))] is used for modeling the reflection spectrum of the sensor, in

practice, it is difficult to obtain a mathematical model that can accurately describe the measured

reflection spectrum. Measured spectral fringes of a sensor can be complicated by many factors such

as the non-uniform spectral profile of the light source, the multi-path interference in the FP cavity,

fiber bending, and spectral modulations from other optical devices in the optical path. As a result,

the measured spectrum can significantly deviate from a sinusoidal form. Here, we use a polynomial

function, which has been widely used in wavelength tracking method, to fit the spectrum simulated

using Eq. (3.1). The difference between the fitting function (polynomial) and the function used

to generate the spectrum (sinusoidal) represents the systematic errors of modeling the measured

spectrum in practice. The polynomial fitting was implemented in two slightly different ways

(referred to as “without interpolation” and “with interpolation). In both ways, a threshold for the

valley depth is set and the pixel points around the valley whose intensity readings are below the

threshold are processed. For the curve fitting without interpolation, second-order polynomial fitting

is directly applied to the selected set of pixels to find the valley position. For the curve fitting with

interpolation, linear interpolation is used on the first pixel below the threshold and the adjacent

pixel above the threshold to generate a new pixel whose intensity equals the threshold, and this

new pixel replaces the first pixel in the original set. Similarly, linear interpolation of the last pixel
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below the threshold in the original set and the adjacent one above the threshold is used to generate

a pixel with intensity equal to the threshold to replace the last pixel in the original set. The process

ensures that the pixel sets used for curve fitting will have the same range of intensity. As shown

below, the curving fitting with interpolation can significantly reduce the spurious jumps compared

with the case without interpolation. However, curve fitting with interpolation cannot eliminate the

jumps. The choice of the threshold needs to have a good number of data points for curve fitting. In

the simulation, the threshold was set at approximately half the maximum intensity of the fringes.

In general, the resolution is not sensitive to the threshold over a large range. Figure 3.7 (a) shows a

spectral frame simulated using Eq. (3.1) and the pixels used for the polynomial fitting to find the

wavelength position of a fringe valley. Figure 3.7(b) shows an example of the pixels around the

valley being used for curve fitting (with or without interpolation). In this case, a total of 25 pixels

(from #226 to #250) are below the threshold and selected to obtain the valley position. For curve

fitting with interpolation, linear interpolation of pixels 225 and 226 in the original set is used to

generate a new pixel (red dot 226) on the threshold line that replaces the first pixel in the original

set (blue circle 226). Similarly, linear interpolation of pixels 250 and 251 in the original set lead

to a new pixel (red dot 250) on the threshold line to replace the last pixel in the original set (blue

circle 250). We carried out Monte Carlo simulations for the case where the sensor is under a static

state where the cavity length of the sensor is constant. To study the effect of changes in the selected

pixels for curve fitting, we intentionally set the threshold for selecting the pixels for curve fitting

close to the intensity measured by one of the pixels. As a result, intensity variations from the noise

could cause the pixel to cross the threshold line and changes the selected pixels in the set for curve

fitting. Figure 3.7 (c) shows the results of the wavelength shifts obtained from curving fitting with

(black) and without (blue) interpolations from 500 continuous iterations. The results show a pattern

of small fluctuations around the zero line within 1 pm with a few random large jumps of ∽2 pm for

curving fitting with interpolation and of ∽6 pm for curve fitting without interpolation. Although

curve fitting with interpolation can greatly suppress the spurious jumps, it cannot eliminate the

problem as these jumps are still a factor-of-two higher than the fluctuation range absent these jumps
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Figure 3.7: (a) Simulated spectral fringes from a sensor with optical cavity length of 136 𝜇m (red
curve shows the pixels used to find the wavelength of fringe valley used in wavelength-tracking
method). (b) Pixel set used for wavelength tracking with interpolation (red dots) and without
interpolation (blue circles). (c) Relative wavelength of the fringe valley obtained by curve fitting
with interpolation (black dots) and without interpolation (blue dots) when the sensor is under static
state. (d) Pixel sets used for the curve fitting for the signal jumps shown in the insets of (c). (e)
Demodulated wavelength shift and actual wavelength shift when the sensor is under a dynamic
state. Inset: enlarged view of a small wavelength deviation. (f) Demodulation error vs. wavelength
shift.

(baseline noise). The baseline noise is due to the intensity noise of the light source, while the

large jumps are mainly from the changes in the pixel sets used for curving fitting. For example,

a jump occurs between data points 155 and 156 [see inset of Fig. 3.7 (c)], and the pixel sets to

obtain the two data points are shown in Fig. 3.7 (d). Specifically, for data point 155, the intensities

measured by pixels 225-250 are below the threshold, and therefore are used for curve fitting (with

interpolation) to obtain that data point 155. It shows a relative wavelength shift less than ∽1 pm

from the zero baseline. However, for the spectral frame to obtain data point 156, due to the intensity

noise, pixel 224 crosses the threshold and is excluded in the set for curve fitting. Because of the

inaccuracy of the fitting function for modeling the spectrum (the polynomial function does not

match exactly the actual spectrum), the change in the pixel set for curve fitting leads to a relatively
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large change in the valley position of the fitting function with a relative wavelength shift of ∽2 pm

from the zero baseline.

In the static state, the large jumps only occur when the threshold intensity is close to the intensity

measured by a pixel so that the intensity noise can cause the changes in the pixel set for curve fitting.

It should be noted that, for measurement of dynamic signals, large jumps can occur even without

noise. As the spectral fringes of the sensor shift with the signal, the light intensity measured by

a pixel varies and may cross the threshold to change the pixel set for curve fitting. We simulated

this scenario by assuming that the sensor fringes shift toward the lower end by 1 nm with a step

of 2 pm. Figure 3.7 (e) shows the relative wavelength shifts demodulated from a fringe valley by

using the wavelength tracking method (polynomial fitting with interpolation) for the case without

noise (blue dots). The red dotted line is the actual wavelength shifts assigned in the simulations.

An enlarged view shown in the inset of Fig. 3.7 (e) clearly shows the deviation of the demodulated

wavelength shift from the actual wavelength shift. Figure 3.7 (f) shows the difference between the

demodulated wavelength shift and the actual wavelength shift as a function of the actual wavelength

shift, which reveals the periodic nature of the spurious jumps. The jumps have a period of ∽0.167

nm, consistent with the pixel wavelength spacing (86 nm / 512 pixels), which verifies that the jumps

are due to systematic errors of curve fitting function manifested by the changes in the pixel sets for

curve fitting.

In general, the change in the pixel set involves the addition and/or removal of a single pixel at

either or both edges of the set. Intuitively, the signal jumps caused by these changes may be reduced

by increasing the pixel density of the spectral frame to increase the number of pixels in the set

for curve fitting, because the effect of adding and/or removing a single pixel has less effect on the

fitting results in a set with denser and larger number of pixels. Using the Monte Carlo simulations,

we studied the relationship between the standard deviation of the fitting results (a measure of sensor

resolution) and the pixel density in two extreme conditions. In one of them, the pixels in the set for

curve fitting are fixed, giving rise to the smallest standard deviation (highest resolution) without

any spurious jumps. The resolution is determined only by the intensity noise of the light source.
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In the other condition, the set for curve fitting changes by a single pixel for each iteration, resulting

in the highest standard deviation (lowest resolution) from the large spurious jumps. The results

are shown in Fig. 3.8. It is seen that the standard deviation of the fitting results reduces as the

pixel density increases in both conditions. When the pixel density is low, the standard deviation

from the spurious jumps is much larger than that from the intensity noise. As the pixel density

increases, the differences become smaller and eventually the two curves converge, indicating that

the effect of changes in the pixel set on the fitting results becomes negligible compared with effect

of the intensity noise. Note that irregular pattern observed in the curve for the spurious jumps (blue

circles) toward the lower end of the pixel density (in terms of pixel number per unit free spectrum

range) is attributed to the variations of the pixel distribution relative to the fringe valley position.

Figure 3.8: Standard deviation due to the intensity noise only (red) and the signal jumps only (blue)
vs. pixel density. FSR:free spectrum range.

3.2.2 Modified correlation demodulation

Although the spurious jumps may be reduced to a negligible level by increasing the pixel density

for curve fitting to a sufficient level, the pixel density of practical spectrometers is limited and

usually far from reaching the required density level (e.g. the spectrometer used in our experiment
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has a pixel interval of 168 pm). Here, we propose and demonstrate a signal demodulation method

that does not have spurious jumps even for spectral frames with relatively sparse pixels. It is a

modified version of the correlation demodulation methods reported previously. Briefly, the method

involves first obtaining a series of calibration spectral frames of the sensor with respect to the

measurand, then calculating the similarity between a measured spectral frame and the calibration

spectral frames using the correlation coefficient as a function of the measurand; and finally find the

peak position of the correlation using curve fitting to obtain the value of the measurand. As the

number of the calibration frames in a given range of the measurand can be made sufficiently high

without much difficulty in practice, spurious jumps from the change in the data set for curve fitting

can be eliminated, as verified by both the simulation and the experimental results. The results

also show that the modified correlation demodulation method can also provide a higher resolution

comparing with the regular wavelength tracking method in many cases.

Figure 3.9: Signal processing process of the proposed correlation demodulation method. (a) Obtain
calibration spectral frames with sufficient density over a specified range of the measurand; (b) take
a measurement frame and calculate its correlation coefficients with the calibration frames; and (c)
find the peak position of the correlation coefficient vs. measurand.

3.2.2.1 Demodulation process and algorithm

The demodulation process and algorithm are illustrated with the help of Fig. 3.9. The modified

correlation demodulation method requires the calibration of the sensor by recording a series of

reflection spectral frames of the sensor as the measurand, denoted by x, is varied over a specified

range. Assume that the set of calibration spectra contain a total of Q frames, denoted by 𝑅𝑖
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(𝑖 = 1, 2, · · · , 𝑄) measured at 𝑥 = 𝑥𝑖. Each spectral frame has N pixels so that we can write

𝑅𝑖 = [𝑅𝑖1𝑅𝑖2, · · · , 𝑅𝑖𝑁 ], where 𝑅𝑖, 𝑗 ( 𝑗 = 1, 2, · · · , 𝑁) denotes the light intensity measured by the 𝑗 𝑡ℎ

pixel in the 𝑖𝑡ℎ calibration frame. Figure 3.9 (a) depicts such a set of calibration frames.After the

calibration, the sensor is ready for measurement of the intended parameter. Assume that, during the

measurement, the sensor system obtains a spectral frame, denoted by 𝑀 = [𝑀1, 𝑀2, · · · , 𝑀𝑁 ] as

shown in Fig. 3.9 (b), from which the value of the measurand,X, need to be extracted. To do so, we

obtain the correlation coefficients between the measured frame, M, and the each of the calibration

frames, 𝑅𝑖,defined as

𝜌 (𝑀, 𝑅𝑖) =
1

𝑁 − 1

𝑁∑︁
𝑗=1

(
𝑅𝑖 𝑗 − 𝑅̄𝑖

) (
𝑀 𝑗 − 𝑀̄

)
𝜎𝑖𝜎

(𝑖 = 1, 2, · · · , 𝑄) , (3.2)

where 𝑅̄𝑖 and 𝜎𝑖 are, respectively, the mean and standard deviation of 𝑖𝑡ℎ calibration frame (𝑅𝑖);

and 𝑀̄ and 𝜎 are, respectively, the mean and the standard deviation of measured spectral frame

(M). Therefore, for a single spectrum of measurement spectral, a total of Q correlation coefficients

can be obtained following a parabolic distribution. The value of 𝜌 (𝑀, 𝑅𝑖) quantifies the similarity

between the measured frame, M, and calibration frame, R𝑖. Noting that 𝑅𝑖 is the spectral frame

obtained when the measurand 𝑥 = 𝑥𝑖, we can consider 𝜌 as a function of x given at discrete values

of 𝑥𝑖 (𝑖 = 1, 2, · · · , 𝑄) as shown in Fig. 3.9 (c). The value of the measurand (X) corresponding

to the measured frame is the value of x at which 𝜌(x) is maximum. The peak position can be

found by the curve fitting of 𝜌 (x) using, e.g., a polynomial function [also shown in Fig. 3.9 (c)].

Compared with the curve fitting method, the demodulation method proposed here used the discrete

correlation coefficients for curve fitting instead of the pixel points around the valley in the measured

spectra frame. The density of the data points for curve fitting in this method can be controlled and

increased during the calibration process (e.g. by manipulating the sampling rate and/or the change

rate of the measurand). As a result, the spurious jumps from the modeling error in the curve fitting

can be reduced.

The outline of the demodulation process is shown below.

Step 1: Obtain a set of calibration spectral frames, 𝑅𝑖, of the sensor corresponding to the values
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of the measurand,𝑥𝑖(𝑖 = 1, 2, · · · , 𝑄). The number of the calibration frames in a given range of the

measurand need to be sufficiently large to avoid the spurious jumps.

Step 2: Take the measurement and obtain the sensor spectra. Assume M is one of the measure-

ment frames from which we need to find the value of the measurand.

Step 3: Calculate the correlation coefficients between M and C and the result is a set of Q

numbers, [𝜌1, 𝜌2, · · · , 𝜌𝑄], representing the function of 𝜌 (𝑥) evaluated at 𝑥𝑖(𝑖 = 1, 2, · · · , 𝑄).

Step 4: Find the peak position of 𝜌 (𝑥) using curve fitting and the peak position is the value of

the measurand corresponding to the measured spectral frame M.

Figure 3.10: (a) correlation coefficients as function of relative wavelength shifts. (b), (c), and
(d) are, respectively, the relative wavelength shifts demodulated using the curve fitting method
(blue curve), correlation method with a single FSR (red curve), and correlation method with a full
spectrum (black curve). (e) An example of wavelength deviation when the optical cavity length is
340 𝜇m. (f) Wavelength deviation amplitude demodulated by the curve fitting method (blue curve),
correlation method with a single FSR (red curve), and correlation method with a full spectrum
(black curve). L: optical cavity length; n: refractive index of cavity; and FSR: free spectrum range.
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3.2.2.2 Simulation

We simulated the proposed demodulation process using Monte Carlo method for a sensor and

interrogation system identical to those given in Section 3.2.2. The calibration spectral frames and

measurement frames were obtained using Eq. (3.1). For calibration, varying the value of the

measurand is equivalent to shifting the wavelength of a fringe valley. By changing the wavelength

over a 4 nm range with a step of 0.4 pm, we obtained a set of calibration spectra with 𝑄 = 1 × 104

frames, each having N=512 pixels approximately equally spaced between 1510-1595 nm. Similar to

the analysis of spurious jumps in Section 3.2.2.2, we studied the performance of the demodulation

for both static and dynamic measurements. For the static case, 500 measurement frames were

obtained for simulation when the optical cavity length was 136 𝜇m. For each frame, its correlation

coefficient with each of the calibration frame was calculated and a total of 1 × 104 correlation

coefficients over the 4 nm wavelength range were obtained. Figure 3.10 (a) is an example of

the correlation coefficient vs. relative wavelength shift from a measurement. The peak position

of the correlation coefficient, which was obtained by applying a polynomial fitting, is the relative

wavelength shift of the fringe valley in the measured spectral frame. Figure 3.10 (b) shows the result

for 500 measurement spectral frames (red curve). For comparison, results from curve fitting method

(blue curve), are also shown. Note that no spurious jumps are observed in this case because the

threshold was chosen so that the pixel set for curve fitting remained unchanged. The fluctuations in

the results are due to the intensity noise of the light source. We point out that only the pixels within

a wavelength range equal to the free spectrum range were used in the correlation demodulation, and

a single valley was used in the curve fitting demodulation. In this case, the curve fitting method

shows slightly better performance than the modified correlation method (standard deviation: 0.30

vs. 0.35 pm). We found that the noise performance of the modified correlation method can be

improved by increasing the number of pixels being used for obtaining the correlation coefficients.

The noise performance obtained by using the full spectrum (black curve) is also shown in Fig. 3.10

(b) (black curve). Compared with the case of using the pixels in a free spectrum range, the full

spectrum demodulation shows a much better noise performance (0.11 vs. 0.35 pm).
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We then studied the effect of sensor cavity length and laser intensity noise level on the sensor

noise performance for both the curving fitting method and the modified correlation method (in-

cluding one FSR demodulation and full spectral demodulation). We started with a static test where

there are no spurious jumps. Figure 3.10 (d) shows the sensor resolution (standard deviation) as a

function of the optical cavity length (lower horizontal axis) or pixel density (upper horizontal axis)

when the relative intensity noise was 1.1 × 10−3. The standard demodulation decreases as the op-

tical cavity length increases in the simulated range of 17-680 𝜇m. Compared with the curve fitting

demodulation, the one free spectrum range correlation demodulation shows slightly worse noise

performance at shorter cavity lengths and comparable performance at longer cavity lengths, while

the full-spectrum correlation demodulation exhibits significantly improved noise performance that

is consistently better than the curve fitting method throughout the cavity length range. Figure 3.10

(d) shows the sensor resolution as a function of the relative intensity noise when the optical civility

length is 136 𝜇m. As expected, the standard deviation increases linearly with the relative intensity

noise for both demodulation methods. Again, the full-spectrum correlation demodulation shows the

best noise performance, while the performance of the curve-fitting demodulation is slightly better

than the one free spectrum range correlation method. We then simulated a dynamic case where the

Figure 3.11: Standard deviation (std) vs. number of calibration spectral frames.
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spectrum of a noise-free sensor with an optical cavity length of 340 𝜇m shifted toward the longer

wavelength by 6 nm with a step change of 6 pm, giving rise to 1000 measurement spectral frames.

Figure 3.10(e) shows the deviation of the demodulated wavelength shift from the actual wavelength

shift from the results of one free spectrum range correlation demodulation. The deviation is a

smooth and sinusoidal-like form, as opposed to the abrupt jumps from the curve fitting method [see

Fig. 3.7(f)]. The period of the deviation from the correlation method corresponds to the free spec-

trum range of the sensor, rather than the pixel wavelength spacing as in the curve-fitting method.

The deviation would be translated to measurement errors in practical applications. Fig. 3.10 (f)

shows the deviation amplitude, defined as the peak-to-peak wavelength deviation and representing

the maximum measurement error, as a function of the optical cavity length. It is seen that, in

general, the deviation from the single free spectrum range correlation method is much smaller than

that from the curve fitting method, and the full-spectrum correlation shows further significantly

reduced deviation amplitude throughout the cavity length range, indicating that, compared with the

curve fitting method, the modified correlation demodulation not only eliminates the spurious jump,

but also has inherently higher accuracy.

As shown in Fig. 3.8, the noise of the results from the curve fitting in the regular curve fitting

method can be reduced by increasing the pixel density in the curve fitting. One may wonder whether

the noise of the results from the correlation method could be reduced by increasing density of the

calibration spectral frames. Figure 3.11 shows the simulation results for the standard deviation of

the results from correlation method as a function of the number of calibration spectral frames in a

static test. Note that the data point set for curve fitting remained unchanged in the simulation so

that we only consider the effect of the intensity noise from the light source. The results show that

that the standard deviation remains to be a constant except for some small excursions as the density

of the calibration spectral frames increases. The observation can be explained by a simple noise

analysis of the correlation coefficients as follows.

Both the calibration and measurement spectral frames (𝑅𝑖 and M) contain the intensity noise

from the light source. The light intensity measured by the 𝑗 𝑡ℎ pixel in the calibration and measure-
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ment spectral frames can be written, respectively, as 𝑅𝑖 𝑗 = 𝑅𝑖 𝑗0 + 𝑟𝑖 𝑗 and 𝑀 𝑗 = 𝑀 𝑗0 + 𝑚 𝑗 , where

𝑅𝑖 𝑗0 and 𝑀 𝑗0 are the expected values of the intensities measured by the pixels, and 𝑟𝑖 𝑗 and 𝑚 𝑗 are

the corresponding fluctuations due to the intensity noise. Plugging them into Eq.(3.2) and after

some straightforward algebra, we found that the correlation coefficient between 𝑅𝑖 and M can be

expressed as

𝜌 (𝑀, 𝑅𝑖) =
1

𝑁 − 1
1
𝜎𝑖𝜎

𝑁∑︁
𝑗=1

(
𝑅𝑖 𝑗0𝑀 𝑗0 + 𝑅𝑖 𝑗0𝑚 𝑗 + 𝑟𝑖 𝑗𝑀 𝑗0 + 𝑟𝑖 𝑗𝑚 𝑗 − 𝑅̄𝑖𝑀̄

)
, (3.3)

In fitting the correlation coefficients to find the measurand, the effect of the noise terms involving

𝑟𝑖 𝑗 in Eq. (3.3) can be effectively suppressed by increasing the density of the calibration frames

used for curve fitting. However, the second term of the sum on the right side of Eq. (3.3),∑𝑁
𝑗=1 𝑅𝑖 𝑗0𝑚 𝑗 , is independent on i and can be considered as a systematic noise uniformly imposed

onto the correlation coefficients for all calibration frames. As a result, the noise contribution from

this term cannot be suppressed by increasing the data point density for curve fitting, as shown in

Fig. 3.10. In other words, the noise of the measurement frame set a limit to the standard deviation

of the curve fitting results.

3.2.2.3 Experiments

Experiments were carried out to demonstrate the modified correlation demodulation method and

compare its performance with other methods. The experimental setup is schematically shown

in Fig. 3.12. Two fiber-optic temperature sensors with two different optical cavity lengths were

fabricated for the demonstration. Each of them consists of a double-side polished silicon pillar

attached to the end face of a single mode fiber. The thicknesses of the silicon pillars in the two

sensors are 40 and 200 𝜇m, corresponding to optical cavity lengths of 136 and 680 𝜇m at 1550

nm, respectively. Both silicon pillars have a same diameter of 100 𝜇m. The detailed fabrication

process of the sensor can be found in Ref. [25]. The light output from a SLED passes through a

fiber-optic circulator before reaching the sensor head, and the light reflected from the sensor head

was directed to a high-speed spectrometer (Model: I-MON 512 USB, Ibsen Photonics) for spectral
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measurement by the circulator. The spectrometer has a maximum frame rate of 3 kHz with 512

pixels in each frame approximately equally distributed over the wavelength range between 1510-

1595 nm. The sensor head was placed in an environmental chamber with controlled temperature.

We obtained the calibration spectral frames by continuously recording the reflection spectrum at

Figure 3.12: Experimental setup for demonstration using a temperature sensor system.

a frame rate of 500 Hz as the temperature of the sensor while the sensor was cooled down in the

environmental chamber from 80 ◦C to 10 ◦C. The process took slightly over 6 minutes to complete.

Note that, in practice, obtaining the calibration frames requires an independent temperature sensor.

For convenience, the temperature was measured from the sensor spectrum using the wavelength

tracking method with the spurious jumps eliminated by a polynomial curve fitting of the results

over the time range. Figure 3.13 (a) shows the obtained relative temperature variation of sensor as

a function of time. We compared the noise performance of the correlation method and the regular

curve fitting method by placing the sensor at a constant temperature of 22 ◦C, and continuously

recorded the sensor spectrum for 8 s with a spectral frame rate of 3 kHz. Fig. 3.13 (b) shows the

temperature results demodulated by the curve-fitting method (blue), the correlation method with a

single free spectrum range (red), and correlation method with a full spectrum (black) for the sensor

with 136 𝜇m optical cavity length. The correlation method with a single free spectrum range
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resulted in a standard deviation (4.90 mK) that is slightly larger than the curve-fitting method (4.37

mK). Note that the results from the curve fitting method show no spurious jumps because the pixel

set used for curve fitting remain unchanged during the demodulation. The correlation method with a

full spectrum shows a much higher resolution than the curve fitting method (1.82 mK vs. 4.37 mK).

We then compared the performance of both methods for measurement of dynamic temperature.

In this experiment, we reduced the sensor temperature from 40 ◦C to 30 ◦C and the results from

both methods over a span of 12 ◦C change are shown in Fig. 3.13 (c). It is seen that the results

from the correlation method (red curve) show a smooth response of the sensor to the temperature

variation, while the results from the curve fitting method have several large spurious jumps [details

of the results around the spurious jumps are shown in the inset of Fig. 3.13 (c)]. Aside from

the absence of the jumps, the results from the correlation method appears to have slightly larger

fluctuation (noise) than the curve fitting method consistent with the noise performance in Fig. 3.13

(b). Finally, we studied effect the of the calibration spectral frame density on the standard deviation

of the sensor, and the results are shown in Fig. 3.13 (d). The standard deviation appears to be a

constant with small fluctuations, which is consistent with the simulation results shown in Fig. 3.11.

For the sensor with 680 𝜇m optical cavity length, Figure 3.14 (a) shows the noise performance of

correlation and curve fitting demodulation methods when the sensor was at constant temperature

(static test). The correlation method with a single free spectrum range leads to a standard deviation

of 1.39 mK (red curve), which is slightly smaller than the curve fitting method (2.40 mK, blue

curve). A resolution as high as 0.27 mK was obtained by using a correlation demodulation with a

full spectrum. Figure 3.14 (b) shows the experimental results demodulated by these two methods

in a dynamic test where the temperature of the sensor was varied by 10 ◦C. The correlation method

shows a smooth temperature response curve with smaller temperature fluctuations, while the curve

fitting method shows multiple spurious jumps. An enlarged view of a single jump is showed in the

inset of Fig. 3.14 (b).
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Figure 3.13: (a) Relative temperature variation versus time. (b) and (c) show, respectively, the
temperature variation as function of time. The insets of (c) is a close view of the spurious jumps
in the results from the regular curve fitting method. (d) Standard deviation (std) vs. number of
calibration spectral frames.

3.2.2.4 Centroid demodulation

Centroid demodulation is another simple method used for wavelength tracking of fiber-optic in-

terferometric sensors. Because the implementation of the centroid method does not rely on any

specific mathematic model for the spectral fringes, it is worth studying its performances regarding

spurious jumps. This method calculates the centroid of the spectral feature, 𝜆𝑐 , using [40]

𝜆𝑐 =
∑︁
𝑖

𝑆𝑖𝜆𝑖/
∑︁
𝑖

𝑆𝑖, (3.4)
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Figure 3.14: (a) and (b) show, respectively, the temperature variation as function of time. The insets
of (b) is a close view of the spurious jumps in the results from the regular wavelength-tracking
method.

where S and 𝜆𝑖 are, respectively, the intensity and wavelength of the 𝑖𝑡ℎ pixel. We carried out the

method on the data obtained from both the static and dynamic tests of the temperature sensor with

an optical cavity length of 136 𝜇m. The pixel sets being used to calculate the centroid of fringe

valleys are identical to those used for the curve fitting method with interpolation [see Fig. 3.13

(c)]. Figure 3.15 (a) is the measured temperature variations from a static test where the temperature

was kept constant. Compared with the correlation method [Fig. 3.13 (b)], the centroid method

exhibits similar noise performance (4.90 vs. 4.50 mK). Figure 3.15 (b) is the temperature response

from a dynamic test where the temperature decreased demodulated by the centroid method (black

curve). For comparison, the results from the correlation method are also shown (red curve). It is

seen that the centroid method shows multiple large jumps. For example, a jump of 1.4 K occurs

between data points 𝑇1 (pink dot) and 𝑇2 (red dot). The pixel sets used to calculate the centroids

corresponding to these two data points are shown in Fig. 3.15 (c), indicating that the jumps arise

from the changes in the pixel set for centroid computation. In addition to the jumps, we noticed that,

in the time between jumps, the temperature reading from the centroid method shows unexpected

temperature rises inconsistent with the actual temperature change that decreased monotonically

during the testing. For example, a temperature rise of 0.8 K was obtained from 𝑇2 (red dot) to
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𝑇3 (blue dot) [see Fig. 3.15 (b)]. The pixel sets used to calculate the centroid corresponding to

these two data points 𝑇2 and 𝑇3 are shown in Fig. 3.15 (d). Although the pixel sets for obtaining

these two data points were unchanged and an apparent shift to the lower wavelength was observed,

the distribution variations of pixels on the fringes leads to the shifts of centroid of these pixel sets

toward longer wavelength, resulting in the incorrect changes of measured temperature from the

centroid method. These results highlight the excellent performance of the modified correlation

method in eliminating the spurious jumps and achieving high measurement accuracy of fiber-optic

interferometric sensors.

Figure 3.15: Variations of temperature reading with time from centroid method under (a) static test
and (b) dynamic test. The reading from the modified correlation method is also shown in (b). The
inset of (b) shows an enlarged view of jumps.
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3.2.3 Conclusion

Wavelength-tracking method based on curve fitting is commonly used for the demodulation of

fiber-optic sensors interrogated by a white-light system. However, the signal demodulated by the

method can exhibit spurious jumps. Employing Monte Carlo simulation, we found that these jumps

originate from the inaccuracy of the mathematical model for fitting the measured sensor spectrum

and manifested by the changes in the pixel set for curve fitting. Although our simulation shows

that increasing the density of pixels for curve fitting can effectively reduce the spurious jumps,

in practice, this strategy is limited by the finite pixel numbers of available spectrometers. The

spurious jumps are not unique to curve fitting method. We found that centroid method is also

susceptible to the jumps from the pixel set changes used for calculating the centroid. We proposed

and demonstrated a modified correlation method that can effectively remove the spurious jumps

without the need to increasing the pixel density of the spectrometer. In this method, the measurand

is found by curve fitting of the correlation coefficients between the measurement spectral frame and

a set of calibration spectral frames of the sensor. The calibration frame can be made sufficiently

dense in practice, so that there is no spurious jump from curve fitting. The method was demonstrated

both numerically through Monte Carlo simulations and experimentally using a fiber-tipped silicon

temperature sensor. The results from the numerical simulation and experiment are consistent, both

indicating that the correlation method can efficiently eliminate spurious jumps giving rise to a

higher accuracy sensor reading. In addition, much higher resolution can be obtained by using a

full spectrum demodulation. The correlation method can also be used for other types of fiber-optic

sensors.
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CHAPTER 4

DEVELOPMENT OF FIBER-OPTIC BOLOMETER BASED ON A HIGH-FINESSE
SILICON FP INTERFEROMETER

Contents of this chapter have been published in

• Reproduced from [Q. Sheng, G. Liu, N. Uddin, M. L. Reinke, and M. Han, "A fiber-optic

bolometer based on a high-finesse silicon Fabry-Perot interferometer," Review of Scientific

Instrument, vol. 89, 065002, 2018],with the permission of AIP Publishing.

• Q. Sheng, G. Liu, N. Uddin, M. L. Reinke, and M. Han, "Fiber-optic silicon Fabry-Perot

Interferometric bolometer: the influence of mechanical vibration and magnetic field," Jounral

of Lightwave Technology, vol. 38, pp. 2547-2554, 2020.

In this chapter, we pay attention to the development of high-finesse fiber-optic bolometer. We

first report a fiber-optic bolometer that can achieve a much lower noise equivalent power density

by reducing the FP interferometer length and increasing the finesse of the silicon FP interferometer

using high-reflectivity coatings. Reducing the FP interferometer length will lead to a higher

temperature responsivity owing to the reduced thermal mass. In the meantime, a high-finesse

FP interferometer features much narrower spectral features in its reflection spectrum resulting in a

lower noise in temperature sensing. We show that the increased responsivity and reduced noise lead

to a noise equivalent power density of 0.27 W/m2, a 35 times reduction compared to the fiber-optic

bolometer reported previously.

We then study the influences of mechanical vibration and magnetic field on the performance

of fiber-optic bolometers and the mitigation of the influences. Specifically, based on an fiber-optic

bolometer that we demonstrated above, we characterized the noise performance of the fiber-optic

bolometer when the fiber with the bolometer was vibrated by an electromagnetic shaker. The

experimental results showed that the vibration significantly increases the noise of the fiber-optic

bolometer system. We also characterized the effect on the performance of the fiber-optic bolometer
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from quasi-dc magnetic field generated from a solenoid applied on the fiber. We found that the

change of the magnetic field along the axial direction of the fiber also led to signal variations of

the fiber-optic bolometer. The sensitivity of the fiber-optic bolometer to mechanical vibration and

magnetic field can both be attributed to the birefringence of the silicon sensor head. We show

that two methods can be effective in mitigating the effect caused by the sensor birefringence: (1)

replacing the regular SMF in the fiber-optic bolometer with polarization-maintaining fiber and (2)

using a polarization scrambler after the laser source. For both methods, no significant increase

in the noise was observed in the vibration and magnetic field tests. Our research highlights the

importance of the polarization management for the fiber-optic bolometer systems toward their

practical applications in MCF systems.

4.1 A fiber-optic bolometer based on a high-finesse silicon FP interferometer

4.1.1 Bolometer design and fabrication

Schematic of the fiber-optic bolometer is shown in Fig 4.1 (a). The top surface of the silicon pillar

is coated with a thin layer of gold which functions as both a high-reflectivity mirror and an effective

broad-bandwidth absorption layer for the incident radiation flux. The bottom surface of the silicon

pillar is coated with HR dielectric multi-layers for the probing light at around 1550 nm. These

high reflection mirrors make the silicon pillar act potentially as a high-finesse FP interferometer.

To reduce the diffraction round-trip loss of the light beam from the single-mode fiber, a section of

graded-index multimode optical fiber, which acts as a collimator [29, 41], is sandwiched between

the FP interferometer and the single-mode fiber. The length of the graded-index multimode fiber

is chosen to be a quarter of the period of the ray trajectory within the multimode fiber [29, 41],.

The theoretical reflection spectrum of a 75 𝜇m thick silicon FP interferometer with different

mirror reflectivity is shown in Fig. 4.1 (b), which is calculated from [42]

𝐹 (𝜆) =
𝑅1 + 𝑅2 − 2

√
𝑅1𝑅2 cos

(
2𝜋 2𝑛𝑠𝑖𝑑

𝜆

)
1 + 𝑅1𝑅2 − 2

√
𝑅1𝑅2 cos

(
2𝜋 2𝑛𝑠𝑖𝑑

𝜆

) , (4.1)
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where 𝑅1 and 𝑅2 are, respectively, the reflectivity of the front and back mirrors of the FP interfer-

ometer; 𝜆 is wavelength; 𝑑 is the thickness of the FP interferometer; and 𝑛𝑠𝑖 is the refractive index

of silicon (around 3.4 at 1550 nm). It shows that the full width at half maximum is reduced from

around 1.5 nm of the initial low-finesse silicon FP interferometer without high reflection coatings

(blue curve) to only 30 pm of the high-finesse FP interferometer with two 98% high reflection mir-

rors (black curve). With the small full width at half maximum of the high-finesse FP interferometer,

the FP interferometer can be demodulated by a narrow linewidth DFB laser whose wavelength is

scanned through injection current modulation.

Figure 4.1: (a)Schematic of the fiber-optic bolometer. (b) Simulated reflection spectrum of a 75
𝜇𝑚 thick silicon FP interferometer with different mirror reflectivities.

To fabricate the bolometer, the silicon pillar was prepared first. A 75 𝜇𝑚-thick silicon wafer

was coated with high reflection dielectric coating on one side and with 150 nm-thick gold coating

on the other side. Note that the gold coating is unlikely to induce electromagnetic interference

to the sensor system because of the optical operation of the system. The coated silicon wafer

was then broken into small fragments. A graded-index multimode fiber (Corning, InfiniCor 300)

was spliced to the end face of a single-mode fiber and was cut to an appropriate length so that it

functions as a collimator, as shown in Fig. 4.2 (a). More specifically, the period of the ray trajectory

was estimated based on the index profile of the graded-index multimode fiber using the methods

detailed in Refs. [29, 41]; then the length of the multimode fiber was cut to a quarter of the period
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using a fiber cleaver under a microscope so it functioned as a collimator (see Fig. 4.2 (a)). The

length of the multimode fiber was 250 𝜇𝑚 in this case. Next, facilitated by an optical microscope,

the lead-in fiber with a thin layer of glue attached to its end face was pressed against the side of the

fragmented silicon with the dielectric coating, as shown in Fig. 4.2 (b). The reflection spectrum

of the FP interferometer was monitored by an optical spectrum analyzer as the position of the fiber

was adjusted carefully to achieve a satisfactory visibility before the glue was cured in air and the

FP interferometer was attached to the fiber end face, as shown in Fig. 4.2 (c). Finally, since the

fragmented silicon had an irregular shape and large size leading to a long response time. After

this polishing process, a silicon pillar with smaller size and more regular shape was obtained as

shown in Fig. 4.2 (c), a polishing machine was used to polish the edges of the silicon pillar, giving

the final shape and size of each individual bolometer. Figure 4.2 (d) and 4.2 (e) are, respectively,

the side-view and top-view images of a fabricated bolometer. Note that the diameter of the silicon

pillar was 300 𝜇𝑚, which is larger than that of the lead-in fiber (125 𝜇𝑚). A larger diameter of

the FP interferometer increases the sensitivity by reducing the heat loss through conduction to the

fiber but with the sacrifice of an increase in the response time [25, 43].

Figure 4.2: [(a)-(c)] Schematics of the fabrication steps for the fiber-optic bolometers. (d) Side-
view and (e) top-view images of a fabricated fiber-optic bolometer sensor head. The diameter of
the sensor head is around 300 𝜇m and the thickness of the silicon pillar and the gold coating is 75
𝜇m and 150 nm, respectively.
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The reflection spectrum of a fabricated bolometer measured by the optical spectrum analyzer

is shown in Fig. 4.3 (a), which indicates a fringe visibility of >7 dB and a free spectrum range

of 5 nm. Figure 4.3 (b) shows an enlarged view of one reflection notch with a full width at half

maximum of around 140 pm, indicating that the finesse of the FP cavity was > 35. It is seen from

Fig. 4.3 (a) and 4.3 (b) that there are “bumps” on both shoulders of the reflection notches. The

origins of this unexpected spectral feature are unknown and under investigation.

Figure 4.3: (a) Reflection spectrum of a fabricated fiber-optic bolometer. (b) Englarged view of a
reflection notch.

4.1.2 Experiment and results

We demonstrated the proposed bolometer and characterized its performance using an experimental

setup schematically shown in Fig. 4.4 As aforementioned, the considerably narrow notch width

of the bolometer allows us to use a narrow-linewidth distributed feedback diode laser (Model:

CQF975, JDSU) for demodulation. The center wavelength of the distributed feedback laser can

be slowly tuned over a large range of > 2 nm through its temperature controller; while high-

speed wavelength scanning can be achieved through injection current modulation over a smaller

wavelength range of 300 pm. In the experiment, the laser wavelength was first tuned close to one

of the spectral notches ( around 1547.5 nm) by controlling the laser temperature and then the laser

62



wavelength was scanned by modulating the injection current with a triangle wave with a frequency

of 2 kHz and a peak-to-peak current of 200 mA (corresponding to wavelength scanning range of

280 pm) . To remove the common noise resulting from environmental temperature variations and

laser wavelength drift, a dummy fiber-optic bolometer, which was blocked from the radiation, was

incorporated in the system. The light from the distributed feedback laser was split into two paths

with a 33/67 coupler. The path with the low power went into the dummy bolometer via a circulator,

while the other part was delivered to the sensing bolometer via an attenuator and a circulator. The

returned signal was received by a photodetector and then recorded by a data acquisition module with

a sampling rate of 2 M/s. A 405 nm diode laser, whose intensity was modulated by a square wave

with a frequency of 0.1 Hz, was used to simulate the radiation from the plasma. A photodetector

with a known active area (Model: PDA36A-EC, Thorlabs) was used to measure the radiation power

density where the bolometer sensor head was located. Two irises were applied to prevent the

simulated radiation from reaching the dummy bolometer. Spacing between the dummy and sensing

bolometers was around 5 mm.

Figure 4.4: Experimental setup. The inset (red desh line) shows spectra of the sensing bolometer
and the dummy bolometer at room temperature.

Due to the small wavelength tuning range (< 300 pm) of the distributed feedback laser through

current injection, the spectral notches from these two bolometers need to be close to each other. An

attenuator was included in path for the sensing bolometer to fine tune the wavelength of the sensing
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bolometer. A small fraction (∽ 2%) of the laser delivered to the bolometer was absorbed by the

gold coating on the bolometer. This residual absorption provides a convenient way to fine-tune the

wavelength position of the spectral notch of the bolometer to match that of the other bolometer

through the attenuator. The reflection notches for both bolometers are shown in the inset of Fig

4.4. The separation of the two spectral notches was around 20 pm at room temperature.

Using the experimental setup and method described above, we first characterized the noise

level of the bolometers. The noise level was obtained by calculating the standard deviation of

the relative temperature variations which were retrieved from the wavelength variations in the

absence of radiation and then converted using a temperature sensitivity of 84.5 pm/◦C [25]. The

standard deviation was calculated using data obtain during a period of 50 s, which was chosen

to be much larger than the repetition period of 10 s of the radiation laser (405 nm). Figure 4.5

(a) shows one frame of the original data that were used to track the relative wavelength variation.

The wavelength tuning range was about 280 pm for both the rising ramp (0-0.25 ms) and falling

ramp (0.25-0.5 ms), measured by a Mach-Zehnder interferometer with known free spectrum range.

The relative wavelengths for the sensing bolometer and the dummy bolometer were calculated by

fitting the notch positions using a third-order polynomial function. After converting the fitted notch

wavelength into temperature variation, the results are shown in Fig. 4.5 (b). The perfect overlap of

the curves for both the sensing bolometer (red) and dummy bolometer (black) testifies that the two

bolometers had common noise sources. We found that the dominant noise source in this case was

the laser wavelength drift. A moving average over 400 consecutive data points were performed to

the data of the dummy bolometer, which removes the high-frequency noise unrelated to the laser

drift. The result is shown as the smoother green curve in Fig. 4.5 (b). By subtracting the time-

averaged reading of dummy bolometer from the reading of the sensor bolometer, the common noise

was substantially removed. The noise level of sensing bolometer with common noise subtracted

is shown as the blue curve in Fig. 4.5 (b). The relative temperature shows a standard deviation

of 1.2 × 10−4 °C, which was 5 times lower than that of the fiber-optic bolometer demonstrated

previously using a spectrometer [25, 26]. To characterize the resolution of the bolometer, we
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Figure 4.5: (a) A typical frame of the original data obtained by the data acquisition system. (b)
Relative temperature variation in the absense of radiation laser. SB: sensing bolometer; DB: dummy
bolometer.

measured the response to radiation power density as low as 0.8 W/m2 and the results are shown in

Fig.4.6. Before the removal of the common noise, the signal from the sensing bolometer (red curve)

is buried in the large common noise. The blue curve is the signal after the common noise is removed

using the time-averaged response from the dummy bolometer. The much cleaner signal proves the

effectiveness of using a dummy bolometer to remove the common noise. Then we characterized

Figure 4.6: Relative temperature variation with a relative low radiation. SB: sensing bolometer;
DB: dummy bolometer
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the responsivity and response time of the bolometer. Figure 4.7 (a) shows the response of the

bolometer to radiations with much higher power density. Compared with the fiber-optic bolometer

reported previously [26], which had a temperature rise of 4 mK in response to an illuminating

power density of 40 W/m2, the bolometer reported here showed a temperature rise of 28 mK in

response to an illuminating power density of 38 W/m2, indicating a 7-time increase in responsivity.

As aforementioned, this responsivity enhancement is attributed to the reduced length of the silicon

FP interferometer that reduces the thermal mass and the increased diameter that decreases the heat

loss rate to the lead-in fiber and the environment. Response time of the bolometer, defined as the

time needed to reach 63 of the overall signal change, is found to be 400 ms from Fig. 4.7 (b) that

shows the response in one cycle in more detail. The response time of the fiber-optic bolometer was

more than double that of the previous one ( 150 ms). The increase in response time was mainly a

result of the increased diameter of the FP interferometer of the bolometer. The response time of

the bolometer is inversely proportional to the surface-to-volume ratio of the silicon pillar [25]. The

increase of the diameter of the silicon pillar decreases the surface-to-volume ratio which in turn

increases the response time. Note that the maximal temperature rise for each cycle exhibited a slow

drift as shown by the red dashed curve in Fig.4.7 (a), which is believed to arise from the instability

of the illuminating laser.

Figure 4.7: (a) Relative temperature variation with a relative high radiation power density. (b)
Close-up view of a response circle.
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Finally, we characterized the signal to noise ratio of the bolometer, defined by the temperature

rise divided by
√

2𝜎𝑇 , where 𝜎𝑇 is the standard deviation of the noise (blue curve in Fig. 4.5 (b)).

Signal to noise ratio was calculated at different power density levels of the radiation ranging from

0.8-100 W/m2. The results are shown in Fig. 4.5. Compared with the signal to noise ratio of the

previous bolometer, a 35-time improvement in signal to noise ratio has been achieved. Using a

linear fitting line, the noise equivalent power density value is estimated to be less than 0.3 W/m2,

which is close to the noise equivalent power density of state-of-the-art resistive bolometers tested

in a laboratory environment.

Figure 4.8: Measured signal to noise ratio versus power density. The noise equivalent power density
of the bolometer corresponds to the power density level when SNR = 1. SNR: signal to noise ratio.

We note that the wavelength scanning range of the laser used here was 280 pm, equivalent to

the wavelength shift caused by a temperature rise of 3.3 °C or a power density of >4000 W/m2,

which is sufficient for most bolometer applications in magnetic confinement fusion reactors. The

bolometer was tested only under the conditions where the radiation flux is normal to the end face

of the bolometer. The sensor response is expected to be dependent on the radiation direction.

Therefore, the bolometer in its current configuration is intended to be used under conditions with

known radiation direction, such as in a pin-hole camera for plasma imaging.
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4.1.3 Conclusion

A fiber-optic bolometer based on a silicon FP interferometer with high-reflectivity coatings was

demonstrated. The high-reflectivity coatings generate a high-finesses FP interferometer and thus

reduce the wavelength demodulation noise along with a scanning laser. In the meantime, the

sensitivity is increased by reducing the thermal mass via reducing the cavity length, the sensitivity

is also increased by increasing the silicon diameter which reduces the heat dissipation rate to the

lead-in fiber. The noise is significantly reduced through a dummy bolometer that is placed close to

the sensing bolometer but blocked from the radiation being measured. Experimental results show

that, compared to a previously reported fiber-optic bolometer, the bolometer reported here showed a

5-fold decrease in noise and 7-fold increase in responsivity, leading to an estimated noise equivalent

power density of 0.3 W/m2, comparable to the noise equivalent power density of the state-of-the-art

resistive bolometers tested in a laboratory environment. Due to the immunity to electromagnetic

interference, the fiber-optic bolometer is expected to outperform resistive bolometers in field

applications.

4.2 Fiber-optic silicon FP interferometric bolometer: the influence of me-
chanical vibration and magnetic field

4.2.1 Fiber-optic bolometer preparation and birefringence characterization

4.2.1.1 Fiber-optic bolometer preparation

Figure 4.9 (a) schematically shows the structure of the fiber-optic bolometer head used in the

study [44]. It consisted of a lead-in single-mode fiber, a small section of graded-index multimode

fiber serving as a collimator [29, 41, 45], and a 75 𝜇m thick double-side polished silicon pillar

attached to the end face of the graded-index multimode fiebr collimator. The silicon pillar was

coated with a high reflection dielectric thin film on the surface glued to the graded-index multimode

fiber collimator and a 150-nm thick gold layer on the front surface, which form a high-finesse

planar silicon FP interferometer. The plasma radiation impinging onto the front surface increases
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the temperature of the silicon FP interferometer, which is deduced by the fringe shift of reflection

spectrum of the silicon FP interferometer. The fiber-optic bolometers used in the experiment were

fabricated following the process described in Ref. [44]. Figs. 4.9 (b) and (c) show, respectively, a

picture of a fabricated fiber-optic bolometer head and its reflection spectrum measured by a white

light source and an optical spectrum analyzer with a spectral resolution of 20 pm. It shows that the

free spectrum range) of the FP interferometer is 5 nm and the full width at half maximum of the

resonant notch is 140 pm, corresponding to a finesse of 35 for the FP interferometer. Two “bumps”

are found on the shoulders of the resonant notches with the one on the shorter-wavelength side is

more prominent, as shown more clearly in Fig. 4.9 (d). These bumps are believed to arise from

the imperfect parallelism of the two surfaces of the FP interferometer as well as the non-normal

incidence of the light to the FP interferometer [46]. They typically have little negative effect on the

operation of the bolometer.

Figure 4.9: (a) Schematic of the fiber-optic bolometer head. (b) Side view of an fiber-optic
bolometer head. (c) Reflection spectrum of the fiber-optic bolometer measured by an optical
spectrum analyzer. (d) Enlarged view of a spectral notch.
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4.2.1.2 Fiber-optic bolometer birefringence characterization

The birefringence of the silicon element in our fiber-optic bolometer structure has been observed

and studied. Although crystalline silicon has a cubic structure that should be optically isotropic,

birefringence may be present in the silicon wafers used for fiber-optic bolometer fabrication due

to the thermal and elastic strains induced during the manufacturing of silicon wafers [47]. In our

case, the processes involved in fabricating silicon pillars from the silicon wafers and depositing

the multilayer dielectric film on the silicon pillar can also introduce strain to the silicon pillar,

giving rise to additional birefringence to the fiber-optic bolometer head. The birefringence of the

Figure 4.10: Experimental setup to characterize the sensitivity of fiber-optic bolometer to the light
polarization variation.

fiber-optic bolometer head was characterized by looking at the responses, in terms of resonant

wavelength shift d𝜆 and equivalent temperature change dT , of the fiber-optic bolometer as the

polarization of the source laser was changed, using an experiment setup schematically shown in

Fig. 4.10. A distributed feedback diode laser with a regular single-mode fiber pigtail that emits

linearly polarized light around 1550 nm was used as the light source. The central wavelength of

the distributed feedback laser was tuned to be close to one of the resonances of the fiber-optic

bolometer by controlling the temperature of the distributed feedback laser. Then, an external
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triangle current waveform was used to scan wavelength of the distributed feedback laser with a

frequency of 2 kHz over a wavelength range of 240 pm. Through a circulator (Circulator 1), the light

from the distributed feedback laser was directed to the fiber-optic bolometer head (with 1.5 mW

laser power reaching the fiber-optic bolometer head) and the light reflected back by the fiber-optic

bolometer was received by a photodetector. The signal from the photodetector was recorded using

a data acquisition system with a sampling rate of 2 MHz. A mechanical polarization controller

was placed after the Circulator 1 to manually adjust the polarization state of the light from the

distributed feedback laser injected into the fiber-optic bolometer.

The fiber-optic bolometer will respond to ambient temperature variations. In addition, the

manual tuning of the polarization controller may introduce variations of the laser power injected

to the fiber-optic bolometer and the gold mirror on the sensor head has a 2% absorption to the

laser light, giving rise to potential temperature variations of the fiber-optic bolometers when the

polarization controller was tuned to alter the polarization. The responses of fiber-optic bolometer

to the ambient temperature change and the intensity variation are irrelevant to laser polarization

and need to be separated from the overall response of the fiber-optic bolometer. To measure the

temperature variation arising from ambient temperature variations and the laser intensity variations,

a white-light system, including a superluminescent diode source, another circulator (Circulator 2),

and a high-speed spectrometer, was included in the system through a coarse wavelength division

multiplexers. The distributed feedback laser used the 1550 nm channel of coarse wavelength

division multiplexers, while the white light system measured the reflection spectrum of the fiber-

optic bolometer over the 20 nm wavelength range of the 1570 nm channel of the coarse wavelength

division multiplexers. The transmission spectra of both distributed feedback laser and the white

light source after the coarse wavelength division multiplexer are shown in Fig. 4.11. The power

of the superluminescent emission diode that reach the fiber-optic bolometer was on the order of 1

mW. Figure 4.12 shows the reflection spectrum of the bolometer obtained by using the high-speed

spectrometer. Apparently, the two interrogation systems were separated and independent. Note

that the coarse wavelength division multiplexer was placed after the polarization controller so that
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Figure 4.11: Spectra of the distributed feedback laser and the superluminescent emission diode
white-light source after passing through the coase wavelength division multiplexer obtained by the
optical spectrum analyzer.

the tuning of the polarization controller would not affect either the polarization state or the power

of the white-light source. As a result, any wavelength shift recorded by the white-light system is

expected to be from the ambient temperature variations and/or the distributed feedback laser power

fluctuations. The wavelength shifts of the silicon FP interferometer measured by both systems

were converted to equivalent temperature changes using the coefficient of d𝜆/dT = 84.6 pm/K

reported in our previous work [25]. As the polarization state was randomly changed by tuning the

polarization controller, the wavelength shift and equivalent relative temperature variations were

interrogated from both the distributed feedback laser and the white-light system and the results are

shown in the upper figure of Fig. 4.13. It can be seen that response of white-light system gives a

relatively small response that is synchronized with the change of the polarization, showing that the

tuning the polarization controller indeed changed the intensity of the laser injected to the fiber-optic

bolometer, which in turn varied its temperature. The laser intensity fluctuations were also obtained

from the output of the photodetector, as shown in the lower figure in Fig. 4.13. It is seen that tuning

the polarization controller caused a maximum of 10% round-trip change of the laser intensity.

The good correlation between the temperature interrogated from the white-light system and the
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Figure 4.12: Reflection spectrum of bolometer obtained by the high-speed spectrometer.

laser intensity fluctuation further verifies that the tuning the polarization controller led to changes

in laser intensity and consequent changes in fiber-optic bolometer temperature. The wavelength

shift demodulated from the distributed feedback laser is much larger than the white-light system,

indicating that the silicon fiber-optic bolometer has a large sensitivity to the variation of the light

polarization due to the birefringence of silicon FP interferometer. To quantify the birefringence of

the fiber-optic bolometer, the polarization controller was tuned with an attempt to cover all possible

polarization states.

Figure 4.14 shows the two extreme cases where the resonant notch being monitored was at

its shortest and longest positions with a wavelength separation of Δ𝜆 = 13 pm. Ignoring the

temperature variations resulting from the intensity changes of the distributed feedback laser light,

these cases was obtained when the laser light was linearly polarized and the polarization was

aligned with each of the two principle axes of birefringence. The wavelength separation of 13

pm, corresponds to a birefringence of Δ𝑛 = 𝑛𝑥 – 𝑛𝑦 = nΔ𝜆 / 𝜆 = 3.0 × 10−5, where 𝑛𝑥 and 𝑛𝑦

are the refractive indices along the two principle axes of the fiber-optic bolometer, n = 3.48 is the

refractive index of silicon, and 𝜆 is optical wavelength of operation. This wavelength separation

is equivalent to a temperature change of 150 mK. Note that the experimental setup shown in Fig.

4.10 is intended only for the study of the birefringence of the fiber-optic bolometer and the setup
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Figure 4.13: Upper: fiber-optic bolometer signals interrogated by wavelength-scanning distributed
feedback laser (black) and white-light system (red) when the polarization was changed by tuning
the polarization controller; lower: distributed feedback laser intensity fluctuations (dI/I) derived
from the output of the photodetector.

for measurement of plasma radiation is different and is shown in Fig. 4.16 below.

Figure 4.14: Normalized spectrum of the notch when it was at its shortest (red) and longest (black)
wavelength positions.

74



4.2.1.3 Fiber-optic bolometer sensitivity to small polarization variations

In many cases, laser polarization changes over a small range and the response of the fiber-optic

bolometer to polarization fluctuations is complicated. It is dependent on the exact polarization state

of the light arriving at the fiber-optic bolometer as well as how the polarization state is changed.

In this section, we will consider a simple case where the light arriving at the fiber-optic bolometer

is linearly polarized at an angle of 𝜃 with respect to the slow axis of the fiber-optic bolometer, as

shown in Fig. 4.15 (a), and the perturbation to the polarization state is to cause a small rotation

of the polarization direction. The measured reflection spectrum of the fiber-optic bolometer is

the superposition of the reflection spectra measured by the light at the two principle axes of the

fiber-optic bolometer, as shown in Fig. 4.15 (b). The spectra around the vicinity of the notch

positions can be approximated by two quadratic functions, and, assuming the separation of the

spectral notches caused by the fiber-optic bolometer birefringence, Δ𝜆, is much smaller than the

width of the spectral notch, the overall reflection spectrum can be written as

Figure 4.15: (a) Light polarization with respect to the principle axes of the fiber-optic bolometer;
(b) Illustration of the measured fiber-optic bolometer spectrum, which is a superposition of the
spectra measured by the fast- and slow-axis components of the light.

𝑅 (𝜆) = 𝐼0𝑝
[
cos2 𝜃

(
𝜆 − Δ𝜆

2

)2
+ sin2 𝜃

(
𝜆 + Δ𝜆

2

)2
]
, (4.2)

where 𝐼0 is the overall intensity of the light arriving at the fiber-optic bolometer and p is the fitting

coefficient for the quadrature functions. Solving 𝜕 R / 𝜕𝜆 = 0, we obtain the wavelength position
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of the measured spectral notch, 𝜆0, which is given by

𝜆0 =
1
2

cos 2𝜃Δ𝜆, (4.3)

Then the sensitivity of the fiber-optic bolometer to polarization perturbations, in terms of the

wavelength shift of the spectral notch caused by a unit angle of the linear polarization rotation, is

given by
𝜕𝜆0
𝜕𝜃

= − sin 2𝜃Δ𝜆, (4.4)

It is seen that the sensitivity to polarization perturbation vanishes when the polarization of the light

arriving at the fiber-optic bolometer is aligned with one of the principle axes of the fiber-optic

bolometer (𝜃 = 0◦𝑜𝑟90◦) and assumes the maximal value when the polarization is at 45◦ with

respect to one of the principle axes. However, in practical applications, it may be challenging to pin

the polarization of the light at the fiber-optic bolometer to a particular state because fiber bending

and rotation as well as temperature variations may cause a large change in the polarization state.

4.2.2 Influence of vibration and magnetic field applied on the fiber on fiber-optic bolometer
operation

In practical plasma applications, the mechanical vibration and the strong static or quasi-static mag-

netic field can be present in a magnetic-confinement fusion system. Interferometry measurements

on tokamaks have required the use of multi-wavelength approaches to remove mechanical vibra-

tions, and have demonstrated movements of up to 1 cm on double-pass systems at frequencies of a

few Hz [48,49]. During disruptions, tokamaks can also experience large amplitude oscillations [50].

How these macroscopic movements of the MCF device correspond to small scale oscillations for

measurement systems depends on detailed design, but the potential for signal pollution is high.

The optical fiber bending resulting from the mechanical vibration can induce linear birefringence,

which can change the polarization of light that guided in the optical fiber. The magnetic field in the

MCF systems could be static or evolving slowly over time, as well as have low amplitude, 𝛿 B/B <

0.1 high frequency, > 100 kHz, components discussed in more detail later. Based on applications,

76



the quasi-static magnetic flux density can range from approximately 1 to 12 T, depending on device

and location within the torus, inducing a circular birefringence to the fiber and the silicon FP

interferometer and a Faraday rotation to the polarization of the light guided in the optical fiber and

silicon FP interferometer [51]. As shown in Section 4.3.2.2, the fiber-optic bolometer is sensitive

to the light polarization due to the birefringence of silicon FP interferometer. Both the mechanical

vibration and the dc or quasi-dc magnetic field can cause polarization variations. In this section,

we experimentally study the influences of mechanical vibration and quasi-dc magnetic field on the

fiber-optic bolometer operation.

4.2.3 Experimental setup

The experimental setup to characterize both the mechanical vibration and magnetic field is schemat-

ically shown in Fig. 4.16 .This is similar to the setup that will be used for plasma radiation measure-

ment in practical application. A different distributed feedback diode laser with a larger wavelength

scanning range was used for the demodulation operating with a same method that demonstrated in

the previous section. A triangle wave with frequency of 2 kHz was used to modulate the distributed

feedback laser. In this case, the scanning wavelength range was 600 pm.

Besides the radiation, ambient temperature variations as well as laser drift will also cause

responses to the bolometer. In order to remove these noises, we constructed a reference bolometer

that is placed close to the sensing bolometer but shielded from the radiation. A portion of the

light from the diode laser is split out via a fiber-optical coupler with a couple ratio of 33/67 and

delivered to the reference bolometer. Laser wavelength drift and ambient temperature variations

cause equal contributions to the responses of both bolometers. Therefore, the difference between

the wavelength positions of the sensing bolometer and the reference bolometer removes the common

noises and only contains the information from the radiation-induced temperature rise. For either

the sensing bolometer or the reference bolometer, the returned light was directed to a photodetector

and recorded by the data acquisition system with a sampling rate of 2 MHz. In this way, the fiber-

optic bolometer mirrors the traditional reference bolometer [7] that arranges sensing and reference
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bolometers a Wheatstone bridge to remove environmental noise and demodulates an AC bridge

drive to achieve high signal to noise.

Figure 4.16: Experimental setup to characterize noise performance of the fiber-optic bolometer
system. The inset shows the reflection spectral notches of the sensing bolometer and the resistive
bolometer at room temperature.

As discussed early, the fiber-optic bolometers were sensitive to the power of the light injected to

the fiber-optic bolometers due to the absorption of the gold coating. We introduced two attenuators

that allowed us to conveniently fine-tune the relative positions of the resonant wavelengths of the

two FB interferometers. The reflection spectra of the two fiber-optic bolometers are shown in the

inset of Fig. 4.16 and the resonant notches were separated by 130 pm, which is well within the

scanning range (600 pm) of the distributed feedback laser.

For mechanical vibration testing, vibration was applied to the lead-in single-mode fiber of the

sensing bolometer by attaching the fiber on an electromagnetic shaker. For magnetic field testing,

a solenoid was used to generated magnetic field and a few turns of the lead-in single-mode fiber of

the sensing bolometer was threaded into the air-core of a solenoid so that the magnetic field was

applied along the axial direction of the fiber. More details of the test conditions are provided below.
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4.2.3.1 Mechanical vibration

For the mechanical vibration test, we induced a 5 Hz vibration with a peak-to-peak displacement

of 0.5 cm to the fiber using the electromagentic shaker. The shaker was turned on at t = 6 s and

remained on until t = 25 s when it was turned off. During the process, the measured differential

wavelength shift and the equivalent temperature change are shown in Fig. 4.17 Significant variations

in the signal was observed between 6 – 25 s when the vibrator was on. The standard deviations of

the signal under vibration (6 - 25 s) are 0.066 pm and 0.78 mK in terms of wavelength shift and

equivalent temperature change, respectively. Without vibration (1-5s and 26 - 40 s), these values

are, respectively, 0.014 pm and 0.16 mK. It is seen that the vibration increased the noise of the

fiber-optic bolometer system by 5 times. A close-up view of the signal under vibration is shown

in the inset of Fig. 4.17 and reveals that the variation had an oscillation pattern with the same

frequency (5 Hz) of the vibration.

Figure 4.17: Fiber-optic bolometer response to 5-Hz vibration applied on the lead-in single-mode
fiber of the fiber-optic bolometer induced by an electromagnetic shaker. The insets are the enlarged
view of the signals when the shaker was on (left) and off (right).

4.2.3.2 Magnetic field

To study its effect on the fiber-optic bolometer with a regular single-mode fiber, we placed several

loops of the optical fiber with a total length of 1.1 m was placed in the air-core of a solenoid that
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generated a maximum of 0.05 T magnetic field at the center of the core (measured by a gaussmeter).

The expected Faraday rotation from the magnetic field over this length of fiber is 1.7 degree. The

solenoid was alternately turned on and off at every 10 s and the response of the fiber-optic bolometer

is shown in Fig. 4.18 . It shows that the 0.05 T magnetic field caused a wavelength shift of 0.15

pm, equivalent to a temperature change of 1.8 mK of the fiber-optic bolometer, which is 11 times

larger than the noise of the fiber-optic bolometer obtained in quiet magnetic-field-free conditions

(0.014 pm or 0.16 mK). Note that, in addition to the step changes in response to the magnetic field,

the fiber-optic bolometer signal appears to have a low-frequency drift over the 50 s time span of test.

Such drift was also observed in other experiments described later. The exact origins of the drift are

unknown. A possible mechanism responsible for the drift is the change of the laser heating due to

the intensity variations of the distributed feedback laser. Nevertheless, the fiber-optic bolometer is

useful for short pulse operation of MCF applications where the plasma radiation only lasts a few

milliseconds and the slow drift of the fiber-optic bolometer signal can be effectively filtered out.

Figure 4.18: Fiber-optic bolometer response to magnetic field of 0.05 T and frequency modulated
by a square wave of 0.1 Hz.

Finally, we note that the polarization state of the light arriving at the fiber-optic bolometer was

not controlled. From Section 4.3.2.3, the sensitivity of the fiber-optic bolometer to polarization

perturbations is dependent on the specific polarization state and specific perturbations. As a

result, the responses of the fiber-optic bolometer to vibration and magnetic field could be different

at different polarization state. Nevertheless, the results show that both mechanical vibration and
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magnetic field can cause significant noise increase or measurement errors due to the birefringence of

the fiber-optic bolometer head and it is important to mitigate these effects for practical applications

of the fiber-optic bolometer.

4.2.4 Mitigation of birefringence effects

In this section we demonstrate two effective methods to mitigate the birefringence effects. The first

is to use polarization maintaining fiber in the fiber-optic bolometer system and the second is to use

a polarization scrambler to randomize the polarization of light from the laser source.

4.2.4.1 Fiber-optic bolometer system with polarization maintaining lead-in fiber

We fabricated two new fiber-optic bolometers with polarization maintaining lead-in fibers and

replaced the fiber-optic bolometers with the regular single-mode fiber in the fiber-optic bolometer

system shown in Fig. 4.19. In fabricating the fiber-optic bolometer, the principle axes of the

polarization maintaining fiber were aligned with the principle axes of the fiber-optic bolometer at

an arbitrary angle. The inset in Fig. 4.19 . shows the reflection spectra of these two fiber-optic

bolometers with polarization maintaining fibers and the spectral widths are 130 and 160 pm for the

sensing bolometer and the reference bolometer, respectively.

Figure 4.19: Polarization maintaining fiber-optic bolometer response to vibration The inset shows
the reflection spectra the sensing bolometer and reference bolometer at room temperature.
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For mechanical vibration test, only the polarization maintaining fiber was placed on the shaker

and vibrated. The mitigation of birefringence effect was characterized by using these polarization

maintaining bolometers without changing any other devices. Polarization maintaining fibers have

large linear birefringence by design to prevent the coupling of the two principle linear polarization

states so that the polarization of the light is maintained in the fiber even when the fiber is subject

to mechanical perturbation. Indeed, the signal from the bolometer constructed on polarization

maintaining fibers did not show any observable changes when the vibration was turned on, as

shown in Fig 4.19.

Similar to vibration, the effect from Faraday rotation can be greatly suppressed using a polar-

ization maintaining fiber. For a polarization maintaining fiber, the circular birefringence induced

from the magnetic field is swamped by the much higher linear birefringence of the polarization

maintaining fiber. In general, the effective length that Faraday rotation can accumulate is roughly

half of the beat length of the fiber [52]. While the beat-length of regular single-mode fiber can reach

10 m at the wavelength of 1550 nm [53], it is < 5 mm at 1550 nm for the polarization maintaining

fiber used here, representing a three-orders of magnitude reduction on the effective interaction

length between the fiber and the magnetic field. We then tested the fiber-optic bolometer with a

polarization maintaining fiber pigtail of the same length in the field and repeated the experiment

described in Section 4.3.3.3. The result is shown in Fig. 4.20. Clearly, under the current system

resolution, no changes were observed by the presence of the 0.05 T magnetic field.

We note that the polarization maintaining fiber was only applied to the fiber-optic bolometer

pigtail, which is sufficient for the purpose of demonstration, and single-mode fiber were still used

for other component in the system. The fiber-optic bolometer system would be still sensitive to

vibrations and magnetic field applied on the other components with regular single-mode fibers. In

practical applications, all fibers in the system needs to be replaced with polarization maintaining

fibers.
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Figure 4.20: Polarization maintaining fiber-optic bolometer response to the magnetic field.

4.2.4.2 Polarization scrambling

This method aims at randomizing the polarization state of the light emitted from the distributed

feedback laser using a polarization scrambler at a speed much higher than the scanning speed of

the laser. As a result, each spectral frame measured by the scanning laser is the average of results

from all generated random polarization states and is independent on the polarization state of the

distributed feedback diode laser. Here, a polarization scrambler (Model: PS3000, FiberPro) with a

modulation frequency of 1 MHz was used to randomize the scanning laser before the light directed

into the coupler. We repeated the vibration test and magnetic field test described in Sections 4.3.3.2

and 4.3.3.3. Note that regular single-mode fiber was used throughout the fiber-optic bolometer

system. Figure 4.21 shows the output of the fiber-optic bolometer system when vibration with

frequency of 5 Hz was applied to the sensing bolometer between 6 - 25 s. No extra noise was

induced due to the vibration. Figure 4.22 is the result when the pigtail fiber of sensing bolometer

was exposed to a magnetic field of 0.05 T modulated by a 0.1 Hz square waveform. It is seen that

the fiber-optic bolometer system shows unmeasurable sensitivity to the magnetic field.
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Figure 4.21: Fiber-optic bolometer response to vibration after using a polarization scrambler.

Figure 4.22: Fiber-optic bolometer response to magnetic field after using a polarization scrambler.

4.2.4.3 Comparison of polarization maintaining fiber-optic bolometer and polarization
scrambling

In our experiment, both the use of polarization maintaining fibers and the polarization scrambler

showed promising ability to mitigate the birefringence effects of the fiber-optic bolometer. The

polarization maintaining fiber relies on maintaining a linear polarization state of the light throughout

the system. The polarization extinction ratio of polarization maintaining fibers may be reduced with

increased fiber length and/or severe environmental perturbations. Compare with the polarization

maintaining fiber-optic bolometer, the polarization scrambler randomizes the polarization states

of the light in regular single-mode fibers that can cover the whole Poincare sphere, which may

make the system more resilient to environmental perturbations. However, effectiveness of the
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polarization scrambler in this application is dependent on the scrambling speed and the maximum

modulation frequency of commercial polarization scramblers is typically limited to a few MHz.

For an fiber-optic bolometer system with high measurement speed, polarization scrambling may not

be suitable. Inductive sensors close to the plasma have observed fast magnetic field fluctuations of

order the 10’s of mT, which could be aliased with a high-speed polarization scrambling. In NSTX-

U, sustained ion-cyclotron emission was observed up to 5 MHz with 𝜕B/B of a few percent [54]

and stronger intermittent poloidal magnetic field fluctuations prior to edge localized modes have

been observed on many devices in the 10’s to 100’s of kHz range [55]. While these signals will fall

off quickly moving away from the plasma, while line-integrated emission seen by bolometry will

not, a polarization scrambling solution may still be acceptable if for some reason a polarization

maintaining fiber-optic bolometer encounters other problems when testing integration into MCF

systems

4.2.5 Effect of vibration and magnetic field applied on fiber-optic bolometer head

Note that the vibration and magnetic field were only applied to the optical fibers of the fiber-optic

bolometer system, but not on the silicon pillar that forms the fiber-optic bolometer head. The small

size of the silicon pillar and the fact that it is directly attached to the end face of a pigtail fiber

makes it difficult to apply vibration and magnetic field exclusively on the silicon FP interferometer.

Nevertheless, a brief discussion on this matter should be worthwhile.

The vibration is unlikely to cause significant bending to the silicon pillar because the small size

and the cantilever configuration of the fiber-optic bolometer head. Consequently, vibration of the

silicon pillar is not expected to significantly change the polarization state of the light traveling in

the silicon pillar and cause degradation in the signal. However, the effect of magnetic field applied

on the silicon pillar needs more careful consideration because of the relatively large Faraday effect

of silicon with a Verdet constant 40 times larger than that of fused silica at 1550 nm [56, 57].

Magnetic field applied on a material will induce circular birefringence to the material, which can
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be expressed as

Δ𝑛𝑐 = 𝑛+ + 𝑛− = 𝜈𝐵𝜆/𝜋, (4.5)

where 𝑛+ and 𝑛− are, respectively, the refractive index for the right- and left-circular polarizations

in the material, 𝜈 is the Verdet constant, B is the magnetic field, and 𝜆 is the light wavelength.

Using 𝜈 = 0.24 rad/(T·cm) for single-crystal silicon at 𝜆 = 1550 nm [56], we estimate that the

maximum magnetic field obtained in the lab B = 0.05 T would yields a circular birefringence of

Δ𝑛𝑐 = 5.9 × 10−7). This is 50 times smaller than the measured value of the linear birefringence

of the fiber-optic bolometer head (see Section 4.3.2.2). As a result, its effect on the measurement

is likely unobservable under the test conditions in this study. It is worth noting that, in practical

MCF applications with magnetic field that can reach 12 T, the induced circular birefringence may

become comparable to or even exceed the linear birefringence. The two mitigation methods studied

here for the linear birefringence of the silicon pillar should be equally effective for the circular

birefringence.

4.2.6 Conclusion

The advantages of fiber-optics sensing technique motivated us to develop a new fiber-optic bolometer

to overcome the limitations of the resistive bolometer. Based on a previously demonstrated fiber-

optic bolometer, we studied the influences of mechanical vibration and magnetic field on the

performance of fiber-optic bolometers and the mitigation of the influences. First, we characterized

the birefringence of the fiber-optic bolometer. The experimental results showed that the fiber-optic

bolometer had a high sensitivity to the light polarization variation due to the birefringence of the

silicon FP interferometer. Then we characterized the fiber-optic bolometer performance of both

mechanical vibration and magnetic field that can be presented in the practical plasma applications.

Both mechanical vibration and magnetic field contribute to the variation of polarization of the

light guided in the fiber, which, in turn, increase the noise of the fiber-optic bolometer system.

The experimental results showed that both the mechanical vibration and magnetic field introduce

large noise to the performance of fiber-optic bolometer. To mitigate the birefringence effects,
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two methods were studied: using polarization maintaining fiber for fiber-optic bolometer system

and using a polarization scrambler after the laser source. The experimental results show that

these methods can effectively mitigate the birefringence effects of the silicon FP interferometer.

These results show that the fiber-optic bolometer is a promising technology for plasma diagnosis in

magnetic confinement fusion systems. We also note that, due to limitation of the experimental set

up in our laboratory and the complexity of the fusion systems, it is difficult to accurately simulate

the vibration and magnetic field in fusion systems. Further development is needed and underway

before the bolometer can be tested in fusion systems in practice.

87



CHAPTER 5

SUMMARY AND FUTURE WORK

5.1 Summary

In this dissertation, we mainly focused on the development of fiber-optic interferometric bolometer.

We first presented a model to study the noise performance of fiber-optic extrinsic FP interferometric

sensors with planar metal mirrors. Taking advantage of this model, we theoretically studied the

effects of key parameters of FP cavity, including the metal mirror thickness, beam width, cavity

length, and wedge angle, on the sensor noise performance. Based on the simulation results,

we propose an empirical equation for estimating the noise of the sensor system and a formula

involving visibility and bandwidth of the reflection notches that can be used as the figure-of-merit

to characterize the inherent sensor noise performance. Our work provides a useful tool for designing,

constructing, and interrogating fiber-optic extrinsic FP interferometric sensors with metal mirrors.

Based on the analysis through the simulation model, we focuses on the development of low-finesse

fiber-optic FP interferometric bolometer and the high-finesse fiber-optic bolometer. For the low

finesse fiber-optic bolometer, we proposed a new fiber-optic temperature sensor with fast response

and high resolution by cutting off the heat transition path from the sensor sensing part to the fiber

stub. The experimental results showed a large improvement in the sensor response time (13 vs.

83 ms). In addition to the new temperature sensor, we proposed a novel signal processing method

to eliminate the spurious jumps encountering in the wavelength tracking demodulation method.

The modified correlation demodulation method could successfully eliminate the spurious jumps

indicating a higher accuracy in the sensor reading. For the high-finesse fiber-optic interferometric

sensor, we first demonstrated a novel fiber-optic bolometer based on a high-finesse silicon FP

interferometer. The front mirror of the FP cavity was coated by the high reflection dielectric

coating and the back mirror was coated by using the high reflection thin gold film. The experimental

results tested at a lab condition showed a noise equivalent power density of 0.27 W/m2, which is

88



comparable with the conventional resistive bolometer. Taking advantage of this new bolometer, we

experimentally studied the mechanical vibration and quasi-dc magnetic field , both of which can

present in the practical applications, influence on the sensor noise performance. The experimental

results verified that the influences of mechanical vibration and magnetic field are mainly from the

birefringence of the silicon FP interferometer. To mitigate the birefringence effects, we proposed

two efficient methods including: polarization maintaining fiber replace the single-mode fiber,

and polarization scrambling. The experimental results show that both methods can efficiently

mitigate the birefringence effects. These results show that the fiber-optic bolometer is a promising

technology for plasma diagnosis in MCF systems.

5.2 Future Work

In the development of fiber-optic bolometer, we are still in the phase of theoretical analysis and

experimental verification. For simplicity, the silicon sensing part of the fiber-optic bolometer was

mainly glued to the tips of the single-mode fiber by using epoxy. The epoxy has a temperature

tolerance less than 150 ◦C. However, in the practical applications, the fiber-optic bolometer needs

to be baked first at a high temperature condition around 300 ◦C, which is far beyond the tolerance

temperature of epoxy. A novel epoxy free fabrication method is necessary.

Furthermore, the magnetic field in the MCF systems could be static or evolving slowly over

time with low amplitude, 𝛿B/B < 0.1 high frequency, > 100 kHz, components. The variation

of the magnetic field may cause eddy current on the fiber-optic bolometer leading to unexpected

temperature fluctuations, therefore the effects of the eddy current induced by the varying magnetic

field on the bolometer need to be examined.

Finally, as we demonstrated before, the high reflection thin gold mirror at the back surface of the

FP interferometer is used to improve the reflectivity of the FP interferometer. The reflectivity of the

gold mirror is temperature dependent. In the practical applications, the temperature variations due

to the absorption of the fiber-optic bolometer to the plasma radiation may change the reflectivity of

the FP interferometer. The details of this influence need to be explored.
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Figure .0.1: Schematics for calculating the filed coupling efficient for the light from fiber 𝑜′ coupled
into fiber o with a longitudinal (D), lateral (d), and angle (𝜃) misalignment [31].

To calculate the coupling coefficient for each round trip of the light in the extrinsic FP

interferometric sensor, we start with the calculation of the coupling coefficient of two single-mode

fibers as shown in Fig.0.1, where the light of a free-space wavelength 𝜆0 from fiber 𝑜′ propagates

a longitudinal propagation of 𝐷 in a uniform medium with a refractive index of 𝑛 and is coupled

into fiber 𝑜 with a lateral (d) and angle (𝜃) misalignment with respect to fiber 𝑜′ [31]. The

fundamental mode of an single-mode fiber can be approximated by a Gaussian beam and, in

(𝑥′, 𝑦′, 𝑧′) coordinates, its electrical field in the free space can be written as

𝐸1 (𝑥′, 𝑦′, 𝑧′) = 𝐸01
𝜔0
𝜔′ 𝑒𝑥𝑝 [

−𝑥′2 − 𝑦′2
𝜔′2 ]𝑒𝑥𝑝{𝑖[𝑘𝑧′ + 𝑘 𝑥

′2 + 𝑦′2
2𝑅′ − 𝜑 (𝑧′)]}, (1)

where

𝜔′ = 𝜔0

√︄
1 +

(
𝑧′

𝑧0

)2
, (2)

𝑅′ = 𝑧′
(
1 +

𝑧2
0
𝑧′2

)
, (3)

𝜑 (𝑧′) = 𝑡𝑎𝑛−1
(
𝑧′

𝑧0

)
, (4)

are, respectively, the spherical wavefront radius, wavefront radius curvature, and the Gouy phase

of the Gaussian beam after the propagating a distance of z’, 𝐸0, 𝜔0, and 𝑧0 = 𝜋𝜔2
0𝑛/𝜆0 are,

respectively, the amplitude, waist radius, and the Rayleigh range of Gaussian beam, respectively,
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and 𝑘 = 2𝜋𝑛/𝜆0 is the wave number. To calculate the coupling coefficient, the field given by Eq.

(1) is converted to (𝑥, 𝑦, 𝑧) coordinates at the coupling plane 𝑧 = 0 by substituting

𝑥′ = (𝑥 − 𝑑) cos 𝜃, (5)

𝑦′ = 𝑦, (6)

𝑧′ = (𝑥 − 𝑑) sin 𝜃 + 𝐷, (7)

Eq. (1), which yields

𝐸1𝐷 (𝑥′, 𝑦′, 𝑧′) = 𝐸01
𝜔0
𝜔′ 𝑒𝑥𝑝[

− (𝑥 − 𝑑)2 cos2 𝜃 − 𝑦2

𝜔′2 ]𝑒𝑥𝑝{𝑖[𝑘𝑧′ + 𝑘 (𝑥 − 𝑑)
2 cos2 𝜃 + 𝑦2

2𝑅′ − 𝜑 (𝑧′)]},

(8)

The equation can be further simplified by assuming a small angle (𝜃) or sin 𝜃 ≈ 𝜃, cos 𝜃 ≈ 1, and

𝑧′ ≈ 𝐷. Substituting these approximations into Eq. (A8), we obtain the electrical field from fiber

𝑜′ at the coupling plane 𝑧 = 0

𝐸1𝐷 = 𝐸01
𝜔0
𝜔′ 𝑒𝑥𝑝{−

(
1
𝜔′2 − 𝑖 𝑘

2𝑅′

)
[(𝑥 − 𝑑)2 + 𝑦2] + 𝑖𝑘𝜃𝑥 − 𝑖𝑘𝑑𝜃}𝑒𝑥𝑝[𝑖𝜙 (𝐷)], (9)

where 𝜙 (𝐷) = 𝐾𝐷 − 𝑡𝑎𝑛−1 (𝐷/𝑧0) is the phase change due to the wave propagation.

The fundamental mode of fiber 𝑜 is also a Gaussian beam and its field at the coupling plane can

be written in (𝑥, 𝑦, 𝑧) coordinates as

𝐸2 = 𝐸20𝑒𝑥𝑝

(
−𝑥2 − 𝑦2

𝜔2
0

)
. (10)

Then the coupling coefficient is given by [30]:

𝜂 =

∬ +∞
−∞ 𝐸1𝐷𝐸

∗
2𝑑𝑥𝑑𝑦(∬ +∞

−∞ 𝐸1𝐷𝐸
∗
1𝐷𝑑𝑥𝑑𝑦

) 1
2
(∬ +∞

−∞ 𝐸2𝐸
∗
2𝑑𝑥𝑑𝑦

) 1
2

(11)

Substituting Eqs. (9) and (10) into Eq. (11) and after some straightforward algebra, we obtain

𝜂𝑚 =
2

𝜔0𝜔
′
𝑚𝑞
𝑒
−𝑝𝑑2

𝑚

(
1− 𝑝

𝑞

)
𝑒
− 𝑘2 𝜃2

𝑚
4𝑞 𝑒

−𝑖𝑘𝑑𝑚𝜃𝑚
(
1− 𝑝

𝑞

)
𝑒𝑖𝜙𝑚 , (12)

where 𝑝 = 1
𝑤′2 − 𝑖 𝑘

2𝑅′ and 𝑞 = 𝑝 + 1
𝜔2

0
. For the case that there are no angular and lateral alignments,

𝜃 = 0, 𝑑 = 0, and the coupling coefficient becomes

𝜂 |𝜃=0,𝑑=0 =
2

𝜔0𝜔′𝑞
𝑒𝑥𝑝[𝑖𝜙 (𝐷)], (13)
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For a high-finesse extrinsic FP interferometric sensor, the calculation of coupling coefficient for

each round trip could be simply treated as the case shown in Fig. 1. The longitudinal, angle, and

lateral mismatch after 𝑚 round trips are given by

𝐷𝑚 = 2𝑚𝐿, (14)

𝜃𝑚 = 2𝑚𝛼, (15)

𝑑𝑚 = 2𝑚2𝛼𝐿, (16)

respectively, where 𝐿 is the cavity length of extrinsic FP interferometric sensor, and 𝛼 is the wedge

angle formed by two surfaces of the sensor [31]. Then the coupling coefficients for multiple

roundtrips can be obtained by substituting Eqs.(8)-(16) into Eq. (12).

Note that assuming 𝑅′ = ∞, we can obtain the power coupling coefficient, |𝜂 |2 from Eq. (12):

|𝜂 |2 =

(
2𝜔0𝜔

′

𝜔2
0 + 𝜔′2

)2

𝑒𝑥𝑝

(
− 2𝑑2

𝜔2
0 + 𝜔′2

)
𝑒𝑥𝑝[− 2(𝜋𝜔0𝜔

′𝜃𝑛)2(
𝜔02 + 𝜔′2) 𝜆02 ], (17)

which is consistent with the results shown in Ref. [31] (except for the omission of 𝑛 in the third

term in Ref. [31]).
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