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ABSTRACT

COMBINING FACE AND IRIS FOR PRIVACY PRESERVATION
By
Achsah Junia Ledala

With the extensive use of biometrics for authenticating users, the need to ensure privacy of biometric
data is greater than ever before. Biometric authentication systems are vulnerable to attacks and the
loss of biometric data will lead to loss of privacy of an individual. Multibiometrics refers to the
use of multiple biometric modalities simultaneously in order to perform matching. In this work,
we introduce a multibiometric fusion technique which can be used to ensure that the original raw
biometric data are unlikely to be compromised and, at the same time, recognition can be performed.
The face and the iris biometric modalities are fused at the feature-level to produce discriminative
embeddings that can be used for recognition. The original face or the iris cannot be retrieved from
the combined representation, thus preserving the privacy of the individual. We present the results

of this approach, provide analysis, discuss the challenges, and list possible future directions.
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CHAPTER 1

INTRODUCTION

1.1 Biometrics

Biometrics is a field of science which deals with the recognition of individuals based on
their physical or behavioral characteristics [32]. These characteristics are referred to as biometric
modalities. Individuals can be recognized using these modalities which are considered to be almost
distinct to every individual. Some of the biometric modalities that can be used for recognition
are face, fingerprint, iris, voice, palm, hand geometry, palm veins, signature, and gait [30]. Since
biometric modalities are distinct to every individual and cannot be re-generated, preserving the
privacy of the biometrics is of utmost importance. Once the biometric data or template is com-
promised, it becomes difficult to replace it, which can lead to a loss of privacy of an individual.
Therefore, it is imperative to secure the biometric data to prevent the loss of privacy. There are
multiple ways in which this can be achieved, viz., by securing the database in which the biometric
data is stored, by encrypting the biometric data, or by making the biometric data itself more secure.
In this study, we explore the possibility of making the data itself more secure by combining two
biometric modalities at the feature level such that the privacy of an individual is preserved whilst

retaining the recognition accuracy.

1.2 Recognition In Biometrics

Recognition in biometrics is typically classified into identification and verification [31]. In
identification, an individual is recognized from a group of individuals. In verification, the claimed
identity is validated. Biometrics has a wide range of applications in various domains, such as
forensics, border control, airport security, surveillance, chain of custody, financial transactions,
mobile authentication, deduplication, facility access, etc. A biometric system operates in two

phases — an enrollment phase and a verification phase [30]. During the enrollment phase, the



raw biometric modalities of several individuals are collected and stored in the database. During the
verification stage, an individual once again presents their biometric modality either for identification
or verification. Identification deals with the question “Who am 1?" whereas Verification deals with
the question “Am I who I claim to be?" The presented biometric modality is compared against
all the stored biometric identities to determine the correct identity in case of identification so it is
referred to as “one-to-many" matching, and compared against the stored claimed identity in case of
verification so it is referred to as “one-to-one" matching. Therefore, a biometric recognition system

is a pattern recognition system which typically has four main building blocks:

Feature
Extraction

Probe Image

Matching Identity

Figure 1.1: Representation of a biometric system working in identification mode

* Data Acquisition: A sensor is used to acquire the raw biometric data from an individual.
Usually the raw data are 2D images but the data can also be in the form of video, audio,
text, etc. Different sensors are designed for capturing different modalities and for different

use-cases.

* Feature Extraction: In the feature extraction module, the raw biometric data is subjected to

pre-processing to retain only the relevant distinct features useful for matching and to eliminate



Feature
Extraction

Probe Image Matching Decision

Gallery Image

Figure 1.2: Representation of a biometric system working in verification mode

unnecessary and noisy information. For fingerprint images, minutiae points are extracted as

features [28]. Iris code is extracted as the feature template for iris images [35].

Data Storage: Once the relevant feature vector is extracted from the raw data, the template

is stored in a database along with the identity information or with an identifier. Sometimes,

the raw data is also stored along with the feature template. The set of raw data (e.g.,images)

stored in the database is called the gallery.

Decision Module: This is a matching stage where an individual once again presents the

raw biometric data, which is called a probe, and this probe is compared with the set of

gallery images in identification to determine the identity or compared with claimed identity

in verification to find a match or a non-match. A match score is generated in the decision

module which can be a similarity score or a dissimilarity score.



1.3 Face Recognition

Determining an identity or confirming an individual’s identity based on facial features is
referred to as face recognition. In face verification, two face images are compared to determine if
they belong to the same person or not. This is the most common way that humans identify each
other, and it is a widely used biometric modality for identity authentication. Although the exact
cognitive process of human face recognition is still unknown, it is perceived that humans recognize
faces based on high-level characteristics such as two eyes, nose, and mouth. However, Automatic
Face Recognition (AFR) is a more difficult task as it has several challenges, such as occlusion,
aging, pose variations, illumination, resolution, expression, makeup, facial hair, accessories, inter-
class similarities (similarities between twins and people within the same family), large intra-class
variations (variation in the images of the same identity), unconstrained environments, etc. These
variations affect the performance of a face recognition system. In-spite of these challenges, state
of the art deep learning networks [85] [77] [81] for face recognition achieve matching accuracies
greater than 97%. Face recognition can be performed in the visible, infrared and near-infrared (NIR)
spectrum [95]. However, recognition using 2D images in the visible spectrum is more common.
The applications of face recognition include surveillance, image-retrieval, law enforcement, and
human-computer interaction (HCI). The goal of an AFR system is to generate a match score that
indicates the similarity or dissimilarity of two face images. An efficient face recognition system
has the following modules: (a) Data Acquisition, (b) Face Detection, and (c) Feature Extraction

and Matching

1.3.1 Data Acquisition

The Automatic Face Recognition (AFR) system first begins with acquiring the face images. Dif-
ferent sensors can be used to obtain different formats of data. 2D images, sequence of 2D images
(videos), and 3D (depth) images are the common formats used in AFR systems. Usually frontal

views of the face are considered for matching in AFR since the frontal view of a face contains more



detail of the face compared to side views of the face. Since the face is a 3D image, capturing the
2D image of the face may occlude some of the facial features. This is called self-occlusion. Face
images can be captured in the visible and NIR spectrum. An NIR camera can be used to covertly

capture the images of the face in a dark environment.

1.3.2 Face Detection

Face detection is a problem of locating and localizing one or more faces in an image.Face detection
has been solved reasonably well by classical feature-based techniques, such as the cascade classifier.
More recently deep learning methods, like MTCNN [93] have achieved state-of-the-art results on
face detection datasets. Face detection can also be done based on the skin color [6] as the skin
color is distinct from background objects. However, the skin color is constrained to certain ethnic
groups. Deep neural networks can be trained to detect frontal and non-frontal faces, faces with
different poses and rotations. Zhang [98] analyzed face detection in multispectral illuminations.
Principal Component Analysis and Support Vector Machines are effective techniques used in face

detection.

1.3.3 Feature Extraction And Matching

The feature extraction module involves retaining the most discriminatory features from the localized
and detected face for further matching. The matching step is the final step in the AFR system,
and the output of matching is a match score that indicates the similarity or dissimilarity between
the compared probe and gallery face images, based on which decision is made. After the features
are extracted from the face image in the feature extraction step, this feature vector is compared
to the face template whose identity is known and stored in the database. Based on whether it is
a verification or an identification task, algorithms such as correlation filters, convolutional neural
networks(CNNs), K-means, support vector machines (SVMs), Decision trees (DTs), K-nearest

neighbor (K-NN), recurrent neural networks (RNNs) are used to effectively perform the matching



process [94]. We discuss three main approaches in the feature extraction and matching module in

detail - model-based approach, texture-based approach, and deep learning-based approach.

1.3.3.1 Model-based Approach

The Model-based approaches to automatic face recognition are more complex than appearance-
based approaches because it involves the detection of landmark points on the face such as eyes,
corners of mouth, eyes, tip of nose, and chin. Model-based approach derives a pose invariant face
representation that can be used for matching face images across different poses. The Elastic Bunch

Graph Matching is an example of a model based face recognition algorithm.

Elastic Face Bunch Graph Matching : In this approach, the face image is represented as a
graph. The nodes of the graph correspond to landmark points on the face and the edges between
the nodes represent the distance between the landmark points on the face. The Gabor coeflicients,
called jets, are obtained at each node by applying the Gabor wavelet transform centered at the
landmark position corresponding to that node. The Face Bunch Graph is obtained by combining
all the individual graphs like a stack. Thus, each node represents the variation in the landmark
points across all images in the gallery. During matching, the graphs for both the probe and gallery
image are generated, and the similarity between the probe graph and the gallery graph is the average

similarity of the Gabor coefficients at the corresponding landmark points.

1.3.3.2 Texture-based Approach

Texture is the perceived arrangement of details (pixels) in an image. Textural analysis is a region
based property and can be used to describe, segment and classify regions according to its texture
content. Texture based approaches are invariant to pose and illumination conditions. Local Binary
Pattern (LBP) and Scale Invariant Feature Transform (SIFT) are two techniques in object recogni-

tion that are widely used to characterize the texture of an image.



Local Binary Pattern: In the Local Binary Pattern technique, a neighbourhood patch of 3*3 is
considered. The intensity values of the surrounding 8 pixels is compared with the intensity of the
central pixel and a 8 bit binary string is obtained. The string is then bitwise multiplied with its
weights and summed up to obtain a decimal value for the central pixel. After this is done for all
the pixels, the face images are divided into smaller regions and histograms of local binary patterns
for each region are computed and concatenated to generate a global feature vector which can then
be normalized. During matching, the similarity or distance measure between the feature vectors
of probe and gallery image is computed. Extensions of the original LBP approach include Local
Ternary Patterns [87] and Dynamic Threshold Local Binary Pattern [44] which are less sensitive
to noise than LBP. Local Derivative Pattern proposed in [96] can represent more information than

LBP because it uses features of higher order.

Scale Invariant Feature Transform: The Scale Invariant Feature Transform consists of two main
steps: (1) Determining the key points and (2) Descriptor calculation in the neighbourhood of each
key point. The key points can be used to achieve tolerance against pose variation. The descriptor is
a histogram of gradient orientations. Each face image is divided into multiple regions and the SIFT
descriptors from each region are concatenated to generate a final descriptor which can be used for

matching. This technique is invariant to scaling, illumination, rotation, and translation.

1.3.3.3 Deep Learning-based Approach

Traditional methods like model-based and texture-based approaches perform recognition based
on one or two layer representations. Continuous efforts were made to improve the recognition
accuracy by separately improving the pre-processing, feature extraction and matching stages of
recognition. Despite these improvements, the highest recognition accuracy that could be obtained
on the LFW dataset was about 95% [17]. Deep learning methods such as Convolutional Neural
Networks (CNNs) outperform the traditional methods by a large margin as they learn multiple layers

of representation corresponding to various layers of abstraction by using a cascade of processing



layers for feature extraction and transformation. Each layer of the neural network learns more
complex features than the previous layer. The initial layers learn local features similar to the SIFT
features whereas the higher layers learn more high-level abstractions. The combination of these
high level features represents facial identity that is invariant to changes in the real-world. Using a
deep learning approach, DeepFace model [84] achieved an accuracy of 97.35% on the LFW for the

first time in 2014.

Face Processing: The performance of deep face recognition is still affected by changes in illumi-
nation, occlusion, expression, and poses. To address this problem, face processing methods such as
“One-to-many augmentation" and ‘“Many-to-one normalization" are widely used. In One-to-many
augmentation, images of slight variations and poses are generated from a single source image to
help the deep neural networks learn pose invariant representations. In Many-to-one normalization,

a generic face image is constructed from a group of face images of non-frontal view.

Deep Feature Extraction: The deep learning algorithms are trained using large amount of data
using an appropriate loss function for supervision. The loss function determines the error in the
prediction. This phase is known as the training phase which involves minimization of the loss func-
tion to obtain the most appropriate parameters. The loss function is minimized by back propogating
the errors to the previous layer, and an optimizer function is used to modify the weights and bias
by calculating the gradient of the loss function with respect to weights. When trained on very
large datasets, deep convolutional neural networks can learn highly discriminative and invariant
feature representations. The effectiveness of an AFR system depends on the quality of the extracted
features because facial landmarks identified by a given model determine how well the features are
represented. In CNNs, a fiducial point detector is used to detect the landmarks on the face such
as corners of mouth, tip of nose, center of the eyes, etc. After these landmarks are detected, the
face is aligned according to normalized canonical coordinates [7]. From the aligned face, a feature

vector is extracted which encodes the identity information. Some of the popular and widely used



CNN architectures in AFR are AlexNet, VGGNet, GoogleNet and ResNet [24,38, 80, 83].

Face Matching: During the testing phase, the trained neural network is presented with a probe
face image and the network generates a feature representation of this image. A distance measure
such as euclidean distance or cosine distance is used to compute the similarity or dissimilarity score
between the feature vector of the probe image and feature vectors of all the gallery images in case
of identification and compared to the claimed gallery image’s feature vector in case of verification
to complete the matching process. If the score is below a predefined threshold, the two faces are
considered to belong to the same identity. In some methods, the deep features are subject to post

processing to ensure that the matching process is effective.

1.4 Iris Recognition

Iris can be used to recognize an individual because of the rich texture of the iris that is generally
distinct to every individual. Since even the two irises of the same individual and iris of twins are
unique, iris recognition is one of the most secure methods of authentication [82]. The non-intrusive
nature of iris acquisition combined with its distinctiveness makes it a well sought-after biometric
modality for recognition. The challenges to iris recognition are occlusion by eyelids, eyelashes,
glasses, contact lens, out of focus imaging, camera angle, illumination, specular reflections, iris
dilation, fake or printed contact lens, low resolution, head rotation, poor contrast, etc. John
Daugman was the pioneer who designed and implemented the first Automatic Iris Recognition
system (AIR). The goal of an AIR is to generate a match score that indicates the similarity or
dissimilarity of two iris images. There are four steps in performing iris recognition. They are: (a)

Image Acquisition, (b) Segmentation, (c) Normalization, (d) Feature Extraction, and (e) Matching

1.4.1 Image Acquisition

In image acquisition, 2D images of the eye are typically captured in the near infrared (NIR)

spectrum because the rich complex texture of iris can be well captured in this spectrum. Iris



Image

s o Segmentation Normalization
Acquisition

Feature
Extraction

Matching

Figure 1.3: Modules of automatic iris recognition system

images taken in the NIR spectrum are non-intrusive and capture the complex textures of even
dark colored irises. Although the human eye is sensitive to visible light, matching has also been
performed on iris images captured in the visible spectrum [59]. However, it has been observed that
the images captured in visible spectrum in unconstrained environment results in severely degraded
images [27,58].The difference in processing the iris image in visible spectrum versus NIR is that
pupillary boundary is more distinct in NIR whereas limbic boundary appears to be more distinct in
the visible region. These images are subjected to quality analysis to retain the images which have
sufficient detail of iris texture for further pre-processing and to remove images that have occlusions
and specular reflections. Some of the research in the iris image acquisition is the “stand oft" subject
to sensor distance of up to 3 meters [18, 92], wavefront-coded imagery [10], recognition with
different wavelengths [68], using a dual-CCD camera to acquire one image in RGB and one in NIR
to handle “off angle" views of the iris [15] and acquiring iris images from moving subjects [50].

The pre-processing module removes the noise and enhances the image for segmentation.

10



1.4.2 Segmentation

In segmentation, the aim is to detect the iris portion from the image of the eye. This module
also involves the detection of eyelids and eyelashes. The inner and outer boundaries of the iris
are identified from the image of the eye and isolated. The integro-differential operator has been
proposed by Daugman to locate the inner and outer contours of the iris. Though initially the
boundaries were assumed to be circular, later works are focused on removing that assumption
[11,26,79] as the evaluation of results indicate improvement over methods that assume circular
boundaries. Although similar techniques of the initial iris segmentation are used for finding the
inner and outer boundaries of iris, different approaches have been developed to detect occlusion
by eyelashes, eyelids and specular reflections in the field of iris segmentation. Research in this
area include finding the pupil center of an iris [36,41,42] and then calculating the iris boundaries,
segmenting the iris region under unconstrained conditions [13,14], segmentation of an iris in frames
of a video sequence [19,43], detection of specular reflection in the iris image [78,97], detection
of eyelids in the iris image [48], evaluation of the quality of an iris segmentation [33, 45, 46]
and segmentation on images obtained in visible spectrum [13, 14,27,36,58]. Segmentation using
geometric active contours and opening operators to suppress the interference from eyelashes was
proposed by Roy and Bhattacharya [39,73,74]. Pundlik et al. [60] treat the image as a graph where
the pixels are nodes and neighbouring pixels are joined using edges. Ryan et al. [76] proposed
the “starburst method" for segmenting the iris. The quality of iris image that is obtained after

segmentation will affect the matching performance of the AIR system.

1.4.3 Normalization

Normalization techniques ensure that the iris of different sizes are mapped to a common image
domain. The difference in sizes of the iris occurs due to the dilation and contraction of the pupil,
sensor distance from the subject and intrinsic variations in the size of the pupil across individuals.
Normalization accounts for variations in the size of the iris. This stage is also referred to as the

‘unwrapping of the iris’. Geometric normalization transforms the cartesian coordinates to pseudo
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polar coordinates using the rubber sheet model. The segmented iris is represented as a rectangular
image and the rows of the rectangular image correspond to the concentric regions of the iris. Every
point in the circular region between the outer and inner boundary of the iris is re-mapped to the

normalized polar coordinates.

1.4.4 Feature Extraction And Matching

This step involves the extraction of the discriminating features of the iris image which is then
encoded to construct a feature vector. In the Daugman approach, the unwrapped iris is convolved
with a set of Gabor filters to extract a binary code called IrisCode. During matching, two iris
codes are compared using hamming distance which counts the number of corresponding bits that
are different between these two iris codes and a match score is generated which is used to make
a decision. The matching algorithm depends on the type of encoding that has been used to
construct the feature vector. Some other methods that have been proposed for feature extraction
and matching are PCA [16], weighted PCA [99], 2D PCA and LDA [12], wavelet analysis [56],
oriented separable wavelet transforms [88], normalized phase correlation [37], log-Gabor filters
[5], rotated complex wavelet transform [9], 2D discrete wavelet transform [86]. Apart from the
traditional feature extraction and matching approaches, some of the other methods that do not fit in
the traditional approach are explored such as gray level co-occurrence matrices [23], local-global
graph methodology [34], continuous dynamic programming [63], use of statistical measures [40],
use of SIFT features [57]. However, none of these methods have shown better performance over
the more traditional approaches. There are also approaches [3,8,20,47,61] that analyze the iris in
individual parts and combine the results. This is done to reduce the noise and overcome the errors
due to segmentation. Research has been done to improve the speed of iris matching from a large
dataset. Mehrotra et al. [S1] propose an indexing technique to reduce the search time whereas Roy
and Bhattacharya [39, 72-75] apply feature selection to choose the most discriminating features
thereby reducing the time taken for matching. Gentile et al. [21] uses a shorter iris code to index

into a large iris database in order to reduce the number of comparisons to find the correct match.
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Rathgeb et al. [65] proposes an “incremental” iris code matching to reduce the number of bit

comparisons.

1.5 Thesis Organization

The remaining document is organized as follows:

Chapter 2 gives a detailed overview of the advantages and challenges of the multibiometric sys-
tems, fusion of biometric modalities at different levels, privacy concerns and threats in biometrics,
and techniques used to ensure privacy of the biometric data and their challenges.

Chapter 3 describes the process of feature-level fusion of face and iris for the purpose of
recognition and discusses the architecture of the proposed method and describes the deep learning
models used.

Chapter 4 discusses the datasets that were used, the experimental setup, and presents the results
of the performance on two datasets. Comparison between the individual face and iris recognition,
and the fused face-iris modality recognition is done, and the results and analysis are presented.

Chapters 5 presents the conclusion and the future work that can be explored in this area.
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CHAPTER 2

MULTIBIOMETRIC SYSTEMS AND PRIVACY

2.1 Multibiometric System

Biometric recognition systems usually use a single biometric modality to establish or verify an
identity. These systems are called unibiometric systems. Some of the limitations of unibiometric
systems are [71]: 1. Upper bound on identification accuracy - there is a limit beyond which we
cannot improve the accuracy by fine tuning the matching or feature extraction process, 2. Spoof
attacks - an impostor can try to fool the authentication system by pretending to be a genuine user,
3. Noise - the quality of the data that is presented for matching may be poor or noisy due to
substandard acquisition conditions. Multibiometric systems aim to overcome the limitations posed
by the unibiometric systems. Multibiometric system refers to the use of multiple biometric samples
simultaneously in order to perform matching. These samples can be from different modalities; for
example, fingerprint and face or images from different sensors; for example, 2D and 3D or repeated
samples of the same biometric modality. These systems are expected to be more reliable because
they consider multiple pieces of evidence. They can also help in anti spoofing as it is difficult to
spoof multiple biometric modalities simultaneously. These systems are fault tolerant because they
can continue to operate even when some modalities become unreliable due to hardware, software
or intentional manipulation. Multibiometric systems enhance the matching accuracy, speed and
security of the biometric systems [67]. Such a system can be implemented by the integration or

fusion of multiple biometric modalities.

2.2 Fusion

Combining multiple sources of information with the goal to improve the overall matching
accuracy is called fusion. Specifically, fusion in the case of verification is used to improve the

accuracy and in case of identification, it is used to improve the accuracy as well as the matching
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speed. Distinctive features can be extracted by fusing different biometric modalities which results
in increased recognition accuracy. However, the improvement in the accuracy comes at a cost. It
is more expensive and may inconvenience the user since the user may have to interact with more
than one sensor during both enrollment and matching stages. Fusion can also eliminate problems
due to noisy data. Many fusion techniques are available to perform identification in multibiometric
systems. Much research has been done on fusing different combinations of biometric modalities to
improve the identification accuracy. Fusion using multiple modalities can be performed at various

levels [71]:

¢ Feature-level: In the feature-level fusion, the feature vectors of individual modalities are
combined into a single feature vector. Different approaches can be used to independently
extract the features from each biometric modality into separate feature vectors which can
be concatenated into a single feature vector. Feature reduction techniques can be used
to reduce the higher dimensionality of the new concatenated feature vector. Feature-level
fusion is preferred to image-level fusion because most automatic recognition systems store
the features instead of the raw images because features are more compact than images. Wang
et al., Rattani and Tistarelli [66,91] are examples of fusing face and iris information at the

feature level.

* Similarity Score-level: This fusion can also be referred to as confidence-level fusion or
matching score fusion. The match scores of individual modalities are combined to generate
a new match score in the score-level fusion. Each biometric system gives a similarity score
of how similar the probe image is to the gallery image independently for the two modalities.
The individual scores are normalized or mapped to a common domain before combining
them for a more accurate matching decision. Score-level fusion is the most common type of
fusion technique and gives the best trade-off between the ease of fusion and effectiveness of
fusion. Wang et al., Morizet and Gilles [53,89,90] are examples of score-level fusion of face

and iris modalities.
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e Rank-level: In the rank-level fusion, the ranks of individual modalities are combined to
derive a consensus rank for each identity. The output of individual modalities is a set of
ranked gallery identities sorted in the descending order of their probabilities. These output
ranks from individual modalities is consolidated to achieve a consensus rank for each identity.

Rank-level fusion can only be used in identification systems.

* Decision-level: This fusion can also be referred to as abstract label-level fusion. In decision-
level fusion, the individual modalities are fused based on the final recognition decision. In
verification, the decision is of the form Yes/No and in identification, the decision can be of
the form “identified" or “not-identified". Each modality is separately classified into a match
or a non-match by the biometric system and the final decision is based on the majority voting

scheme [29]

* Image-level: In this fusion, the individual modalities are combined at the image-level to
get a single image which is used for matching. Image-level fusion can also be referred to
as sample-level fusion, sensor-level fusion, signal-level fusion or measurement-level fusion.
The image-level fusion occurs before the matching stage where the raw images are integrated

to form a single combined image which then can be used for matching.

One challenges specific to fusion is that there is no optimal procedure or rule that can be used

to apply the fusion techniques. These fusion techniques can be modality and dataset specific.
2.3 Challenges Of Multibiometric Systems
The challenges in multibiometric systems are [69]:

* Loss Of Privacy: Privacy concerns intensify with the use of multiple biometric modalities.
There is a need for the feature vectors to be securely stored while retaining the recognition

accuracy.
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Figure 2.1: Levels of fusion: a) fusion at the image-level b) fusion at feature-level c) fusion at
score-level or rank-level d) fusion at decision-level

* Conflicts On Identity: Sometimes individual modalities may give conflicting decisions on
the identity of the user. In such cases, there should be a systematic way to make the final

recognition decision.

* Portability Issues: Fusion algorithms have a number of tunable parameters. Transferring
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these parameters across applications may be a difficult task. Robust fusion systems that can

be ported across applications are necessary.

* Changes To The Biometric Modality: Aging and other factors can lead to modification of
the biometric modality over time. This can lead to misuse of identity or spoof attack. The
database should be designed so that it is adaptive to these changes and there should be an

efficient way to update the feature vectors stored in the database.

* Sensor Placement: Since multiple sensors are being used, the sensors should be placed in
such a way that it captures images of good quality for recognition and at the same time cause

minimum inconvenience to the user during the image acquisition stage.

2.4 Privacy In Biometrics

24.1 Privacy Concerns In Biometrics

Biometric systems, like other systems, are vulnerable to attacks from hackers which can lead to
compromise of biometric data. Any such compromise is catastrophic, as it leads to loss of user’s
identity since the biometric data cannot be easily replaced or reissued. Also, if the biometric
data is compromised in one application, there is a possibility that all applications that use that
biometric data can be compromised using the same method and the user can be tracked if multiple

organizations share the same database.

2.4.2 Privacy Techniques In Biometrics

2.4.2.1 Biometric Template

To ensure privacy, instead of storing the raw biometric images in the database directly, most
biometric systems store the data in the form of a compact digital representation called a template.
Since the template contains only a compact description of the original data, the biometric template

was considered as a one-way hash from which the original biometric image could not be retrieved.
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Also, since the templates are encrypted, it is difficult to determine the contents of the template
without the knowledge of de-crypting keys. However, studies have shown that, in spite of having
an encryption and compact representation, it is possible to regenerate an estimate of raw biometric

images from the stored template with a hill climbing attack [4] [70]

2.4.2.2 Hash Functions

Encryption techniques or hash functions can be used to enhance the privacy of the biometric
template. Hash functions are one way algorithms and they are almost impossible to invert. However,
these functions produce different hashes with even the slightest change in the input. As we have
seen in the Automatic Face and Iris recognition sections, these modalities are subject to several
changes due to illumination, resolution, occlusion, facial hair, aging, pose and expression variations.
Because of this, it is not possible to have the exactly the same input without any variations every
time. While, the hash will be the best way to ensure privacy, it may never have a positive match.

Therefore, the hash functions cannot be practically used to implement privacy in biometrics.

2.4.2.3 Cancelable Biometrics

Another method to impart privacy to the biometric template is cancelable biometrics [64]. In this
approach, a transformation function is used to generate a biometric template and this function is
modified to produce a new variant of the template whenever one variant is compromised. Thus,
the method provides revocability. The transformation function can be selected to be non-invertible.
The original data cannot be retrieved even if the transformation function is known. The process
of cancelable biometric template recognition is shown in figure 2.2 [55] When the key of the
transformation function is exposed, the cancelable biometric template can be compromised. In
such a case, if the transformation is invertible, the original biometric can be reconstructed. If
the transformation is non-invertible, then the original biometric template can be approximately
recovered. However, studies [54] [49] have shown that, by inverting the transformation function,

the original biometric template may be restored by dictionary attacks.
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CHAPTER 3

PROPOSED WORK

3.1 Method

In this work, we ensure that the privacy is preserved by combining two biometric modalities at
the feature-level to generate a new biometric image that contains the features of both the modalities.
This new biometric image that is generated cannot be used to match with either of the two original
biometric modalities which means that, even if the database is hacked or the biometric template is
compromised, attackers will not be able to retrieve the original face or iris image. In this way, the
privacy is preserved.

The two biometric modalities that we consider for this study are face and iris. We extract the
features from the face and iris modalities separately and fuse them into a combined representation.
This combined representation is given as the input to a Generative Adversarial Network - an
unsupervised neural network, to generate synthetic biometric face images. Instead of storing the
original input face and iris images, the generated face image is stored in the database during the
enrollment phase. During the verification phase, the user presents his face and iris biometrics and
the system generates a synthetic face by the same process used in enrollment state and compares
this to the stored synthetic template of the same user to generate a match score. Based on the match

score and threshold, a match or a non-match is determined.

3.2 Architecture Used

We use a pre-trained ResNet [25] model to extract the features from the face and iris images.
We then use the PCA technique on the feature vectors individually, to reduce its dimensionality. A
DCGAN [62] network is used to generate a synthetic face image. The architecture of the DCGAN

is shown in figure 3.1.
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Figure 3.1: Proposed Method

3.2.1 ResNet-18

ResNet-18, also known as Residual Network, is a popular deep neural network having 18 layers
with skip connections for image recognition. We extract a 512 dimensional embedding of the face

and the iris image from the the last second layer of the network.

3.2.2 DCGAN

Deep Convolutional Generative Adversarial Network, or DCGAN for short, is a variant of Genera-
tive Adversarial Network (GAN) [22], which is an unsupervised learning task in machine learning
which automatically learns patterns in the input data. There are two models in the GAN architec-
ture, a generator and a discriminator which are trained simultaneously. The generator is responsible
for producing synthetic or fake image and the discriminator determines whether that image is real
image (from the input dataset) or a synthetic image (generated image). During training, the gen-
erator takes a random fixed-length vector as an input and generates a sample in the domain. The
discriminator acts as a typical binary classification network. The two models are always competing
against each other and are adversarial in that sense, and are playing a zero-sum game. DCGAN
has certain architectural constraints on the network that make it an effective unsupervised learning

network.
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3.3 Training Method

The face dataset is divided into a train and a test set. The DCGAN is trained only on the face
images of the training set. During the testing stage, the feature vectors of the testing set of face
images, and iris images are extracted using a pre-trained ResNet architecture. They are combined
to form a 100 dimensional feature vector. This is given as input to the trained DCGAN model

which generates new face images.
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CHAPTER 4

EXPERIMENTS AND RESULTS

4.1 Datasets Used

Two multimodal datasets were used for this method. WV U and BioCOP 2008 are the multimodal
datasets which have both face and iris modalities of the same user. A virtual dataset was constructed
using face images from BioCOP 2008 dataset and iris images from CASIA-Iris Thousand dataset.

For the baseline experiments, the following are the statistics of the datasets that have been

considered:

4.1.1 WVU Dataset

In the WVU face dataset, there are 269 subjects and the number of probe images are 1358 and the
number of gallery images are 240. The WVU left iris dataset consisted of 241 subjects and 1321
probe images and 241 gallery images. The WVU right iris dataset consisted of 236 subjects and

1301 probe images and 236 gallery images.

4.1.2 BioCOP 2008 Dataset

The BioCOP 2008 face dataset consisted of 1135 subjects and 1128 probe images and 1135 gallery

images.

4.1.3 CASIA-Iris Thousand Dataset

This is an iris only dataset which consisted of 1000 subjects and each subject has 10 samples for
both left and right iris. The number of probe images are 2000 and the number of gallery images

are 1000 for both the left and right iris.
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4.1.4 Virtual Dataset

In this setup, we map one subject of the BioCOP face with one subject of the iris in a chimeric
manner. 1000 subjects are considered for face images from the BioCOP 2008 dataset and each
subject has 2 samples. 1000 subjects are considered for both the left and right iris and each subject
has 10 samples each. 1000 face images are used for fine-tuning the DCGAN and during testing,

10000 face-iris images are used.

4.2 Experimental Setup

In these experiments, the left and right iris are considered as different biometric modalities.
That is, feature-level fusion of face and left iris is different from feature-level fusion of face and
right iris. All combinations of face and iris belonging to the same subject are concatenated to form

combined face-iris images.

4.3 Results and Analysis

We present the matching performance for individual modalities of face and iris verification
using commercial matchers and compare it with the matching performance of generated faces from

fused biometric modality of face and iris.

4.3.1 Experiment 1: Baseline Experiments

The results of verification of individual face and iris modalities of WVU, BioCOP and CASIA-
Iris thousand datasets are presented in table 4.1. For matching, the commercially available ROC
Matcher [1] is used for face datasets and VeriEye Matcher [2] is used for iris datasets. Receiver
operating characteristics of recognition of individual face and iris modalities of WV U, BioCOP
and CASIA dataset are shown in figures 4.1, 4.2, 4.3, 4.4, 4.5, and 4.6. The commercially available

matchers have high matching performance.

25



Table 4.1: True match rate of face and iris datasets at different values of false

individual face and iris verification

match rate for

TMR @ TMR @
Dataset FMR=0.001 FMR=0.01
WVU Face 99.9% 100.0%
BioCOP Face 99.6% 99.6%
WVU Left Iris 99.5% 99.5%
WVU Right Iris 98.3% 98.4%
CASIA Left Iris 99.8% 99.8%
CASIA Right Iris 99.9% 100%
1.0
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Figure 4.1: ROC of WVU face dataset
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Figure 4.2: ROC of BioCOP 2008 face dataset
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Figure 4.3: ROC of WVU left iris dataset
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Figure 4.4: ROC of WVU right iris dataset
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Figure 4.5: ROC of CASIA left iris dataset
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Figure 4.6: ROC of CASIA right iris dataset

Table 4.2: True match rate of face and iris datasets at different false match rate in verification mode

BioCOP-CASIA Iris Left | BioCOP-CASIA Iris Right
Experiment FMR=0.01 | FMR=0.1 FMR=0.01 | FMR=0.1
Matching using fine- | 17.3% 40.9% 20.2% 47.0%
tuned StyleGAN
Matching using pre- | 48.5% 73.8% 53.7% 76.0%
trained DCGAN
Matching without PCA | 28.7% 47.0% 16.7% 40.0%
Matching with PCA 55.6% 80.4% 59.1% 82.6%
Matching between gen- | 0.4% 9.0% 0.7% 9.0%
erated and original face
images
Matching of  mis- | 49.4% 75.5% 53.4% 77%
matched face-iris using
DCGAN

4.3.2 Experiment 2: Generating Images Using Pre-trained StyleGAN Network

In this experiment, a StyleGAN network that is pre-trained on FFHQ dataset to generate images
using the face-iris embedding. The images that are generated are shown in figure 4.7. The resulting
images do not resemble face images and no useful information can be obtained from it so we do

not perform any matching on these images.
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Figure 4.7: Examples of images generated by StyleGAN pre-trained on FFHQ dataset

4.3.3 Experiment 3: Generating Images Using StyleGAN Fine-tuned On BioCOP Faces

In this, the StyleGAN is fine-tuned on the BioCOP faces with the intention that it would generate
images that look like faces. Some examples of generated face images are shown in figure 4.8.
The generated images of all subjects are similar with some variations in the facial features. We
conclude that the embedding space of the StyleGAN is larger than the embedding space of the
faces. Matching is performed for the generated face images using ROC face matcher. The ROC
curves for the generated face images from StyleGAN using ROC matcher for face-right iris and

face-left iris are shown in figures 4.9 and 4.10, respectively.

Figure 4.8: Examples Of Images Generated By StyleGAN Fine-tuned On BioCOP Face Dataset
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Figure 4.9: ROC of generated face images from face and right iris using StyleGAN fine-tuned on

BioCOP faces
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Figure 4.10: ROC of generated face images from face and left iris using StyleGAN fine-tuned on

BioCOP faces

4.3.4 Experiment 4: Generating Images Using Pre-trained DCGAN Network

Next, a pre-trained DCGAN network that has been trained on Celeb-A dataset is used to generate

face images. Some examples of generated face images are shown in figure 4.11. The images that
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are generated appear distorted. Matching is performed for the generated face images using ROC
face matcher and the matching results are higher than that of the StyleGAN matching results. The
ROC curves for the generated face images from pre-trained DCGAN using the ROC matcher for

face-right iris and face-left iris are shown in figures 4.12 and 4.13, respectively.
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Figure 4.12: ROC of generated face images from face and right iris using pre-trained DCGAN
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Figure 4.13: ROC of generated face images from face and left iris using pre-trained DCGAN

4.3.5 Experiment 5: Generating Images Using DCGAN Fine-tuned On BioCOP Faces

The DCGAN is fine-tuned on BioCOP faces so that it can learn to generate face images similar to
that of BioCOP face. Some examples of generated face images using fine-tuned DCGAN are shown
in figure 4.14. These faces are not distorted. The matching is performed for the generated face
images using ROC face matcher and the matching results are higher than that of the matching results
from pre-trained DCGAN. The ROC curves for the generated images using DCGAN fine-tuned on

BioCOP faces for face-right iris and face-left iris are shown in figures 4.15 and 4.16, respectively.

Figure 4.14: Examples of images generated by DCGAN fine-tuned on BioCOP face dataset
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Figure 4.15: ROC of generated face images from face and right iris using DCGAN
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Figure 4.16: ROC of generated face images from face and left iris using DCGAN

4.3.6 Experiment 6: Matching Without Using PCA

In this experiment we reduce the dimentionality of the features in a trivial manner. The dimension-
ality of the feature vector of the face and iris that is obtained from the ResNet is 512 each. The
dimensionality of each of these two feature vectors has to be reduced to form a 100 dimensional

combined feature vector which can be given as the input to the DCGAN. The first 50 dimensions
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of the face feature vector is selected to be combined with the first 50 dimensions of the iris feature
vector to form a 100 dimensional face-iris feature vector. The results of the matching using the
fine-tuned DCGAN when the face and iris is combined using this method is shown in table 4.2 -

row 3 and ROC curves for this are shown in figures 4.15 and 4.16.

4.3.7 Experiment 7: Matching Using PCA

Principle Component Analysis (PCA), which is a popular feature extraction and dimensionality
reduction technique in Machine Learning, is used to extract the top 50 dimensions of the face
feature vector and the top 50 dimensions of the iris feature vector to form a 100 dimensional
face-iris feature vector.The results of the matching using the fine-tuned DCGAN when the face and
iris is combined after applying PCA is shown in table 4.2 - row 4. The results are much higher
compared to combining the first 50 dimensions from both the modalities.

From table 4.2, we see that at FMR = 0.1, the performance significantly improves from 47%
to 80% for face-left iris and from 40% to 82% for face-right iris when we apply PCA on the
512 dimensional embedding to extract a 100 dimensional embedding. We conclude that the
100 dimensional embedding of the face and iris contains the most discriminative features for the

matching performance to be improved.

4.3.8 Experiment 8: Do The Original And Generated Face Images Match?

An experiment is conducted to check whether the generated face image matches with the original
face image. The matching between them should be very low and the generated face image should
not look like the original image, to ensure privacy. The results of this experiment are shown in
table 4.2 - row 5 and the ROC curves are shown in figures 4.18 and 4.19. The matching accuracy
between the original and generated face images is low indicating that original face image cannot
be matched with the generated face image.

Using the proposed method, the generated face images cannot be matched with the original face

images from which they are generated. In the figure 4.17, the match scores between the original
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face image and generated face images are given. The match scores range from O to 1, where 0 means
no match and 1 means they match perfectly. As we can see, the match scores are low, indicating
that the original face image cannot be matched with the transformed face image, thus preserving
the privacy. Also, visually, the generated face images look very different from the original face

images.
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Figure 4.17: The match scores between the original face and the generated face images
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Figure 4.18: ROC curve of scores between the original face and the generated face images from
face-left iris embedding
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Figure 4.19: ROC curve of scores between the original face and the generated face images from
face-right iris embedding

4.3.9 Experiment 9: Do The Generated Images Of Same Subject Look Similar?

In figure 4.20, the match scores between the the generated face images of the same subject are
shown. The match scores are close to 1 indicating that there is high match between samples of the
same subject and we can also visually notice that all the generated face images are similar to each

other.
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Figure 4.20: The match scores between the generated face images of the same subject
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4.3.10 Experiment 10: How Is The Matching Performance When Face And Iris Of Different
Subjects Are Combined?

In this experiment, we want to determine the matching performance is when the face and iris
of different subjects are combined (that is the face image is paired with an iris image that is
different from the previous set of experiments). Face embedding of one subject is combined with
an iris embedding of another subject to get a mismatched combined face-iris embedding. These
embeddings are then used to generate face images. The ROC face matcher is used to perform
matching. The results are shown in table 4.2 - row 6. The performance for both left and right iris is
lower than the DCGAN fine-tuned on the correct pair of subjects (refer row 4) but it is not possible

to conclude that generated images will not match if the face and iris are of different identities.
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Figure 4.21: ROC curve of generated face images of mismatched face and right iris using DCGAN
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Figure 4.22: ROC curve of generated face images of mismatched face and left iris using DCGAN

4.3.11 Experiment 11: How Is The Quality Of Images Generated?

The software used to conduct the Image Quality Experiments is Blind/Referenceless Image Spatial
Quality Evaluator (BRISQUE) in python [52], which is a natural scene statistic-based distortion-
generic blind or no-reference (NR) image quality assessment (IQA) model that operates in the
spatial domain. This method uses scene statistics of locally normalized luminance coefficients to
quantify possible losses of “naturalness” in the image due to the presence of distortions, thereby
leading to a holistic measure of quality. The results for the image quality are shown in figure 4.23.
From the figure, we see the image quality scores in the range between 5 to 45. Using BRISQUE,
the quality can be measured in the range between 1 to 100 where 1 indicates image of high quality
and 100 indicates image of poor quality. We observe that the generated images from the DCGAN
are of good quality however, there is a scope for improving the quality of the images significantly

in the future.
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Figure 4.23: Image quality score distribution

4.3.12 Experiment 12: Face-Iris Identification Experiments

The CMC curves of the face-right iris and face-left iris experiments are plotted and shown in figures

4.24 and 4.25, respectively.

CMC curve

=2 o b < ot
o = - =] ]
- T

™,

Face-Right Iris Identification Rate

o
-

. A k. 4. J
] 200 400 GO0 800 1000
Rank

o
w

Figure 4.24: CMC curve of face-right iris
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CHAPTER 5

CONCLUSION

5.1 Conclusion and Future Work

We have designed a new approach and conducted an exploratory analysis to combine face
and iris modalities at the feature level to enhance the privacy in the biometric template while
retaining the recognition accuracy. The results and analysis are presented. Since the biometric
data is transformed by two layers of abstraction, it is difficult to retrieve the original data. The first
abstraction is to combine the face and iris into a single embedding and the second layer of abstraction
is to generate a face using this face-iris embedding making it difficult to extract information of the
original image using the generated image. Although, to some extent, we can guarantee the privacy
using this method, there is a significant drop in the recognition accuracy compared to traditional
unimodal matching. In the future, there is much more to be done in investigating this approach such
as other generative networks, dimensionality reduction techniques, etc. to increase this recognition

accuracy to be comparable to that of individual face and iris recognition.
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